
123

     Springer 

Handbookoƒ

Systematic  
Musicology

Bader 
Editor



Springer Handbook
of Systematic
Musicology



Springer Handbooks provide
a concise compilation of approved
key information on methods of
research, general principles, and
functional relationships in physical
and applied sciences. The world’s
leading experts in the fields of
physics and engineering will be as-
signed by one or several renowned
editors to write the chapters com-
prising each volume. The content
is selected by these experts from
Springer sources (books, journals,
online content) and other systematic
and approved recent publications of
scientific and technical information.

The volumes are designed to be
useful as readable desk reference
book to give a fast and comprehen-
sive overview and easy retrieval of
essential reliable key information,
including tables, graphs, and bibli-
ographies. References to extensive
sources are provided.



H
HandbookSpringer

of Systematic Musicology
Rolf Bader (Ed.)

With 952 Figures and 61 Tables

K



Editor
Rolf Bader
University of Hamburg
Institute of Systematic Musicology
Neue Rabenstr. 13
20354 Hamburg
r_bader@t-online.de

ISBN: 978-3-662-55002-1 e-ISBN: 978-3-662-55004-5
https://doi.org/10.1007/978-3-662-55004-5
Library of Congress Control Number: 2018930527

© Springer-Verlag GmbH Germany 2018

This work is subject to copyright. All rights are reserved by the Publisher,
whether the whole or part of the material is concerned, specifically
the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation,
computer software, or by similar or dissimilar methodology now known or
hereafter developed.
The use of general descriptive names, registered names, trademarks,
service marks, etc. in this publication does not imply, even in the absence
of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice
and information in this book are believed to be true and accurate at the date
of publication. Neither the publisher nor the authors or the editors give a
warranty, express or implied, with respect to the material contained herein
or for any errors or omissions that may have been made. The publisher
remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Production and typesetting: le-tex publishing services GmbH, Leipzig
Typography and layout: schreiberVIS, Seeheim
Illustrations: Hippmann GbR, Schwarzenbruck
Cover design: eStudio Calamar Steinen, Barcelona
Cover production: WMXDesign GmbH, Heidelberg

Printed on acid free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-662-55004-5


V

Preface

Systematic Musicology is a field that grew tremen-
dously over the last decades to such an extent and into
so many topics, that for quite some time researchers
as well as students in the field have been demand-
ing a comprehensive overview of the different parts of
the discipline. As the field of Systematic Musicology
is so wide, there is a need for introductions, reviews,
teaching materials, and the display of recent trends for
researchers in related fields who want to connect and
interact within this highly interdisciplinary area. There-
fore, the International Working Group of Systematic
and Comparative Musicology decided to compile such
a volume, covering the major areas of research in Sys-
tematic Musicology, and making them easily accessible
to the community. This volume tries to present the state-
of-the-art in the field while also giving an overview
of basic and fundamental methodologies and termi-
nologies. It also discusses recent trends and topics and
therefore hopefully is also inspiring in terms of an in-
terchange of ideas and subjects.

Systematic Musicology is a highly interdisciplinary
field, which it has been ever since its ancient origins
with philosophers like Pythagoras, Archytas of Tarrent,
or Aristoxenos. Here the connection between music,
mathematics, geometry, astronomy, well-being, poli-
tics, and other fields were discussed. Much attention
was given to music theory, especially tonal systems or
rhythm theory. Ancient writings of music theory, like
the Indian Natyashastra on music and the arts, or the
music theory embedded in the ancient Tamil epic Cilap-
patikāram of today’s Sri Lanka show complex tonal
system theories. The Chinese Yueji from 1st and 2nd
century BC is not only a music theory, but also dis-
cusses aspects of nature and the social role of music.
In all these traditions musicology, concerned with all
aspects of music, continued to the present day in many
forms.

In modern times the roots of Systematic Musi-
cology lie in Comparative Musicology, which tries to
determine laws and universals by comparing the mu-
sical traditions of the world. This was only possible
from around 1900 after the invention of the Edison
phonograph, which made it possible for the first time
to record and playback music on wax cylinders. Fol-
lowing the systematic approach, right from the start the
Hornbostel/Sachs classification of musical instruments
used a taxonomy based on the acoustical and mechan-
ical driving mechanisms of musical instruments, i. e.,

plucked, bowed, blown, etc. The Berlin phonogram
archive, recording music from around the world on wax
cylinders, started with a recording of a Thai phi pha
orchestra in the Berlin Tiergarten in 1900. Jaap Kunst
was among the first to collect recordings in today’s
Indonesia in the 1920s and 1930s developing Ethno-
musicology on his many fieldtrips. In the US, Charles
Seeger was co-founder of the Society of Comparative
Musicology and Frances Desmond was collecting the
music mainly of native Dakota Indians.

Carl Stumpf was among the first to introduce mu-
sic psychology in modern terms, by discussing how
a pitch sensation can appear from a multisensory in-
put of many frequencies entering the ear. A distinct
influence on these early findings came fromGestalt psy-
chologists, who indeed first used musical melodies to
derive their Gestalt laws. Early experiments on musi-
cal timbre were performed again by Stumpf and others,
especially focusing on music and speech as well as on
musical transients and tone color.

Many problems of music psychology, like the prob-
lem of tonal fusion addressed by Stumpf, were based
on the experimental evidence that sounds consists
of overtones, which was published by Hermann von
Helmholtz in 1863. The growing field of electronic mu-
sic enhanced research in these fields in the Bell labs
in the US or in the Heinrich-Hertz Institute for vi-
bration of Karl Willy Wagner in Berlin, where also
Barkhausen was working on tubes and on the light bow
for building a loudspeaker and microphone in one de-
vice. Research on musical instruments was prominently
performed by Felix Savart around 1800, especially
on violins, building a trapezoid-shaped violin body
or an octobass ranging over two floors. Also around
this time Friedrich Chladni was discovering longitudi-
nal waves and building musical instruments with this
invention, the clavicylinder and the euphonium, and
wrote the first comprehensive work on vibrating mu-
sical systems.

All these and many more early works building up
the field of Systematic Musicology were followed by
a tremendous increase in the number of works after
WWII. Today, the topics discussed in Systematic Mu-
sicology range from Musical Acoustics and Musical
Signal Processing, Music Psychology and Neuromusi-
cology,Music Ethnology and ComparativeMusicology,
Musical Syntax and Philosophy to Musical Applica-
tions in modern music production and distribution,
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alongside many related topics. The aim of the disci-
pline is still to understand music, its production and
perception, its cultural, historical and philosophical
background in a systematic way. This cannot be done
by discussing one aspect alone. So, for example, the de-
velopment of musical instruments is shaped not only by
tradition, but by acoustical, physiological and psycho-
logical constraints, the needs of different compositional
styles, to be technically state-of-the-art, or by political
and economic demands. Therefore, Systematic Musi-
cology needs to consider all aspects of music so as to
aim for a system of music, the Kunst (art) in the Re-
naissance or Baroque sense of a system of rules, as J.S.
Bach used the term in his Die Kunst der Fuge (The art
of the fugue). This late work by Bach concerned dis-
playing the rules and possibilities that lie within the
polyphonic system of fugue composition.

So Systematic Musicology believes that under-
standing music can only truly be achieved by con-
sidering all aspects of music. The Handbook tries to
reflect this interdisciplinary nature of Systematic Mu-
sicology in seven sections. These sections follow the
main topics in the field, Musical Acoustics, Music Psy-
chology, and Music Ethnology while also taking recent
research trends into consideration, such as Embodied
Music Cognition and Media Applications. Other topics,
like Music Theory or Philosophy of Music are also dis-
cussed. Of course, they could also have been presented
as sections in their own right, taking their salience into
account. These topics are incorporated within one of the
main sections under recent developments in the field.
This may, however, be subject to respective develop-
ments over the next decades.

Part A, edited by Rolf Bader, presents an overview
of the state-of-the-art of research in Musical Acoustics.
After an introduction to basic models, mathematical
frameworks and formulas, the section discusses mate-
rials for musical instruments as well as modern mea-
surement techniques used in the field. Then, the main
instrument families are discussed, string and wind in-
struments, organs and percussion instruments, in terms
of their basic properties as well as special features.
A discussion on nonlinearities and synchronization in
musical instruments tries to give a global framework for
instrument families. Finally, modern RoomAcoustics is
discussed, both in terms of general findings as well as
modeling techniques.

In Part B, edited by Jonas Braasch, modern Musi-
cal Signal Processing is discussed. Again the section
starts with the fundamentals of modern music recording
studio equipment and methods, digital audio process-
ing using delay lines and waveguides, and an intro-
duction to Fourier and convolution methods. It then
turns to sound source separation and state-of-the-art

automatic musical score extraction and adaptive mu-
sic control. Modern synthesis methods are discussed
in terms of multichannel audio reproduction systems
using wavefield synthesis, physical modeling using
Finite-Difference methods (FDM), as well as hardware
implementation of FDMwith highly parallel processing
Field-Programmable Gate Array (FPGA) hardware.

Part C, edited by Stefan Koelsch, turns to Music
Psychology, addressing many aspects of music percep-
tion and associated musical parameters. It starts with
a review of music time perception, which is a basic
issue of an art form developing in time. This leads
to the topic of the dependency of sensual information
stored in memory, both short- and long-term memory
processing and auditory working memory. Here many
findings from brain research using EEG, fMRI, MEG,
or related techniques are reported and discussed. On
a higher level musical syntax needs to be understood,
both in terms of music theory often based on syntax
rules found in speech and its relations to music, as well
as in terms of experimental findings again using brain
research techniques. Following on from brain research
findings, rhythm and beat perception are discussed, as
well as the relation between music perception and ac-
tive music production. Finally, music and emotion are
discussed in terms of their relation to sensory data.

Part D, edited by Albrecht Schneider, is devoted
to Psychoacoustics, its fundamentals, history, methods,
and findings. The philosophical background of sensa-
tion as found in ancient as well as Renaissance and
Baroque times is discussed and basic models of percep-
tion and psychophysics are presented. Thereafter, pitch
and pitch perception is addressed, with basic parame-
ters like virtual or residue pitch, tonal fusion, scales,
or intonation. The auditory pathway is presented from
the cochlea up to the auditory cortex. Then timbre and
sound color are discussed in terms of their notion as
well as their use in musical instrument organology,
both of acoustic as well as electronic music, together
with the relatedness of pitch and timbre and its use for
audio segregation. Finally, loudness is treated as a psy-
chological sensation related to physical sound pressure
level, and different loudness models are presented and
discussed in modern disco and club performance sce-
narios.

Part E, edited by Marc Leman, presents the emerg-
ing field of Embodied Music Cognition. After an in-
troduction presenting ontological and epistemological
foundations, the method is applied to musical param-
eters like timing, expressiveness, or expectation. The
role of musical gestures are discussed and new trends
and questions are addressed. The ideas are then trans-
ferred to compositional ideas using sonic objects as
basic compositional units of timbre in terms of analysis
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and synthesis. Music therapy is also subject to embod-
iment applications, where the relation between rhythm
perception and body coordination is shown to improve
well-being and the health of patients. Finally, the in-
teraction of musicians and listeners using sensors and
other techniques is treated, both in terms of basic frame-
works as well as technical issues concerning sensors
and their applications.

Part F, edited by Isabel Barbancho, concentrates on
the application side within the Modern Media Applica-
tion domain of music production and reproduction in
terms of Music Information Retrieval (MIR). One aim
is to extract musical features from audio files and use
them for content analysis, song suggestions, or further
analysis. Problems of data mining, automatic analy-
sis, or visualizations are discussed on a technical level.
Advanced hearing aids are also a subject of music ap-
plications, especially as normal hearing aids only have
poor abilities to reproduce music. Modern tools and
ideas help to enhance music perception through hearing
aids. Applications of MRI also improve music educa-
tion and education as a whole, and this is discussed
in general as well as in a case study. Embedding mu-
sic in a media structure is another recent challenge, as
users expect highly automatic guidance and help tools,
as well as many additional features besides the auditory
stream. Changes in music production and perception
due to modern media are a recent issue discussed along
with their development over the last decades. Applica-
tions to music ethnology are treated in the domain of
Computational Ethnomusicology, detecting high-level
features of non-Western music styles through MIR.
Also composition is due to automatization, especially
voice but also for other instruments. Modern instru-
ment building uses sensors or additional components
to enhance musical instrument features, also addressing
a world music approach.

The final Part G, edited by Rolf Bader, discusses
problems in modern Ethnomusicology along with some
examples of musical styles from around the world.
It begins with two papers introducing the history of
the discipline focusing on the relation between Sys-
tematic Musicology and Ethnomusicology, as well as
discussing modern Analytical Ethnomusicology, focus-
ing on musical features, instruments, and compositions
rather than extramusical features like social or eco-
nomic issues. Displaying relations between a wide
range of musical styles, a systematic overview of the
music of Africa is presented. As an example of the re-
lationship between musical diversity and relatedness,
the music of Southeast Asian minorities are addressed.
Many musical features, like the origin of music or its
historical development are often discussed in analogy
with the music of the stone age, therefore an overview
of music archaeology is given. As improvisation is
a common feature of many musical styles around the
world, a framework, as well as problems and discus-
sions on free improvisation are also present. Finally,
music and its relation to politics is presented with the
history of protest songs in the postwar US.

We hope that the Handbook is not only of use to stu-
dents in the discipline but also to advanced scholars and
people working outside the field that are interested in an
overview of Systematic Musicology, its recent develop-
ments, findings, and problems. Of course not all issues,
problems, and topics of modern Systematic Musicology
may be addressed in a single Handbook, especially not
for a field that is in its own right so interdisciplinary.
Still, it is our hope that researchers from other fields
may be inspired by the topics and problems found in
this Handbook and may enlarge their views in a truly
interdisciplinary way.

Hamburg, January 2018
Rolf Bader
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1. Systematic Musicology: A Historical
Interdisciplinary Perspective

Albrecht Schneider

A brief account of the historical development of
systematic musicology as a field of interdisciplinary
research is given that spans from Greek antiquity to
the present. Selected topics cover the rise of mu-
sic theory from the Renaissance to modern times,
the issue of harmonic dualism from Zarlino and
Rameau to the 20th century and the controversy
about physicalism versus musical logic in music
theory. Sections of this chapter further relate to
the notion of a system and the concept of system-
atic research (which is exemplified with respect
to the work of Chladni, Helmholtz, Stumpf, and
Riemann), and to the concept of Gestalt quality
that spawned contributions to music perception
from Gestalt psychology. In addition, some devel-
opments in music psychology outside the Gestalt
movement as well as in the sociology of music are
sketched, followed by a paragraph on modern
research trends, which include semiotic, com-
putational, and linguistic approaches to music
perception and cognition as well as contributions
from the neurosciences. A final paragraph provides
some of the background that led to establishing
systematic musicology as an academic discipline
around 1870–1910, from where further disciplinary
and scientific developments defined the field in
the 20th century.
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1.1 Systematic Musicology: Discipline and Field of Research

The term systematic musicology denotes a scientific
discipline as well as a large and interdisciplinary area of
research. While the academic discipline of systematic
musicology was established only in the 20th century
in universities, research in this field dates back far
into history. In this chapter, a brief account of sev-
eral stages in the historical development of research
pertaining to systematic musicology will be given. It
goes without saying that, within the frame of a chap-
ter, this account cannot even attempt to cover every
relevant fact and person. The focus here is on se-
lected areas where certain problems have either been
approached for the first time, or where a theoretical

and methodological framework has gained the role of
a paradigm for some period (as, for example, Gestalt
theory or musical semiotics; see below). Moreover,
there are problems that tend to resist a final solu-
tion (which seems a condition typical for science at
large [1.1]).

Historical developments for some subfields of sys-
tematic musicology have been covered in comprehen-
sive works (such as music theory in the ten vols of
the Geschichte der Musiktheorie [1.2] and in a concise
volume edited by Christensen [1.3]). However, there
is a host of new concepts and methodologies issued
in research related to sound and music production as

© Springer-Verlag GmbH Germany 2018
R. Bader (Ed.), Springer Handbook of Systematic Musicology, https://doi.org/10.1007/978-3-662-55004-5_1
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well as to music perception, cognition, and social recep-
tion due to developments in electronics, computer and
media technology, and also in areas such as the neuro-
sciences. Publications resulting from research efforts in
various fields need to be evaluated in regard to theoret-

ical foundations, methodology, and factual outcome (as
in this Handbook). Elschek [1.4] provides a systematic
overview that covers much of the research in musicol-
ogy and neighboring disciplines from the 19th century
to about 1970–80.

1.2 Beginnings of Music Theory in Greek Antiquity

Scholars of Greek antiquity conducted a huge amount
of research on the fundamentals of tone systems and
scales using an approach that combined mathematical
reasoning with observation and measurement (see [1.5]
and the collection of sources and commentaries in [1.6,
7]). This scientific effort, which probably had an-
tecedents in Mesopotamia and Egypt (as well as pos-
sibly some parallels in early China), usually is traced
back to Pythagoras of Samos and his pupils. The so-
called Pythagoreans (as Platon addressed them) pursued
studies in arithmetic, geometry, astronomy, and music
theory (besides, they were interested in philosophical,
religious and political issues). Though the works of
Philolaus (6th century BCE) and of Archytas of Taren-
tum (who lived from around 420�355BCE, see [1.8])
survived only in fragments, their central ideas appar-
ently were known to the music theorist Aristoxenus of
Tarentum (4th century BCE, see [1.6]) and were still re-
ferred to by scholars of the Hellenistic era like Ptolemy
(Klaudios Ptolemaeus) and Nicomachus of Gerasa (as
to their works, see [1.6, 7]). Essentials of Pythagorean
mathematics and music theory are also found in the
writings of Euclid. Of particular interest is Euclid’s
Sectio canonis in which he, among other issues, ex-
plains that (pairs of) consonant tones form a mixture
while dissonant tones lack this quality [1.9]. Also of
major interest is that Euclid treats intervals like line
segments (several of which can be added up or, con-
versely, subtracted from each other). While Archytas
probably explored pitches with a pan pipe-like instru-
ment, a kanon or monochord apparently was in use as
a device for measurements around 300BCE [1.10].

Greek mathematics and music theory rested on
numbers representing both ideal magnitudes and mea-
surable quantities. Ratios of whole numbers in gen-
eral were used to establish intervals and scales. Pairs
of ratios form proportions like 6 W 8D 9 W 12 known
as a Pythagorean Tetraktys, which contains the in-
tervals of the octave 1=2, the fifth 2=3, the fourth
3=4, and the whole tone 8=9. Ratios considered as
fundamental for harmony could either contain mul-
tiples of a basic number like (2=1;3=1;4=1), or be
formed according to mC 1=m (the class of superpar-
ticular intervals 3=2;4=3; 5=4;6=5;7=6;8=7;9=8; : : :).

In addition, there were so-called superpartientes (ra-
tios of the form .nC 1Cm/=n like 5=3 considered
in particular by a range of medieval scholars [1.11,
pp. 64–87]). Besides such arithmetic there was also
a geometrical approach based on the division of a line
or string (or of several such strings arranged in paral-
lel, as Ptolemy confirms) into sections. In this respect,
considerations based on ratios of numbers could al-
ways be tested empirically by dividing strings so as
to sound the basic musical intervals and scales. Plato
(Pol. 530 C–531 C, ed. by Burnet [1.12]), who opposed
empiricism, in fact let Socrates refer to the Pythagore-
ans as people who torture strings by working on their
tension with tuning pegs. Archytas it seems already dis-
tinguished between the arithmetic, the geometric and
the harmonic division (that can be applied either to an
interval defined by numbers or to sectioning a line or
string of given length). Though observation was used
as a method for scientific investigations, mathemati-
cal reasoning among the Pythagoreans was regarded
superior for its logical coherence and general applica-
bility.

Since there evidently was music performed in vari-
ous contexts in Greek societies (as many paintings and
engravings demonstrate), the question of course is to
what extent fundamental structures described by the-
orists (such as different divisions of the tetrachords,
see Sect. 31.8 of this handbook) were actually found
in musical practice. On the one hand, there are indica-
tions that theorists like Archytas were familiar also with
musical practice [1.8]; on the other, a comprehensive
treatise on music theory like the Elementa harmoni-
ca provided by Aristoxenus of Tarentum (4th century
BCE [1.6]) gives many hints that musical practice at his
time did not (or perhaps no longer) conform in every re-
spect to norms and models that had been set up mainly
by the Pythagorean school. One of the fundamental ob-
jections Aristoxenus made is that musical experience
based on performance and listening may differ from, or
may even contradict, certain models and propositions
developed from arithmetic.

Much of classical Greek music theory survived
in writings of the Hellenistic period, in particular in
the works of Claudius Ptolemaeus and Nicomachus of
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Gerasa (both lived in the 2nd century [1.6]). Boethius
(around 480–528), who was familiar with a broad range
of Greek and Hellenistic writers, condensed their works
in his own treatise De institutione musica [1.13], which
became the most important source for medieval mu-
sic theory that, for the most part, was still close to
Pythagorean tradition [1.11]. In the realm of musica
speculativa, scholars throughout the Middle Ages and
up to about the 15th century were contemplating corre-
spondences between ratios and proportions of numbers

and musical intervals; in addition, various divisions of
the monochord were discussed (not just from a theo-
retical but sometimes from a clearly empirical point of
view). An impressive survey of speculative music the-
ory (where speculative has to be taken in the medieval
sense) was provided by Jacob of Liège (Jacobus Leo-
diensis, around 1330; see the critical edition [1.14]).
Phenomena of polyphonic music such as the organum
were treated in writings on music theory as early as the
musica enchiriadis (9th century).

1.3 From the Middle Ages to the Renaissance and Beyond:
Developments in Music Theory and Growth of Empiricism

While much of medieval music theory reflects its
Pythagorean origin and background, issues relevant to
musical practice and organology gained increasing im-
portance. One area where a transition from basically
mathematical to empirically validated approaches can
be shown is the mensuration of organ pipes [1.15,
16]; another is music theory itself where more practi-
cal views on musical syntax were included along with
the time-honored considerations of consonance based
on small integer ratios [1.17]. By the end of the 15th
century, treatises on musica practica appear besides
musica theorica. Within the domain of theory, where
traditionally tone systems, scales and modes had been
elaborated, an expansion of topics as well as a discus-
sion adapted to developments in contemporary musical
practice is observed (for a detailed account [1.18]). For
example, expansion of the hexachord system as well as
of the traditional modes (as in Glarean’s Dodecachor-
don of 1547) should be mentioned. At about the same
time, one had to provide tunings for keyboards and
fretted instruments suited to performing music in ac-
ceptable temperaments (such as 1=4-comma meantone
or similar tunings [1.19–21]). Schlick [1.22, Chap. 8]
discusses how to tune an organ where the fifths have to
be narrowed a little bit so as to get rid of the comma.
Tempering the fifths is already controlled by audible
beats. Also, composers and theorists in the 16th cen-
tury (and well into the 17th) experimented with tone
systems that covered the chromatic and the enharmonic
genus. They had special instruments designed that of-
fered 17, 19 or even 31 keys per octave [1.21, 23]. The
intervals thus available were assessed not only in re-
gard to their musical use but also with respect to sensory
qualities such as consonance and dissonance. Zarlino’s
comprehensive works on music theory (including as-
pects of organology, tunings, etc.) must be regarded
as milestones in the history of systematic musicology.
Zarlino [1.24, Part III, Chap. 31] states that the arith-

metic and the harmonic division of the fifth yield the
(just) major and the (just) minor third respectively, from
which he concludes that this distinction is the ultimate
cause of harmony. Though Zarlino discusses intervals
such as 2=1;3=2;5=4;6=5 [1.24, Part III, Chap. 32],
one in fact can derive the major and the minor chord
from the operations Zarlino proposes for the two divi-
sions of the fifth, and later theorists like Rameau and
Riemann therefore saw Zarlino’s ideas as decisive steps
on the way to modern tonality. As a matter of fact,
Zarlino elaborated vertical harmony in his own poly-
phonic works (Modulationes sex vocum, 1566).

In the 16th century, progress was also made in
musical acoustics when Fracastoro (1546) correctly ex-
plained the nature of resonance in strings (while the
phenomenon as such, i. e., sympathetic vibration, was
known long before [1.25]). Instrument building had
reached a high level of invention and craftsmanship by
about 1600, and many types were in use, for example of
reed instruments (as is obvious from the account Prae-
torius [1.26, T. II] gives). As Praetorius [1.26, T. III,
pp. 126f.] reports, in Italy organization of a range of
string, woodwind and brass instruments into a Chorus
instrumentalis alternating or playing together with the
Chorus vocalis (in concert-like form) was part of musi-
cal practice.

With the rise of mechanics, the theory of vibra-
tion and the concept of frequency became areas of
research based on empirical observation and mathe-
matical scrutiny (for detailed accounts covering the pe-
riod from around 1580–1750 see [1.27, 28]). Mersenne
[1.29] found a formula for the calculation of frequen-
cies of vibration and worked on absolute frequencies;
he was familiar with a host of musical instruments in-
cluding the enharmonic experiments Giambattista Doni
and others were conducting in Italy. In the 17th century,
logarithms for calculating musical intervals and tem-
peraments were developed [1.30]. An early attempt to
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expand the theory of consonance from ratios of num-
bers or string sections to actual sound was based on
the coincidence of pulses assumed to be emitted into
the air from vibrating strings (or air columns in pipes),
and received in our ears as series of small strokes hit-
ting the tympanum. This approach was taken, in about
1620, by Isaac Beeckman, who had formal training in
medicine and understood the basic function of the tym-
panum and the middle ear ossicles. He apparently even
knew the oval window that he, however, took as the en-
trance to the auditory nerve (the microanatomy of the
cochlea was studied, by Alfonso Corti who in 1850 dis-
covered the spiral structure of the receptor organ for
hearing inside the bony part of the cochlea known since
as Corti’s organ). Though Beeckman’s atomistic ap-
proach to sound was flawed (he opted for a corpuscular
concept instead of a wave theory; for a detailed account
of Beeckman see [1.27]), and his ideas, which he noted
in his diaries, were not published before the 1940s (but
had been shared with fellow scientists Descartes and
Mersenne), the coincidence theory offered a physical
explanation of consonance that could be tested as well
as modified along with new observations. From this the-
ory, Beeckman also understood the nature of roughness
and beats. While it was known for a long time that
each musical tone contained at least two components
(in modern terminology, the fundamental and its oc-
tave, the second harmonic), Mersenne it seems could
hear out several harmonics, which he identified as fun-
damental, octave, tenth and twelfth. Mersenne [1.29, L.
VII, prop. XVIII] believed he could hear these partials
also in the sound of bells, however, he recognized there
were possibly some deviations from this scheme. Jacob
van Eyck, an outstanding musician and musical scholar
working at Utrecht, according to a note contained in
the diary of Isaac Beeckman (24th of Sept. 1633) had
been able to hear out some of the prominent partials
in bells without touching the bell [1.31, pp. 310–11].
Apparently, van Eyck used to sing or whistle tones in
order to excite a resonance in a vibrating body like
a bell.

Once acoustics was introduced into musical science
by Beeckman, Mersenne and also by Christiaan Huy-
gens (who had more of a musical background than
the aforenamed scholars), it was clear that sound as
actually produced in performance and perceived by lis-
teners was as important for music as were rules of
counterpoint and harmony. However, one has to take
developments in musical composition as well as in mu-
sic theory into account. For example, intervals regarded
as imperfect consonances in medieval treatises (the two
thirds and the two sixths) were actually employed in

composition already before 1500, and massively so in
the 16th century when settings in four voices had be-
come customary. Madrigals composed by Cipriano de
Rore and, by the end of the 16th century, Luca Maren-
zio (in particular his fifth and sixth book of madrigals)
demonstrate ample use of chords as vertical sonori-
ties, and Monteverdi, in his fifth book of madrigals
(1605), finally offered a major chord including the dom-
inant seventh dissolving into the major third of the
tonic (Cruda amarilli, m. 41–42). Soon, both works for
keyboards (as, for example, the Toccata quinta per il
cimbalo cromatico of Ascanio Mayone, published in
his Secondo libro di diversi capricci per sonare, Napoli
1609) and the bold textures of sonorities Gesualdo
created in his fifth book of madrigals (1611) became
truly adventurous in exploring harmony. These explo-
rations went along with experiments in tunings and
temperaments as well as in building enharmonic instru-
ments [1.20, 21, 32] designed by Mersenne (1636) and
many other music scholars.

Though it is beyond the scope of this chapter to
discuss developments in music and music theory in
any detail, it seems safe to say that music theory
from the 15th century onward comprised several large
areas whereby the medieval division of musica specu-
lativa and musica practica was maintained, in some
respects (which can be traced in works such as Gaffori’s
and Zarlino’s, and still around 1700 in, for exam-
ple, Werckmeister’s publications). While the theoretical
and speculative approach was continued by scientists
like Kepler and Mersenne [1.27], composition, perfor-
mance practice and also teaching demanded works with
a more practical orientation (for overviews covering
developments in France, Italy, England, Germany and
neighboring countries, see vols. 6, 7, 8/1, 8/2 and 9 of
the Geschichte der Musiktheorie, 1986–2003 [1.2]). It
was also from practical considerations that organ build-
ing had introduced pipe ranks an octave or two apart
(like 160 and 40, see [1.22] and [1.16, pp. 89ff.]). Dou-
bling of voices at the octave appears to have been in use
not only in organ music but also in other musical gen-
res (as testified by Praetorius [1.26, Vol. III, pp. 132ff.],
see [1.33, pp. 445ff.]). Equivalence of octaves as tones
and pitches thus was a common experience. Another
such experience must have been that of harmonic triads
(termed trias harmonica by Lippius [1.34]) especially
when, not long after around 1600, musical genres with
a basically homophonic structure were propagated and
sequences of chords were arranged according to basso
continuo rules. Inversion of chords is one of the topics
elaborated in a number of 17th-century books on prac-
tical theory.
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1.4 Sauveur, Rameau and the Issue of Physicalism in Music Theory

In 1687, Newton’s Philosophiae naturalis principia
mathematica appeared, which offered a coherent ra-
tional basis for mechanics. In 1677, John Wallis had
published a paper on harmonic vibration and resonance
in strings [1.28, pp. 44ff.]. By about 1700, Sauveur
investigated harmonics in vibrating strings [1.35] and
also discussed harmonics in organ pipes as well as the
effect of superposition of several complex harmonic
sounds [1.36]. He came to the conclusion that the use
of several pipes from different organ stops gave the
same basic harmony one could observe in vibrating
bodies (L‘orgue ne fait qu’imiter par le mêlange des
ses jeux, l’harmonie que la nature observe dans les
corps sonores, qu’on appelle harmonieux). Years after
Sauveur had postulated that the harmonic series was the
principle governing complex sounds, his findings were
reported to Rameau (see [1.37, p. 3], [1.38, pp. 87f.],
and [1.39, Chap. 6]). To be sure, Rameau had already
stressed the unique role of the octave in regard to pro-
duction and perception of pitches in his Traité [1.40,
art. 3] where he points to overblowing a flute into the
higher octave simply by increasing the blowing pres-
sure. He also mentions a statement of Descartes (found
in his Musicae compendium, written in 1618, and pub-
lished in 1653 and 1656) according to which a (complex
harmonic) tone is somehow always contained in his oc-
tave. Later, Rameau [1.41, p. 16] said:

je sçavois par experience que l’octave n’est qu’une
replique, combien il y a d’identité entre les sons &
leurs répliques, & combien il est facile de prendre
l’un pour l’autre, ces sons même se confondant à
l’oreille [. . . ]

Again, in a letter to Leonard Euler, which was pub-
lished in part [1.42, pp. 167ff.], Rameau argued that
tones one or several octaves apart blend perfectly since
la représentation d’un son dans ses octaves gives a sen-
sation of identity (Identité). This concept of functional
and perceptual octave equivalence permitted Rameau
to take the octave as a frame within which inter-
vals can be inverted. Hinting at the commutative law
(Rameau [1.40, p. 7] speaks of raison ou comparaison
renversée), he pointed to a principle of renversement
that became a major issue in his theoretical works
since it could be used for deriving basic intervals as
well as chords (e.g., [1.40, p. 10], [1.43, pp. 20f.])
from a given interval or triad. Octave equivalence and
chord inversions played a distinctive role in functional
harmony, and Rameau has been lauded to have made
significant contributions to this field with his concepts
of son fundamental, basse fondamentale, dominante

and sous-dominante, note sensible (leading note) and
other considerations [1.33, 38]. Moreover, he has been
viewed as a proponent of so-called harmonic dualism
for his derivation of both the major and the minor tonal-
ity from a set of basic principles.

Since harmonic dualism (a concept to be explained
in brief below) was, and to some extent still is, a ma-
jor issue in music theory [1.33, 44, 45], it seems apt
to review at least some of the background. When
Zarlino [1.24, Part III, Chap. 31] discussed the har-
monic and the arithmetic division of the fifth, it was
clear to him that the two thirds he obtained could be
combined in two different ways, which, by implication,
yielded a major and a minor triad, i. e., the basic build-
ing blocks of harmony (...& da questa varietà dipende
tutta la diversità, et la perfettione delle Harmonie). The
harmonic and the arithmetic division hence serve as
generators of either a major or a minor triad. Apart from
calculation (which shows that the two means between 2
and 3 are either 12=5D 2:4 or 5=2D 2:5), one may find
the major and minor third intervals from division of an
actual string.

The concept of harmonic dualism claims, in the
first place, that major and minor are two distinct types
of tonal organization for which principles for the gen-
eration of intervals and chords must be stated. One
method suited to derive relevant intervals in fact could
be arithmetic and harmonic division of a string. Arith-
metic division proceeds from sectioning a string into
n equal parts (nD 1; 2; 3; : : :). For example, division
of a string into five equal parts gives the fundamental
(5=5 of the string) and the major third (at 4=5 of the
string) as well as the major sixth (3=5); division into
six equal parts yields the fundamental note (at 6=6),
the minor third above this tone (5=6), the fifth (4=6),
and so on [1.44, pp. 16ff.]. The tones from a division
into five parts relative to C4 (5=5), are E4 (4=5), A4

(3=5), E5 (2=5), E6 (1=5). One may regard this series
as representing a chord in terms of undertones in par-
ticular if the series is centered at E6, from which the
other tones viewed downwards are in the intervals of
an octave, fifth, fourth, and major third (it is easy to
continue this series to the minor third A3 etc.). What
can be demonstrated is that a series of undertones de-
rived from operations of equidistant sections of a string
and a series of overtones found from sounding the frac-
tional length 1=n of a string (where nD 1; 2; 3; 4; 5; : : :)
yields two series that are complementary and sym-
metric [1.44]. Since tones/notes representing the major
chord are contained in the series of overtones 4 W 5 W 6,
and the tones/notes representing the minor chord in the
series of undertones respectively, one might be inclined
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to take both as equivalent in structure. In a formal ap-
proach, this is correct because of the symmetry of both
series (Fig. 1.1).

The problem, however, is that overtones in fact are
contained in each complex tone produced from a vi-
brating string or air column (as in an organ pipe or
trumpet), while undertones (under normal conditions)
are not (electronic instruments such as the Trauto-
nium finally offered sounds comprising subharmonics
which, as fractions of a fundamental frequency f 1,
are representing series of undertones like 1=2f1, 1=3f1,
1=4f1, etc.). At the time of Sauveur and Rameau, over-
tones were of interest since it was understood (since
Mersenne, Beeckman, van Eyck, see above) such tones
are contained in single sounds produced from a corps
sonore. As these partials were in harmonic ratios (like
2 W 4 W 5 W 6 as pronounced by Mersenne), a general idea
emerged of harmonic superposition relevant not just
for single sounds, but also for combinations thereof.
For instance, Rameau [1.37, pp. 13, 16] reports small
experiments where he experienced tones from several
organ pipe ranks (activated one after another or si-
multaneously) blending and fusing while the single
tones could still be distinguished (it was from quite
similar experiments involving organ mixture stops that
Carl Stumpf explored his concept of Verschmelzung
around 1880–90; see below). To be sure, an instru-
ment well known at the time of Sauveur and Rameau
was the trompette marine [1.35, pp. 300f., 356] which,
in particular in versions developed and played by the
virtuoso Jean-Baptiste Prin around 1700–1720 [1.25,
pp. 313ff.], employed sympathetic strings (as did the
Baryton and the viola d’amore also in use at that time).
Sauveur [1.35, p. 356] understood that the trompette
marine, due to the peculiar regime of vibration in its
long string ne produit que les sons harmoniques, and
that, in long strings, there were knots (nœuds) where no
motion was observed while motion was maximal at the
antinodes (ventres d’ondulations). Since a long string
vibrates in total as well as in parts, there is a son fon-
damental as well as sons harmoniques. Sauveur [1.35,
pp. 300f.] said that during the night (when it was quiet)
one could hear, besides the son principal (the main
pitch of a long string) some small tones (d’autres petits
sons qui étoient à la douzième & à la dix-septième de
ce son). What is meant, from the table Sauveur [1.35,
p. 350] includes in his essay, is partials no. 1, 3, 5 of
a harmonic series.

In his system of tones and intervals, Sauveur [1.35,
pp. 302ff.] offers a symmetric arrangement of tones
relative to a son fondamental into upper octaves ou oc-
taves aigues as well as lower ones (sous-octaves ou
octaves graves). It may well be that this symmetric ar-
rangement became known to Rameau. After Rameau

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Fig. 1.1 Symmetry of overtones and undertones

had been informed about Sauveur’s findings, he ([1.43,
pp. 20ff.] and throughout [1.37]) set out his concept
of harmony as a combination of elements known from
Zarlino (the harmonic and arithmetic division of the
fifth as a basis for the major and minor triad respec-
tively) and Sauveur. Consequently, one finds the two
proportions 1 W 3 W 5 and 1 W 1=3 W 1=5 as well as the con-
cept of son fondamental and harmonic partials, and
there are operations such as renversement and contrac-
tion of partials into one octave in order to establish
symmetry needed for the juxtaposition of harmonic ma-
jor and minor. Summing up his views, Rameau argued
there are some fundamental intervals (unison, octave,
fifth, major third) whose prominence is due to natu-
ral laws (namely, harmonic vibration), and that both
harmonic major and minor can be grounded on pro-
portions reflecting such laws. The harmonic proportion
that Rameau [1.37, p. 29] states, in whole numbers, as
15 W 5 W 3 gives the accord parfait (put into one octave,
the tones ut–mi–sol), but also the minor triad (viewed as
the arithmetic proportion 6 W 5 W 4 : : : W 3; [1.37, p. 37],
and examples I and II annexed to the book, also [1.41,
pp. 20ff.]), though admittedly not just as perfect and
natural than major [1.37, p. 32], because of its recip-
rocal relation to major is a construct backed at least by
logical argument [1.37, Chap. IV]. As is well known
(see [1.38], [1.39, Chap. 6]), Rameau’s attempt at find-
ing also an acoustical explanation for the minor triad
in the pattern of sympathetic vibrations of strings tuned
to harmonic ratios below a string actually set to mo-
tion, was flawed as far as sympathetic vibration of the
lower strings in their full length (i. e., in their funda-
mental mode) is concerned. However, Rameau [1.37,
p. 36f.] was cautious enough to suggest his recip-
rocal scheme of the major and minor triad seemed
plausible for certain reasons; he did not claim it was
verified by experimental observation. He later [1.41,
pp. 21f. 63ff.] made it clear that strings tuned lower than
that string actually played can only go into aliquot sym-
pathetic vibration (a point underpinned also by [1.46]
who had been supporting Rameau for a long time).
Rameau [1.41, 47] maintained, though, that the major
and minor mode should be conceptualized as forming
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reciprocal relations (modeled after harmonic propor-
tions).

Rameau offers a number of concepts that became
essentials of music theory in the later 18th century and
throughout the 19th century. One of course was his
basse fondamentale; another the relation of a central
tone (le principe ut [1.41]) to the major third and fifth
above and below as well as the reciprocity of major
and minor proportions. Further, there are tonal func-
tions for certain tones such as the dominante, the note
tonique, and the note sensible [1.40, p. 56]. The re-
ciprocal construction of harmonic minor includes la
sousdominante [1.37, pp. 132ff.] and another concept,
termed by Rameau the double use (double emploi), af-
fords that a chord f–a–c’–d’ (played after c–e–g–c’ as
tonic), may be conceived, by inversion (renversement)
also as d–f–a–c’. Hence, the chord of the sousdomi-
nante can appear in two different forms, and thereby
can represent two different modes [1.41, 46]. However,
taking f–a–c’–d’ (relative to the initial C-major chord
this is a major chord with sixte ajoutée) as equiva-
lent to d–f–a–c’ (which thus would be conceived as
a minor chord with a minor seventh added on top)
clearly is a reinterpretation (notwithstanding both re-
solve easily into a G-major chord, which in turn may
be followed by the initial C-major to complete the
cadence). Both renversement and reinterpretation of
chords in regard to their tonal function played an im-
portant role in the theory of harmony ever since (the
more so as equal temperament, proposed by Rameau
in his later writings as well as by other music schol-
ars around 1760–1800, became the standard tuning for
pianos in the 19th century; see Sect. 31.7). Rameau’s
dualistic concept of major and minor was taken up
by music theorists such as Moritz Hauptmann (who
also adopted the concept of the octave, the fifth and
the major third taken as directly comprehensible inter-
vals) and Hugo Riemann. Arthur von Oettingen [1.48,
49] made a serious attempt to provide the acoustical

and psychoacoustical foundations for harmonic dual-
ism that Rameau could not offer [1.50, 51]. In order to
give their approach to harmony foundations a base in
natural laws, many theorists (like [1.52]) pointed to the
harmonic series as a model for the major chord (e.g.,
c–e–g corresponds to the harmonics 4 W 5 W 6, while the
first inversion e–g–c’ would be equivalent to harmonics
5 W 6 W 8, and the second inversion G–c–e to harmon-
ics 3 W 4 W 5) and also the minor triad (as represented by
harmonic partials no. 10 W 12 W 15). A musicologist fa-
miliar with scientific methods [1.53] was critical of the
adherents of overtones (he addressed them as Obertön-
ler) and of physicalism in music theory in general
since, as Hauptmann and Riemann had underpinned,
harmony in music should be conceptualized in log-
ical form (as an analogue to well-formed sentences
or propositions [1.54, 55]) rather than as derived from
sound structure. Though the logical and propositional
approach to music theory is certainly relevant for the
analysis of musical works (in particular as manifest in
a symbolic notation but also as sound textures that are
perceived by listeners more or less familiar with a musi-
cal syntax [1.56]), the disregard for actual sound prop-
erties of, for example, harmonic cadences and chord
progressions was unfortunate. A new interest in psy-
choacoustic aspects of harmony [1.57–59] was spawned
by empirical research in pitch perception including vir-
tual pitch (Chap. 31) as well as by approaches to music
cognition based on actual sound patterns. As far as
the difference between major and minor is concerned,
signal processing methods permit researchers to show
that a significant difference in major and minor chords
formed on the same fundamental (in just intonation)
can be found in the subharmonic virtual pitches they
give rise to [1.51]. Also, differences in the degree of
spectral harmonicity can be found for major and mi-
nor chords from piano tones in ET12 (Fig. 1.2) when
the periodicity of the signal is measured in the time
domain.

1.5 Concepts of Systems and Systematic Research

It is obvious that the work of Greek and Hellenistic
philosophers and scientists such as Aristotle, Euclid,
and Ptolemy covered several if not many areas, and
that they had both outstanding theoretical and factual
knowledge. In certain respects, their knowledge gained
what one may call systematicity since it was ordered ac-
cording to first principles, integrated across individual
observations, coherent and complete (as much as possi-
ble at a given time in the process of research). Aristotle
discusses these criteria in regard to nature (physis) as

well as science (theoria) directed toward the study of
nature in the first place (see his lectures on Physics,
in particular book II, and book X and XI of his Meta-
physics). To understand the world (containing all of
nature) as a whole, science also must be comprehensive.
If nature in total is viewed as a system (or as a system
of systems, as it is still in modern science) the research
effort pursued by science will reveal more and more
of the laws and categories governing nature. Thereby,
a correspondence between nature (viewed as a large and
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complex system) and science (viewed likewise as an in-
creasingly complex and differentiated system) can be
established. The science of nature by Aristotle is seen
as a systematic whole because it presents an account of
the world that is similarly systematic [1.60, p. 31].

The notion of a system and the principle of sys-
tematicity became constitutive for philosophy and the
sciences to this day in a number of ways (for at least
some of the background, see [1.50]). For example, if
individuals are to acquire coherent and reliable knowl-
edge, they proceed by integrating new information into
a framework of (innate or learned) categories, and do so
according to certain rules (as has been stressed, for lan-
guage acquisition, by Chomsky [1.61]). One can draw
a parallel between the process of cognitive systemati-
zation individuals effectively carry out over most of
their lives in order to build up coherent knowledge of
the world (as well as of themselves; the process is re-
flexive), and the collective endeavor of many scientists
building up coherent knowledge of the world [1.1, 62].
Kant’s epistemology (as set out in his Critique of Pure
Reason (KdRV) and other writings, see Rescher [1.63])
permits such a parallel perspective since categories
and principles fundamental to acquisition of coher-
ent individual (ontogenetic) experience are fundamental
also to structuring collective scientific knowledge. Kant
himself, however, did not elaborate this approach for
specific areas or disciplines of science. One of his few
remarks on system (at the very end of KdRV) is that
reason (Vernunft) is not additive yet integrative and
rule-based so as to provide unity and coherence within
the manifold of knowledge (KdRV B 860). Therefore,
reason must rest on principles, and the scientific method
must always be systematic (KdRV B 884) to achieve co-
herence.

It is of course outside the scope of this introductory
chapter to delineate the concepts of system and system-
atization as they were developed in philosophy and in
various areas of science within the 19th and 20th cen-
turies. It is known that some philosophers, in particular
in the 19th century, elaborated comprehensive systems
of inquiry and reasoning (comprising logic, epistemol-
ogy, philosophy of nature and other areas), and that
Hegel’s philosophy perhaps was the most advanced in
regard to establishing a coherent yet in part speculative
system derived from basic notions and principles. How-
ever, even in the 20th century, an approach from quite
a different angle (that of so-called neopositivism [1.64],
combined with elements from pragmatism and opera-
tionalism) explicitly called for a Unified Science. The
movement, originating in Vienna in the 1920s and

later centered in the United States, launched an ency-
clopedia as well as journals such as Erkenntnis and
Philosophy of Science. Its members – for the most
part philosophers, mathematicians, physicists, linguists
and psychologists – published many works on theory
and methodology of science. The idea still was to pro-
vide a framework suited to guide research in many
areas so that coherent knowledge would be gathered
and presented in an orderly fashion along the same ba-
sic principles. Another notable contribution to offering
an integrative perspective was that of general system
theory [1.65], which became influential in many fields
(from the life sciences to economics).

Concepts of system and systematization played an
increasingly important role in empirical science since,
in the 18th and 19th centuries, factual and theoretical
knowledge was expanding fast while a large number
of fundamental principles governing both organic and
inorganic nature were discovered (from mechanics and
astronomy to organic chemistry and genetics). In ad-
dition, evolution, acknowledged first as a teleological
principle [1.66] and then as biological fact [1.67], be-
came accepted as perhaps the most fundamental law
governing nature (including humans, their ways of liv-
ing, as well as their arts and even their morals [1.68,
Chaps. 4–7]). Growth of factual knowledge had led to
ordering and classification of phenomena (e.g., the tax-
onomy of plants as worked out by Carl von Linné).
A dynamic approach to systematization was established
when, in the course of the 19th century, methods of
classification and typology were combined with the
principle of evolution. From this perspective, a num-
ber of evolutionist models were established not only
in biology and physical anthropology, but also in pre-
historic archeology and cultural anthropology. Human-
ities in general and musicology as an academic disci-
pline, reestablished in Austrian and German universities
around 1870, were to follow soon with concepts of
so-called Entwicklungsgeschichte (developmental his-
tory) which, in most cases, offer Hegelian thoughts on
progressive development mixed with ideas on natural
evolution and with typological ordering of phenom-
ena from simple to complex. Such series of types
then are interpreted as representing stages of evolu-
tion (from primitive to developed and, historically,
from ancient to modern). One has to remember, fur-
ther, that in the 19th century the comparative method
gained prominence in various areas of research (from
anatomy of vertebrates to Indo-European linguistics)
including, from about 1890 onward, comparative mu-
sicology [1.69].



Systematic Musicology: A Historical Interdisciplinary Perspective 1.6 Systematic Approaches 9
Introd

uction

1.6 Systematic Approaches: Chladni, Helmholtz, Stumpf, and Riemann

As outlined in the preceding paragraph, a systematic
approach in scientific disciplines is one striving for
coherent knowledge based on principles, categories,
and empirical evidence needed for causal explanations.
A serious attempt at presenting scientific as well as cul-
tural knowledge that had been accumulated up to a cer-
tain time, in a concise format, was the Encyclopédie
(1751–1772) edited by Diderot and d’Alembert with
the support of famous collaborators. The Encylopédie,
ou dictionnaire raisonné des sciences, des arts et des
métiers includes an article on system (système, T. XV,
Paris 1765, 777–781, written by d’Alembert, Le Blond,
de Jaucourt and Rousseau) as well as an article onmusic
(musique, T. X, 1751, 898–909, provided by Rousseau,
de Jaucourt and Menuret), which stems from the es-
tablished distinction between musique spéculative and
musique pratique, and which is historical (with a focus
on Greek antiquity) in its main orientation. The article
on system covers areas from philosophy to astronomy
and science in general as well as music (the musi-
cal part refers to structures of the Greek tonal system
and later developments in a more precise and detailed
manner than the article on music). While the authors
maintain that the criteria of reasoning from principles
and coherence are essential to a system, the article is
clearly antispeculative while it underpins the need for
experience and factual evidence (Les experiences & les
observations sont les matériaux des systems). A system,
in this sense, is an ordered presentation of facts along
with principles suited to explaining their relationships
as well as possible effects.

In 1802, Ernst Florens Chladni was the scholar that
presented facts and principles for the field of acous-
tics in a truly systematic account. Chladni’s classic
work [1.70] discusses generation of sound in vibrat-
ing bodies (such as rods and plates) as well as sound
propagation in solids and in air. His book includes quite
many chapters on auditory sensation (part 4) as well
as on musical intervals, scales and temperaments (in
part 1). He also invented a number of musical instru-
ments suited to exploring sound properties in regard to
pitch and timbre [1.71]. In 1852, Opelt issued a three-
dimensional model of pitch (Chap. 31, Fig. 31.31), and
at the same timeMarchese Corti had made seminal dis-
coveries of the anatomical structure of the cochlea and
the auditory nerve [1.72]. Also, by about 1850 mathe-
matical psychology [1.73] and psychophysics became
an area of research that soon led to Fechner’s famous
treatise [1.74].

Hermann (von) Helmholtz, a physician and physi-
cist who, in 1855, was appointed professor of anatomy
and physiology at the University of Bonn, picked up the

findings of Corti in a public lecture where he elaborated
on their implications for the theory of hearing and even
for harmony in music [1.75]. This lecture discusses in
a nutshell what a few years later would find extensive
treatment in Helmholtz’s comprehensive book [1.76]:
namely the interrelationship between fundamentals of
vibration and sound, hearing as a sensory and percep-
tual process, and music as an art based on patterns of
sound suited to communicate pitch structures, sound
colors (German: Klangfarben, see Chap. 32 of this
book) as well as temporal and dynamic parameters
to subjects performing and/or listening to music (for
an evaluation of Helmholtz’s work in auditory the-
ory and psychoacoustics see [1.77], [1.78, Part 1]).
The impact of Helmholtz’s Tonempfindungen, which
saw six German editions and an English translation by
Alexander John Ellis (On the Sensations of Tone) in
two editions (the first, published in 1875, was based
on the third German edition; the second, published in
1885, on the fourth German edition) as well as a num-
ber of reprints, can hardly be overstated. A decisive
factor for the general acceptance and even popular-
ity of the Tonempfindungen as well as of other works
Helmholtz had published (e.g., his equally comprehen-
sive books on physiological optics) was that Helmholtz
reported a wealth of observations he had made him-
self, in experiments for which he even designed in-
struments for measurement. Moreover, his extensive
research in central areas of physics, mathematics, and
physiology allowed him to pursue an integrative ap-
proach to the sciences (as well as in related areas like
musical acoustics and psychoacoustics). In addition,
Helmholtz had a thorough understanding of epistemol-
ogy and methodology, from which he developed his
own theoretical framework in regard to sensation, per-
ception, and cognition [1.79]. His reasoning combined
fundamental categories of Kantian epistemology with
realism and empiricism rooted in experiment and obser-
vation. Finally, like many scientists (from Huygens to
Planck, Einstein, Fokker or Van der Pol) he had a mu-
sical background that let him study musical problems
from his own experience and judgment. For experimen-
tal observations of pitch and interval perception and
exploration of musical scales, he had a 53-keyed in-
strument (see [1.80] and the picture in [1.81, p. 76]) at
his disposal. Taken together, all these factors made the
Tonempfindungen a paradigm of music-related science
as the book offered a coherent and systematic treatment
progressing from fundamentals of vibration and prop-
erties of sound to auditory sensation and, in the final
sections, to an assessment of concepts established in
music theory (like tonality, harmony, voice leading) in
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the light of empirical facts and explanations. Of course,
later research has shown that some of Helmholtz’s hy-
potheses were not confirmed by fact; this holds true
in particular for the basilar membrane (BM) conceived
as a chain of resonators tuned to certain best frequen-
cies. (Later concepts still view the BM in regard to
a tonotopic organization; the concept of best frequency
also plays an important role in auditory theory; see
Chap. 31.)

Carl Stumpf was a philosopher and psychologist
with a thorough musical background (he learned to play
a number of instruments and used to sing; he even pon-
dered a musical career in his youth [1.82]). He studied
philosophy with Brentano and then with Lotze (for his
Ph.D. degree), the former known for his contributions
to logic and studies on perception and cognition, the
latter (with formal training also as a physician) like-
wise for books on logic and epistemology yet with
a deep interest in psychology and aesthetics (for his-
torical background, see Boring [1.83], Pongratz [1.84]).
Combining theoretical analysis with empirical observa-
tion, Stumpf elaborated on the sensation and perception
of tones (single tones as well as series of tones and inter-
vals) in his Tonpsychologie, originally conceived in four
volumes of which two appeared, in 1883 and 1890, un-
der this title, and most of what was planned for vol. 3,
separately as Konsonanz und Dissonanz [1.85]. It was
with this latter monograph that Stumpf opened a series,
Beiträge zur Akustik und Musikwissenschaft (H. 1–9,
1898–1924), which offered many articles on sensation
and perception of musical sound as well as on topics
from comparative musicology.

Stumpf acknowledged some of Helmholtz’s
achievements in psychoacoustics but was critical of
his concept of consonance and dissonance as it lacked,
as Stumpf saw it, a psychological explanation. Taking
Helmholtz’s criteria (beats, roughness, coincidence of
partials) as objective features inherent in the sound
structure, Stumpf [1.86, 87] argued these are in fact
antecedent conditions relevant for acoustics and sen-
sory physiology, whereas a psychological explanation
must look for the effects sound structures have in the
perception of listeners. Perception, for Stumpf as well
as for his teacher, Franz Brentano [1.88], includes
cognitive acts and functions such as noticing certain
objects and features, identification and comparison
of such features, judgment, and apprehension of
chords and melodies in music as configurations of
elements. Stumpf therefore offered a different con-
cept he believed was fundamental to the experience
of consonance in both complex harmonic tones as
well as in multiplicities of sound. This concept he
addressed as Verschmelzung ([1.89] and Chap. 31 of
this handbook).

With his background ranging from sensory physiol-
ogy and acoustics to foundations of psychology as re-
lated to theory of knowledge [1.82, 90], Stumpf pursued
research that integrated systematic and comparative
musicology [1.50, pp. 29ff.] since he was of the opinion
that perceptual and musical phenomena, such as forma-
tion of tone systems and scale types, consonance and
dissonance, cannot be studied appropriately if confined
to observations from European art music (similar con-
cerns had been expressed also by Helmholtz [1.76]).
Stumpf’s Psychological Institute (founded in 1894 as
a seminar, expanded in 1900) soon included a collec-
tion of non-Western music recorded in the field or in
Berlin from ensembles visiting the capital. One such
recording session took place in September 1900 with
a Siamese (Thai) ensemble [1.91]. From the record-
ings as well as from additional information Stumpf had
gathered in interviews and small experiments he took
with the musicians, he prepared an in-depth study of the
tone system and music of this culture [1.92]. This study
can be called exemplary in that it offers a description
of the instruments played by the Thai ensemble along
with data from measurements of their tuning, followed
by a discussion of how the seemingly equiheptatonic
scale of the Thai and a similarly equipentatonic scale
assumed for the Javanese gamelan slendromight be ex-
plained in regard to perception. To be sure, sectioning
an octave (2 W 1) into two equal parts involves calculat-
ing the geometric mean, which is

p
2D 1:41421, the

frequency ratio of the tritone in modern ET12. Section-
ing an octave into five, seven, or twelve equal parts (as
in ET12) is even more demanding (one has to calcu-
late the basic step as 5

p
2, 7
p
2, or 12

p
2 respectively, and

then take their multiples). Stumpf [1.92, p. 89], there-
fore, asked: How could one establish such scales like
the Siamese and slendró without calculating roots and
logarithms? Stumpf drew on Fechner’s law (which re-
lates stimulus magnitudes to sensation, see Chap. 30 of
this book) and considered also distance estimates for
a tentative explanation. As a trained musician, he was
able to transcribe and analyze a substantial portion of
the music as well [1.92].

A device that facilitated Stumpf’s investigation of
Thai (and other non-Western) music was Edison’s
perfected phonograph that became available in 1888.
Stumpf [1.92, p. 136] also used a brand-new Tele-
phonograph (also Telegraphon, invented by the Danish
physicist, Valdemar Poulsen), the first machine to offer
magnetic recording on a steel wire, in a much im-
proved sound quality. Recording of actual sound for
analysis and transcription was a fundamental require-
ment for systematic and comparative musicology as
well as for phonetics [1.93]. For a period of more than
two decades, Stumpf engaged himself (as well as his
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coworkers) in analysis and synthesis of sound as well
as in experiments on perception. He condensed his
many observations into a monograph addressing speech
sound but also phenomena relevant for music such as
sound color and intonation [1.87].

Hugo Riemann, like Stumpf, took his doctorate
with Lotze. He submitted a thesis [1.94] on music
perception, which he relates to cognitive foundations
of functional harmony. In his thesis and some other
early writings, Riemann tried to integrate concepts from
Rameau [1.37, 41], Hauptmann (1853) [1.95], Helm-
holtz (1870) [1.96], and von Oettingen (1866) [1.48].
At the core of his considerations is harmonic dual-
ism, which brings up the problem of symmetry be-
tween overtones and undertones tackled by Rameau
(see above). Riemann [1.94, pp. 12ff.], referring to
Helmholtz’s BM resonance theory, made some rather
speculative remarks where he asserts that undertones
could be evoked in auditory sensations since fibers
in the BM corresponding to subharmonics of the fre-
quency of a tone actually presented to the ear could be
set to partial sympathetic vibration. From such a pattern
of partial BM fiber responses he concluded we would
have an implicit perception of undertones. Riemann
did not, as has been erroneously presumed at times,
assert that undertones were part of the sound wave
reaching our ear, and hence an acoustic phenomenon
(see [1.94, pp. 12f.], [1.51]). His argument by and large
follows Rameau [1.41] yet is beefed up with a hy-
pothesis of sympathetic resonance in BM fibers in the
light of Corti’s discovery and Helmholtz’s resonance
theory (strange enough, Rameau [1.37, p. 7] made ref-
erence to Fibres qui tapissent de fond de la Conque de
l’Oreille, which he believed would resonate like corps
sonores).

Riemann, like Rameau before him, needed under-
tones (even if only perceived indirectly) for a symmetric
model of major and minor. He had one remark on
harmonic minor, evaluated as blurred major even by
Helmholtz, saying that, in a minor chord, the harmonic
partials contained in each complex tone (e.g., of a pi-
ano) would interfere with the intervals between the
tones of the minor chord while they would fit well to
a major triad. This is indeed a point that can be proven
empirically, for if a minor chord on a grand piano tuned
to ET12 is played (in root position with the bass note
doubled in the lower octave) by simply moving one fin-
ger one key down from the major to the minor third,
the degree of harmonicity (measured as harmonic-to-
noise (HNR) ratio from cross-correlation and expressed
in dB) drops significantly (Fig. 1.2). This is why minor
chords in root position with tones condensed into one
octave in fact are less perfect (as Rameau had it) than
major chords. Composers aware of this fact often have
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Fig. 1.2 C-major (left) and c-minor (right) played in root
position, grand piano (ET12), HNR (dB) over time

set minor chords so that their tones are distributed over
more than one octave.

Riemann apparently had hoped for some coopera-
tion with scholars experienced in acoustics and sensa-
tion (like Helmholtz, Oettingen, Stumpf) that unfortu-
nately never materialized [1.50]. At the same time, his
aim was to continue the logical approach to tonality
outlined by Hauptmann [1.54] who viewed tonal and
chord functions in terms close to Hegelian dialectics.
Hauptmann argued that the chord of the tonic is the
basic unit (equivalent to a thesis) and that harmonic ten-
sion is generated from the fifth above and below a tonic
that disuniteswith the tonic. However, the dominant and
subdominant lead back to the tonic, and the three chords
thereby are considered as an organic unit. The scheme
Hauptmann [1.54, p. 26] gives for this unit (the elemen-
tary cadence) is symmetric (he also was a dualist)

F a C e G C e G h D

Since Hauptmann conceived his tonal relations in just
intonation pitches (like Helmholtz, von Oettingen, and
also Riemann in his early years), one may write the
scheme as follows

�1 a e h

0 f c g d

.�1D 1 syntonic comma flat relative to 0/

It is plain to see that there are four pure fifths at the bot-
tom, three of which have a pure major third above. The
tones a, e, h again are in relations of just fifths among
each other, however, the interval d–a is not a pure fifth
but is narrowed by one comma to 680 cents. One may
use the seven notes as a just major scale [1.44] for
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melodic intervals. Like Rameau before him, Haupt-
mann struggled with harmonic minor [1.54, 32ff.] and
modeled the minor triad as the inverse (6 W 5 W 4) of
major. Applying his logical arguments, he considered
minor a negation of major.

Riemann took up Hauptmann’s idea of a musical
logic in a range of writings, of which his Musikalische
Syntaxis (1877) sketched the conceptual framework
while his books on harmony [1.97], on rhythm and
metrics [1.98] as well as on other musical subjects ex-

panded and detailed his ideas. The broad spectrum of
his publications (from instruments and musical acous-
tics to performance practice, composition, analysis, and
aesthetics) established him as perhaps the most versa-
tile music scholar of his time. He played a key role in
the development of musicology as an academic disci-
pline around 1880–1910 in that he alone covered almost
every field of historic and systematic musicology in
a large number of publications, and moreover was ac-
knowledged as a musician and teacher.

1.7 Gestalt Quality and Gestalt Psychology

In much of 19th century psychology [1.83], associ-
ation served as a fundamental principle. It basically
suggests an additive mode of experience, in that it as-
sumes subjects combine elements such as elementary
sensations into a complex perceptual object, in a se-
quence of associations. In a quite different approach,
one of the problems tackled by Brentano [1.88] was
if, and perhaps how, several complex objects may be
perceived in one act of cognition. The dispute whether
sequential association or integrative acts might offer ap-
propriate models for perception was still under way
when, in 1890, Ehrenfels published his famous arti-
cle in which he argued that a melody is not the sum
of tones sensed in a row yet probably a new en-
tity, perceived as such. Mach had already pointed to
the fact that subjects identify two melodies as rep-
resenting the same Tongestalt if they share the same
consecutive intervals [1.99, Chap. XIII]. As a parallel,
he mentions geometric figures that we can recognize
as similar in shape if their parts have identical rela-
tions. Mach ascribed the experience of convergence
to sensations as well as to memory. Ehrenfels took
another approach since, in a melody transposed by
a certain interval up or down, all tones in the trans-
posed version differ from the original in their pitch,
which implies tone sensations must be different while
transposition does not affect the profile of intervals
making up this melody [1.100]. He suggested hearing
a melody would produce a chain of tonal images or
impressions (Eindrücke), which are integrated into one
complex conception in the listener’s consciousness (the
German term he uses is Bewusstsein). The elements in-
tegrated into the complex can still be identified as such
in perceptual analysis, however, the specific quality of
the complex (which makes a melody or a geometri-
cal shape identifiable against others) cannot be derived
from the row of elements (e.g., tones) in a temporal
Gestalt, or from the sum of elements (such as points,
lines, angles) in a spatial Gestalt. While the elements

(tones, lines, etc.) are real in terms of sensory data, the
complex conception (in modern terminology: the per-
ceptual object) is constituted in cognitive acts. Gestalt
qualities according to Ehrenfels’ definition are posi-
tive conceptual contents (positive Vorstellungsinhalte)
that require perception of ordered complexes of ele-
ments. These complexes are fundaments (Grundlagen)
for Gestalt qualities. Hence, the scheme Ehrenfels sug-
gests contains three stages: first, sensation of elements;
second, integration of elements into one complex con-
ception; and third, apperception of a Gestalt quality.
Though the process is sequential in regard to the first
two steps, Ehrenfels argued the Gestalt quality would
be given as a psychic fact immediately and concur-
rently with its Grundlage (the conceptual complex
derived from temporal and structural integration of ele-
ments).

A few decades later, when Gestalt psychology be-
came a paradigm [1.83, Chap. 23], this aspect of imme-
diacy at times has been emphasized to the point that
Gestalten should be given as wholes, and that these
complex wholes (as Kurt Koffka called them) would
be perceived as such, not as an additive sum of sensa-
tions and not even as a perceptual structure integrated
over time and/or space. In a radical way, this view
claims primacy of a Gestalt over its constituents, in re-
gard to their occurrence in perception as well as their
hierarchy. A more moderate view was that temporal
structures such as melodies or rhythmic patterns give
rise to perception of a Gestalt quality in that listen-
ers recognize a well-formed, stable configuration of
elements (and may mentally complete a temporal con-
figuration after perceiving just the first few elements
ordered into a structure). A Gestalt thereby is an emer-
gent quality assigned to a perceptual object. To be sure,
Stumpf [1.90, § 15] was quite critical of some tenets of
the Gestalt school (spearheaded by his former students
Wertheimer, Koffka, and Köhler), and in particular
of Gestalten as immediately given, complex wholes.
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He maintained that, for most Gestalt-like configura-
tions (such as chords in music) perception includes
an evaluation of relations between structural elements
(otherwise, at least a musically trained listener may hear
a complex, but may not perceive a Gestalt). Stumpf’s
approach was that of a cognitivist who would not expel
an analytical stance for perceiving Gestalten. He [1.87,
90] admitted, though, that there were complexes in mu-
sical sound that, in certain respects, were Gestalt-like
in quality yet indeed difficult to analyze perceptually
into their constituents. Musical timbres (or sound col-
ors) were among such complexes. Robert Lach [1.101],
in a scholarly paper on indeterminacy and ambiguity
of Gestalten in music, argued there were four basic pa-
rameters of tone sensation (pitch, intensity, sound color,
duration) and three Gestalt qualities in tonal music
(sound color, harmony, melody). Though sound color
could be explained in physical terms (according to the
Ohm–Helmholtz concept of additive Fourier synthe-
sis) it would not be perceived (different from melody
and harmony) as elementary, coherent and unambigu-
ous. Notwithstanding such ambivalence, sound color
would be perceived as a complex that in itself has
a primary Gestalt quality in terms of aesthetic appre-
ciation.

The Gestalt concept, which had been developed first
in regard to temporal and spatial structures (melody,
geometric figures) derived from perception of ordered
complexes, was soon extended to various wholes (in-
cluding, for example, emotions). Also, from Ehrenfels’
concept of Gestalt quality an expansion was made (by
Meinong) toward higher order Gestalten. The con-
figuration that is perceived as a Gestalt by itself of
course can be used as an element in a complex of
Gestalten (such as a melodic theme in a polyphonic set-
ting). Hornbostel [1.102], from his background in phe-
nomenology and Gestalt psychology, surveyed auditory
phenomena where he, among other topics, discussed
consonance in terms of Gestalt criteria such as unity,
simplicity, stability, and closedness. In a contribution
to the Festschrift for Guido Adler (known for his book
on the concept of style in music), Hornbostel [1.103]
suggested musical works might be apprehended as rep-
resenting a certain style from the perceptions a number
of musically trained subjects have in common by cen-
tering on the same structural features contained in
particular works.

Since the experience of a subject performing mu-
sic or listening to music is perception of a multitude
of Gestalt-like formations, the concept lends itself to
music analysis as well as to music psychology and aes-
thetics. For example,Wellek [1.104], who had academic
training both as musicologist and psychologist, em-
ployed Gestalt concepts in his studies and gave criteria

(like closedness, stableness, degree of inner structured-
ness) for the evaluation of Gestalt-like formations in
music. In the United States, Leonard Meyer [1.105]
discussed pattern perception in music in regard to
well-known Gestalt laws (of which Helson [1.106] pro-
vided a list that contained more than one hundred
items) like good continuation, completion and clo-
sure.

From the side of experimental psychology, rhythm
was one area investigated with respect to perception
already before 1900 (in studies by Bolton and by Meu-
mann).Koffka [1.107] took up rhythm in his dissertation
(at Berlin under Stumpf) and found subjects tend to
structure isochronous pulse sequences into perceptual
patterns. One may regard subjective groupings of (sonic
or optical) pulses that have the same intensity, quality,
and duration in a sequence the result of cognitive ac-
tivity (that is, grouping is viewed as a psychic function
in line with Stumpf’s concept). However, such group-
ing processes often take place almost involuntarily if
a stimulus (in this case, an isochronous pulse sequence)
is presented for some time. A similar observation is
that subjects tend to instantly complete ensembles of
graphic elements so as to make up a geometric figure.
As to rhythm perception, Schmidt [1.108] found that
subjects structure the elements within a rhythmic pat-
tern from a larger unit containing a number of beats
(a period, which can be taken as a temporal Gestalt),
that is, the Gestalt as a whole governs the arrangement
of the parts. In addition, a range of experiments con-
ducted in France confirmed that rhythm is a temporal
Gestalt phenomenon that, however, involves motor be-
havior [1.109, 110].

Another experiment from Gestalt psychology rele-
vant for music perception was to offer the initial part of
a melody to subjects (with some musical background)
who were asked to continue as well as to complete the
fragment [1.111]. Such experiments explored the ac-
tual range of melodic patterns that subjects regarded
as a good continuation of a given melodic shape. In
discussing temporal organization of tones in melodic
patterns, Koffka [1.112, p. 434] had the following ex-
ample (Fig. 1.3) for which he argued that, in the two
scales (played staccato, one ascending from C4 to C5,
the other descending from C5) the common tone A4

will not be heard as one long note, but as two notes of
normal length. Koffka concludes that the factor of uni-

Fig. 1.3 Ascending and descending scales, uniformity ver-
sus good continuation
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formity or homogeneity (as realized in the two scales)
has been overcome by the factor of good continua-
tion.

A quite advanced research project was conducted,
by Truslit [1.113], on gestural motion in and along with

music (where musical Gestalten induce a number of
typical gestural movements condensed in trajectories
that can be shown as curves). One may regard such
gestural movements as spatiotemporal Gestalten (see
articles in [1.114]).

1.8 Music Psychology: Individual and Sociocultural Factors

Gestalt psychology addressed, for the most part, per-
ception as observed in individuals. However, there were
also issues such as musical ability and aptitude as well
as actual musical performance that became topics in
psychology of music. Carl Seashore developed a test
for musical talent and published a monograph on the
same subject [1.115]. His lab in Iowa became a cen-
ter of music psychology, a field covered in one of his
textbooks [1.116]. Seashore’s seminal work on musi-
cal talent spawned revised versions of his test (from
his own lab) as well as some tests (Bentley, Wing,
Gordon) more or less similar in design (but expanding
from elementary to moremusical items). He also edited
collections of experimental studies on topics in mu-
sic psychology, for example intonation in singing and
violin playing (see contributions by Harold Seashore,
Ray Miller, Arnold Small, and Paul Greene in [1.117]).
As to intonation practice, this had been investigated
earlier by Stumpf and Max Meyer [1.118]; the lat-
ter then went to the United States to continue his
work at Iowa [1.83]. Seashore [1.119] also devoted
himself to empirical aesthetics of music. Musical enjoy-
ment had been studied experimentally by Weld [1.120]
who employed psychological as well as psychophys-
iological methods. Hevner [1.121–123] employed her
well-known cycle of adjectives to investigate how mu-
sical parameters such as the major and minor mode as
well as pitch and tempo can influence the perceived
expressiveness and the affective value of music. Gund-
lach [1.124], in a study noteworthy for its statistical
techniques including factor analysis, presented 40 short
musical phrases to more than 100 subjects who were
asked to mark those of 17 preselected categories (ad-
jectives such as exalted, mournful, glad, melancholy)
or add some of their own choice that would characterize
each phrase (and the presumed attitude of its composer)
best.

In the studies published by Gundlach and by
Hevner, the effect of music on subjects listening to mu-
sic was investigated. Since their subjects typically were
college students, reasonable homogeneity of subjects
in their samples can be assumed in regard to mental
capacity and other parameters. However, responses of
subjects of course depend on their musical training and
background as well as on preferences. To study a possi-

ble dependence of aesthetic judgments on intelligence,
age, and musical training, Rubin-Rabson [1.125] pre-
sented 24 examples of music covering the period of
around 1750–1925 from phonograph recordings to 70
adult men and women who could express their liking
or dislike for each item on a rating scale. From the in-
tercorrelation matrices she interpreted three parameters
(age, intelligence, training) as positively or negatively
related to groups of musical examples regarded as rep-
resenting three historical and stylistic periods (classic,
transition, modern).

One has to remember that in the 1930s the issue of
like and dislike as well as factors relevant for listening
preferences of audiences had become of interest to the
industry behind the media (radio, phonogram records,
publishing) as well as for social scientists. In the years
1938–1941, Th. W. Adorno was involved in the Prince-
ton Radio Project (led by Paul Lazarsfeld), for which
he wrote several critical papers that include proposals
for empirical research focusing on individual listeners
of radio programs. The essence of his criticism in re-
gard to popular music as presented in radio and other
media is condensed in the chapter on culture industry
in the book he wrote jointly with Horkheimer [1.126].
Adorno’s contributions to social psychology and soci-
ology of music [1.127] are based on his observations
and critical judgment but do not attempt to provide em-
pirical data or similar factual evidence in support of
arguments. However, a more formal approach to the so-
cial psychology of music including musical taste was
soon established by, in particular, Farnsworth [1.128]
who had measured, among other issues, the interest
school children had in either serious or in popular mu-
sic. Empirical studies on the reception of music among
school children and adolescents [1.129, 130] confirmed
the dominant role pop and rock music play in the life of
young people. Empirical and theoretical studies were
also carried out in music sociology with the aim of
studying uses and functions of various types of music in
societal groups [1.131]. The International Review of the
Aesthetics and Sociology of Music (founded in 1971)
publishes scholarly papers from both areas including
aspects of media. Journals such as Popular Music are
devoted to various musical, technical, and sociocultural
aspects of the field.
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1.9 Some Modern Developments

Summing up developments briefly sketched in the pre-
ceding paragraphs, one can say that, by about 1960,
areas such as musical acoustics, music theory, and mu-
sic psychologywere established and productive areas of
research that yielded many articles in specialized jour-
nals as well as a number of monographs and textbooks.
For example, the Journal of Music Theory was issued
in 1957, and a comprehensive book on music percep-
tion by Robert Francès appeared in 1958 (for an English
translation, see Francès [1.132]). While experimental
research on perception of musical intervals [1.133] and
rhythmic structures [1.110] was continued (largely from
a Gestalt psychological perspective), several new ar-
eas gained interest, among them sound as a medium
for creative work in primarily electronic music, and
timbre as a dimension relevant for both musical pro-
duction and perception (see [1.134] and Chap. 32 of
this handbook). Further, with the rise of communica-
tion and information theory, computers were employed
for experimental music [1.135] beginning in the 1950s,
and information theory soon reached sound and mu-
sic research [1.136–139]. Since about 1970, computers
were widely employed for sound generation as well
as composition and analyses of music, often in com-
bination with signal processing methodology (for an
overview, see articles in [1.140–143]). The Computer
Music Journal (founded in 1977) and the Journal of
New Music Research (formerly Interface, founded in
1972) serve an international community of scientists
and musicians studying sound and music with com-
puters. Signal processing of course became central in
musical acoustics and sound research [1.144], and in
particular in physical modeling and design of virtual in-
struments (there is a large body of relevant publications,
many of which are referenced in [1.145, 146]). Further,
computers along with special codes have been em-
ployed in modeling perception and production of music
with artificial intelligence (AI) methodology (e.g., con-
tributions in [1.147, 148]) and by means of artificial
neural networks (ANNs) [1.149–151]. In addition, pa-
rameters of musical performance, such as tempo and
dynamic changes adapted to musical textures and rel-
evant for artistic expression, have been modeled with
special software [1.152, 153]. More recently, areas of
machine learning, automated music transcription as
well as music retrieval and data mining have become
large fields of research, partly with practical applica-
tions (see chapters in Klapuri and Davy [1.154] and
Ystad et al. [1.155] and articles in a special issue edited
by Conklin et al. [1.156]).

Around 1970, concepts from structural linguistics
and semiotics were adapted more frequently to music

research, which implies some parallels between natural
languages and music. Of course, there are certain analo-
gies that have been stressed long ago (as in concepts
of musical rhetoric in Renaissance and Baroque mu-
sic theory and practice [1.157]). Quite many books on
practical music theory provide rules for creating well-
formed musical textures (see, for example, [1.158]).
Well-formedness of sentences in regard to grammar and
syntax of course is a criterion for accurate speech as
much as well-formed musical settings should follow the
rules of harmony and counterpoint. The analogical rela-
tion between speech and musical textures gained a more
formal status when Hauptmann [1.54] and in particular
Riemann [1.55, 97] conceived of harmony and musi-
cal structure in terms of syntax and grammar, implying
musical sentences or propositions have to conform to
musical logic. However, the parallel between language
and music gained new ground when music was indeed
viewed, beginning in about 1950, as a communication
system and as a sign phenomenon that would lend itself
to an adaptation of categories developed in linguistics
and semiotics. Adaptation of course means one has to
establish correspondences in a plausible way between
structures in language and music in regard to syntac-
tic, semantic, and pragmatic categories, and it calls also
for a definition of sign categories. The discussion of
obvious parallels as well as of distinctive differences
between language and music was intensive in the 1970s
and 1980s (of the many publications, see [1.159–164]).
Though it is possible to demonstrate, in a plausible way,
how (indexical and other) signs are used to make sense
in certain genres and pieces of music [1.165], it was
found rather difficult to establish semiotics for music
in general. One of the reasons probably is that mu-
sic in most of its forms and contexts in essence seems
gestural rather than propositional (see [1.161] and arti-
cles in [1.114]). Quite a different matter is that musical
analysis cannot avoid language to conceptualize mu-
sic and to communicate its findings (since it could be
a problem to sing or whistle such results to colleagues
in music and musicology), a circumstance that Charles
Seeger [1.166] has called the linguocentric predica-
ment.

The linguistic paradigm of generative-transforma-
tional grammar [1.167] clearly has been the inspira-
tion for the generative theory of tonal music (GTTM)
worked out by Lerdahl and Jackendoff [1.56]. Their en-
deavor has been lauded for the vigor with which rules
have been set up for an analysis of music into seg-
ments pertaining to hierarchical structures, but there
has been criticism arguing, for example, that listeners
would rather perceive music as a sequence of mean-
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ingful units arranged to temporal order than mentally
represent musical structures like hierarchical tree di-
agrams. However, GTTM in fact attempts to formu-
late rules that reflect perceptual and cognitive strate-
gies of the experienced listener (in a similar vein,
Riemann’s musical logic, with a mental representa-
tion of music as tonal conceptions (Tonvorstellungen,
see [1.168]), aimed at subjects with a thorough musical
background).

Another problem that became apparent in cognitive
music research during the 1980s was that the distinction
of symbolic and subsymbolic in regard to music produc-
tion and perception may be misleading. The notion of
symbol and concepts of symbolic processing of course
have played a major role in semiotics and computer
science, from where they were transferred into cogni-
tive sciences including areas of cognitive musicology
(for a detailed account of concepts, see Seifert [1.148]).
To be sure, there are definitions of cognition in terms
of computation such as: cognition is symbolic com-
putation or cognition is massively parallel numerical
computation [1.169, p. 46], which express a metaphor
according to which the mind and/or the brain functions
in ways equivalent to a computer. Though the mind-as-
computer idea has been questioned as a suitable model
for cognition [1.170], and other metaphors (e.g., cogni-
tion as intuitive inferential statistics [1.171]) have been
shown to reflect methodological tools available to sci-
entists at a certain time turned into explanatory models,
this does not necessarily impair their heuristic value.
The point of interest here rather is that, in cognitive mu-
sicology of the 1980s, descriptions and analyses often
refer to scores viewed as a symbolic representation of
music. By comparison, music as organized sound has
been approached as subsymbolic so as if it were the
mere fundament for a higher level of processing: that of
cognition directed to analyzing musical structures from
scores. This in fact is the time-honored approach of the
musical expert who, according to Riemann [1.55, 168],
apprehends music from carefully reading scores. While
this might in fact be enough to understand syntactic
and formal structures, it is obvious that the score of
a work falls short of representing timbral and dynamic
parameters in sufficient detail, and that one needs ears
to perceive and apprehend music in full (in addition,
musical sound is suited to eliciting emotional qualities,
on a psychophysiological basis). Thus, if music reduced
to a score can be called a symbolic representation, a live
or studio performance including a range of timbral and
dynamic shadings as well as subtleties of intonation,
phrasing, etc. should be taken as suprasymbolic rather
than subsymbolic (for it yields more than just reading
symbols). The signification process in music in fact re-
lates to sound, in the first place [1.172].

With the upswing of the cognitive sciences (includ-
ing a range of computational, psychological, neurologi-
cal, etc. approaches [1.173]) in the decades beginning
by around 1960, a fresh interest in music perception
including conceptualizations of music, musical mem-
ory, and musical imagery has led to an impressive
range of empirical plus theoretical studies. Topics of
research included basic structures and schemata of
tonal organization, pitch perception and scale forma-
tion, melodic contours, memory for pitch and melodic
shapes, perception of timbre, rhythm and meter, the
role of time and timing in the production, performance
and perception of music, music as related to bodily
movement and gestures, musical form, musical im-
agery, musical creativity, improvisation (also in jazz
and in non-Western music), learning of music (with
a focus on cognitive development as well as actual
musical training), performance practice (in particular,
parameters relevant for expression), emotion and mood
as related to music, etc. In addition to a large num-
ber of articles published in journals such as Psychology
of Music (founded 1977), Psychomusicology (founded
1981), Music Perception (founded 1983), and Musicae
Scientiae (founded 1997), there have been many mono-
graphs and anthologies covering specific areas of music
perception and cognition or providing an overview of
relevant research close to a textbook format. The fol-
lowing list is but a small selection (given the space
available for this chapter) from a much broader range
of relevant publications. In chronological order, the
selection includes [1.174–184], [1.150], [1.185–193],
and [1.114].

Among the many developments in experimental and
cognitive music psychology, a revival of Gestalt psy-
chology principles (in a modern and expanded approach
termed auditory scene analysis [1.194]) seems notewor-
thy. Also of interest is the more recent rediscovery of
the body as part not only of music perception but also
cognition [1.193]. As a matter of fact, people tend to
synchronize bodily functions such as heart and pulse
rate or breathing as well as their movements in walking
or dancing to periodic stimuli, and there is entrainment
on various levels (see [1.195] and a range of peer com-
mentaries, also [1.196]).

This brings us to a final point in this section, a re-
search area sometimes labeled neuromusicology. It was
clear to Helmholtz, Stumpf and other scholars that brain
structures were the ultimate stage where sound and
music perception as well as cognition (apperception)
takes place. It was not possible, though, to investigate
brain functions in a noninvasive technique before the
invention of the electroencephalogram (EEG) (around
1930). Anatomical, neurophysiological and functional
studies in regard to sound and music were intensified
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in the 1960s and 1970s when handedness and hemi-
spheric dominance as well as music-related disorders
and clinical applications of music in therapy became
major issues for research (some of which was sum-
marized in [1.197]; see also articles in [1.198, 199]).
In the course of the 1980s, measurement of auditory
evoked potentials (AEP) was a standard technique, and
brain imagery by means of positron emission tomogra-

phy (PET) and functional magnetic resonance imaging
(fMRI) had become available also for research re-
lated to sound and music perception [1.200]. Since the
1980s, an enormous amount of research has been done
in experimental neuroscience and neuropsychology in-
cluding studies on music perception and cognition (see
articles in [1.201–203], and Part C as well as Chap. 31
of this handbook).

1.10 Systematic Musicology as a Musicological Discipline

Though musicology as an area of research and as
a body of knowledge has been established in antiq-
uity, to be continued in modern times (see above), it
was only in the 19th century that a discipline under
this name became part of European universities. In Ger-
many and Austria, the movement known asHistorismus
(historicism) led to incorporating subjects such as pre-
historic archeology, art history and musicology into
the philosophical faculties. Musicology had a strong
historical and philological orientation (with a focus
on European music history, biographies of composers,
and scholarly edition of works from various epochs
and musical genres according to philological princi-
ples), which is obvious from the first professorships that
were installed at Prague, Vienna, and Berlin (all in the
1870s). However, by that time a somewhat broader view
of musicology had already been pursued by the Bel-
gian composer and musicologist, François-Joseph Fétis
(who published also on music theory, and who, in addi-
tion to studying European art music, had an interest in
genres of folk and even non-Western music traditions).
Also, as outlined above (Section 1.6), areas such as
musical acoustics and psychoacoustics had been firmly
established by about 1860–70, so that the philological
and historical approach to music history and perfor-
mance was paralleled by the scientific study of sound
and fundamentals of music including perception and
appreciation (Fechner was one of the scholars who had
propagated empirical foundations not only for psychol-
ogy but also for aesthetics [1.204]). So, by about 1880
two different orientations existed side by side, and re-
search in a third area, namely folk and vernacular music
traditions in Europe as well as the study of so-called
primitive music in areas of Africa, Asia, the Americas,
and Oceania, was also underway.

When Guido Adler, in 1885, opened a new journal
devoted to musicology with his programmatic arti-
cle [1.205], he included already comparative musicol-
ogy into his synopsis of musicological research fields
and subdisciplines. Adler’s bipartite scheme of historic
and systematic (the latter including comparative musi-

cology) entailed conceptual decisions [1.50] that relate
to ideas of music history viewed in terms of develop-
ment and evolution. In short, the historical branch of
research should furnish factual evidence for a progres-
sive development of music from modest beginnings to
full art as evident in European genres, while the task
of finding governing laws (as contained in fundamen-
tal structures of sound and music) for that evolution
was assigned to the systematic branch. To complete
the picture in regard to geographical and ethnic diver-
sity as well as developmental stratification, comparative
musicology would have to provide specimens of mu-
sic from all around the world, and to put them into
some order in regard to musical structures and func-
tions as well as tentative musical development ([1.206]
and [1.207] are synopses written from this point of
view; see also [1.69]). From Adler’s scheme, a tripartite
organization of musicology into historic, systematic,
and comparative resulted, which in fact had practical
consequences far into the 20th century, if not to the
present (the unifying ideas behind Adler’s scheme were
abandoned when, in the 20th century, the all-embracing
evolutionary perspective was given up for, first, histor-
ical indifference and cultural relativism, and then for
various trends of postmodernism and emphatic multi-
culturalism).

A significant difference between historic and sys-
tematic orientations in musicology in fact was and is
that the former worked (and continues to work) pre-
dominantly with music as text (conventional notations
or similar symbolic representation), while the latter
from the very beginning had a focus on sound and
perception [1.93, 150, 172]. Further, systematic musi-
cology, like acoustics, psychoacoustics, and psychol-
ogy, made use of experimental methodology including
statistics. Even Stumpf, who argued that it is unrea-
sonable to believe that dozens of unmusical laymen
could judge musical items more reliably than any single
expert musician or musically experienced researcher,
included statistics in his studies [1.118]. In the 20th cen-
tury, experiments and statistics became an integral part
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of music psychology [1.208, 209]. Controlled observa-
tion, field work and statistics of course are fundamental
also to sociocultural studies conducted by researchers in
comparative musicology and ethnomusicology as well
as in the field of popular music and jazz.

The division of musicology into historic and sys-
tematic subdisciplines, consequent to conceptual and
methodological differences [1.50, 210], was put into
practice early when, at the University of Vienna,
a professorship in musicology was established that, in
essence, combined areas of music psychology and com-
parative musicology. Vienna has maintained a combina-
tion of scientific and cultural research efforts in a spe-
cific concept of Vergleichend-Systematische Musikwis-
senschaft [1.211, 212] for a long time, and at Berlin,
Stumpf’s associate Erich M. von Hornbostel also cov-
ered systematic and comparative musicology in his
teaching and in his publications. With the decline of
comparative musicology due to political and other fac-
tors [1.69], and the rise of ethnomusicology as a dis-
cipline with a descriptive and culturalist rather than
a systematic orientation (see [1.213]), a tripartite divi-
sion into historic, systematic, and ethnomusicologywas
carried out at a number of universities (e.g., Cologne,
UCLA). In academic institutions of the US, music
theory also gained relative independence as a musico-
logical subdiscipline (that typically includes analysis of
works from European art music, and may include also
genres such as electronic and computer music).

The idea of systematic musicology as fundamental
science of music stems from a combination of several
factors. One (that relates to basic concepts of numbers,
counting and measurement as well as directed observa-
tion) certainly is of antique heritage; another relates to
developments in music theory from around 1400–1750
(as outlined above) that gradually introduced empiri-
cal observation and, in particular with Rameau, musical
acoustics and perception into music theory. Musical
acoustics and psychoacoustics expanded greatly in the
19th century, and with their groundbreaking results
demonstrated theoretic and methodological indepen-
dence of systematic areas of research from historic-
philological orientations. In a wider sense, musicology
thus was one particular field marking the general split
of disciplines into sciences and humanities (that took
place, roughly, between 1800 and 1860). In regard
to music research, this split was perhaps unavoidable,
though not total since of course music theory and also
studies in music psychology often combine aspects
from both areas (the integrative approach is still evident
in Helmholtz’s seminal book, where its author offers
chapters on music theoretical topics in the main body
and – not to embarrass a more general readership – puts
the differential equations into appendices to his work).

Notwithstanding trends of professional specializa-
tion that led to establishing new disciplines (such as
psychology in about 1870–80 and sociology also in the
second half of the 19th century), systematic musicology
as an area of interdisciplinary research benefited from
the many contributions offered by scholars who were
located in departments other than music or musicology.
Perhaps the closest connections were with acoustics
and psychology (but also with experimental phonetics,
linguistics, anthropology as well as with medical sub-
jects). A common denominator (which prevails to this
day) was that many scientists had training and even
thorough experience also as musicians, which often led
them into research projects on various aspects of sound
and music (e.g., [1.214]).

The division of musicology into subdisciplines and
fields of research (as envisaged already by Adler, see
above) gained new impetus in the years after WWII,
for methodological and practical reasons. First, the dif-
ferences in perspective (e.g., music as text versus music
as sound, historical versus synchronous [1.215, 216]) as
well as in research topics and methodology were too
obvious to be overlooked. Second, in order to integrate
somehow theoretical and factual knowledge accumu-
lated in the large number of studies on musical sound,
music perception and performance as well as on so-
ciocultural contexts that had been published during the
past decades, one needed scholars capable of dealing
with this matter (and qualified to continue research
on a professional level). Therefore, establishment of
systematic musicology as fundamental and integrative
music science was proposed [1.217]. While the scien-
tific status of systematic musicology as fundamental
science was acknowledged by many if not most of the
scholars working in musicology, there were opinions
that stressed the interdisciplinary relation of historic,
systematic and comparative research [1.218], which
implied a common disciplinary and institutional um-
brella. Third, even if one wanted to maintain a single
academic discipline of musicology, it was clear that
professorships for systematic and comparative musi-
cology/ethnomusicology had to be set up at least in
a number of universities, as in fact was done in Ger-
many and in the US (plus the chair that had been
established at Vienna decades earlier).

With ongoing specialization in areas such as mu-
sical acoustics and music psychology and new areas
of research coming up with the advance of electronics
and studio technology (and when, not much later, also
computers became available to musicologists), historic
and systematic musicology had been drifting far apart
(with ethnomusicology becoming a largely indepen-
dent subject that, in many institutions in particular in
the US, was closer to anthropology and ethnology than
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to the somewhat old-fashioned historic musicology).
In view of factual and methodological developments
reached in the 1970s, it was only natural to give for-
mer musicological branches independent disciplinary
and organizational status.

At Hamburg, comparative musicology had been in-
stalled by about 1930, and systematic musicology was
part of regular teaching and research since 1948. In
1975, the University of Hamburg decided to make sys-
tematic musicology a sovereign discipline and subject
that can be studied, with a special curriculum (the
introductory textbook in 1976 was from Vladimir Kar-
busicky [1.219]) for a major. In addition, students can
chooseminor subjects ranging from the sciences to law
and economics as well as to humanities. There are some
more universities now that offer systematic musicology
as a major to be studied in a combination with other
subjects, and there are also quite many institutions that
offer ethnomusicology in some form. It should be noted
that major parts of systematic musicology in some in-

stitutions are incorporated into programs with more
modern designations (referring to computer, sound or
cognition in their respective titles). As one may expect,
with the development of scientific investigations in ar-
eas including sound and music, new designations for
special segments have been proposed, for example psy-
chomusicology (see journal of same title) or cognitive
musicology [1.220], in order to delimit a certain ap-
proach and field of research (see articles in [1.184] and
[1.150]). Others have simply opted for a broad label
called empirical musicology, which may cover many
things (given the range of different meanings empirical
had in psychology alone since the 19th century [1.83]).
Systematic musicology in fact almost always included
empirical observation and experimental research, how-
ever, it also includes theoretical reasoning on natural
and cultural foundations of music [1.221, 222] and cer-
tainly mathematics and modeling [1.223–225] as part of
an interdisciplinary tradition that spans from Archytas
to the present.

References

1.1 N. Rescher: Nature and Understanding. The Meta-
physics and Method of Science (Clarendon, Oxford
2000)

1.2 F. Zaminer (Ed.): Geschichte der Musiktheorie, Vol.
1–10. (Wissenschaftliche Buchgesellschaft, Darm-
stadt 1985–2003)

1.3 T. Christensen (Ed.): The Cambridge History of West-
ern Music Theory (Cambridge Univ. Press, Cam-
bridge 2002)

1.4 O. Elschek: Die Musikforschung der Gegenwart,
ihre Systematik, Theorie und Entwicklung, Vol. 1/2
(Stiglmayr, Wien-Föhrenau 1992)

1.5 A. Szabó: The Beginnings of Greek Mathematics
(Reidel, Dordrecht, Boston 1978)

1.6 A. Barker: Harmonic and Acoustic Theory, Greek
Musical Writings, Vol. 2 (Cambridge Univ. Press,
Cambridge 1989)

1.7 A. Barker: The Science of Harmonics in Classical
Greece (Cambridge Univ. Press, Cambridge 2007)

1.8 C. Huffman: Archytas of Tarentum. Pythagorean,
Philosopher and Mathematician King (Cambridge
Univ. Press, Cambridge 2005)

1.9 O. Busch: Logos Syntheseōs. Die Euklidische Sectio
Canonis, Aristoxenos, und die Rolle der Mathematik
in der antiken Musiktheorie (Staatliches Institut für
Musikforschung, Berlin 1998)

1.10 D. Creese: The Monochord in Ancient Greek Har-
monic Science (Cambridge Univ. Press, Cambridge
2010)

1.11 B. Münxelhaus: Pythagoras musicus. Zur Rezeption
der pythagoreischen Musiktheorie als quadrivialer
Wissenschaft im lateinischen Mittelalter (Verlag für
syst. Musikwiss., Bonn 1976)

1.12 Platon: Res publica. In: Platonis Opera, Vol. 4, ed.
by J. Burnet (Clarendon, Oxford 1912)

1.13 A. Heilmann: Boethius’ Musiktheorie und das
Quadrivium. Eine Einführung in den neuplato-
nischen Hintergrund von De institutione musica
(Vandenhoeck Ruprecht, Göttingen 2007)

1.14 J. Leodiensis: Speculum musicae Lib. I-VII, ed. by
R. Bragard (American Institute of Musicology, Rome
1955–1973)

1.15 K.J. Sachs: Mensura fistularum. Die Mensurierung
der Orgelpfeifen im Mittelalter, Vol. 2 (Musik-
wissenschaftliche Verlags-Gesellschaft, Murrhardt
1980)

1.16 H. Klotz: Die Orgelkunst der Gotik, der Renaissance
und des Barock, 2nd edn. (Bärenreiter, Kassel 1975)

1.17 M. Haas: Die Musiklehre im 13. Jahrhundert
von Johannes de Garlandia bis Franco. In:
Die Mittelalterliche Lehre von der Mehrstim-
migkeit, Geschichte der Musiktheorie, Vol. 5 (Wis-
senschaftliche Buchgesellschaft, Darmstadt 1984)
pp. 89–159

1.18 F. Rempp: Elementar- und Satzlehre von Tinctoris
bis Zarlino. In: Italienische Musiktheorie im 16.
und 17. Jahrhundert, Geschichte der Musiktheorie,
Vol. 7 (Wissenschaftliche Buchgesellschaft, Darm-
stadt 1989) pp. 39–220

1.19 J. Barbour: Tuning and Temperament (Michigan
State Univ. Press, East Lansing 1951), repr. (Da Capo,
New York 1972)

1.20 M. Lindley: Stimmung und Temperatur. In:
Hören, Messen und Rechnen in der frühen
Neuzeit, Geschichte der Musiktheorie, Vol. 6 (Wis-
senschaftliche Buchgesellschaft, Darmstadt 1987)
pp. 109–331



Introd
uction

20 Introduction

1.21 P. Barbieri: Enharmonic Instruments and Music
1470–1900 (Levante, Latina 2008)

1.22 A. Schlick: Spiegel der Orgelmacher und Organis-
ten (Peter Schoeffer, Mainz 1511), repr. (Bärenreiter,
Kassel 1951), also (Knuf, Buren 1980)

1.23 N. Vicentino: L’antica musica ridotta alla moderna
prattica (A. Barre, Rome 1555)

1.24 G. Zarlino: Le Istitutioni Harmoniche (G. Zarlino,
Venice 1558) repr. (Broude, New York 1965)

1.25 E. Küllmer: Mitschwingende Saiten. Musikinstru-
mente mit Resonanzsaiten (Verlag für systemati-
sche Musikwissenschaft, Bonn 1986)

1.26 M. Praetorius: Syntagma musicum, T. II, De
organographia. T. III: Termini musici. (Holwein,
Wolffenbüttel 1619)

1.27 H.F. Cohen: Quantifying Music. The Science of Music
at the First Stage of the Scientific Revolution, 1580–
1650 (Reidel, Dordrecht, Boston 1984)

1.28 S. Dostrovsky, J. Cannon: Entstehung der musi-
kalischen Akustik (1660–1750). In: Hören, Messen
und Rechnen in der frühen Neuzeit, Geschichte der
Musiktheorie, Vol. 6 (Wissenschaftliche Buchge-
sellschaft, Darmstadt 1987) pp. 7–79

1.29 M. Mersenne: Harmonie universelle, contenant la
théorie et la pratique de musique (Charlemagne,
Ballard, Paris 1636–1637) facs. Éd. T. I-III (CNRS, Paris
1965)

1.30 P. Barbieri: Juan Caramuel Lobkowitz (1606–1682):
Über die musikalischen Logarithmen und das Pro-
blem der musikalischen Temperatur, Musiktheorie
2, 147–168 (1987)

1.31 C. de Waard (Ed.): Journal tenu par Isaac Beeck-
man, Vol. III (Nijhoff, La Haye 1945)

1.32 F.J. Ratte: Die Temperatur der Clavierinstrumente
(Bärenreiter, Kassel 1991)

1.33 H. Riemann: Geschichte der Musiktheorie im IX.–
XIX. Jahrhundert, 2nd edn. (Hesse, Berlin 1920)

1.34 H. Lippius: Synopsis musicae novae omnino verae
atque methodicae universae (Ledertz, Straßburg
1612) repr. (Olms, Hildesheim 2004)

1.35 J. Sauveur: Système général des intervalles des
sons... Mémoires de Mathematique & de Physique,
299–366 (1701). In: Collected Writings on Musical
Acoustics, ed. by R. Rasch (Diapason, Utrecht 1984)
pp. 472–488

1.36 J. Sauveur: Sur l’application des sons harmoniques
à la composition des jeux d’orgues, Mémoires de
L’Academie..., 316–336 (1702). In: Collected Writings
on Musical Acoustics, ed. by R. Rasch (Diapason,
Utrecht 1984) pp. 168–192

1.37 J.P. Rameau: Génération harmonique ou traité de
musique (Prault fils, Paris 1737)

1.38 H. Pischner: Die Harmonielehre Jean-Philippe
Rameaus (Breitkopf Haertel, Leipzig 1963)

1.39 T. Christensen: Rameau and Musical Thought in the
Enlightenment (Cambridge Univ. Press, Cambridge
1993)

1.40 J.P. Rameau: Traité de l’harmonie. (Ballard, Paris
1722)

1.41 J.P. Rameau: Démonstration du principe de
l’harmonie (Durand Pissot, Paris 1750)

1.42 J.P. Rameau: Extrait d’une reponse de M. Rameau
à M. Euler sur l’identité des octaves. (Durand, Paris
1753). In: J.P. Rameau: Complete Theoretical Writ-
ings, Vol. V, ed. by E. Jacobi (American Institut of
Musicology, Dallas 1969) pp. 168–188

1.43 J.P. Rameau: Nouveau Système de musíque
théorique. (Ballard, Paris 1726)

1.44 M. Vogel: On the Relations of Tone (Verlag für sys-
tematische Musikwissenschaft, Bonn 1993)

1.45 D. Harrison: Harmonic Function in Chromatic Mu-
sic. A Renewed Dualist Theory and an Account of its
Precedents (Univ. of Illinois Press, Chicago, Urbana
1994), paperback edn. 2010

1.46 J.R. d’Alembert: Élémens de musique théorique et
pratique, suivant les principes de M. Rameau (Du-
rand, Paris 1752), German transl. by Fr. Marpurg
(Breitkopf Haertel, Leipzig 1757)

1.47 J.P. Rameau: Nouvelles Réflexions sur le principe
sonore. (Durand, Paris 1760)

1.48 A. von Oettingen: Harmoniesystem in dualer Ent-
wicklung (Gläser, Dorpat, Leipzig 1866)

1.49 A. von Oettingen: Das duale Harmoniesystem (C.
Siegel, Leipzig 1913)

1.50 A. Schneider: Foundations of systematic musicol-
ogy: A study in history and theory. In: Systematic
and Comparative Musicology: Concepts, Methods,
Findings, ed. by A. Schneider (P. Lang, Frank-
furt/M., Berne 2008) pp. 11–61

1.51 A. Schneider: Music theory: Speculation, reasoning,
experience. In: Musiktheorie / Musikwissenschaft.
Geschichte – Methoden – Perspektiven, ed. by
T. Janz, J.P. Sprick (Olms, Hildesheim, New York
2010) pp. 53–97

1.52 P. Hindemith: Unterweisung im Tonsatz: Theoreti-
scher Teil (Schott, Mainz 1940)

1.53 J. Handschin: Der Toncharakter. Eine Einführung in
die Tonpsychologie (Atlantis, Zürich 1948)

1.54 M. Hauptmann: Die Natur der Harmonik und Metrik
(Breitkopf Haertel, Leipzig 1873), 1st ed. 1853

1.55 H. Riemann: Musikalische Syntaxis. Grundriß einer
harmonischen Satzbildungslehre (Breitkopf Haer-
tel, Leipzig 1877)

1.56 F. Lerdahl, R. Jackendoff: A Generative Theory of
Tonal Music (MIT Press, Cambridge 1983)

1.57 E. Terhardt: The concept of musical consonance:
A link between music and psychoacoustics, Music
Percept. 1, 276–295 (1984)

1.58 E. Terhardt: Methodische Grundlagen der Musik-
theorie, Musicol. Austr. 6, 107–126 (1986)

1.59 R. Parncutt: Harmony. A Psychoacoustic Approach
(Springer, Berlin 1989)

1.60 A. Falcon: Aristotle and the Science of Nature. Unity
Without Uniformity (Cambridge Univ. Press, Cam-
bridge 2005)

1.61 N. Chomsky: Rules and Representations (Columbia
Univ. Press, New York 1980)

1.62 N. Rescher: Cognitive Systematization. A Systems-
theory Approach to a Coherentist Theory of Knowl-
edge (Blackwell, Oxford 1979)

1.63 N. Rescher: Kant and the Reach of Reason. Studies
in Kant’s Theory of Rational Systematization (Cam-
bridge Univ. Press, Cambridge 2000)



Systematic Musicology: A Historical Interdisciplinary Perspective References 21
Introd

uction

1.64 R. Haller: Neopositivismus. Eine historische Ein-
führung in die Philosophie des Wiener Kreises (Wis-
senschaftliche Buchgesellschaft, Darmstadt 1993)

1.65 L. von Bertalanffy: General System Theory (Braziller,
New York 1968)

1.66 I. Kant: Kritik der Urteilskraft (Lagarde, Berlin 1793)
1.67 C. Darwin: Origin of Species by Means of Natural

Selection (Murray, London 1859)
1.68 M. Harris: The Rise of Anthropological Theory

(Routledge Kegan Paul, London 1969)
1.69 A. Schneider: Comparative and systematic musicol-

ogy in relation to ethnomusicology. A historical and
methodological survey, Ethnomusicology 50, 236–
258 (2006)

1.70 E.F. Chladni: Die Akustik (Breitkopf Haertel, Leipzig
1802)

1.71 D. Ullmann: Chladni und die Entwicklung der
Akustik von 1750–1860 (Birkhäuser, Basel 1996)

1.72 A. Corti: Recherches sur l’organe de l’ouïe des
mammifères, Z. Wiss. Zool. III(1), 1–63 (1851), plus
several pages with graphics

1.73 M. Drobisch: Erste Grundlehren der Mathemati-
schen Psychologie (Voss, Leipzig 1850)

1.74 T.G. Fechner: Elemente der Psychophysik, Vol. 1/2
(Breitkopf Haertel, Leipzig 1863)

1.75 H. von Helmholtz: Über die physiologischen Ur-
sachen der musikalischen Harmonien (Lecture at
Univ. of Bonn 1857). In: Vorträge und Reden, Vol. 1,
4th edn. (Vieweg, Braunschweig 1896) pp. 119–155

1.76 H. von Helmholtz: Die Lehre von den Tonempfin-
dungen als physiologische Grundlage für die Theo-
rie der Musik (Vieweg, Braunschweig 1863), 3rd edn.
1870, 4th edn. 1877, 5th edn. 1896

1.77 S. Vogel: Sensation of tone, perception of sound,
and empiricism. In: Hermann von Helmholtz and
the Foundations of Nineteenth-Century Science,
ed. by D. Cahan (Univ. of California Press, Berke-
ley 1993) pp. 259–287

1.78 E. Hiebert: The Helmholtz Legacy in Physiological
Acoustics (Springer, Cham 2014)

1.79 H. von Helmholtz: Die Thatsachen in der Wahrneh-
mung (revised version of a speech delivered in 1878
at the University of Berlin). In: Vorträge und Reden,
Vol. 2 (Vieweg, Braunschweig 1906) pp. 213–247

1.80 R. Bosanquet: An Elementary Treatise on Musical
Intervals and Temperament (Macmillan, London
1876)

1.81 J. Fauvel, R. Flood, R. Wilson (Eds.): Music and
Mathematics. From Pythagoras to Fractals (Oxford
Univ. Press, Oxford 2003)

1.82 C. Stumpf: Carl Stumpf. In: Die Philosophie der
Gegenwart in Selbstdarstellungen, Vol. 5, ed. by
R. Schmidt (Meiner, Leipzig 1924) pp. 205–265

1.83 E. Boring: A History of Experimental Psychology,
2nd edn. (Appleton-Century-Crofts, New York 1950)

1.84 L. Pongratz: Problemgeschichte der Psychologie
(Francke, Bern 1967)

1.85 C. Stumpf: Konsonanz und Dissonanz. In: Beiträge
zur Akustik und Musikwissenschaft, Vol. 1 (Barth,
Leipzig 1898)

1.86 C. Stumpf: Tonpsychologie, Vol. 1/2 (Barth, Leipzig
1883)

1.87 C. Stumpf: Die Sprachlaute (Springer, Berlin 1926)
1.88 F. Brentano: Psychologie vom empirischen Stand-

punkte, Vol. 1 (Duncker Humblot, Leipzig 1874), repr.
(Meiner, Hamburg 1955, 1971)

1.89 A. Schneider: “Verschmelzung“, tonal fusion, and
consonance: Carl Stumpf revisited. In: Music,
Gestalt, and Computing. Studies in Cognitive and
Systematic Musicology, ed. by M. Leman (Springer,
Berlin 1997) pp. 117–143

1.90 C. Stumpf: Erkenntnislehre, Vol. 1 (Barth, Leipzig
1939)

1.91 A. Simon, U. Wegner (Eds.): Music! 1000 Record-
ings. 100 Years of the Berlin Phonogramm-Archiv
1900–2000 (4 CDs and booklet) (Wergo, Mainz 2000)
(Schott Music & Media)

1.92 C. Stumpf: Tonsystem und Musik der Siamesen,
Beitr. Akustik Musikwiss. 3, 69–138 (1901)

1.93 A. Schneider: Change and continuity in sound
analysis: A review of concepts in regard to musical
acoustics, music perception, and transcription. In:
Sound – Perception – Performance, ed. by R. Bader
(Springer, Cham 2013) pp. 71–111

1.94 H. Riemann: Musikalische Logik. Hauptzüge der
physiologischen und psychologischen Begründung
unseres Musiksystems (Kahnt, Leipzig 1873), As
Ph.D. diss. at Univ. of Göttingen: Über das
musikalische Hören

1.95 M. Hauptmann: Die Natur der Harmonik und
Metrik, 1st edn. (Breitkopf Haertel, Leipzig 1873)

1.96 H. von Helmholtz: Die Lehre von den Tonempfin-
dungen als physiologische Grundlage für die Theo-
rie der Musik, 3rd edn. (Vieweg, Braunschweig 1870)

1.97 H. Riemann: Vereinfachte Harmonielehre oder die
Lehre von den tonalen Funktionen der Akkorde, 2nd
edn. (Augener, London 1893)

1.98 H. Riemann: System der musikalischen Rhythmik
und Metrik (Breitkopf Haertel, Leipzig 1903)

1.99 E. Mach: Die Analyse der Empfindungen und das
Verhältnis des Physischen zum Psychischen (G. Fi-
scher, Jena 1886), 9th edn. 1922

1.100 C. von Ehrenfels: Über Gestaltqualitäten, Viertel-
jahrsschr. Wiss. Philos. 14, 249–292 (1890)

1.101 R. Lach: Gestaltmehrdeutigkeit und Gestaltunbes-
timmtheit, Sitzungsber. Akad. Wiss. Wien, Phil.-
hist. Kl. 191, 95–149 (1920), 3. Abhandl.

1.102 E. Hornbostel: Psychologie der Gehörserscheinun-
gen. In: Handbuch der normalen und pathol-
ogischen Physiologie, Vol. XI,1, ed. by A. Bethe
(Springer, Berlin 1926) pp. 701–730

1.103 E. Hornbostel: Gestaltpsychologisches zur Stilkri-
tik. In: Studien zur Musikgeschichte. Festschrift für
Guido Adler zum 75. Geburtstag (Universal, Wien
1930) pp. 12–16

1.104 A. Wellek: Musikpsychologie und Musikästhetik
(Akademische Verlagsgesellschaft, Frankfurt/M.
1963)

1.105 L. Meyer: Emotion and Meaning in Music (Univ. of
Chicago Press, Chicago 1956)

1.106 H. Helson: The fundamental propositions of Gestalt
psychology, Psychol. Rev. 40, 13–32 (1933)

1.107 K. Koffka: Experimental-Untersuchungen zur Lehre
vom Rhythmus, Z. Psychol. 52, 1–109 (1909)



Introd
uction

22 Introduction

1.108 E. Schmidt: Über den Aufbau rhythmischer Gestal-
ten, Neue psychol. Studien XIV(2), 1–98 (1939)

1.109 P. Fraisse: Les Structures Rythmiques (Publ. Univ. de
Louvain, Louvain 1956)

1.110 P. Fraisse: Psychologie du Rythme (Pr. Univ. de
France, Vendôme 1974)

1.111 F. Sander: Experimentelle Ergebnisse der
Gestaltpsychologie. In: Bericht über den 10.
Kongress für experimentelle Psychologie, Bonn
1927 (G. Fischer, Jena 1928) pp. 23–88

1.112 K. Koffka: Principles of Gestalt Psychology (Rout-
ledge Kegan Paul, London 1936)

1.113 A. Truslit: Gestaltung und Bewegung in der Musik
(Vieweg, Berlin 1938)

1.114 R.I. Godøy, M. Leman (Eds.): Musical Gestures.
Sound, Movement, and Meaning (Routledge, New
York, London 2010)

1.115 C. Seashore: The Psychology of Musical Talent (Silver
Burdette, Boston 1919)

1.116 C. Seashore: Psychology of Music (McGraw-Hill,
New York 1938), repr. (Dover, New York 1967)

1.117 C. Seashore (Ed.): Studies in the Psychology of Mu-
sic, Vol. 4 (Univ. of Iowa, Iowa City 1936)

1.118 C. Stumpf, M. Meyer: Maassbestimmungen über
die Reinheit consonanter Intervalle. In: Beiträge
zur Akustik und Musikwissenschaft, Vol. 2 (Barth,
Leipzig 1898) pp. 84–167

1.119 C. Seashore: In Search of Beauty in Music. A Sci-
entific Approach to Musical Esthetics (Ronals, New
York 1947)

1.120 H. Weld: An experimental study of musical enjoy-
ment, Am. J. Psychol. 23, 245–308 (1912)

1.121 K. Hevner: The affective character of the major and
minor modes in music, Am. J. Psychol. 47, 103–118
(1935)

1.122 K. Hevner: Experimental studies of the elements of
expression in music, Am. J. Psychol. 48, 246–268
(1936)

1.123 K. Hevner: The affective value of pitch and tempo
in music, Am. J. Psychol. 49, 621–630 (1937)

1.124 R. Gundlach: Factors determining the characteriza-
tion ofmusical phrases, Am. J. Psychol. 47, 624–643
(1935)

1.125 G. Rubin-Rabson: The influence of age, intelli-
gence, and training on reaction to classic and
modern music, J. Gen. Psychol. 22, 413–429 (1940)

1.126 M. Horkheimer, T.W. Adorno: Dialektik der Auf-
klärung (S. Fischer, Amsterdam 1947), rev. edn. S.
Fischer, Frankfurt/M. 1971

1.127 T.W. Adorno: Einleitung in die Musiksoziologie.
Zwölf theoretische Vorlesungen (Suhrkamp, Frank-
furt/M. 1962), also (Rowohlt, Reinbek 1968)

1.128 P. Farnsworth: The Social Psychology of Music (Dry-
den, New York 1958), 2nd edn. (Iowa State Univ.
Press, Ames 1969)

1.129 P. Brömse, E. Kötter: Zur Musikrezeption Ju-
gendlicher. Eine psychometrische Untersuchung
(Schott, Mainz 1971)

1.130 K.E. Behne: Hörertypologien. Zur Psychologie des
jugendlichen Musikgeschmacks (Bosse, Regens-
burg 1986)

1.131 V. Karbusicky: Empirische Musiksoziologie (Breit-
kopf Härtel, Wiesbaden 1975)

1.132 R. Francès: The Perception of Music (Erlbaum, Hills-
dale 1988), translated from R. Francès: La Percep-
tion de la Musique (Vrin, Paris 1958)

1.133 H.P. Reinecke: Experimentelle Beiträge zur Psy-
chologie des musikalischen Hörens (Sikorski, Ham-
burg 1964)

1.134 P. Schaeffer: Traité des objets musicaux (Ed. du
Seuil, Paris 1966)

1.135 L. Hiller, L. Isaacson: Experimental Music. Compo-
sition with an Electronic Computer (McGraw-Hill,
New York 1959)

1.136 A. Moles: Théorie de l’information et perception és-
thetique (Flammarion, Paris 1958)

1.137 J. Pierce: Signals, Symbols and Noise. The Nature
and Process of Communication (Harper Row, New
York 1961)

1.138 F. Winckel: Die informationstheoretische Analyse
musikalischer Strukturen, Musikforschung 17, 1–14
(1964)

1.139 L. Hiller, C. Bean: Information theory analyses of
four sonata expositions, J. Music Theory 10, 96–137
(1966)

1.140 C. Roads, J. Strawn (Eds.): Foundations of Computer
Music (MIT Press, Cambridge 1985)

1.141 M. Mathews, J. Pierce (Eds.): Current Directions in
Computer Music Research (MIT Press, Cambridge
1989)

1.142 G. De Poli, A. Piccialli (Eds.): Representations of Mu-
sical Signals (MIT Press, Cambridge 1991)

1.143 C. Roads, S. Pope, A. Piccialli, G. De Poli (Eds.):
Musical Signal Processing (Swets Zeitlinger, Lisse,
Abingdon 1997)

1.144 J. Beauchamp (Ed.): Analysis, Synthesis, and Per-
ception of Musical Sound (Springer, New York 2007)

1.145 J. Smith III: Virtual acoustic musical instruments:
Review and update, J. New Music Res. 33, 283–304
(2004)

1.146 R. Bader: Nonlinearities and Synchronization in
Musical Acoustics and Music Psychology (Springer,
Cham 2013)

1.147 M. Balaban, K. Ebcioğlu, O. Laske (Eds.): Under-
standing Music with AI: Perspectives on Music Cog-
nition (AAA/MIT Press, Cambridge, Menlo Park 1992)

1.148 U. Seifert: Systematische Musiktheorie und Kogni-
tionswissenschaft (Verlag für systematische Musik-
wissenschaft, Bonn 1993)

1.149 J. Bharucha, N. Todd: Music and Connectionism
(MIT Press, Cambridge 1991)

1.150 M. Leman: Music and Schema Theory (Springer,
Berlin 1995)

1.151 P. Toiviainen: Modelling Musical Cognition with
Artifical Neural Networks, PhD. Thesis (Univ. of
Jyväskylä, Jyväskylä 1996)

1.152 P. Zanon, G. de Poli: Estimation of time-varying
parameters in rule systems for music performance,
J. New Music Res. 32, 295–315 (2003)

1.153 A. Friberg, R. Bresin, J. Sundberg: Overview of
the KTH rule system for musical performance, Adv.
Cogn. Psychol. 2, 145–161 (2006)



Systematic Musicology: A Historical Interdisciplinary Perspective References 23
Introd

uction

1.154 A. Klapuri, M. Davy (Eds.): Signal Processing Meth-
ods for Music Transcription (Springer, New York
2006)

1.155 S. Ystad, R. Kronland-Martinet, K. Jensen (Eds.):
Computer Music Modeling and Retrieval. Genesis
of Meaning in Sound and Music (Springer, Berlin
2009)

1.156 D. Conklin, R. Ramirez, J. Iñesta (Eds.): Music and
machine learning. J. New Music Res. (Special issue)
43(3/4), 251–399 (2014)

1.157 W. Braun: Deutsche Musiktheorie des 15. bis
17. Jahrhunderts, Geschichte der Musiktheorie,
Vol. 8/II (Wissenschaftliche Buchgesellschaft,
Darmstadt 1994)

1.158 J. Kirnberger: Die Kunst des reinen Satzes in der
Musik. Aus sicheren Grundsätzen hergeleitet, Vol.
I/II (Lagarde, Berlin, Königsberg 1776–1779) repr.
(Olms, Hildesheim 2010)

1.159 N. Ruwet: Langage, musique, poésie (Ed. du Seuil,
Paris 1972)

1.160 J.J. Nattiez: Fondements d’une sémiologie de la
musique (Union gén. d’éditions, Paris 1975)

1.161 M. Bierwisch:Musik und Sprache. Überlegungen zu
ihrer Struktur und Funktionsweise, Jahrbuch Peters
(1978) (Ed. Peters, Leipzig 1979) pp. 9–102

1.162 R. Schneider: Semiotik der Musik (Fink, München
1980)

1.163 P. Faltin: Bedeutung ästhetischer Zeichen. Musik
und Sprache (Rader, Aachen 1985)

1.164 V. Karbusicky: Grundriß der musikalischen Seman-
tik (Wissenschaftliche Buchgesellschaft, Darmstadt
1986)

1.165 V. Karbusicky: The experience of the indexical
sign: Jakobson and the semiotic phonology of Leoš
Janáček, Am. J. Semiot. 2, 35–58 (1983)

1.166 C. Seeger: On the moods of a music-logic, J. Am.
Mus. Soc. 13, 224–261 (1960)

1.167 N. Chomsky: Aspects of the Theory of Syntax (MIT
Press, Cambridge 1965)

1.168 H. Riemann: Ideen zu einer ’Lehre von den Ton-
vorstellungen’, Jahrbuch Peters 21/22 (1914/15), 1–26

1.169 P. Smolensky, G. Legendre: Cognitive Architecture,
The Harmonic Mind. From Neural Computation to
Optimality-Theoretic Grammar, Vol. 1 (MIT Press,
Cambridge 2006)

1.170 R. Penrose: The Emperor’s New Mind. Concerning
Computers, Minds, and the Laws of Physics (Oxford
Univ. Press, Oxford 1989)

1.171 G. Gigerenzer, D. Murray: Cognition as Intuitive
Statistics (Erlbaum, Hillsdale 1987)

1.172 M. Leman: Naturalistic approaches to musical
semiotics and the study of causal musical signifi-
cation. In: Music and Signs. Semiotic and Cognitive
Studies in Music, ed. by I. Zannos (ASCO Art Science,
Bratislava 1999) pp. 11–38

1.173 H. Gardner: The Mind’s New Science (Basic Books,
New York 1987)

1.174 M. Clynes (Ed.): Music, Mind, and Brain (Plenum,
London 1982)

1.175 D. Deutsch (Ed.): Psychology of Music (Academic,
Orlando, San Diego 1982)

1.176 J. Sloboda: The Musical Mind. The Cognitive Psy-
chology of Music (Clarendon, Oxford 1985)

1.177 J. Sloboda (Ed.): Generative Processes in Music.
The Psychology of Performance, Improvisation, and
Composition (Clarendon, Oxford 1988)

1.178 P. Howell, I. Cross, R. West (Eds.): Musical Structure
and Cognition (Academic, Orlando 1985)

1.179 J. Dowling, D. Harwood: Music Cognition (Aca-
demic, Orlando 1986)

1.180 S. Handel: Listening. An Introduction to the Percep-
tion of Auditory Events (MIT Press, Cambridge 1989)

1.181 C. Krumhansl: Cognitive Foundations of Musical
Pitch (Oxford Univ. Press, New York 1990)

1.182 P. Howell, R. West, I. Cross (Eds.): Representing Mu-
sical Structure (Academic, Orlando 1991)

1.183 S. McAdams, E. Bigand (Eds.): Thinking in Sound.
The Cognitive Psychology of Human Audition
(Clarendon, Oxford 1993)

1.184 J. Louhivuori, J. Laaksamo (Eds.): Proc. 1st Int. Conf.
Cogn. Music. (Univ. of Jyväskylä, Jyväskylä 1993)

1.185 M. Leman (Ed.): Music, Gestalt, and Computing.
Studies in Cognitive and Systematic Musicology
(Springer, Berlin 1997)

1.186 O. Elschek, A. Schneider (Eds.): Ähnlichkeit und
Klangstruktur / Similarity and Sound Structure,
Syst. Musikwiss. – Syst. Musicol. IV, Vol. 1–2 (ASCO,
Bratislava 1996) pp. 1–376

1.187 I. Zannos (Ed.):Music and Signs. Semiotic and Cog-
nitive Studies in Music (ASCO Art Science, Bratislava
1999)

1.188 R.I. Godøy, H. Jørgensen (Eds.): Musical Imagery
(Swets Zeitlinger, Lisse, Abingdon 2000)

1.189 B. Snyder:Music and Memory (MIT Press, Cambridge
2000)

1.190 P. Desain, L. Windsor (Eds.): Rhythm Perception and
Production (Swets Zeitlinger, Lisse, Abingdon 2000)

1.191 P. Juslin, J. Sloboda (Eds.): Music and Emotion.
Theory and Research (Oxford Univ. Press, Oxford
2001)

1.192 I. Deliège, G. Wiggins (Eds.): Musical Creativity.
Multidisciplinary Research in Theory and Practice
(Psychology Press, Hove, New York 2006)

1.193 M. Leman: Embodied Music Cognition and Media-
tion Technology (MIT Press, Cambridge 2008)

1.194 A. Bregman: Auditory Scene Analysis. The Percep-
tual Organization of Sound (MIT Press, Cambridge
1990)

1.195 M. Clayton, R. Sager, U. Will: In time with the music:
The concept of entrainment and its significance for
ethnomusicology. In: European Meetings in Ethno-
musicology, Vol. 11, ed. by U. Will (Durham Univ.,
Durham 2005) pp. 1–143

1.196 P. Toiviainen, G. Luck, M. Thompson: Embodied
meter: Hierarchical eigenmodes in music-induced
movement, Music Percept. 28, 59–70 (2010)

1.197 M. Critchley, R.A. Henson (Eds.): Music and the
Brain. Studies in the Neurology of Music (W. Heine-
mann, London 1977)

1.198 R. Spintge, R. Droh (Eds.): Musik in der Medizin.
Music in Medicine (Springer, Berlin 1987)

1.199 H. Petsche (Ed.): Musik – Gehirn – Spiel
(Birkhäuser, Basel 1989)



Introd
uction

24 Introduction

1.200 J. Sergent: Human brain mapping. In: MusicMe-
dicine, Vol. 2, ed. by R. Rebollo Pratt, R. Spintge,
R. Droh (MMB, St. Louis 1996) pp. 24–49

1.201 G. Avancino (Ed.): The Neurosciences and Music,
Annals of the N.Y. Acad. of Sciences, Vol. 999 (N.Y.
Acad. of Sciences, New York 2003)

1.202 G. Avancino (Ed.): The Neurosciences and Music II:
From Perception to Performance, Annals of the N.Y.
Acad. of Sciences, Vol. 1060 (N.Y. Acad. of Sciences,
New York 2005)

1.203 A. Patel: Music, Language, and the Brain (Oxford
Univ. Press, New York 2008)

1.204 C. Allesch: Geschichte der psychologischen Ästhetik
(Hogrefe, Göttingen 1987)

1.205 G. Adler: Umfang, Ziel und Methode der Musik-
wissenschaft, Vierteljahrsschr. Musikwiss. 1, 5–20
(1885)

1.206 C. Stumpf: Anfänge der Musik (Barth, Leipzig 1911)
1.207 C. Sachs: The Wellsprings of Music, ed. by J. Kunst

(Nijhoff, The Hague 1962)
1.208 H. Böttcher, U. Kerner: Methoden in der Musikpsy-

chologie (Ed. Peters, Leipzig 1978)
1.209 J. Beran: Statistics in Musicology (Chapman Hall,

CRC, Boca Raton 2004)
1.210 A. Schneider: Systematische Musikwissenschaft:

Traditionen, Ansätze, Aufgaben, Syst. Musikwiss. –
Syst. Musicol. 1, 145–180 (1993)

1.211 W. Graf: Vergleichende Musikwissenschaft (Stigl-
mayr, Wien 1980), ed. by F. Födermayr

1.212 F. Födermayr, W. Deutsch: Zur Forschungsstrate-
gie der vergleichend-systematischen Musikwis-
senschaft, Musicol. Austr. 17, 163–180 (1998)

1.213 B. Nettl: The Study of Ethnomusicology (Univ. of
Illinois Press, Champaign, Chicago 1983), 3rd edn.

2015
1.214 A.D. Fokker: New Music with 31 Notes (Verlag für

systematische Musikwissenschaft, Bonn 1975)
1.215 C. Seeger: Systematic musicology: Viewpoints, ori-

entations, and methods, J. Am. Musicol. Soc. 4,
240–248 (1951)

1.216 C. Seeger: Studies in Musicology, Vol. 1 (Univ. Cali-
fornia Press, Berkeley 1977)

1.217 A. Wellek: Begriff, Aufbau und Bedeutung
einer systematischen Musikwissenschaft, Musik-
forschung 1, 157–171 (1948)

1.218 W. Wiora: Historische und systematische Musik-
forschung. Thesen zur Grundlegung ihrer Zusam-
menarbeit, Musikforschung 1, 171–191 (1948)

1.219 V. Karbusicky: Systematische Musikwissenschaft
(Fink, München 1976)

1.220 O. Laske: Introduction to cognitive musicology,
J. Music. Res. 9, 1–22 (1989)

1.221 N. Wallin: Biomusicology. Neurophysiological,
Neuropsychological, and Evolutionary Perspectives
on the Origins and Purposes of Music (Pendragon,
Stuyvesant 1991)

1.222 M. Dobberstein: Musik und Mensch. Grundlegung
einer Anthropologie der Musik (Reimer, Berlin
2000)

1.223 A. Tanguine: Artificial Perception and Music Recog-
nition (Springer, Berlin 1993)

1.224 A. Marsden: Representing Musical Time. A Tempo-
ral-Logic Approach (Swets Zeitlinger, Lisse, Abing-
don 2000)

1.225 G. Mazzola, S. Göller: The Topos of Music. Geo-
metric Logic of Concepts, Theory, and Performance
(Birkhäuser, Basel 2002)



25

Musical APart A
Part A Musical Acoustics and Signal Processing

Ed. by Rolf Bader

2 Vibrations and Waves
Wilfried Kausel, Vienna, Austria

3 Waves in Two and Three Dimensions
Wilfried Kausel, Vienna, Austria

4 Construction of Wooden Musical
Instruments
Chris Waltham, Vancouver, Canada
Shigeru Yoshikawa, Dazaifu, Japan

5 Measurement Techniques
Thomas Moore, Winter Park, USA

6 Some Observations on the Physics
of Stringed Instruments
Nicholas Giordano, Auburn, USA

7 Modeling of Wind Instruments
Benoit Fabre, Paris, France
Joël Gilbert, Le Mans, France
Avraham Hirschberg, Veldhoven,
The Netherlands

8 Properties of the Sound
of Flue Organ Pipes
Judit Angster, Stuttgart, Germany
András Miklós, Stuttgart, Germany

9 Percussion Musical Instruments
Andrew C. Morrison, Joliet, USA
Thomas D. Rossing, Stanford, USA

10 Musical Instruments
as Synchronized Systems
Rolf Bader, Hamburg, Germany

11 Room Acoustics – Fundamentals
and Computer Simulation
Michael Vorländer, Aachen, Germany



26

In the Hornbostel/Sachs classification of musical instru-
ments first published in 1914, the instrument families
were ordered according to their physical driving mech-
anism, such as bowed, plucked, or struck instruments.
This scheme reflects the nature of systematic musicol-
ogy, which aims to search for universals in music that
govern all musical genres around the world.

Still, musical acoustics itself is much older. Joseph
Sauveur (1653–1716), who coined the term acoustics in
the sense we use it today, was already sorting vibrating
systems in terms of strings, membranes or plates at this
time, well in accordance with musical instruments. This
also reflects the close correspondence between music,
physics, geometry and arithmetic, which was present in
ancient times with the Pythagoreans or in the music the-
ory of Archytas of Tarrent (428–347). Music was part
of the Quadrivium in Renaissance times, for example in
the music theory of Johannes Kepler in his Harmonices
Mundi from 1619. Music was also often close to math-
ematics and geometry in the work of mathematicians
like Mersenne, Zarlino, Euler or Gauss, philosophers
like Rene Descartes or physicians like Hermann von
Helmholtz, who in his On the sensations of tone as
a physiological basis for the theory of music from 1863,
was able to derive theWestern tonal system from acous-
tical, physiological and psychological findings.

However, investigations of musical instruments in
detail were only prominently carried out first by Fe-
lix Savart (1791–1841) on the violin. Savart, known to
physicists due to the Biot–Savart law of magnetostatics,
also invented an octobass: a huge double bass so high
that it needed two floors and two players, one bowing on
the first floor and one pressing down the strings on the
second. Later, Helmholtz was the first to visualize the
sawtooth motion of a violin string by stroboscopy. He
and Lord Rayleigh were also among the first to investi-
gate the organ theoretically as well as experimentally.

After World War II research on musical instru-
ments intensified, as is reflected in the work of the
Cutgut Acoustical Society in England, the Physikalisch-
Technische Bundesanstalt in Braunschweig or the Insti-
tut de Recherche et Coordination Acoustique/Musique
(IRCAM) in Paris and by many individuals mainly in
the US, Canada, Europe, Australia and Japan. Other
parts of the world where musicological research is per-
formed were concentrating not so much on musical
acoustics but more on music ethnology, such as in
China or India, although an Indian researcher, Chan-
drasekhara Venkata Raman (1888-1970) was the first to
develop a theory on the bowed string.

Today musical acoustics, which has been growing
tremendously over the last decades, is a very active and

lively scene with increasing numbers of researchers.
The instrument industry, which has always been work-
ing in this field in very close contact with researchers,
is profiting from the results in musical acoustics, which
is also reflected in patents and applications improv-
ing instrument quality and design. Indeed many myths
about musical instruments are around among instru-
ment builders, and musical acoustics may help here too.
Related industries like the software-developing mar-
ket, which has been building synthesizers and virtual
musical instruments in recent years, have increasingly
profited from models of musical instruments developed
in musical acoustics to realize more realistic-sounding
plugins or synthesizers, mainly in the domain of physi-
cal modeling.

After about two hundred years of research in mu-
sical acoustics, many open questions are still present
in the field. The present models, although often sound-
ing very realistic, are still quite restricted to certain
instrument types or articulations. A basic understand-
ing of the role of turbulence in wind instruments is an
ongoing debate since many researchers, starting from
Helmholtz and Rayleigh, found the organ to be a linear
system that does not correspond to our understanding
of turbulence. The role of forced oscillations in musical
instruments and the difference between the eigenmodes
of guitar and violin bodies and the forced oscillation
patterns found empirically when driving the instrument
with strings are also an ongoing debate. Furthermore
the radiation of a musical instrument, its dependency
on the driving point, or its transient nature are not fully
understood yet. The role of material, its stiffness and,
maybe even more importantly, its damping, is not yet
understood at all. This list could be continued. So not
only are details of musical instruments still under de-
bate, but often the basic process of tone production is
still discussed.

The reason for these ongoing debates may be seen
in the extreme sensitivity of the human ear. We judge
the quality of an instrument not by just producing sound
at all; we are interested and fascinated by the details of
the sound, the range of articulatory possibilities of an
instrument, its character and musicality. Therefore mu-
sical acoustics is a discipline with many open questions
and hopefully many fascinating new results in the fu-
ture.

The present section gives a systematic overview on
basics in the field as well as addressing open questions
and providing insight into ongoing debates. The choice
of topics is also related to the position of musical acous-
tics in the field of systematic musicology: opening links
to signal processing and applications via mathematical
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modeling of instruments, music ethnology through dis-
cussion of wood properties, basic driving mechanisms
or non-Western instruments, or music psychology by
discussing timbre- or articulation-related aspects of the
instruments. In the end, musical instruments are the
source of a musical performance and provide the possi-
bilities a musician might use to express themself. Very
often tools become music and improvements to the in-
struments only triggered new musical styles, sounds
and extended techniques.

In Chap. 2 Wilfried Kausel gives a comprehensive
and systematic mathematical introduction to musical
acoustics starting with one-dimensional vibrating sys-
tems. After introducing a mass-spring system and de-
riving complex numbers he considers the wave equation
on strings and in ducts including reflections, forced os-
cillations and impedance. He also discusses stiffness in
one-dimensional media and longitudinal vibrations in
bars, explaining many mathematical functions in detail
as used in musical acoustics on an everyday basis.

Wilfried Kausel then enlarges the one-dimensional
picture of Chap. 2 into a two- and three-dimensional
one in Chap. 3. He derives and discusses the mathemat-
ics of membranes as used in drums or string instruments
like the banjo and turns over to stiff two-dimensional
geometries like rectangular and circular plates as ba-
sic components of stringed instruments. He then gives
the basic equations for three-dimensional geometries as
cavities or rooms and discusses modes and resonances.

Switching from abstract mathematical models to ba-
sic material, in Chap. 4 Chris Waltham and Shigeru
Yoshikawa discuss wood used for musical instruments,
mainly for stringed, wind and percussion instruments.
After a summary of common tonewoods they discuss
many aspects of the relation between wood and the
sound of the instrument. They conclude that even if
knowledge about wood does not guarantee a high qual-
ity sound from the instrument, it still helps to avoid
many mistakes and errors in instrument building.

Measuring musical instrument vibrations is non-
trivial and Thomas Moore in Chap. 5 discusses the
techniques used in the field. He discusses the use of mi-
crophone arrays in terms of acoustic holography, where
the vibrations of radiating musical instrument surfaces
are measured using multiple microphones recording the
radiated sound, which is then back-propagated to the
instrument surface. Another powerful tool introduced
is laser Doppler interferometry, where deflections of
the instrument surface are measured as phase shifts in
a split laser beam. Finally, accelerometer measurements

are discussed using piezoelectric crystals attached to the
instruments.

Turning then to stringed instruments, Nicholas
Giordano in Chap. 6 gives a brief overview of pianos,
guitars and violins. He introduces the basic differential
equations of the instruments while discussing the driv-
ing mechanisms, the energy transfer and the modes of
vibrations. The paper is rich with many complex and
interesting phenomena associated with the instruments,
which cannot always be discussed in detail but where
the appropriate literature is referenced.

Turning to wind instruments, Benoit Fabre, Avra-
ham Hirschberg and Joël Gilbert in Chap. 7 give
an overview of the clarinet, the oboe, the harmonica,
the trombone, and the modern transverse flute. The
instruments are classified along a general model sys-
tem consisting of a nonlinear generator and a linear
resonator holding as a general principle for the very di-
verse systems of single and double reed and wind jet
instruments. The paper presents models that can easily
be implemented as physical models, which can end in
sound-producing software tools.

In Chap. 8, András Miklós and Judit Angster
present measurements and a model of the organ pipe.
They emphasize the role of the attack transient, the
very first beginning of the sound, which perceptually
is the most salient part of musical tones in general. The
instrument is discussed as a coupled system of a hy-
drodynamically oscillating air jet and a resonating pipe
with wall losses. The measurements of the attack show
a complex transient phase known to organ builders as
chiff, which is known to be a quality criterion for organ
pipes.

In Chap. 9, Andrew Morrison and Thomas Ross-
ing give an introduction to percussion instruments with
many examples, as well as theoretical and experimen-
tal findings. The drums of a rock or jazz drum set
with snare, bass drum and tom-toms are discussed
as well as instruments from other parts of the world
like Caribbean steelpans, Indian tablas, Chinese stone
chimes, Indonesian gongs or Japanese drums. Many
laser interferometry measurements of the instruments’
eigenmodes are shown and systematic investigations in
terms of tuning systems and strike notes are discussed.

Discussing the role of nonlinearities in musical
instruments in Chap. 10, Rolf Bader distinguishes be-
tween nonlinearities that lead to an enhancement of the
brightness of musical instrument timbres and those non-
linearities that are crucial for musical tone production.
He finds synchronization in harmonic overtone struc-
tures in wind instruments as a result of synchronization
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within these instruments driven by turbulent damp-
ing. Applying this finding to other instrument families,
a general understanding of musical instruments as self-
organized systems is possible.

The section closes in Chap. 11 with Michael Vor-
länder presenting room acoustics as the link between
musical instruments and the audience in a concert hall.

He discusses basic aspects of room acoustics while in-
troducing ray-tracing algorithms for modeling concert
spaces. Using the resulting impulse response as a filter
function for a dry musical signal in a fast convolution
algorithm, he shows that the acoustic space can be re-
produced in silico, making it possible for architects to
estimate the room acoustics during the process of de-
signing a space.
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2. Vibrations and Waves

Wilfried Kausel

This chapter deals with vibration and wave
propagation under the general assumption that
amplitudes are sufficiently small in order to ne-
glect nonlinear effects when vibrations or waves
are superimposed. It will be shown how wave
equations can be derived for strings, bars and
air columns and how analytic results can be
obtained for some boundary conditions. This
chapter will also review techniques for the cal-
culation of resonance frequencies. Finally an
introduction into the analysis of real musical
instruments in the frequency domain will be
given.
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2.1 Vibrations

Musical instruments are built to create sound. The mu-
sician typically sets some part of it into vibration and
this vibration is coupled to other parts radiating sound
waves perceived by a listener. For example, a violinist
uses his bow to set a string into vibration. This vibration
is coupled to the bridge and from there to the body of
the violin. The vibrating plates are large enough to ini-
tiate a sound wave propagating in the surrounding air
towards the ears of listeners.

The terms vibration and wave are often not used
in a consistent way. Vibration obviously describes an
oscillating state, a physical quantity like displacement,
velocity, air pressure, or a spatial profile or a deforma-
tion, varying periodically around an equilibrium state,
which will be reached when no stimulating force is
present and after any existing vibration has decayed
completely.

The most simple vibrating system is hypothetical. It
consists of a point mass and an ideal spring. The vi-
brating characteristics are displacement, velocity and

acceleration of the mass as well as force and dis-
placement of the spring, the latter two being perfectly
proportional in an ideal spring. The vibration itself is
characterized by the period, which is the time duration
of one complete cycle, and its reciprocal value, the fre-
quency, which is the number of cycles per second. Each
oscillating quantity has its amplitude, which can be in-
dicated as a peak value or as an RMS value (root mean
square integrated over an integer number of periods),
which is related to the average power of that quantity.

Waves are characterized by the fact that they prop-
agate at a certain speed. They occur if a medium (or
space itself in the case of electromagnetic waves) pro-
vides a continuum of infinitesimal small oscillatory
systems, which are locally coupled in a way to pass on
their own vibrational state to adjacent systems. Waves
are characterized by their propagation speed, their am-
plitude and their wavelength.

In reality vibrations and waves are strongly con-
nected. Looking at a wavy water surface one can ob-
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serve numerous floating particles or froth oscillating up
and down. Observing carefully one will recognize that
a vibrating string is actually a nearly one-dimensional
continuum where perturbances propagate as a wave
in both directions until they are reflected at the ends.
Vibrating reeds and lips of brass players consist of spa-
tially distributed mass and stiffness and their apparent
vibration is in fact based on wave propagation along
their length and respectively across their surface.

Nevertheless, physicists often successfully treat
such systems as hypothetical mass–spring systems, es-
pecially if effects due to their vibration-like properties
are to be studied and their wave-like behavior can be
ignored.

2.1.1 Mass–Spring Systems

A mass–spring system is governed by an equation of
motion where any inertial force Fi D maD mdv=dtD
md2z=dt2 of a point mass m (displacement z, veloc-
ity v , acceleration a) is always balanced by a spring
force Fs D�Ez, which acts against the inertial force
and which has a magnitude proportional to the displace-
ment z with proportionality constant E, known as the
spring constant. We obtain the linear second-order or-
dinary differential equation

m
d2z

dt2
CEzD 0 : (2.1)

With some good intuition and perhaps some trial and
error we find a solution for z (or look it up in any book)

z1.t/D sin!t

dz1
dt
D ! cos!t

d2z1
dt2
D�!2 sin!t : (2.2)

Substituting this solution into (2.1) proves the correct-
ness of our initial formulation and yields an expression
for the angular frequency ! D 2� f

�m!2 sin!tCE sin!tD 0

! D
r

E

m
: (2.3)

As it works with sin!t we are tempted to try the same
with cos!t

z2.t/D cos!t

dz2
dt
D�! sin!t

d2z2
dt2
D�!2 cos!t : (2.4)

We can see that both solutions work in a similar way.
Knowing that any linear combination of possible so-
lutions is again a solution, we can formulate a more
general solution according to

z.t/D A sin!tCB cos!t : (2.5)

It is often convenient to rewrite (2.5) as

z.t/D C cos.!tC �/ (2.6)

thus replacing the linear combination A sin xCB cos x
by the single harmonic function C cos.xC �/ with an
amplitude CDpA2CB2 and a phase angle � satisfy-
ing tan.�C�=2/D B=A.

This result tells us that the displacement of the mass
(or the length of the spring) oscillates harmoniously
with an angular frequency !, which only depends on
the stiffness E of the spring and the mass m. The ampli-
tude C and the initial phase � can be determined when
the initial conditions z.0/, the initial displacement, and
z0.0/, the initial velocity, are known.

Differentiating the solution for z.t/ from (2.6) twice
gives us solutions for the velocity v.t/ and acceleration
a.t/, both again harmonic functions with the same an-
gular frequency ! but different amplitudes.

z0.t/D v.t/D�!C sin.!tC �/
D !C cos

�
!tC�C �

2

�

z00.t/D a.t/D�!2C cos.!tC �/
D !2C cos.!tC�C�/ : (2.7)

The amplitude of a sinusoidal velocity at a given fre-
quency ! can be derived by multiplying the amplitude
C of the displacement by !. To get the acceleration
a multiplication with !2 is required. Each differentia-
tion step shifts the phase by �=2D 90ı.

Using Euler’s formula eix D cos xC i sin x (imagi-
nary unit iDp�1) and OC D C ei� (2.6) can be trans-
formed into exponential form (with Re being the real
part of a complex number, and complex numbers
marked by the superscript symbolO) according to

z.t/D Re.C ei.!tC�//D Re. OC ei!t/ : (2.8)

It can easily be verified that not only is the real part of
the complex exponential from (2.8) a solution of our
differential equation but so too is the imaginary part,
and even the complex exponential itself

z.t/D OC ei!t

dz

dt
D i! OC ei!t

d2z

dt2
D�!2 OC ei!t : (2.9)
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This makes differentiation and integration very easy
and allows for dealing with constant phase differences
in a very elegant way. The magnitude of the complex
coefficient OC represents a scale factor for the unit am-
plitude of ei!t and its time-invariant phase angle � adds
like an initial phase to any momentary phase of ei!t.

It should be remembered here that complex num-
bers are multiplied by multiplying their magnitudes and
adding their phases. To only scale an amplitude the
complex exponential has to be multiplied with a real
number having 0 phase. To only phase shift a complex
exponential it has to be multiplied with another com-
plex exponential ei� , which represents the phase angle
� and has a magnitude of unity.

Imaginary Exponents
It is important to understand Euler’s correspondence be-
cause later on complex exponentials will be used very
often to represent harmonic functions of time or space.
From the Taylor series expansions we see

ez D 1C z

1Š
C z2

2Š
C z3

3Š
C � � � D

1X
nD0

zn

nŠ

cos zD 1� z2

2Š
C z4

4Š
� � � � D

1X
nD0

.�1/nz2n
.2n/Š

sin zD z� z3

3Š
C z5

5Š
� � � � D

1X
nD0

.�1/nz2nC1

.2nC 1/Š
:

(2.10)

Euler discovered that the series representing eix could
also be obtained when the series expansions of cos x and
i sin x are added (published in 1748 [2.1]). This can be
easily verified by substituting z! ix in the first and z!
x in the second and third row of (2.10).

The current notion that a complex number repre-
sents a point in the complex plane was developed more
than half a century after Euler’s formula, and it was
Gauss in 1831 [2.2] who recognized the importance of
that interpretation.

Each complex number has a real part and an imagi-
nary part, which is a multiple of the imaginary unit i.
The complex plane has a real and an imaginary axis
corresponding to the x and y-axis of other coordinate
systems.

The complex term ei� with its real part cos � and
its imaginary part sin � describes one point on the unit
circle in the complex plane (Fig. 2.1). As � D !tC�
increases with time t by an interval of 2� the point will
describe one full cycle on the unit circle. At time tD 0
the momentary phase angle � is the initial phase an-
gle �.

eiθ = cos(θ) + i sin(θ)

θ = ωt + φ

–i

i
Im

ReO 1–1

Fig. 2.1 Complex exponentials

We can also say, OC ei!t is a rotating pointer in the
complex plane. It rotates around the origin as time t in-
creases. Its length j OCj corresponds to the amplitude of
the harmonic function and the pointer’s angle with the
positive real axis is the momentary phase. The momen-
tary signal displacement is the real part of the pointer.
The imaginary part of the results can be simply dis-
regarded. Its mere purpose was to allow the use of
exponential terms, which can be differentiated, inte-
grated, and multiplied very nicely.

If OC is complex and not real then an initial phase
at tD 0 can be specified. The constant phase angle
of the complex amplitude OC is simply added to the
phase of the rotating pointer. A signal with amplitude
10 and 0 phase at tD 0 like 10 sin.!t/ can be written as
Re.�10iei!t/. The complex amplitude �10i scales the
signal amplitude from unity and shifts the initial phase
by ��=2. This is necessary because for this case we
want to represent sin.!t/ and not cos.!t/, the real part
according to Euler.

The term e�i!t itself is a unity pointer, rotating with
the same speed but in the opposite direction. If we add
ei!t and e�i!t the imaginary parts always cancel out
while the real parts add up. The transition from the com-
plex domain to the domain of real physical quantities
and harmonic functions according to (2.8) can therefore
also be made according to

z.t/D C

2

�
ei.!tC�/C e�i.!tC�/

�
D C cos.!tC�/ :

(2.11)

One very nice outcome of using this transformation is
that dei!t=dtD i!ei!t and d2ei!t=t2 D�!2ei!t. This
translates differential equations in the time domain into
simple algebraic equations.
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2.1.2 Forced Vibration

Now we extend the equation of motion for a single
mass system (2.1) by adding an external driving force F
and a damping force that acts against the inertial force,
which is proportional to the velocity v D dz=dt with
a proportionality constant D

m
d2z

dt2
D F�Ddz

dt
�Ez : (2.12)

The equation of motion (2.12) has been reordered
here to make it more clear that any change of momen-
tum (mass times acceleration) is due to a resulting force
acting on the mass. The resulting force is the sum of an
external driving force F and two other forces, a fric-
tional and an elastic force, both of them resisting the
movement.

Assuming a harmonic driving force F D OF ei!t we
can again try the solution given by zD OZ ei!t , OF and OZ
being complex coefficients determining the amplitude
and initial phase of the oscillating force F and displace-
ment z. This leads to an equation for OZ
�!2m OZ D OF� i!D OZ�E OZ (2.13)

with a solution

OZ.!/D OF
EC i!D�m!2

: (2.14)

By substituting D! j OFj=.!0Q/ and !! !0 into
(2.14) it is easy to show that the damping factor D is
related to a resonance quality factor Q, which is the
amplitude near resonance where ! D !0, according to
QD jFj=.!0D/ with !0 D

p
E=m, the eigenfrequency

of the undamped free system according to (2.3).
Amplitude and phase of OZ have been plotted in

Fig. 2.2 for mD 1;F D 1;ED 1 and QD 5. It can be
seen that there is a maximum near the eigenfrequency
!0 of the undamped system. At this frequency there is
also a phase transition from 0 to �� . If the damping is
low, Q and therefore the resonance amplitude can be-
come very high. On the other hand, when there is high
damping and low Q, no resonance occurs but there is
still a phase of ��=2 and an amplitude of Q at ! D !0.

2.1.3 Linearity

In solving the differential equation above we assumed
that any resulting displacement had to be a sinusoidal
motion at a single frequency, if the stimulus force is
sinusoidal at the same frequency. This way all time-
dependent terms canceled out and we obtained a result-
ing amplitude and phase as a function of the stimulus
frequency.

0 1 2 3 4 5

Z , arg(Z )
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Fig. 2.2 Resonance magnitude and phase

This result seems to be very limited because we
know that real systems are not stimulated at a single fre-
quency by a sinusoidal force. The violin bow vibrates
a string in a saw-tooth manner, which is far from be-
ing sinusoidal. The reed instruments are stimulated by
an airflow that is cut off whenever the reed closes the
mouthpiece. The same is true for a brass player’s lips.
In reality there are no sinusoidal stimulus forces! Are
our above solutions therefore useless?

Fortunately most real systems are linear, at least, if
amplitudes are not too high. This means, that the effect
of different stimulus signals can be additively super-
imposed. As long as any real stimulus signal can be
represented by a sum of sinusoidal signals, it is possi-
ble to calculate the response to the stimulus components
separately and subsequently add them in order to get the
system response to a real stimulus.

This is exactly how a frequency domain solution is
applied. Any periodic signal F (e.g., sawtooth, rectan-
gular, pulse train or any other repetitive shape) can be
represented by a weighted sum of strictly harmonic sine
or cosine components (partials) at integer multiples of
the fundamental frequency ! D 2� f .

This is called Fourier decomposition and can be de-
scribed according to

F.!t/D
1X
nD0

An sin.n!t/CBn cos.n!t/ (2.15)

or

F.!t/D
1X
nD0

Cn cos.n!tC�n/ (2.16)

which is equivalent if tan.�nC�=2/D Bn=An and Cn Dp
A2
nCB2

n.
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With Euler’s formula and Dn D Cnei�n we can also
write

F.!t/D Re

 
1X
nD0

Dnein!t

!
: (2.17)

Knowing the coefficients Dn of the frequency compo-
nents of any periodic stimulus signal, it is possible to
use the frequency domain solution to determine the re-
sponse to all the partial stimulus components and add
them together to obtain the real world system response.
The coefficients Dn of the Fourier-series representation
of any periodic signal s.t/ with a period T can be calcu-
lated according to

Dn D 1

T

t0CTZ
t0

s.t/e
�i2�nt

T dt (2.18)

or obtained from a mathematics handbook.
We mentioned before that linearity can be assumed

as long as amplitudes are not too high. But what are the
limits? Let us look at the single mass–spring system.
The spring was characterized by the proportionality be-
tween force and length change �L of the spring. But
this proportionality no longer exists when the spring
is significantly deformed. At the extreme when the
spring wire is completely straightened, the length will
no longer change at all. If we still increase the force
the wire will yield and eventually break. The stiffness
of the spring obviously depends on how much it has al-
ready been elongated or compressed.

Figure 2.3 shows the dependency between length
and force of a real spring. It starts to become nonlinear
at a certain compression and elongation. Similar curves
are valid for elastic fluids or solids. Wood, for instance,
is only elastic between certain limits. Beyond these lim-
its it becomes very stiff until it breaks.

Even air loses its ideal elasticity if the pressure
becomes so high that the resulting local temperature

Force

Compression

Elongation

∆L

F = E ∆L

Fig. 2.3 Linearity range of spring

increase can no longer be neglected. The latter effect
contributes to the nonlinear wave steepening in brass
wind instruments, which is known to even create shock
waves at the fortissimo level [2.3].

Linearity is also jeopardized when there are col-
lisions with other solid objects, for instance, when
amplitudes exceed a certain threshold. This can occur
when strings collide with the fingerboard or reeds with
the mouthpiece.

Once linearity is lost simple frequency domain so-
lutions can no longer be obtained. Systems will respond
with new frequency components that are not part of the
stimulus signal, but which typically form higher har-
monics of the stimulus partials. This effect is called
nonlinear distortion. Subharmonics and other combina-
tion tones can also be created, which is called intermod-
ulation distortion.

2.2 Waves

As previously explained, waves are coupled vibrations,
distributed and propagating in one, two or three di-
mensions. If these distributed mass points oscillate in
a direction parallel to the direction of wave propagation
then this kind of wave is called a longitudinal wave.
Waves of this type are often referred to as compres-
sional waves. Sound waves in a medium with low vis-
cosity like air are typical examples for this wave type.

In materials where significant shear forces can oc-
cur, for example in solids, local oscillations may also

be perpendicular to the direction of wave propagation.
Such waves are referred to as transverse waves or shear
waves. Waves on strings, membranes or, most typi-
cally, on a water surface are examples of such types of
waves.

Electromagnetic waves, such as radio waves or light
waves, are also transverse waves because oscillating
electric and magnetic field vectors are both perpendic-
ular to the overall propagation direction. Nevertheless,
there remains another degree of freedom due to the ax-
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ial symmetry of a light beam. If there is a single plane
containing all oscillating field vectors then the elec-
tromagnetic wave is said to be linearly polarized. The
acoustical equivalent is a vibrating string with all string
segments oscillating in the same direction, for instance
vertically to the soundboard, such as the case for a piano
string having just been struck by the hammer. During
decay this polarization plane can rotate after some time
and change from the vertical to the horizontal. This of-
ten happens in pianos or guitars and causes the very
characteristic shape of their decay curve.

For the sake of completeness it should be men-
tioned that light or other electromagnetic waves can
also exhibit circular polarization. This means that the
field vectors no longer oscillate but rotate around the
axis at a certain angular velocity depending on the wave
length. Such a wave phenomenon can also be observed
on vibrating strings, however, it does not seem to have
much significance in musical acoustics. The more gen-
eral elliptic polarization is somewhere between linear
and circular polarization.

In addition to longitudinal and transverse waves, as
described above, there is also another type of wave. In
these waves, the microscopic oscillation has the char-
acteristic of a rotation around an axis. If this rotary
oscillation propagates along this axis, this kind of wave
is usually referred to as torsional wave. Such kind of
waves can be observed on bowed violin strings although
their acoustic effects are clearly of higher order com-
pared to dominant transverse waves.

Huygens [2.4] formulated his well-known principle
that every point of such a continuum reached by a wave
front is a source of a new bidirectional (1-D), circular
(2-D) or spherical (3-D) wave front. The overall wave
pattern can always be obtained as the superposition of
all such secondary wavelets.

Superposition requires linearity as already dis-
cussed in the previous section. If sound waves – just
like waves in general – have very small amplitudes,
which means that the periodic fluctuations of the re-
lated physical quantities are small compared to their
quiescent value, then oscillations can be treated as mi-
nor perturbations of the equilibrium state of a medium.
On that condition second and higher-order terms can
be neglected and a purely linear system can be as-
sumed.

In such a system waves caused by different stim-
uli can be superimposed additively and complex wave
shapes can be analyzed by decomposing them into sin-
gle simpler shapes, called modes, attributed to a single
stimulus. Linear systems also exhibit the property of
scalability, that means, if a stimulus is scaled in am-
plitude then the response will be scaled by the same
factor.

The superposition principle can therefore be applied
to wave shapes in space and not only to stimulus and
response signals in the time domain.

If we take a spatial snapshot of a steady state wave
excited by a nonsinusoidal stimulus at any given time
point t, the superposition principle allows us to decom-
pose the observed deformation profile into a weighted
sum of profiles, which would occur if the system had
been separately stimulated by the sinusoidal frequency
components of the composite stimulus.

Even transient wave phenomena can be additively
superimposed if the system is linear. A stone thrown
into the water will trigger circular wave fronts propa-
gating radially from the center. A second stone thrown
nearby will create a completely independent wave pat-
tern. Here where the two patterns overlap, the total
displacement of the water surface will simply be the
sum of the wave displacements caused by the two in-
dependent events.

2.2.1 Reflection

Usually waves do not propagate in an infinite medium.
Sooner or later they will reach a boundary where
a certain condition of the wave is enforced. For in-
stance, any transverse displacement of a vibrating string
will be forced to 0 if the end of the string is rigidly
mounted. In the same way longitudinal oscillation of
air molecules will be forced to 0 at any rigid wall hit by
the wave.

On the other hand, transverse water waves can also
be observed to double in amplitude at a quay wall,
which throws them back or reflects them, to use the
terminology of physics. The same will happen to an
acoustic sound pressure wave striking against a suf-
ficiently large wall perpendicular to the direction of
sound propagation.

This can be qualitatively and quantitatively under-
stood when the superposition principle is considered.
What we physically observe is the superposition of
a forward traveling wave and a backward traveling
wave, which is created at the boundary of the wave
medium by reflection.

Obviously there are two kinds of reflection: one that
extinguishes the original wave at the boundary and an-
other one that doubles its amplitude. The first one is
called reflection at the closed or fixed end and the sec-
ond is called reflection at the open end.

The difference between the two types is the sign of
the reflected wave. In the first case the reflected wave
has the opposite direction and opposite sign from the
impinging wave. Both components will therefore com-
pensate each other at the boundary. In the open end case
the reflected wave has the opposite direction but same
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sign. Both components will interfere constructively and
therefore double the amplitude at the boundary.

In reality there are many more than just these two
types. Everything in between these extremes is possi-
ble. The realistic case is that a part of the incomingwave
will pass through the boundary while only the remain-
ing part will be reflected.

This so-called scattering at boundaries or discon-
tinuities is commonly described by a complex factor
known as the reflectance. Its magnitude, the reflection
factor, as well as its phase are frequency dependent. The
phase can be anything between 0 (reflection with same
sign) and � (reflection with opposite sign).

2.2.2 Standing Waves

For establishing a resonance at least two reflections are
needed. Primary resonances usually occur between two
reflecting boundaries. Waves can recirculate between
the boundaries until their energy is dissipated by non-
ideal reflection conditions or propagation losses due to
inner or outer friction usually subsumed as damping.

If the distance between those boundaries is such
that a wave after a complete round trip has again the
original phase then constructive interference takes place
during recirculation and a standing wave of maximum
amplitude is observed. The formation of standing waves
therefore requires a certain relationship between the
round trip distance, the wavelength, and the type of re-
flection on both sides. A standing wave is characterized
by alternating regions of minimum and maximumwave
amplitude, so-called nodes and antinodes, which do not
move in space.

As wavelength �D c=f is a function of frequency
f the condition for the occurrence of standing waves
will – for a given wave propagation or phase speed c –
only be met at a certain number of frequencies called
resonance frequencies. As reflection at a fixed end in-
verts the wave, it has the same effect as an increase of
the round trip distance by half a wavelength.

This leads us to the lowest air resonance f0 (fun-
damental frequency) of a tube with length L, which is
closed on one end and open on the other. A clarinet with
all tone holes closed, for instance, corresponds to this
case, as it is a roughly cylindrical tube, closed by the
reed on the mouthpiece side and open on the other side.
Reflection at one of the ends already inverts the wave,
so we need to invert just one more time during a round
trip in order to satisfy the reinforcement condition re-
quired by resonance.

The round trip distance 2L must therefore be equal
to half a wavelength. The length therefore corresponds
to a quarter wavelength or �D 4L, from which the
fundamental frequency f0 D c=4L can be calculated.

Higher resonances at frequencies fn will require that
2LD �=2Cn� or fn D c.2nC1/=4L. This leads to a se-
quence of higher resonances with frequencies of 3, 5,
7, : : : times the fundamental frequency f0 and explains
why clarinets overblow into the twelfth (three times f0)
and why their sound does not contain many harmonic
components at even multiples of f0.

Flutes are cylindrical tubes with two open ends.
The round trip distance 2L must therefore correspond
to any multiple of a complete wavelength �, which re-
sults in a fundamental frequency f0 D c=2L, one octave
higher than for a clarinet of the same length. The fre-
quencies of higher resonances can be calculated from
fn D .nC1/c=2LD .nC1/f0, which leads to a sequence
of overtones at 2, 3, 4, : : : times the fundamental fre-
quency. This explains why flutes overblow into the
octave and why their sound does contain odd and even
multiples of the fundamental.

The same equations apply to vibrating strings fixed
at both ends, which enforces displacement nodes at the
bridge and nut. However, the propagation speed c of
a transverse wave on a taut string is much different
from the sound speed in air, and it strongly depends on
string tension and mass. Higher resonances of vibrat-
ing strings are called flageolet notes and they will also
sound at 2, 3, 4, : : : times the fundamental frequency.

The assumption that strings are fixed at both ends or
that sound waves are perfectly reflected at an open end
or at the mouthpiece side of trumpets or clarinets, where
those instruments are more or less closed by the player’s
lips or by the reed, is not at all justified in real instru-
ments. Anyhow, it is good to understand the idealized
case before starting to analyze more realistic conditions.

Resonances in two-dimensional objects like circular
membranes (timpani, banjo resonator) are important but
nevertheless much more difficult to model analytically.
In order to analyze the quality of real sound boards
and complete resonators of stringed instruments or even
concert halls, numerical methods and adequate compu-
tational capacity are required.

2.2.3 Linear Regime

Whether the linearity assumption is valid for any real
world system can be examined by stimulating that sys-
tem with a sinusoidal signal at a certain frequency. If
frequencies different from the stimulus frequency can
be observed in steady state – typically higher harmon-
ics generated by a kind of nonlinearity like collision
or saturation effects – then the system is not lin-
ear.

In the nonlinear case system responses will also no
longer be perfectly proportional to the stimulus am-
plitude. In acoustics and structural mechanics linearity
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will usually be observed for small amplitude stimu-
lus signals and will gradually degrade when stimulus
amplitudes tend to exceed a certain linear range often
called the linear regime of a system.

However, it has to be noted that the linear regime
has very blurred boundaries, and even at small am-

plitudes nonlinear effects like wave steepening can
accumulate over greater distances and eventually be-
come notable [2.5]. Wave steepening occurs when the
wave propagation speed depends on the wave variable.
It is responsible for the steepening and breaking of wa-
ter waves near the shore.

2.3 Wave Equations 1-D

Wave propagation is omnipresent in music acoustics. In
this section it will be shown how different mechanisms
related to sound generation and propagation in musical
instruments can be described analytically.

The derivation of practically useful analytic expres-
sions could (and should) start from the fundamental
laws of fluid dynamics or structural mechanics. The
many terms of these conservation laws need to be care-
fully inspected in order to find out which ones may
safely be neglected under certain conditions and which
ones need to be taken into account. The symmetry of
the problem and its degrees of freedom have to be con-
sidered and an appropriate coordinate system has to be
chosen. With this approach a system of much simpler
equations can usually be obtained which sometimes, but
not always, has a chance of being solved analytically.

However, this systematic approach is not followed
here because it requires much prior knowledge in
physics andmathematics and it does not necessarily lead
to an intuitive understanding. Instead, it will be demon-
strated here, how the same results can be obtained by
studying simple one-dimensional problems and apply-
ing obvious fundamental laws in a heuristic way.

It will be shown that the analytic treatment of vi-
brating strings, oscillating air columns, longitudinal
waves in solids and even torsional waves will lead to
structurally very similar expressions. This class of dif-
ferential equations are called wave equations.

The analytic and numerical solution of the obtained
wave equations and its practical implications will be
dealt with in a following chapter of this book.

2.3.1 Transverse Waves on Strings

Chordophones are characterized by a sound genera-
tion mechanism based on vibrating strings. An analytic
description of vibrating strings does not primarily de-
pend on how the string is excited. Whether the string
is plucked, struck by a hammer or bowed, string reso-
nances and possible vibration modes can be calculated
in the same way.

There are differences between thin guitar and heavy
piano strings due to different stiffness and mass dis-

tribution but for now we are going to ignore such
effects to keep things as simple as possible. We even
ignore the primary purpose of vibrating strings in mu-
sical instruments, which is to transmit sound energy
through the bridge to the resonator in order to radiate
sound.

We will first study an infinitely thin, perfectly flexi-
ble string with no inner or outer friction losses and with
a constant mass distribution along its length. The string
displacement is assumed to be very small compared to
the string length so that the tension does not change
when the string is displaced.

Figure 2.4 shows a string taut between two fixed
points on the x-axis. The highlighted segment repre-
sents an infinitesimal small segment of length ds� dx
located at segment position x. The big arrows labeled
with T are the stretching and restoring forces, which
are caused by the tension of the string. The local string
displacement at the left side of the segment is y and at
the right side yC dy.

The segment slope gradually changes from y0 D
@y=@x at the left side to y0C @2y=@x2dx at the right side
of the segment. The curvature @2y=@x2 multiplied with
the segment length dx gives the change in slope across
the segment.

The slope is important because it determines the y-
axis component of the tension force T on both sides of
the segment. The resulting force in the y-direction is
the sum of the y-axis components of the tension forces
T left and right of the segment, and this is T times the
difference in slope due to the opposite direction of T at
both sides of the segment.

The equation of motion (2.19) shows how the re-
sulting driving force on the right side counteracts the

y′ = dy/dx

dx~ds

m = ρSdx

y′+dy′  = y′+d2y/dx

y + dy

x + dx

y

x

T T

Fig. 2.4 Transverse wave on a string
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inertial force on the left side,

m
@2y

@t2
D T

@2y

@x2
dx : (2.19)

The assumption that tension T does not depend on the
displacement y is only justified for very small displace-
ments. It is known from experience that a guitar string
after having been plucked strongly will drop in pitch
as the amplitude decays. The initially higher pitch is
because of the increased tension that comes with large
displacements.

With segment mass mD �Sds� �Sdx, � being the
mass density and S the cross-sectional area, we obtain
(2.20), which is the wave equation for the ideal string.
T=�SD c2 determines the phase speed of a transverse
wave along the string,

�S
@2y

@t2
D T

@2y

@x2
: (2.20)

2.3.2 Plane Waves in Air

Sound waves in air with plane or at least almost plane
wave fronts can be observed at large distances from
a point source or inside a straight duct with constant
cross-sectional area. The latter case corresponds to the
interior of cylindrical sections of brass wind instru-
ments and to certain cylindrical wind instruments, like
flutes and clarinets.

The importance of the plane wave model is due to
the fact that wind instruments with arbitrary bore pro-
files can be treated as a sequence of short cylindrical
slices with discontinuities in the cross-sectional areas
in between them. This is called stepped tube discretiza-
tion and allows to model wave propagation in any real
wind instrument in a relatively realistic way.

It turns out that the influence of bends on acousti-
cal characteristics is small and even the actual cross-
sectional shape does not largely matter, so it is usually
sufficient to only deal with the cross-sectional area.
It may seem surprising, but even the vocal tract of
singers, the cavity between vocal folds and lip orifice
and respectively nostrils, is usually modeled by an ap-
proximately 17 cm long straight stepped tube consisting
of cylindrical slices.

Figure 2.5 shows an infinitesimal small segment of
an arbitrary acoustical wave guide. As we are dealing
with a longitudinal wave now, the particle displacement
� and the fluid velocity v are parallel to the x-axis, the
direction of wave propagation. The length of the seg-
ment is dx and the corresponding air mass mD �Sdx, �
being the air density, S the cross-sectional area, and dx
the infinitesimal length of the segment.

m = ρSdx

dm = ρSdξ

dξ = dυ dt

ξ = υ dt ξ

p + dpp
x + dxdxx ξ +dξ

Fig. 2.5 Longitudinal plane waves in air

This air mass is accelerated by the pressure force
�Sdp, which is the difference between the pressure
forces at the left and right side of the segment. The neg-
ative sign comes from the fact that a positive dp (right
side pressure is higher than left side pressure) will ac-
celerate the air towards the left side. The equation of
motion is therefore

m
@2�

@t2
D�Sdp : (2.21)

With v D @�=@t we can write

�
@v

@t
D�@p

@x
: (2.22)

Nowwe need to focus on the pressure p. The fundamen-
tal law of fluid dynamics pV� D const. (with volume V
and 	 D Cp=CV, the ratio of heat capacitances C at con-
stant pressure and constant volume), which is valid for
adiabatic processes and ideal gases, gives us a relation
between pressure p and mass density �Dm=V,

pV� D p0V
�
0 ; (2.23)

p

��
D .p0C Op/
.�0C O�/� D

p0
��0

: (2.24)

With p0, V0 and �0 we designate the atmospheric equi-
librium conditions while Op and O� represent small time
varying quantities, treated as minor perturbations of the
equilibrium state hence

p0C Op
p0
D
�
�0C O�
�0

��
: (2.25)

A first-order approximation OpD O�@Op=@ O� for Op<< p0
and O� << �0 yields the proportionality between p and
�

O�D Op �0
	p0

: (2.26)

We need this proportionality because the continuity
equation describing the conservation of mass relates
a density change with a velocity gradient @v=@x accord-
ing to

@�

@t
D��0 @v

@x
: (2.27)
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Equation (2.27) states that any increase or decrease in
density �D mV�1 per second must be due to a velocity
gradient, which decreases or increases the fluid volume
V D Sdx over time by dV D S�vdt because its right
boundary travels faster or slower than its left boundary.
The mass in that fluid element must be constant (for
continuity). With �v D @v=@x dx we obtain the vol-
ume change rate dV=dtD S@v=@x dx. Using d�=dtD
.d�=dV/.dV=dt/ and d�=dV D�mV�2, (2.27) can be
derived without difficulty.

Differentiating (2.22) with respect to x and differ-
entiating (2.27) with respect to t will allow to eliminate
the v related terms. Substituting � according to (2.26)
leads to the wave equation for the sound pressure p

@2p

@t2
D 	p0

�0

@2p

@x2
; (2.28)

where 	p0=�0 D c2 determines the phase speed of a lon-
gitudinal plane wave.

Differentiating (2.22) with respect to t and differ-
entiating (2.27) with respect to x and substituting �
according to (2.26) will allow to eliminate the p related
terms. This leads to the wave equation for the sound
velocity v

@2v

@t2
D 	p0

�0

@2v

@x2
: (2.29)

The phase speed of the sound velocity wave is, as ex-
pected, the same as for the sound pressure wave.

Equation (2.22) gives us a relation between the pres-
sure p and fluid velocity v . If we assume the pressure
p.x; t/D A e�ikxei!t to be a forward traveling harmonic
wave function then the partial derivative with respect
to x is px D�ikp. If the pressure is harmonic then
the velocity must be harmonic also. From v.x; t/D
C e�ikxei!t follows vt D i!v . Substituting both px and
vt in (2.22) yields �!v D kp. With kD !=c we obtain

�cD p

v
: (2.30)

A backward traveling pressure wave according to
p.x; t/D B eikxei!t would yield px D ikp, eventually re-
sulting in �!v D�kp. This reminds us to draw op-
posite velocity arrows for the forward and backward
traveling waves in order to keep the characteristic
impedance of the medium Z0 D p=v D �c positive in
both cases.

2.3.3 Longitudinal Waves in Solids

Longitudinal waves in piano strings are widely known
to be an issue as they are clearly audible and gener-
ally not related to the normal harmonic spectrum of the

string. Piano makers had to spend a lot of effort to con-
trol the pitch of longitudinal string modes in a way to
let them match one of the harmonic overtones.

Longitudinal waves are stimulated by the hammer
because any local transverse displacement is inevitably
connected to a local length strain, which propagates as
a longitudinal wave. The nonlinear coupling of trans-
verse and longitudinal waves generates a wealth of
so-called phantom partials contributing to the specific
piano timbre especially in the lower registers [2.6, 7].

The difference between longitudinal waves in flu-
ids and solids is small, so Fig. 2.5 may as well serve
as a template for the treatment of longitudinal waves in
solids, like strings and thin bars. Equation (2.21), the
equation of motion, is again the starting point for the
derivation. Instead of the air pressure p and the air pres-
sure difference dp we have the stress due to the relative
length change given by f =SD E@�=@x, f being the force
and E the Young’s modulus or a spring constant.

A difference between the right and left-sided stress
df =SD E@2�=@x2 dx will accelerate the massmD �Sdx
like dp does in fluids.

This leads again to a wave equation for the displace-
ment � according to

@2�

@t2
D E

�

@2�

@x2
(2.31)

with a phase propagation speed cDpE=�.

2.3.4 Torsional Waves in Bars

Torsional vibrations are not very common in musi-
cal acoustics but there are certain cases where they
have some significance. Bowed strings, for instance, are
stimulated into torsional vibrations especially during
transients like onset and bow change. This has con-
siderable influence on minimum bow force and other
parameters of the bow–string interaction [2.8].

It is known that free reeds and even beating reeds,
like clarinet or saxophone reeds, do have a certain incli-
nation to exhibit torsional vibration modes. However,
players try to avoid those modes during normal playing
because they do not sound nice. Investigations imply
that resistance against torsional vibrations is related to
subjective quality measures [2.9].

Torsional waves in bars or rods can be treated very
similarly to compression waves. Mass m translates to
a polar moment of inertia �Ipdx, acceleration translates
into angular acceleration @2�=@t2, and the driving force
is the net torque @T=@x dx acting on an infinitesimal
small segment of length dx (refer to Fig. 2.6).

The torque T is related to the twist angle � by
T D J@�=@x, with J D GKT being the torsional rigid-
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m → ρIdx T + dT

θ + dθ θ

T

x + dxdxx

Fig. 2.6 Torsional waves in a rod

ity, a product of the shear modulus G and a geometry
factor KT .

The wave equation for the angular displacement, the
twist angle � of torsional waves becomes

@2�

@t2
D GKT

� Ip

@2�

@x2
: (2.32)

The phase propagation speed is cDpGKT=� Ip.
The shear modulusG is often related to the Young’s

modulus E and Poisson’s ratio 
 according to GD
E=.2C 2
/. KT=Ip is related to the geometric shape
of the cross-section. According to [2.10] it is approx-
imately 1 for a circular cross-section or a circular tube,
0:92 for a square, 0:74 for a rectangle with width w D
2h and 2h=w for plates with a width w more than 6
times the height h.

Moment of Inertia
The polar moment of inertia of any plane shape with
respect to a certain point is its resistance against being
twisted around an axis through that point perpendicular
to the plane. Each area element dA inside the bound-
aries of that shape contributes a certain inertial force
dF causing an inertial moment dM D rdF, r being its
distance from the rotation center.

The inertial force dF depends on the mass of that
element and its acceleration dv=dt. A certain angu-
lar acceleration d2�=dt2 will accelerate a point mass
in a tangential direction, but the physical accelera-
tion will not be equal to the angular acceleration be-
cause the tangential displacement is proportional to
the radius r. Therefore we obtain the relation dv=dtD
rd2�=dt2. Physical and angular acceleration will only
be identical for a radius of 1m because there the arc
length in meters and the angle � in radians are the
same.

If the mass distribution over area, the area density
�A, is constant it makes sense to just consider the shape.
The polar moment of inertia of a massless plane shape
is therefore the area integral, a two-dimensional sum,
over the contributions of all area elements inside the
boundary

Ip D 1

m

Z
dM D

Z
A

r2dA : (2.33)

2.3.5 Transverse Waves on Bars

Figure 2.7 shows a small section of a bar, thick enough
to provide a shape restoring force due to its inner
bending stiffness. This makes the main difference from
a perfectly flexible string, which has no shape restor-
ing force other than the tension forces acting at the two
ends.

The case of a string without stiffness is an ideal sit-
uation just like a bar without any external forces. At
least gravity and bearing or clamping forces will act on
any real bar. Although it is enlightening to deal with
ideal cases, practically we will always have to work
with combinations and with violations of simplifying
assumptions.

Let us think of the bar as if it were a bundle of thin
independent wires with quadratic cross-sections and 0
stiffness glued together at least at both ends. If we try
to bend the bar then the outer wires will be stretched
while the inner wires will be compressed. It is obvious
that there is also a central layer of wires, which will be
bent but do not change their lengths.

Regardless of the actual cross-sectional shape of the
bar, the length change and therefore the strain of the
wires only depends on their distance r from the central
axis. So we can also think of the bar as a composite with
many thin layers without stiffness characterized by their
distance from a central layer containing the axes of all
cross-sections.

By bending, each slice will be deformed in a way
that the left and right boundaries are no longer parallel.
This angle d� is related to the curvature of the center
line. The slope of the center line is @y=@x and if there
is a curvature @2y=@x2 then the difference in slope be-
tween the left and right boundary is @2y=@x2dx. If the
angle is small then tan � � � , so tan.� C d�/� tan �
� d� .

If we multiply d� with r we get an arc length that
is the length change of the layer at distance r from
the axis. The relative length change or strain rd�=dx of
a single filament at distance r to the center layer is pro-
portional to the related force. Note that the deformation
is small so we can approximate the actual arc length

m = ρSdx

Fy

dF M + dM M

x + dx

y + dy

r dθ

dθ

r

dxx

y

Fig. 2.7 Bending of a bar
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of the central layer ds by dx. With Young’s modulus
E as the proportionality factor the force contribution is
then dFD Erd�=dx. The contribution to the total bend-
ing moment dM D rdFD Er2d�=dx.

Now we need to sum up over all contributions to
obtain the total moment acting on the cross-section S.
Compression forces above and expansion forces below
the bending axis have opposite orientation but they act
in the same sense of rotation, so if r is always a positive
distance, length change, strain, force and moment will
always be positive and sum up correctly. The total mo-
ment at a cross-section S is therefore M D RA dMdAD
Ed�=dx

R
A r2dA.

Following the derivation of (2.33), it should be
straight forward to derive an axial moment of inertia
Ia for the cross-sectional area with respect to a bending
axis

Ia D 1

m

Z
dM D

Z
A

r2dA : (2.34)

Again the variable r designates the radius of rotation,
but this time it is the shortest distance to the axis be-
cause the axis is in the plane of the rotating shape.

For a rectangular bar with thickness h and width w
we obtain Ia D wh3=12. For a circular rod with radius r
we obtain Ia D r4�=4 and for a tube with inner radius ri
and outer radius ro we obtain Ia D .r2i Cr2o/.r

2
o�r2i /�=4.

With this axial moment of inertia Ia and the substi-
tution d� ! @2y=@x2 dx we obtainM D Ia E@2y=@x2.

This moment depends on x and may therefore not
be the same at the left and right side of a slice. Any�M
must be compensated by an external moment dxFy D
@M=@x dx, which is supplied by the inertia of the seg-
ment. The vertical force component that is responsible
for any vertical displacement of the bar has the same
magnitude but opposite sign. Fy depends again on x so
we can write

@F

@x
dxD @M

@x
D Ia E

@3y

@x3
: (2.35)

With the equation of motion

m
@2y

@t2
D�@F

@x
dx ; (2.36)

and mD �Sdx we obtain

@2y

@t2
D�E

�

Ia
S

@4y

@x4
: (2.37)

This is not a second-order wave equation like those
that we obtained in the other cases. As will be shown
later, the propagation speed is no longer constant but
frequency dependent. This is a significant complication
as it leads to dispersion. Composite waves become dis-
torted as they travel along the medium. Unfortunately
it is often required to include such a nonzero stiffness
term in wave equations of real strings.

2.4 Solution for 1-D-Waves

Solving a differential equation is generally not a straight
forward approach. For many types of differential equa-
tions templates for possible solutions are known. Such
a template is a quite general expression with a certain
number of unknown constants or unknown functions.
This means that only the shape of a solution is known,
but the unknowns are undetermined. It is easy to ver-
ify that these templates provide solutions to differential
equations, if those stay correct after the substitution.

The unknown constants and functions must be de-
termined by using whatever is known about the actual
problem. Waves propagate equally in all one-, two- and
three-dimensional spaces. Where and how the bound-
ary conditions are embedded make the difference when
looking at different cases.

A vibrating string has only a few boundary condi-
tions, namely where and how the string is terminated.
It makes a difference whether the ends are clamped or
movable and how much tension is applied to the string.

Other systems might have more complicated boundary
conditions. In concert halls, for instance, it is not easy
at all to define the boundary of the acoustic space.

It will be shown here how the wave equations can be
solved analytically for the presented one-dimensional
cases.

2.4.1 General Solution

The most general solution of the one-dimensional wave
equation

@2F

@t2
D c2

@2F

@x2
; (2.38)

has the shape

F.x; t/D f .u/C g.v/ ; (2.39)

with uD ct�x and v D ctCx. This is the superposition
of a forward traveling wave of any shape f and a back-
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ward traveling wave of any shape g, both traveling with
speed c in opposite directions.

Before we proceed we will introduce a very conve-
nient way to write partial derivatives saving space and
making them easier to read, for instance

@F

@t
! Ft ;

@f

@u
! fu ;

@g

@v
! gv ;

@2F

@t2
! Ftt ;

@2F

@u; @v
! Fuv

� � � (2.40)

Using this notation it is straight forward to prove the
correctness of the ansatz above

Ft D fuutC gvvt D c.fuC gv /

Ftt D fuuuttC gvvvtt D c2.fuuC gvv /

Fx D fuuxC gvvx D fu.�1/C gv .1/

Fxx D fuuuxxC gvvvxx D fuuC gvv

Ftt D c2Fxx .q.e.d./ :

At a boundary the function F is not free to take on any
value. Instead, the sum of the forward traveling wave f
and backward traveling wave gmust satisfy the physical
constraints there. For a string with length L and fixed
ends at xD 0 and xD L this means that the reflected
wave g must have the same magnitude and the opposite
sign of the forward wave f at both ends of the string to
satisfy the boundary condition F.0; t/D F.L; t/D 0.

In order to make things as simple as possible,
we let f D A cos.k.ct� x// and gD B cos.k.ct� x// be
harmonic functions. This is not a painful restriction be-
cause the superposition principle allows us to analyze
any periodic function of arbitrary shape as a weighted
sum of harmonic components.We define the wave num-
ber kD !=cD 2�=� as the number of wavelengths �
per 2�m. This is analogous to the angular frequency
! D 2�=T , which is the number of periods T per 2�s.

As already discussed in Sect. 2.1.1 we will interpret
harmonic functions as real parts of complex exponen-
tials and write

F.x; t/D Re
�
A ei.!t�kx/CB ei.!tCkx/

�
: (2.41)

Transforming the sum in the exponent into a product of
exponentials allows us to factor out the time-dependent

terms

F.x; t/D Re
��
A e�ikxCB eikx

�
ei!t

�
: (2.42)

A and B are referred to as the complex amplitudes of
the forward and backward traveling waves, respectively.
They have to be determined using the available infor-
mation about the boundary conditions.

2.4.2 Propagation

To be more specific, let us now return to the case of
acoustic plane wave propagation in cylindrical ducts.
Other one-dimensional wave equations derived above
are treated likewise.

Acoustic plane waves are usually characterized by
the sound pressure p, which varies over time and along
the length of the tube. It does not vary across planes
perpendicular to the direction of propagation. The so-
called plane wave fronts allow us to treat the tube as
a one-dimensional problem.

The same is true for the acoustic flow u, which is
defined as the fluid velocity v times the cross-sectional
area S. It is also called acoustic volume flow. It has the
unit m3=s and it is related to the oscillating fluid flow.
It must be continuous over cross-sectional area changes
while the fluid velocity will jump at discontinuities of
the tube diameter.

Pressure p and acoustic volume flow u are related
according to (2.30) and both satisfy wave equations
according to (2.38) with F! p and F! u. Valid solu-
tions for the pressure p and for the flow u can be written
as

p.x; t/D �A e�ikxCB eikx
�
ei!t ;

u.x; t/D S

�c

�
A e�ikx �B eikx

�
ei!t : (2.43)

The negative sign of the backward traveling term for
u.x; t/ is due to the opposite velocity arrow for forward
and backward traveling waves. This has already been
discussed for (2.30).

If we adopt this solution to known boundary condi-
tions we can learn more. A cylindrical tube of length
L, which is open at both ends (like a flute) enforces
minimum pressure at both ends. Likewise, a string with
length L that is fixed on both ends must have 0 dis-
placement there: p.0/D 0 and p.L/D 0 and y.0/D 0
and y.L/D 0, respectively. This condition holds for any
point in time.

Thus we obtain

0D A e�ik0CB eik0 ;

0D A e�ikLCB eikL ; (2.44)
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which leads to AD�B and e�ikL D eikL. The latter
condition equates a clockwise and an anti-clockwise
rotating arrow. It can only be met for kLD n� . With
kD !=cD 2� f =c we obtain so-called normal modes
at angular frequencies fn D nc=2L. On stringed instru-
ments those are called flageolet notes and any linear
combination of them can occur in steady state.

To derive the acoustical properties p and u at any
point x of the duct assuming they are known at another
point x1, a distance d away, requires substitution of xD
x1�d into (2.43). With Zc D �c=S for the characteristic
impedance we obtain

pD cos.kd/p1C i sin.kd/Zcu1 ; (2.45)

and

uD i sin.kd/Zc
�1p1C cos.kd/u1 : (2.46)

We can define the acoustical impedance Z and again
derive its projection along the duct

Z D p

u
D cos.kd/Z1C i sin.kd/Zc

i sin.kd/Z�1
c Z1C cos.kd/

: (2.47)

These results are extremely useful as p, u and Z at the
end of a wind instrument are at least approximately
known. If it is closed, which is the case in certain
stopped pipes, u is nearly 0 and Z very large. If it is
more or less open then p is very small and Z approx-
imates 0. It is possible to determine this impedance at
the end of any arbitrary duct either by analytical means
or by measurements.

Once this so-called termination impedance Ztrm is
known, it can be back propagated to the mouthpiece
where it becomes the load impedance of the sound gen-
erator. The sound generator is a pressure sensitive valve
either represented by the player’s vibrating lips or by
an oscillating reed, which modulate the air flow period-
ically. In flutes or certain organ pipes it is an unstable
air jet (air reed), which oscillates around the edge of the
labium due to its interaction with the sound pressure
field in its vicinity.

It should be mentioned here that a discontinuity in
the tube, meaning a sudden change in cross-sectional
area from SD SL, left of the discontinuity, to SD SR,
right of it, cannot cause any change in p, u and there-
fore in Z. This follows from the continuity equations
for mass and momentum. What changes is the charac-
teristic impedance Zc.

This allows one to decompose a complete instru-
ment with varying cross-section into a sequence of short
cylindrical slices with different lengths and characteris-
tic impedances Zc. The known termination impedance
can then be propagated back to the mouthpiece.

The impedance there is commonly called input
impedance and is numerically evaluated for all frequen-
cies of interest in the whole playing range. The input
impedance magnitude spectrum shows all resonances
of a wind instrument and is therefore related to its into-
nation and to other quality measures.

2.4.3 Input Impedance

The input impedance Zin is the complex ratio of the
acoustic pressure pin and flow uin at the input plane.
Its magnitude jZinj is the amplitude ratio jpinj=juinj and
its phase angle corresponds to the phase difference be-
tween pin and uin. A positive phase of Zin means pin is
ahead of uin.

In wind instruments it is usually a time varying flow
that excites the air column. Depending on the input
impedance of the instrument this flow signal will cre-
ate a certain sound pressure signal at the entry plane of
that resonator tube.

A small input impedance magnitude means that the
input pressure building up in response to a flow stimulus
is weak. At resonance frequencies there is a high input
impedance magnitude. A rather tiny flow will already
be sufficient to produce an enormous sound pressure in
the mouthpiece.

Why is the input impedance so sensitive to fre-
quency? Let us now start to stimulate a very long
cylindrical tube. Initially, there is no backward traveling
wave. We stimulate a forward traveling pressure wave
by injecting an oscillating acoustic flow. The pressure
amplitude in response to the flow stimulus will not be
frequency dependent.

According to (2.30) and with uD vS the pressure
amplitude p will be �c=S multiplied by the flow ampli-
tude u. The pressure wave will propagate at phase speed
c to the open end. An open end enforces 0 pressure.
This condition requires for the backward traveling wave
to be phase shifted by an angle of � at the reflection
plane. Eventually the backward traveling wave reaches
the front end. The physical pressure is now the sum of
the forward traveling wave and the arriving backward
traveling wave.

Whether we obtain constructive or destructive inter-
ference will depend on the phase relationship between
the two traveling waves. Since wavelength is a func-
tion of frequency, we will obtain an almost perfect
annihilation only for a set of frequencies where twice
the tube length is an exact integer multiple of one
wavelength �D c=f . Note that one should not forget
the sign inversion at the open end! If twice the tube
length is an integer multiple of one wavelength plus
half a wavelength, then we will obtain perfect ampli-
fication.
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Maxima in the input impedance magnitude spec-
trum therefore mark frequencies at which perfect ampli-
fication takes place during regeneration. Minima occur
at frequencies in between where forward and backward
waves annihilate each other.

As the tube length matches an odd integer multi-
ple of a quarter wavelength at resonance, 0 transitions
of forward and backward traveling waves coincide and
do not move at all. The physical pressure profile ex-
hibits places with 0 amplitude, the pressure nodes and
places with maximum pressure fluctuations, the pres-
sure antinodes.

As theses places do not move, we call these wave
patterns standing waves. They exclusively occur at res-
onance frequencies. Inserting a probe microphone into
our tube would reveal nodes and antinodes as stable re-
gions of minimum and maximum sound pressure level.

In mechanical systems such as strings we usually
speak of the driving point impedance. It is the ratio of
a driving force F and a resulting velocity v . Keeping in
mind the correspondences between force F and sound
pressure p and between velocity v and acoustic flow u,
we can translate whatever was said above.

The resonances of the cylindrical air column are di-
rectly related to the vibration modes of a taut string –
guitarists refer to them as flageolet tones. There is
one difference when strings are considered. Strings are
fixed at both ends, while most wind instruments are
played with one closed and one open end. The open
end of a trumpet fixes the sound pressure p to 0 but
lets the fluid velocity v and respectively the acoustic
flow u open. A fixed end or node for the pressure cor-
responds to a free end or antinode for the flow and vice
versa.

Taking this into account we can make a comparison:
Trumpets are stimulated by a small flow injected near
a flow node and it therefore requires an input impedance
maximum to get a strong pressure signal there. Flutes
are stimulated by a small sound pressure near an open
embouchure hole, a pressure node. They require an
impedance minimum to stimulate a significant acoustic
flow there.

Mechanical systems such as strings are stimulated
by a small force. A driving point impedance minimum
will maximize the velocity at the driving point. The
smaller the impedance the less force is required to stim-
ulate a certain velocity. Mechanical systems have their
resonances at driving point impedance minima also
called mobility maxima.

Magnitude and phase of the impedance curve at
resonance frequencies are connected to many musical
features, e.g., intonation, response, efficiency and sound
timbre. Measured or calculated input or driving point
impedance spectra can therefore be used to assess or

predict quality related characteristics of musical instru-
ments.

Bore reconstruction starting from acoustical input
impedance measurements is another important appli-
cation where accurate modeling of input impedance is
essential. A practical method based on optimization has
been developed by the author [2.11].

2.4.4 Radiation Impedance

As already stated above, prior knowledge of the bound-
ary conditions at the reflecting far end leads to the
termination impedance, which is required to determine
the input impedance.

We will elaborate on the radiation impedance of an
open tube because it is one of the few cases where some
analytic expression can be found. It is much more diffi-
cult to derive an expression for the bridge impedance of
violins or pianos with their irregular three-dimensional
resonators. However, this bridge impedance is the ter-
mination impedance of the strings and is required to
accurately calculate the dynamic behavior of a bowed,
plucked or struck string, resulting in properties like
sound timbre or sustained tones.

Fortunately it is not very difficult to measure driving
point impedances at the ends of the vibrating part of pi-
ano strings or at a guitar or violin bridge. Measured data
can therefore replace missing analytical expressions.

The open end of a wind instrument is a velocity
antinode and in a first-order approximation wave fronts
are often assumed to be plane. This allows us to treat
the fluid layer at the open mouth as if it was a vibrating
piston radiating into the three-dimensional space.

To keep things simple an infinite baffle is often in-
troduced with a circular disk of it being the vibrating
piston. This allows one to neglect backward radiation
into the half space behind the radiation plane and other
related challenges.

An expression for a piston radiator terminated in an
infinite baffle was given by Rayleigh in [2.12].

Piston Without Baffle
A first-order approximation for a piston radiator with-
out baffle was proposed by Levine [2.13] and evaluates
numerically to

pT.i!/

uT.i!/
D ZT D Zc;T

 �
!RT

2c

�2

C i
�
0:61!RT

c

�!

(2.48)

with RT D
p
ST=�, Zc;T D �c=ST and ST being the

cross-sectional area of the open end.
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Because of the one-dimensional assumptions
higher-order vibrational modes are not taken into ac-
count here. The validity of the plane wave model is
limited by the first cut-off frequency !cutoff, which is
usually most restrictive at the open mouth of the in-
strument. The cut-off frequency can be calculated from
RT!cutoff=c� 1:84.

Caussé proposes an approximation for the radiation
impedance of a piston radiator without baffle valid up
to ! < 3:5c=RT in [2.14].

Pulsating Part of Sphere
The approach of Helie and Rodet [2.15] is based on
spherical wave propagation, which matches quite real-
istically the conditions at the end of the bell of a typical
brass wind instrument. The exit wave front is treated as
a pulsating portion of a sphere radiating into an ane-
choic three-dimensional environment with no baffle.

In order to use this result in a plane wave context the
surface of the pulsating spherical cap has to be flattened
and scaled in order to match the cross-sectional area of
the exit wave front of the plane wave model.

Unfortunately, even the numeric evaluation of
that model is quite demanding as it is represented by
a slowly converging sum of terms involving spherical
Hankel functions hn as well as Legendre polynomials
Pn of high order N. Helie and Rodet calculated the sum
with N D 200 terms. With � being the flare angle and

 D fr=cD f =.� fcutoff/ the normalized frequency, a nor-
malized radiation impedance Z�

rad D Zrad=Zc (Zc being
the characteristic specific impedance �c) is given by

Z�

rad D�
2i

1� cos.�/

NX
nD0

�.n;2�
/�.n; �/2

2nC 1
;

(2.49)

with

�.n; �/D 1

2
.Pn�1.cos.�//�PnC1.cos.�/// ;

(2.50)

and

�.n; !/D !h.2/n .!/

nh.2/n .!/�!h.2/nC1.!/
: (2.51)

The expression for the radiation impedance Zrad for real
frequencies f , radius r, speed of sound c, and density �
becomes

Zrad D� 2i�c

1� cos.�/

NX
nD0

�
�
n; 2� fr

c

�
�.n; �/2

2nC 1
:

(2.52)

2.4.5 Reflection and Transmission

Any variation of the characteristic impedance Zc has the
effect that waves get partially reflected and transmitted
at each discontinuity. It might be of interest, how much
is reflected and how much is transmitted at a disconti-
nuity given by a ratio SL=SR of the area S of the bore
cross-section.

By means of (2.43) we can write two equations
matching the left and right-sided pressures and vol-
ume velocities. For this purpose we substitute SD SL,
AD AL, BD BL on the left sides and SD SR, AD AR,
BD BR on the right sides. Simplified we obtain ALC
BL D ARCBR and .AL�BL/SL D .AR�BR/SR. The re-
flection coefficient AL=BL for a forward traveling wave
(BR D 0) can now be calculated to

AL

BL
D

SL
SR
� 1

SL
SR
C 1

: (2.53)

In the same way, a transmission coefficient AR=AL can
be determined as

AR

AL
D

2SL
SR

SL
SR
C 1

: (2.54)

2.4.6 Wall Losses

The solution Aei.!t�kx/CBei.!tCkx/ describes lossless
propagation. Amplitudes do not decay over time and
both forward and backward traveling waves do not di-
minish as they are traveling.

In reality waves suffer from significant friction
losses in a thin shear layer near the wall where a ve-
locity gradient exists due to the finite viscosity of the
air. Thermal energy is lost to the environment, which
reduces the amplitude of the waves while they are trav-
eling.

There are also losses due to volume viscosity but
these are only significant when sound propagates over
very large distances. A third source of loss is due to
heat transfer between over-pressure and under-pressure
zones, but this only concerns very low frequencies and
can usually be ignored.

Exponential damping of forward and backward
propagating waves can be described by using a complex
wave number kD ˛� iˇ. With this expression the spa-
tial term of the solution e˙ikx D e˙i˛xe˙ˇx becomes
an arrow in the complex plane with a spatially rotating
phase angle ˛x and an amplitude, which changes expo-
nentially with ˇx. The forward propagating wave e�ikx

decays exponentially with growing x while the back-
ward propagating wave eikx decays exponentially in the
negative x-direction.
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Unfortunately, with this wave number k being com-
plex (and not purely imaginary) it is no longer possible
to separate real and imaginary parts according to Euler’s
law. Equations (2.45)–(2.47) have therefore to be re-
placed. With coshD exC e�x=2 and sinhD ex � e�x=2
and k!  we obtain instead

pD cosh. d/p1C sinh. d/Zcu1 ; (2.55)

uD 1

Zc
sinh. d/p1C cosh. d/u1 ; (2.56)

Z D cosh. d/Z1C sinh. d/Zc
sinh.� d/Z1

Zc
C cosh. d/

: (2.57)

Wewill now switch to matrix notation. Equations (2.55)
and (2.56) can be understood as a vector .p;u/> be-
ing the product of a 2 by 2 matrix Ai representing the
projection laws with a vector .p1; u1/> representing the
termination conditions.

The projection equations for the i-th section of a cer-
tain sequence of cylindrical slices can be written in
matrix notation as

�
pi.i!/
ui.i!/

�
D Ai.i!/

�
piC1.i!/
uiC1.i!/

�
(2.58)

with

Ai.i!/D
�
ai;11.i!/ ai;12.i!/
ai;21.i!/ ai;22.i!/

�
(2.59)

or according to (2.55) and (2.56) more specifically

Ai.i!/D
�

cosh. d/ sinh. d/Zc
1
Zc
sinh. d/ cosh. d/

�
: (2.60)

Multiple projections along several segments can be ex-
pressed by the product matrix of all elements. This can
easily be cross-checked by eliminating piC1 and uiC1

from the system

�
pi
ui

�
D
�
a11 a12
a21 a22

��
piC1

uiC1

�
(2.61)

�
piC1

uiC1

�
D
�
b11 b12
b21 b22

��
piC2

uiC2

�
: (2.62)

The whole instrument can therefore be represented by
a single system matrix

A.i!/D
LY

iD1

Ai.i!/ : (2.63)

The model for cylindrical elements has been gen-
eralized for conical segments and spherical wave
propagation. It was originally published by Mapes-
Riordan [2.16] but its notation is adapted here. It is
based on work published by Keefe [2.17–19], Caussé
et al. [2.14] and Benade [2.20].

The projection matrix of a single conical element
has been derived by Mapes-Riordan as

ai;11 D xiC1

xi

�
C� D

 xiC1

�

ai;12 D xi
xiC1

ZcD

ai;21 D D

Zc

�
xiC1

xi
� 1

. xi/2

�
C C

Zc

 L

. xi/2

ai;22 D xi
xiC1

�
CC D

 xi

�
(2.64)

with

CD cosh. L/ ;

DD sinh. L/ ;

 D k
�
1:045r�1

v C i
�
1C 1:045r�1

v

��
;

kD !

c
;

rv D
s
�!Sm
��

;

Zc D Zc;i
��
1C 0:369r�1

v

�� i0:369r�1
v

�
;

Zc;i D �c

Si
;

with � being the equilibrium gas density, ! the radian
frequency, � the shear viscosity coefficient, c the sound
velocity, Sm the cross-sectional area at the center and
Si the spherical area at the input end of the conical ele-
ment, xi the radius of the input spherical sector, xiC1 the
radius of the output spherical sector, and L the distance
between the two spheres.

The limit for xi!1 and xiC1!1 comes very
close to the expression already derived for a cylindrical
tube.
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2.5 Stiffness
Equation (2.37) for the stiff bar is a fourth-order par-
tial differential equation, which does not allow us to
construct a general solution presuming constant phase
velocity.We can still assume linearity, which means that
a harmonic stimulus with a single frequency can only
excite a harmonic motion of the same frequency.

With a displacement y.x; t/D Re.F.x/ei!t/ we
get ytt D�!2y and with (2.37) in short form ytt D
�yxxxxEIa=�S using the abbreviation v 4 D !2EIa=�Swe
obtain

Fxxxx D �

E

S

Ia
!2F D !4

v 4
F (2.65)

where v corresponds to the phase velocity c which
is not constant but proportional to

p
! and to

p
cL

DpE=�, cL being the phase velocity of a longitudinal
wave in that bar.

With a spatial distribution F.x/D A e�x and Fxxxx D
�4F we get

�4 D !4

v 4
D k4 : (2.66)

This gives us two solutions �2 D˙k2 and from that we
get the four solutions � D˙k and � D˙ik. In the com-
plete solution for y.x; t/ we have to add all possibilities
and we get

F.x/D A ekxCB e�kxCC eikxCD e�ikx ;

y.x; t/D Re
�
F.x/ei!t

�
: (2.67)

The unspecified four constants have to be determined
from the boundary conditions. If the bar is clamped
then the displacement and its first derivative there, the
slope, is forced to be 0. If it is only supported then

the displacement and the second derivative must be 0.
A supported end does not fix the slope, and therefore
cannot transmit any torque. A free end can move freely
and it can have any slope, but there cannot be any torque
nor shearing force, so the third and fourth derivative
must be 0.

The wave equation for transverse waves in a taut
string can also be augmented by the fourth-order stiff-
ness term. Remember that (2.20) is a conservation law.
Any acceleration of the mass of a string segment must
be due to forces. Initially only the restoring force of the
string tension has been taken into account. Now we add
the additional restoring force due to stiffness

�Sytt D Tyxx �EIayxxxx : (2.68)

According to Morse in [2.21] it can be shown that
a stiff string has eigenfrequencies that are no longer
integer multiples of the fundamental. Frequency ratios
of higher partials are stretched and their pitch becomes
sharper with decreasing wavelength. Fletcher and Ross-
ing present Morse’s solution for a stiff string clamped at
both ends in [2.10] as

!n D n�
c

L

p
1C n2�2˛2.1C 2˛C 4˛2/ (2.69)

with ˛ Dp�=L and � D EIa=T .
Valette derives the eigenfrequencies of a supported

(hinged) stiff string in [2.22]

!n D n�
c

L

p
1C n2�2˛2 : (2.70)

A good review of such results for several different
boundary conditions can be found in [2.23].
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3. Waves in Two and Three Dimensions

Wilfried Kausel

This chapter deals with the generalization of the
wave equation to describe wave propagation on
two-dimensional surfaces and sound waves in
a three-dimensional space. Again linearity is pos-
tulated, which is only justified if amplitudes are
sufficiently small. It will be shown how wave
equations can be derived for rectangular and
circular membranes, plates and disks and how
analytic results can be obtained for a three-
dimensional case with relatively simple boundary
conditions. This chapter will also review tech-
niques for the calculation of resonance frequencies
and for the prediction of associated modal shapes.
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3.1 Waves on a Surface

Here we will generalize the one-dimensional wave
equation to two dimensions and simultaneously further
develop the mathematics that are needed to do that. This
way we will be able to approximately describe vibra-
tions of piano sound boards, timpani membranes and
of several other percussion instruments. Finally we will
cover the most general case of sound wave propagation
in the free three-dimensional space.

3.1.1 Rectangular Membrane

Recalling the derivation of transverse string vibrations,
we will find many similarities in the two-dimensional
case of Fig. 3.1. The string tension T , a force stretching
each string element, now becomes the surface tension
TS, a force per unit length, from which two pairs of
forces, ˙TS dx and ˙TS dy can be derived that stretch
each surface element tangentially in x and in y direc-

tions. The resulting z component will drive the segment
mass vertically.

This uncompensated z component of the tension is
caused by a curvature in the x direction (@2z=@x2dx) and
by a curvature in the y direction (@2z=@y2dy). If there is
zero curvature then there will be no resulting z com-
ponent because tension vectors at opposite sides of the
segment will have the same direction but opposite ori-
entation and therefore cancel out each other.

The equation of motion can now be written as

m
@2z

@t2
D
�
TS dy

@2z

@x2
dxCTS dx

@2z

@y2
dy

�
: (3.1)

With the mass mD �A dxdy of the differential segment
we obtain a two-dimensional wave equation for the
displacement z of a stretched membrane in Cartesian
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x

Tsdy

Tsdy

Tsdx

y + dy

y

m = ρA dx dy

∂z/∂x│x + dx

∂z/∂x│x

z

x + dx

Fig. 3.1 Waves on a surface

coordinates

@2z

@t2
D TS
�A

�
@2z

@x2
C @2z

@y2

�
: (3.2)

The phase propagation speed in x and y directions is
cDpTS=�A. It is again constant for a homogeneous
and isotropic membrane with constant area density �A
and tension.

Vector Analysis
It is now required to introduce some operators com-
monly used to make reading and writing of differential
equations much easier, because they will frequently ap-
pear in the following sections.

We already mentioned the velocity gradient, mean-
ing a gradual increase or decrease of the fluid velocity
along a spatial dimension. It is simply the rate of
change; the spatial derivative with respect to the space
variable.

In the three-dimensional space the change rate per
unit length can be different depending onwhether we go
in the x, y or z direction. If we imagine the xy-plane to
be a hot wall, then the temperature change rate in the z
direction (distance to the wall) will be perceptible while
no change will be noticed in the x and y directions – at
least if the wall is very big.

The change rate in three-dimensional space there-
fore becomes a vector with the components @f =@x,
@f =@y and @f =@z. Such a vector can be assigned to each
point in space and it always points in the direction of the
steepest ascent of the corresponding scalar quantity like
temperature, pressure or velocity magnitude. Its length
is the change rate per unit length in the indicated direc-
tion.

This vector is called the gradient of a scalar field
f .x; y; z/ and we introduce the differential operator
.@=@x; @=@y; @=@z/>, abbreviated by r or grad to write
gradients in two or more dimensions. A scalar field is
a function that assigns a scalar value, like temperature
or pressure, to all points in space.

Formally the r operator is a vector and it is there-
fore possible to square it before it is applied to the field

variable

r2 D

0
B@
@
@x
@
@y
@
@z

1
CA

2

D
�
@2

@x2
C @2

@y2
C @2

@z2

�
: (3.3)

The operator r2, often written as �, is called the
Laplace operator. Using it, the wave equation (3.2) can
be rewritten as

@2z

@t2
D TS
�A
�z : (3.4)

Applying the r operator to a scalar field gives us a vec-
tor field; that means each point in space is a vector
assigned to indicating the direction and strength of the
steepest increase of the underlying scalar field. When
we apply the r operator a second time, and this is
exactly what we are doing when we use the Laplace op-
erator �, then we apply it to a vector field now in order
to obtain a new scalar field.

First let us verify that: .r �r /zD r � .rz/. This is
obviously correct. In both cases we obtain a scalar result
and a scalar multiplication can be done before or after
the dot (inner or scalar) product.

Applying the r operator to a vector field is called
divergence (written as div). The Laplace operator there-
fore calculates the divergence of the gradient of a scalar
field. Divergence is also called source or sink strength
of the field.

If we confine each point of the vector field in an
infinitesimally small cubic cage summing up and nor-
malizing the vector components orthogonal to the faces
of the cube, counting outward pointing contributions as
positive and inward pointing contributions as negative,
then we will obtain information about whether this vol-
ume or space element acts as a source or as a sink for
the physical quantity represented by the vectors.

In the explanation of (2.27) a density change inside
a small fluid element was related to a different velocity
of the left and right fluid boundary. The velocity field
is a vector field because velocity in general has a di-
rection and a magnitude. In that one-dimensional case
only two directions are possible, so we only need to
take two opposite faces of our measurement cage into
account.

If the velocity vector leaving the cage on the right
side is greater then the velocity vector entering on the
left side then we have a positive divergence, which was
required to lower the density. We will find this equation
generalized for three dimensions later as (3.13). Instead
of @v=@x it will contain the r or div operator applied to
the vector field v .
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Note that in this subsection we are working on
a problem in two spatial coordinates only. All deriva-
tives with respect to a third or higher spatial coordinate
are zero. Therefore it is not necessary to define separate
differential operators for the two-dimensional, three-
dimensional and even more-dimensional space.

3.1.2 Circular Membrane

In order to take advantage of the symmetry of a circular
membrane, it is advantageous to use a polar coordinate
system with an origin in the center of the membrane.
Each point of the membrane is characterized by a co-
ordinate pair .r; �/. r determines its distance from the
center point and � specifies an angle in the range
Œ��; �� from the r axis, an arbitrarily chosen ray ex-
tending from the center point.

The correspondence between the coordinates is
given by

xD r cos �

yD r sin �

rD
p
x2C y2

tan � D y

x
: (3.5)

Using these correspondences to substitute x and y we
can transform a function f .x; y/ into an equivalent func-
tion g.r; �/. In many cases the function g can be found
directly, so f might not be known.

Although it would be possible to reconstruct f us-
ing the inverse transformation, we want to avoid that,
because it usually leads to lengthy expressions involv-
ing tan�1 (arctan or inverse tangent) and ugly square
root functions. Therefore we first need to transform the
required differential operators into the polar coordinate
system.

To make equations shorter and easier to read we will
introduce a new way to write partial derivatives, accord-
ing to

@f

@x
! fx ;

@g

@r
! gr ;

@2f

@y2
! fyy ;

@2g

@r; @�
! fr� � � � : (3.6)

To calculate the first derivatives of any function u of
two variables using the correspondences from (3.5) the

chain rule of differentiation has to be applied

ur D uxxrC uyyr
D ux cos � C uy sin �

u� D uxx� C uyy�
D�uxr sin � C uyr cos � : (3.7)

Multiplying one of these two equations for ur and u�
with cos � and the other one with sin � we can obtain
ux and uy in terms of r and � . This gives us the gradient
of the scalar field u in polar coordinates

ux D ur cos � � u� sin �

r

uy D ur sin � C u� cos �

r
: (3.8)

The same derivation for the second derivatives is
lengthy. Therefore only the starting point and the result
is given

urr D @

@r

�
ux cos � C uy sin �

�D � � �
u�� D r

@

@�

��ux sin � C uy cos �
�D � � �

urrC u��
r2
D � � �

� � � D uxxC uyy� 1

r
ur :

(3.9)

Now we have the Laplace operator

�D @2

@x2
C @2

@y2

D @2

@r2
C 1

r

@

@r
C 1

r2
@2

@�2
(3.10)

and the wave equation in polar coordinates

@2z

@t2
D c2

�
@2z

@r2
C 1

r

@z

@r
C 1

r2
@2z

@�2

�
: (3.11)

3.1.3 Rectangular Plate

Looking at the correspondence between the wave equa-
tions of a vibrating string and of a rectangular mem-
brane, we might generalize (2.37) intuitively by re-
placing @4y=@x4 by r4z and by substituting h2=12 for
Ia=S. The latter can been derived for a rectangular
plate of thickness h by means of (2.34). This ap-
proach leads to a nearly correct equation. The correct
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version is [3.1–3]

@2z

@t2
D� E

�.1� 
2/
h2

12
r4z : (3.12)

The only small difference is the term involving the
Poisson’s ratio 
. When we derived the equation for the
bar, we assumed a bundle of wires. We did not take
into account the fact that wires that are stretched are
getting thinner and wires that are compressed are get-
ting thicker. In a bar this does not matter too much. The
change in thickness is not constrained if the bar is much
longer than its width and height.

In a plate with a significant width the distortion
of the cross-sectional area due to length differences of
top and bottom layers, expressed by the Poisson’s ra-
tio (
 � 0:3), has to overcome higher resistance, which
increases the effective stiffness.

For the same reason even compressional (longitudi-
nal) waves propagate faster in an infinite plate than in
strings or stiff bars. The effective Young’s modulus is

scaled by the same factor

c02 D E

�.1� 
2/ : (3.13)

3.1.4 Circular Disk

For circular disks we need to expressr4 D�2 in (3.12)
in polar coordinates. With (3.10) we obtain

r4 D
�
@2

@r2
C 1

r

@

@r
C 1

r2
@2

@�2

�2

D @4

@r4
C 1

r2
@2

@r2
C 1

r4
@4

@�4

C 2

r

@3

@r3
C 1

r2
@4

@r2@�2
C 2

r3
@3

@r@�2
: (3.14)

This allows us to specify boundary conditions and so-
lutions in terms of polar coordinates. We will do this in
another section below.

3.2 Solution for Waves on a Surface

In this section it will be shown how the two-
dimensional wave equation of a rectangular or circular
membrane can be solved to get information about the
structural vibrations of timpani membranes or thin rect-
angular plates like piano soundboards.

3.2.1 Rectangular Membrane

Looking at the ansatz (2.42) for the solution of a one-
dimensional wave equation, we observe that it is a prod-
uct of easily differentiable (exponential) terms, each
solely dependent on a single variable. This solution
technique is called separation of variables and can also
be applied to the more-dimensional case.

We therefore assume a solution of the form

z.x; y; t/D F.x/G.y/ei!t (3.15)

for the two-dimensional wave equation (3.2). With

zxx D FxxGe
i!t

zyy D GyyFe
i!t

ztt D�!2ei!tFG (3.16)

the wave equation ztt D c2.zxxC zyy/ becomes

�!2ei!tFGD c2
�
FxxGei!tCGyyFei!t

�
(3.17)

and therefore

� !
2

c2
� Gyy

G.y/
D Fxx

F.x/
: (3.18)

It can be seen that the left side of (3.18) only varies
with y while the right side only varies with x. For any
given value of x it should be possible to vary y in some
way to make the equation wrong. The equation can only
be correct for all possible pairs of x and y if both sides
actually do not vary at all and are independent of both x
and y and therefore constant.

Calling this constant �k2 we have to solve

�k2 D Fxx

F.x/

�k2 D�!
2

c2
� Gyy

G.y/
: (3.19)

These equations are satisfied by

F.x/D Re
�
Aeikx

�

G.y/D Re

 
Be

i

r
!2

c2�k2y

!
: (3.20)

Considering a rectangular membrane fixed at xD 0 and
xD Lx as well as at yD 0 and yD Ly we obtain the fol-
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lowing system

0D Re
�
Aeik0

�
Re

�
Bei

q
!2

c2
�k2y

�

0D Re
�
AeikLx

�
Re

�
Bei

q
!2

c2
�k2y

�

0D Re
�
Aeikx

�
Re

�
Bei

q
!2

c2
�k20

�

0D Re
�
Aeikx

�
Re

�
Bei

q
!2

c2
�k2Ly

�
: (3.21)

From this we obtain the conditions (m; n 2N)

Re.A/D 0

kLx D m�

Re.B/D 0s
!2

c2
� k2Ly D n� : (3.22)

The complex amplitudes A and B have to be purely
imaginary, which rotates the complex exponentials by
�=2. Equations 3.20 become

F.x/D jAj.i cos.kx/� sin.kx// (3.23)

G.y/D jBj
0
@i cos

0
@y
s
!2

c2
� k2

1
A

� sin
0
@y
s
!2

c2
� k2

1
A
1
A : (3.24)

The z-displacement ofm�n normal modes of a rect-
angular membrane can therefore be written as

zm;n.x; y; t/D C sin
�
m�

Lx
x

�
sin
�
n�

Ly
y

�

� sin.!tC�/ : (3.25)

The integer numbers mC 1 and nC 1 are the numbers
of nodal lines along the x- y-dimension respectively.
Solving (3.22) for ! gives their corresponding angular
frequencies as

!m;n D c�

s�
m

Lx

�2

C
�

n

Ly

�2

: (3.26)

Fig. 3.2 Square membrane, degener-
ate mode

The physical displacement of the membrane must be
any linear combination of these normal modes e.g., the
sum of any number of normal modes with individual
amplitude and individual phase.

Especially in the case where Lx and Ly are equal
or have a common multiple, normal mode frequen-
cies (eigenfrequencies) of different modes (e.g., !n;m D
!m;n) will coincide.

If the membrane is stimulated at one of these fre-
quencies all of the related normal modes will occur
simultaneously with arbitrary phase differences be-
tween them. This can create unexpected patterns with
rotating nodal lines and even shapes that only rotate but
not oscillate, as shown in Fig. 3.2. They are called de-
generate modes.

3.2.2 Circular Membrane

Now we apply the same method to the wave equation in
polar coordinates given by (3.11). Separating the vari-
ables r, � and t gives us a solution of the form

z.r; �; t/D F.r/G.�/ei!t : (3.27)

With

zrr D FrrGe
i!t

zr D FrGe
i!t

z�� D G��Fe
i!t

ztt D�!2ei!tFG (3.28)

the wave equation ztt D c2.zrrC zr=rC z��=r2/ can be
reordered with the intention to let both sides depend on
a single variable only. This technique, called separation
of variables, has already been explained in Sect. 3.2.1.
We obtain

� G��
G
D r2Frr

F
C r2!2

c2
C rFr

F
: (3.29)

This equation can only be correct for all possible pairs
.r; �/ if both sides are actually constant. Giving this
constant the name m2 we obtain two equations

m2 D�G��
G

m2 D r2Frr

F
C r2!2

c2
C rFr

F
: (3.30)
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The first one we already know. It has the solution
G.�/D Ae˙im� . � is not restricted to the range Œ0; 2��
and we want G.�/ to be single valued; that means
G.�/DG.� C 2�/. Therefore the constant m must be
an integer number. It can take the values 0; 1; 2; : : : and
it is related to the number of nodal diameters.

The second equation can be rearranged as

FrrC Fr

r
CF

�
!2

c2
� m2

r2

�
D 0 : (3.31)

This is Bessel’s equation and the general solutions are
known as the so-called Bessel functions Jm.kr/with kD
!=c and integer order m.

A circular membrane is fixed by the circular ten-
sioning hoop where zero displacement is enforced. This
requires Jm.kr/D 0 at rD R, R being the radius of the
membrane. But Bessel functions have many zeros, so
the boundary condition is satisfied for the whole or-
dered sequence of zeros of Jm.kr/.

If we take the smallest zero, the only nodal circle is
the tensioning hoop. If we let the n-th zero be the one
required at r D R, then we will get n�1 additional nodal
circles at radii corresponding to all smaller zeros. The
number n therefore designates the number of nodal cir-
cles and it is the sequential index of the corresponding
zero of Jm.kr/.

The resonance frequency of mode .m; n/ can be cal-
culated from �m;n being the n-th zero of the Bessel
function of order m according to fm;n D c�m;n=2�R.
Figure 3.3 shows the first 15 normal modes sorted by
relative frequency. It can be seen that the radial modes
with a single nodal circle .1;1/; .2;1/; .3;1/; � � � are
very close to a harmonic series. They are giving the tim-
pani its audible pitch.

3.2.3 Rectangular Plate

Following the example of the rectangular membrane
we assume a general solution according to (3.15) with
partial derivatives as shown in (3.16). The equation of
motion of a plate (3.12) is of fourth order so we also
need fourth-order derivatives

zxxxx D FxxxxGei!t

zyyyy DGyyyyFei!t

zxxyy D FxxGyyei!t : (3.32)

Substituting these derivatives into the fourth-order dif-
ferential equation for the plate yields

FxxxxGCGyyyyFC 2FxxGyy D !2

�
FG (3.33)

with �D h2E=.12�.1� 
2//.

It can be seen that it is not possible to separate
the variables like in (3.18) because of the mixed term
zxxyy. Assuming sinusoidal (or strictly speaking cosi-
nusiodal) spatial profiles in both axial directions we
can again use the ansatz F.x/D Re.Aeikxx/ and G.y/D
Re.Beikyy/. This gives us a relation between the wave
numbers kx; ky and the frequency !

k4xC k4yC 2k2xk
2
y D

!2

�
(3.34)

or

k2xC k2y D k2 D˙
p
12!

h

r
�.1� 
2/

E
(3.35)

with k being the wave number in the actual direction of
wave propagation. It can be seen that there are imag-
inary solutions for the wave number k. An imaginary

Mode (0,1) frel = 1.8828 Mode (1,1) frel = 3. Mode (2,1) frel = 4.0208

Mode (0,2) frel = 4.3219 Mode (3,1) frel = 4.995 Mode (1,2) frel = 5.4927

Mode (4,1) frel = 5.941 Mode (2,2) frel = 6.5902 Mode (0,3) frel = 6.775

Mode (5,1) frel = 6.867 Mode (3,2) frel = 7.6423 Mode (6,1) frel = 7.779

Mode (1,3) frel = 7.965 Mode (4.2) frel = 8.663 Mode (2,3) frel = 9.097

Fig. 3.3 Circular membrane normal modes
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wave number causes a real but negative coefficient of
the spatial variables x and y in the exponential terms for
the profiles F and G. This means an exponential decay
of the wave amplitude. It is said the wave is evanescent
and does not propagate. It decays by about 55 dB per
wavelength [3.4].

The phase speed cph of waves is given by !=k. In
this case it is

cph D
vuut h!p

12

s
E

�.1� 
2/ : (3.36)

Unlike in strings and membranes without stiffness it is
not constant here but frequency dependent. This is why
(3.35) is named the dispersion relation. The relation be-
tween frequency f and wave number k is

f D hk2
1

2�
p
12

s
E

�.1� 
2/ : (3.37)

It can be used to calculate resonance frequencies if the
wave number k is fixed by boundary conditions.

Hagedorn calculated mode shapes and frequen-
cies for a simply supported rectangular plate [3.2] by
splitting the fourth-order differential equation into two
second-order ones, one of them being identical to the
wave equation of the rectangular membrane. He ob-
tained the same modal shapes as for the rectangular
membrane but at different modal frequencies

!m;n D �2
p
�

 �
m

Lx

�2

C
�

n

Ly

�2
!
: (3.38)

For all other boundary conditions rectangular plates
have to be treated numerically.

3.2.4 Circular Disk

Let us see how the forth-order differential equation
can be split into a product of second-order equa-
tions

.r4� �4/Z D .r2C �2/.r2� �2/Z D 0 : (3.39)

Comparing (3.39) with (3.12) we can determine that for
z.x; y; t/D Z.x; y/ei!t the factor � must satisfy �4 D
!2=�. The abbreviation � has already been defined
with (3.33).

Therefore a solution for the spatial profile Z.x; y/
must satisfy either .r2C �2/Z D 0 or .r2� �2/Z D 0.
A differential equation of the first type has already been
solved for the rectangular membrane as well as for the
circular membrane with � D !=c. Recapitulating the
derivation in polar coordinates of Sect. 3.2.2 we obtain

two solutions according to

Z1.r; �/D Ae˙im� Jm.�r/ : (3.40)

In order to solve the second equation we have to sub-
stitute � by the imaginary factor i� . The solutions
of Bessel’s equation are now called hyperbolic Bessel
functions Im.�r/D i�mJm.i�r/. This gives us more so-
lutions for Z according to

Z2.r; �/D Ae˙im� Im.�r/ : (3.41)

Possible spatial profiles are therefore the linear combi-
nations

Z.r; �/D e˙im� .AJm.�r/CBIm.�r// : (3.42)

If the plate is clamped at a distance R from the center,
boundary conditions

Z.R; �/D 0

@

@r
Z.r; �/D 0jrD R (3.43)

are enforced. This requires

AJm.�R/CBIm.�R/D 0

@

@r
.AJm.�R/CBIm.�R//D 0jrD R : (3.44)

The first condition is satisfied by

BD�AJm.�R/
Im.�R/

: (3.45)

Now the second condition becomes

Im.�R/
@Jm.�r/

@r
D Jm.�R/

@Im.�r/

@r
jrD R : (3.46)

The solutions for ˇmn D R�mn=� , with m the number of
nodal diameters and n the number of nodal circles, have
been given byMorse in [3.3] as

ˇ01 D 1:015 ˇ11 D 1:468 ˇ21 D 1:879

ˇ02 D 2:007 ˇ12 D 2:483 ˇ22 D 2:992

ˇ03 D 3:000 ˇ13 D 3:490 ˇ23 D 4:000 :

With these solutions it is possible to determine the cor-
responding frequencies according to

fmn D �

2R2

s
h2E

12�.1� 
2/ˇ
2
mn : (3.47)
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3.3 Sound Waves in Space

It is straightforward to generalize (3.4) for sound prop-
agation in three-dimensional space as

@2p

@t2
D c2�p ; (3.48)

with � being the Laplace operator in three dimensions
now. But first, this does not give us any relationship
between the speed of sound c and basic physical quan-
tities, and second, now might be an opportunity to
demonstrate how this equation can also be systemati-
cally derived from the first principles of physics.

3.3.1 Wave Equation in Three Dimensions

The fundamental laws of fluid dynamics are the Navier–
Stokes conservation laws. The first deals with conserva-
tion of mass. No mass can appear from nothingness or
disappear into nothingness. The second deals with con-
servation of momentum mv . Actually it says that any
change of a momentum d.mv/=dt must be caused by
a force. The third is about conservation of energy, but it
is enough to consider the first two here.

What remains of the conservation laws for small
perturbations O�, Op and Ov (note, that the fluid velocity v
is a vector with components in all three spatial dimen-
sions now) of a stagnant (v0 D 0, v D Ov ) uniform fluid
characterized by pD OpCp0 and �D O�C�0 can now be
given as

@ O�
@t
C �0r � Ov D 0

�0
@ Ov
@t
Cr OpD 0 : (3.49)

Building the time derivative of the mass conservation
law (first equation of (3.49)) and the divergence of the
momentum equation (the second one)

@2 O�
@t2
C �0 @

@t
.r � Ov/D 0

�0
@

@t
.r � Ov/C�OpD 0 (3.50)

we can eliminate all v -related terms by subtracting
the second equation from the first one. With the pro-
portionality between � and p assuming adiabatic state
transitions we obtain the wave equation

@2 Op
@t2
D c2r 2 Op� c2�Op ; (3.51)

with cDp.cp � cv/T . Here Op is usually replaced by p,
if there is no danger of mistaking linearized sound pres-
sure and atmospheric pressure any longer.

This wave equation does not cover the cases where
significant air flow, high sound pressures or other non-
linearities are present. Especially in the field of musical
acoustics there are essential questions that cannot be an-
swered based on such simplifications.

Sound propagation in brass wind instruments can
easily be driven into a nonlinear region for which the
wave equation is no longer valid. Wave steepening and
shock wave effects are due to the high sound pres-
sure levels generated inside the instrument. To model
flow-driven instruments like flue pipes or flutes the
Navier–Stokes equations in their general form have to
be solved.

Modeling wave propagation does not cover all the
nonlinear effects occurring in the primary oscillators of
wind instruments either. Waves are propagating on the
brass player’s lips, the singer’s vocal folds and in the air
columns of all wind instruments including the singing
voice, but the coupling between the vibrating reeds of
clarinets, oboes or tubas to the resonator, the air column
of the instrument, is highly nonlinear.

3.3.2 Rectangular Coordinates

Calculating the resonances of a simple rectangular
room is a good exercise here and will have significance
for room acoustics. We separate the variables for the
pressure p just like in Sect. 3.2.1 on the rectangular
membrane according to

p.x; y; z; t/D F.x/G.y/H.z/ei!t : (3.52)

Now we avoid complex exponentials for the space-
dependent terms F, G and H because we learned in
Sect. 3.2.1 that we did not gain much in using them in
that place. Here we will work with the real part of the
complex exponentials only. We try with

F.x/D A cos.k1x/

G.y/D B cos.k2y/

H.z/D C cos.k3z/ (3.53)

leading to

pxx D�k21 p.x; y; z; t/
pyy D�k22 p.x; y; z; t/
pzz D�k23 p.x; y; z; t/
ptt D�!2 p.x; y; z; t/ : (3.54)

With the three-dimensional wave equation ptt D
c2.pxxC pyyC pzz/ we obtain a relation for the angu-
lar frequency ! of a mode when the wave numbers ki in
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the three axial directions are known

! D c
q
k21C k22C k23 : (3.55)

We know that rigid walls represent a free boundary for
the sound pressure but a fixed boundary for the velocity.
While zero velocity is always enforced by rigid walls,
this is not true for the sound pressure. At resonance
the sound pressure will exhibit a local maximum at the
wall. We can also say that rigid walls enforce a vibra-
tional antinode of the sound pressure.

A local maximum always coincides with a zero
derivative, which means a horizontal tangent. And this
is howwe are going to specify our boundary conditions.

The first derivative of the pressure with respect to
a spatial coordinate must always be zero at the left
boundary xD 0, yD 0 or zD 0 and at the right bound-
ary xD Lx, yD Ly or zD Lz of a room with dimensions
Lx, Ly and Lz.

As sin.0/ is zero, the left boundary conditions are
always met – we do not have to care about them. The
remaining boundary conditions are therefore

0D px ��Ak1 sin.k1x/GHei!tjxDLx

0D py ��Bk2 sin.k2y/FHei!tjyDLy

0D pz ��Ck3 sin.k3z/FGei!tjzDLz : (3.56)

These conditions are always and everywhere only met
for

k1Lx D n1�

k2Ly D n2�

k3Lz D n3� : (3.57)

This gives us the wave numbers of all possible normal
modes of that room and with (3.55) the corresponding
resonance frequencies

k1 D n1�

Lx

k2 D n2�

Ly

k3 D n3�

Lz

! D c�

s�
n1
Lx

�2

C
�
n2
Ly

�2

C
�
n3
Lz

�2

(3.58)

with ni D 0; 1; 2;3; � � � .
If room dimensions have common integer mul-

tiples – a room with Lx D Ly D Lz being the most
extreme example – then different resonances will co-
incide and become very strong but sparse. Rooms are

said to be good for music performances if resonances
are evenly spread and don’t cluster.

However, resonant instrument bodies are far away
from having a rectangular shape. Therefore their normal
modes can only be determined numerically or experi-
mentally.

3.3.3 Spherical Coordinates

If there is a sound source whose dimensions are small
compared to the wavelengths to be studied, a point
source with spherical wave propagation can be as-
sumed. According to the symmetry of the problem
a spherical coordinate system will preferably be chosen
according to Fig. 3.4.

The Cartesian coordinates can be expressed in terms
of radial distance r, polar angle � and axial or azimuthal
angle  according to

xD r cos � sin 

yD r sin � sin 

zD r cos : (3.59)

The transformation of the three-dimensional Laplace
operator �D @2=@x2C @2=@y2C @2=@z2 into spherical
coordinates would take up too much space here. It
can be derived following the two-dimensional exam-
ple from (3.7)–(3.10), but using the correspondences of
(3.59).

Writing p for Op the wave equation (3.51) now be-
comes

ptt D c2

r2

��
r2pr

�
rC

1

sin �
.p� sin �/� C 1

sin2 �
p  

�
:

(3.60)

θ

ψ

r
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y

x

Fig. 3.4 Spherical coordinates
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If the problem has a perfect spherical symmetry, like
a pulsating sphere of any size in an undisturbed three-
dimensional space, then all the derivatives with respect
to the angles � and  will become zero. The remaining
wave equation is

ptt D c2

r2
��
r2pr

�
r

�
: (3.61)

Substituting p! p�r and therefore pr! p�

r =r� p�=r2

we finally obtain

p�

tt D c2p�

rr ; (3.62)

which is a one-dimensional wave equation for the spa-
tial coordinate r and a pressure p�, which is related to
the original sound pressure p in that its relative ampli-
tude is proportional to the distance r from the center.

The general solution for the sound pressure p is

pD
�
A

r
e�ikrC B

r
eikr
�
ei!t (3.63)

Following the derivation of (3.30) with spatial variable
r instead of x and with a different spatial derivative pr D
�ikp� p=r we can obtain the impedance

Z D p

v
D �c ikr

ikrC 1
D��c .kr/

2C ikr

1� .kr/2 : (3.64)

For kr >> 1 the impedance Z approaches the plane
wave impedance �c according to (2.30). On the other
side if kr << 1 then the impedance approaches ��cikr
thus becoming purely imaginary with a phase difference
between p and v of ��=2.

The sound intensity I of a single forward travel-
ing wave (BD 0) with frequency ! at some distance
r from the center is defined as the product of the am-
plitudes Op=p2 and Ov=p2. As the velocity v D p=Z
the intensity can also be calculated according to I D
Op2=.2Z/D Op2Y=2, with Y being the reciprocal of the
complex impedance Z, named admittance.

With the complex admittance

Y D 1

�c
� i

�ckr
(3.65)

the real part of the sound intensity I becomes

Re.I/D Op2 Re.Y/
2
D jAj

2

2�cr2
: (3.66)

It decreases with the square of the distance r because
the total effective power Re.P/ contained in a wave-
front is spread over the surface SD 4r2� of a steadily
growing sphere.

The imaginary part of the sound intensity I

Im.I/D Op2 Im.Y/
2
D� jAj

2

2�ckr3
(3.67)

decreases with the third power of the distance r. This
means that the total reactive power of a wavefront
Im.P/D Im.I/4r2� is no longer constant but decreases
with r. Close to the center it can become very high and
even infinity for r D 0. This is not a violation of the law
of conservation of energy because reactive power cor-
responds to a periodic transfer of energy between the
pressure and the velocity wave and it is not dissipated.

It has to be noted that all the results obtained for
spherical wave propagation in three-dimensional space
are equally valid for one-dimensional wave propagation
in a conical duct of any length or size. This is under-
standable because there is only a dependency on the
distance from the center of the sphere, i. e., from the
apex of the cone.

It doesn’t matter whether we study spherical wave-
fronts as a whole or only a part of these spheres within
a certain solid angle inside the boundaries of a cone.
All variables are constant across the surface of any such
sphere. Conical boundaries do therefore not change
anything if the apex of the cone is identical to the center
of the spheres. This is the reason why (2.64) is equally
valid for cylindrical and conical ducts.

3.3.4 Cavities with Vents

It is well known that vented cavities like bottles exhibit
acoustic resonances. These resonances can be excited
by blowing air across the bottle neck or by popping it
with the palm at the mouth of the bottle neck.

Helmholtz used these well-defined resonators,
which later on were given his name, to detect frequency
components in composite sounds [3.5]. His original
drawing is shown in Fig. 3.5. Inserting the short nip-
ple marked with the letter b into the ear, he could detect
even faint air resonances stimulated by sound present at
the open mouth labeled with the letter a.

This special kind of resonator is of essential im-
portance in musical acoustics. All hollow bodies of
stringed instruments, like violins, guitars, lutes and oth-
ers, which are not completely closed but allow some
acoustic flow through some kind of f-holes, c-holes or
sound holes, act in this way.

Their cavity resonance is tuned to support the low-
est register of these instruments, at frequencies that
could otherwise never be radiated by normal plate res-
onances because the related wavelengths are usually
much greater than the size of the plates.
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a b

Fig. 3.5 Helmholtz resonators (after [3.5])

Although it appears as if Helmholtz resonators were
three-dimensional cavities with wave propagation in-
side mainly closed boundaries, it is not necessary to
treat them in this way. Usually their main resonance
frequency is low enough so that the cavity is small com-
pared to the wavelength at that frequency.

In that case the actual shape of the cavity no longer
matters and solely its volume determines the acoustical
characteristics, together with length and cross-sectional
area of the vent.

The resonator can be treated as a single mass-spring
system. The mass is provided by the air enclosed in
the vent. It is given by mD �SL, with density of air
�, cross-sectional area S and length L of the bottle
neck.

In case of a very short neck, or no neck at all, L is an
equivalent length taking a so-called end-correction into
account. This end-correction of an open cylindrical tube
lengthens the tube at each open end by a certain dis-
tance d, which was theoretically determined by Levine
and Schwinger in [3.6] as d D 0:61R (R being the radius
of the cylindrical neck) and has later been confirmed ex-
perimentally.

In the case of sound holes we have to apply the end-
correction twice (inside and outside) and get LD TC
0:61D with thickness T of the top plate and diameter D
of the sound hole. The open area S of the sound hole
becomes SD D2�=4.

The spring is provided by the elastic air enclosed
in the cavity. A spring constant ED F=zD dF=dz is
the proportionality factor between force F and displace-
ment z or the differential quotient if F is a function of
z. The force is due to the air pressure p inside the cavity
and given by F D pS.

For ideal gases we have pV D nRT . If we compress
the air in our cavity (initial volume V0, pressure p0) by
a piston of air in the neck then the reduced volume V0�
dV will lead to an increased pressure p0C dp.

Assuming that neither the temperature nor the
amount of substance in the now reduced volume has
significantly changed we can equate the products

p0V0 D .p0C dp/.V0� dV/
D p0V0CV0 dp� p0 dV � dp dV : (3.68)

Neglecting the second-order term, substituting dV D
S dz and solving for dp we obtain

dpD p0
V0

S dz : (3.69)

For adiabatic conditions p0 must be replaced by Kp0
which equals to c2� according to (2.28).

With dF D dpSwe get the spring constant E accord-
ing to

ED dF

dz
D p0

V0
S2 D c2�0

V0
S2 (3.70)

using KpD c2� derived from (2.28).
This leads to the Helmholtz resonance

!0 D
r

E

m
D c

s
S

V0L
: (3.71)

Higher air modes cannot be explained by a single mass-
spring model but can definitely be observed in stringed
instrument bodies at frequencies where the shapes of
cavity and sound holes as well as wave propagation
inside the body can no longer be ignored. A full three-
dimensional treatment of standing waves inside the
body would be required to analyze these resonances.
For such problems there are no analytical solutions and
numerical methods have to be applied.

3.3.5 Solution for Long Ducts

It will now be shown how the three-dimensional wave
equation can be solved for the boundary conditions
given by long acoustic ducts with cylindrical or rect-
angular cross-section. The solution will not be re-
stricted to cases where wavefronts can be treated as
plane waves. Especially in horns with flaring bells the
plane wave assumption is not at all realistic and one-
dimensional approximations deviate significantly from
the reality in which we encounter internal wavefronts,
which are neither plane nor spherical.

In order to make use of an available axial symmetry,
the wave equation is formulated in cylindrical coordi-
nates. Just like any arbitrary displacement profile of
a vibrating string at a given time point can be repre-
sented by a linear combination of all possible normal
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modes (spatial superposition principle), any wavefront
inside the duct, at a certain axial distance from the open
end, and at a certain point in time, can also be described
as a weighted sum of all possible normal modes satis-
fying the local boundary conditions.

If the propagation characteristics of all normal
modes are known, the actual physical wavefront and
its propagation in space as well as its periodic fluctua-
tion in time can be described as a superposition of basic
shapes. This method is referred to as modal decompo-
sition.

The first normal mode is the plane wave. If we trun-
cate after the first mode we obtain the already-derived
plane-wave approximation. Higher modes are described
by Bessel functions of the first kind of order zero, if the
duct is straight (nodal lines must be circles). In tubes
with toroidal bends [3.7] wavefronts will also contain
normal modes described by higher-order Bessel func-
tions with diameters as nodal lines.

Here we will follow the presentation of Kemp [3.8]
for the axisymmetric case. In a similar way modal
decomposition can also be applied to get a three-
dimensional solution within a duct with rectangular
cross-section. This is the case in certain wooden organ
pipes. For this derivation please refer to [3.8].

3.3.6 Modal Decomposition

In cylindrical coordinates (r; �; z) the Laplacian opera-
tor � becomes

�D�?C @2

@z2

D
�
@2

@r2
C 1

r

@

@r
C 1

r2
@2

@�2

�
C
�
@2

@z2

�
: (3.72)

If we express pressure p and axial velocity vz using in-
finite series according to [3.9] we get the solutions

p.r; �; z; t/D
X
i

Pi.z/�i.r; �/ exp.i!t/ (3.73)

and

vz.r; �; z; t/D 1

S.z/

X
i

Ui.z/�i.r; �/ exp.i!t/ ;

(3.74)

with pressure profile Pi and velocity profile Ui of the
i-th mode along the z-axis and the profile �i orthogonal
to it. The complex-valued profiles contain the spatial
distribution of oscillation amplitudes and their initial
phases at time tD 0. S.z/ describes the geometry of

the acoustical duct by specifying the cross-sectional
area along the z-axis. Instrument makers are more ac-
quainted with the so-called bore profile defining bore
diameters instead of cross-sectional areas. But as ducts
do not necessarily need to be perfectly cylindrical, it is
better to base computations on the cross-sectional area.

We know that modal profiles along the z-axis

Pi.z/D exp.ikiz/; Ui.z/D exp.ikiz/ ; (3.75)

are sinusoidal with modal wave numbers ki. The profiles
�i across the longitudinal axis are the so-called classical
eigenfunctions obeying

�?�i D�˛i2�i (3.76)

with boundary condition @�i=@rD 0 for rD R, R being
the radius of the cylindrical duct. The eigenvalues in
the axisymmetric case are given by ˛i.z/D �i=R with
�i being the successive zeros of the Bessel function of
order one.

Substituting p from (3.73) into the wave (3.51), re-
solving the differential operator� from (3.72), dividing
by p and substituting Pi and �?�i from (3.75) and
(3.76) we can get rid of all partial derivatives and ob-
tain the relation

k2i D k2 �˛2i ; (3.77)

with the free space wave number kD !=c and and
modal wave lengths �i D 2�=ki being a function of
modal wave numbers ki.

This leads us to the interpretation that the propa-
gation of the different modes along a cylindrical piece
of duct does not differ from the plane wave case, de-
scribed by (2.42) and (2.30), yet each mode having
got its own wave number ki and its own characteristic
impedance Zc;i D˙k�c=.kiS/. If the wave number ki
becomes imaginary (for k < ˛i), exponential damping
is observed.

Equations (2.45) and (2.46), the modal projection
equations from plane 1 to plane 0, a distance d away,
can therefore be rewritten for the multimodal case as

P0;i D cos.kid/P1;iC i sin.kid/Zc;iU1;i (3.78)

and

U0;i D i sin.kid/Z
�1
c;i P1;iC cos.kid/U1;i : (3.79)

Defining column vectors P and U containing the pres-
sure amplitudes Pi with respect to the volume flow
amplitudes Ui of all modes at any cross-sectional plane
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of the duct, we can introduce a multimodal impedance
matrix Z, with

PD ZU ; (3.80)

which describes the relationship between pressure and
volume flow amplitudes of different modes at any given
position inside the duct. If the matrix Z is diagonal
then the different modes are uncoupled and no modal
conversion takes place. Otherwise energy is transferred
from one mode to another, an effect which is of partic-
ular interest at discontinuities of the duct.

The projection equations (3.78) and (3.79) can be
rewritten in matrix notation as

P.0/ D D1P.1/CD2ZcU.1/ (3.81)

and

U.0/ DD2Z�1
c P.1/CD1U.1/ (3.82)

with diagonal matrices D1.i; i/D cos.kid/, D2.i; i/D
i sin.kid/ and Zc.i; i/D k�c=.kiS/.

If these equations are substituted into (3.80) we can
(for the derivation refer to [3.8] obtain the projection
equation for impedance matrices

Z.0/ D .Z.1/C iDZc/.iDZ�1
c Z.1/C I/�1 (3.83)

with diagonal matrix D.i; i/D tan.kid/.
Assuming axisymmetric pressure distributions only,

the solution of the eigenproblem in (3.76) is

�i D
J0
�
�ir
R

�
J0.�i/

(3.84)

with J0 being the Bessel function of the first kind of
order zero.

Bruneau et al. studied a multimodal wave propa-
gation model including viscous losses [3.10]. Starting
with a lossy boundary condition he obtained complex
modal wave numbers

ki D˙
s
k2 �

��i
R

�2C
�
2k

R

�
.Im .�i/� iRe .�i//

(3.85)

with

�i D
�
1� .�i/2
.k2R2/

�
�vC �t (3.86)

with �v D .1C i/2:03�10�5pf and �t D .1C i/0:95�
10�5pf (simplified, refer to [3.8, 10].

3.3.7 Modal Conversion

While different modes in a uniform duct propagate in-
dependently of each other, mode conversion takes place
where the duct’s cross-sectional area changes. The i-
th mode after the discontinuity will be composed from
a weighted sum of all modes before the discontinu-
ity. The pressure and volume velocity mode amplitude
vectors P and U at one side of the discontinuity (cross-
section S0) are related to the corresponding vectors at
the other side (cross-section S1) by

P0 D FP1; U1 D F>U0; S0 < S1 (3.87)

and

P1 D VP0; U0 D V>U1; S0 > S1 : (3.88)

The matrices F and V for cylindrical and rectangular
ducts have been derived by Kemp in [3.8]. The results
for the cylindrical case are repeated here as

Fn;m.ˇ/D 2ˇ�mJ1.ˇ�m/

.ˇ2�m2 � �n2/J0.�m/ ; (3.89)

with ˇ D R1=R2 and F.0; 0/D 1 and Vn;m.ˇ/D
Fn;m.1=ˇ/.

From the equations (3.87) and (3.88) the projection
of the impedance matrix across a discontinuity can be
calculated as

Z0 D FZ1F>; S0 < S1 ; (3.90)

and

Z0 D V�1Z1.V>/�1; S0 > S1 : (3.91)

3.3.8 Multimodal Radiation

In [3.11], Zorumski published a numerically applica-
ble multimodal solution for the radiation impedance of
a cylindrical pipe terminated in an infinite flange.

Multimodal wave propagation in axisymmetric or
rectangular ducts has superbly been reviewed and ex-
tended by Kemp in [3.8]. Important studies of multi-
modal wave propagation have been published by Pag-
neux [3.9] and Amir [3.12].

The multimodal result for the radiation impedance
of a circular opening in an infinite baffle is repeated here

Zn;m D �c

S

�
2Z

0

sin�Dn.sin�/Dm.sin�/ d�

C i�c

S

1Z
0

cosh �Dn.cosh �/Dm.cosh �/ d� ;

(3.92)
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where

Di.�/D �
p
2�J1.�kR/�
�i
.kR/

�2 � �2
: (3.93)

In a study published by Hélie and Rodet in [3.13]
the multimodal radiation impedance was calculated for
a pulsating portion of a sphere without any solid wall or
object other than the rest of the sphere, which remains
motionless.

The resulting expression for the impedance Z as
a function of frequency f , angle of the axis of symmetry
� and mode number n is

Zn.f ; �/D�iZc�n
�
2� fr0
c0

�
�n.�0/Pn.cos �/ ; (3.94)

where

�n.�0/D Pn�1.�0/� PnC1.�0/

2
(3.95)

with r0 being the radius of the sphere, Zc D �0c0 be-
ing the characteristic specific impedance, �0 and c0 the
mass density and speed of sound, �0 being the max-
imum opening angle � at the edge of the pulsating
portion of the sphere, Pn being the Legendre polyno-
mials and �n.z/D hn.z/=h0.z/ with hn representing the
outgoing spherical Hankel functions.

1 mode
2 modes
11 modes
Experiment

0 400 800 1200 1600 2000
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Fig. 3.6 Trumpet section input impedance as calculated by
Kemp (after [3.8])

Taking multimodal propagation into account can
improve modeling of musical instruments signifi-
cantly. Even below the cutoff frequency, modal con-
version makes quite a notable difference as shown
in Fig. 3.6. Comparisons with numerical finite el-
ement method (FEM) simulations made by Amir,
Pagneux and Kergomard [3.9, 12] show good agree-
ment.
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4. Construction of Wooden Musical Instruments

Chris Waltham, Shigeru Yoshikawa

This work aims to provide an overview of why
and how wood is used in musical instruments,
primarily strings, woodwind and percussion. The
introduction is a description of the desirable prop-
erties of a musical instrument and how these relate
to the physical properties of wood. A summary
is given of the most important woods men-
tioned in this chapter, including common and
Latin names. Section 4.2 discusses the physical
properties of woods most relevant to musical in-
struments and how they relate to their biological
taxonomy and also to organology. Sections 4.3
and 4.4 are devoted respectively to woods that
make up the acoustically radiant parts of instru-
ments (tonewoods), and those whose function is
to transmit vibrations from one part to another,
or are simply structural (framewoods). Section 4.5
deals with how the wood is selected, prepared,
assembled into an instrument, and finished.
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4.1 Scope

This chapter describes the construction of wooden in-
struments from the point of view of a physical scientist
or mechanical engineer, emphasizing the role played
by the material properties of wood. While the authors
have tried to include in the discussion as geographi-
cally wide a variety of instruments as possible, their
experience and backgrounds have naturally led them
to concentrate on East Asian and Western instruments.
The rich variety of string instruments from the rest of
Asia, Africa and elsewhere, will have to await a future
study.

4.1.1 General Physical Properties
of Musical Instruments

Power Output
If we take a comfortable sound pressure level to be
60 dB and ask what isotropic acoustic power source
will provide this at a distance of 10m, the result is of
the order 1mW. This is typical of the normal range of
a trained human voice [4.1, p. 622]. For brief periods,
music may reasonably rise to 90 dB at 10m, but this
seldom happens with a single instrument.
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Section 4.3.3 shows how a typical musical box i. e.,
a guitar, can radiate 60 dB at 10m over most of its
frequency range with an application of a reasonable
force of 1N rms at the bridge. Admittance measure-
ments show that the displacement of the bridge is of
the order of 1�m at 440Hz, which is structurally quite
acceptable for a 2:5mm spruce plate.

Frequency and Temporal Response
The human ear can nominally respond to frequencies
between 20Hz and 20 kHz. However, in practice our
sensitivity is very low at either end of the spectrum and
sounds of musical importance tend to lie between about
100Hz and 5 kHz. Many instruments have the funda-
mentals of lowest notes below 100Hz, but we tend to
hear only the overtones and hear the fundamental only
by inference.

The upper limit for musical speed, even in elec-
tronic music where there are no restrictions on the
ability of the player, is about 20 notes per second.
Thirty-second notes played at ♩D 120 implies a rate of
16Hz, so each note lasts 60ms. Hence the ability to de-
fine the pitch of these notes is �f � 16Hz, which is ˙
half a semitone at middle C (262Hz). In other words,
faster notes would have no well-defined pitch.

The speed limit puts a limit on the maximum Q of
the completed instrument;QD  f0� , where � is the de-
cay time. For � of 0:06 s and middle C (262Hz), Q .
50. For the wooden boxes of string instruments, a Q of
20 or 30 is typical and the need for resonances to be
close enough together not to leave big gaps in the radi-
ation gives a similar restriction (Sect. 4.3.3).

4.1.2 Why Wood?

In spite of all recent advances in materials science,
wood remains the construction material of choice for
the majority of all musical instruments worldwide. Ta-
ble 4.1 lists all the material properties discussed in
this chapter, and gives values for three woods common
in musical instruments (a softwood, a hardwood and

Table 4.1 Vibroacoustic properties of wood, plastic and metal bars (after [4.2, 3]). For orthotropic wood, E refers to EL,
G refers to GLR, and c to cL i. e., properties in the direction of the grain

Property Sitka spruce Amboyna Bamboo Acrylic Aluminum
Density � (kg=m3) 470 870 700 1200 2700
Young’s modulus E (GPa) 12 20 15 5:3 71
Shear modulus G (GPa) 1:1 1:6 1:3 1:9 27
Elastic modulus ratio (E=G) 11 12:5 11:5 2:8 2:6
Quality factor (Q) 131 155 140 17 980
Sound speed (in bar) c D p

E=� (m=s) 5100 4800 4600 2100 5130
Wave resistance �c (MPa s=m) 2:4 4:2 3:2 2:5 13:8
Vibration parameter c=� (m4=kg=s) 11 5:5 6:6 1:75 1:9
Transmission parameter cQ (105 m=s) 6:7 7:4 6:4 0:36 50:3
Acoustic conversion efficiency cQ=� 1420 855 920 30 1860

a monocot) and compares them to a plastic and a metal
(acrylic and aluminum). Some distinguishing features
of woods and metals can immediately be seen, and the
reasons for and consequences of these numerical differ-
ences will be examined.

Let us briefly consider why wood is selected as the
material for string instruments. Wood was certainly one
of the few options available to builders in preindustrial
times, but despite extensive research into alternatives in
the last hundred years or so, it shows no sign of being
displaced. In any case, material scientists are looking
to improve secondary characteristics like durability and
uniformity while reproducing the primary vibrational
properties of, typically, Sitka spruce [4.4]. A look at
the Table 4.1 gives some clues. The first is weight; the
mass of a given plate scales as �=c [4.5], so a 70 g
spruce violin top would have to be replaced by a 440 g
acrylic top or a 400 g aluminum one, either of which
would make for a very heavy instrument. The second
parameter that stands out is the quality factor; acrylic
is much less resonant than most woods, and aluminum
much more resonant. The basic considerations outlined
in Sect. 4.1 indicate the desirability of the intermedi-
ate quality factors of wood, and this is explored later in
Sect. 4.3.3.

In Table 4.1 Sitka spruce (used for the top plate
of the violin and guitar) and amboyna wood (used
for the body and neck of the shamisen, a Japanese
three-stringed instrument) are shown as representatives
of tonewoods and framewoods respectively. Bamboo,
particularly Japanese madake, is traditionally used for
the body of the shakuhachi, nohkan (noh flute), shoh,
hichiriki, and other Asian woodwind and percussion
instruments.

4.1.3 Summary of Woods

The nomenclature of woods is often confusing. Ta-
ble 4.2 lists all the woods discussed in this chapter,
along with binomial and other common names, and ex-
amples of musical uses.
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Table 4.2 Summary of woods discussed and their nomenclature. H D hardwood, SD softwood, MD monocot

Common name Type Binomial name Other names Native Musical use
Amboyna H Pterocarpus indicus Padauk, rosewood Southeast Asia Shamisen body,

marimba bars
Bamboo (Japanese) M Phyllostachys bambusoides Madake Japan Shakuhachi etc.
Boxwood H Buxus sempervirens Tsuge Biwa plectrum,

marimba mallet
Cypress (Japanese) S Chamaecyparis obtusa Hinoke Central Japan Stage floor, Noh
Ebony H Diospyros Kokutan West Africa,

South Asia
Clarinet

Grenadilla H Dalbergia melanoxylum African blackwood Africa, dry Clarinet, oboe
Maple (Japan) H Acer palmatum Kaede Japan
Maple (Norway) H Acer platanoides Temperate zone Violin family back,

ribs
Maple (Sycamore) H Acer pseudoplatanus Central Europe,

Southwest Asia
Magnolia (Japan) H Magnolia obovata Hohnoki Japan Biwa fret
Mulberry H Morus alba Kuwa East Asia Biwa body
Padauk H Pterocarpus soyauxii Africa Marimba bars
Paulownia H Paulownia tomentosa Tung, kiri China Eastern soundboards
Pernambuco H Guilandia ecbinata Brazil Violin bow
Rosewood (Brazil) H Dalbergia nigra Jacaranda Brazil Guitar back, ribs,

marimba bars
Spruce (Norway) S Picea abies Northern temperate,

high
Western soundboards

Spruce (Sitka) S Picea sitchensis Canada pacific coast Western soundboards
Zelkova (Japan) H Zelkova serrata Keyaki E.Asia Wa-daiko

4.2 Physical Properties of Wood

4.2.1 Stiffness, Density, Damping,
and Orthotropy

Wood is an orthotropic material; its elastic and strength
properties are dependent on the direction of the force
with respect to the grain. The natural coordinate system
is radial (R), longitudinal (L) and tangential (T). The
elastic properties are defined by 12 constants, nine of
which are independent: three moduli of elasticity (Ei),
three shear moduli (Gij, i¤ j), and six Poisson ratios �ij

(related by �ij=Ei = �ji=Ej for i¤ j) [4.6, Chap. 5-2].
Elastic moduli have been shown to be constant enough
in the audio frequency range to be characterized by sin-
gle numbers [4.7]; however they do vary from sample
to sample and also with moisture content (and therefore
age).

Wood for Western instruments is invariably quarter-
sawn (in contrast to some Asian instruments, see
Sect. 4.5.2) i. e., the face of the instrument is the ra-
dial plane. This gives the largest bending strength of any
orientation, as ET is usually the smallest of the elastic
moduli.

Tabulations of Q for wooden bars in the L-
direction exist in a venerable work by Barducci and
Pasqualini [4.8] and more recently by Bucur [4.9].
Details of how to make a full measurement in all ori-
entations are given byMcIntyre andWoodhouse [4.10],
including how to average orthonormal values for com-
plex mode shapes involving movement in both direc-
tions. Norway Spruce is given as an example, in which
case, Q in the L-direction was 140, while that in the R-
direction was in the 40s.

Although often quoted to three significant figures,
Q varies with sample and also with frequency. The
loss factor is often assumed to be independent of fre-
quency [4.5], but in a 1950 paper, Fukada [4.7] showed
that woods from conifers often displayed a maximumQ
at around 1 kHz, dropping off by tens of percent below
200Hz or above 3 kHz, while some hardwoods showed
aminimum value ofQ in the few kHz range. The quality
factor Q measures the dissipation of vibrational energy
by the internal friction of material. Since cellulosic mi-
crofibril is highly crystalline in tone woods, they have
high Q in general.
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We will now turn to a discussion of the classi-
fication of wood by cellular structure i. e., softwood,
hardwood, monocot. As it happens, these cellular dis-
tinctions mostly, but not always, coincide with the
distinction between tone and frame woods. Notable
exceptions are paulownia, a soft hardwood, widely
used in Asia for string instrument soundboards, and
yew, a hard softwood, once used for harp frames.
Also included here is a brief discussion of plywoods,
whose use is not confined to cheap student instru-
ments.

4.2.2 Classification Wood
by Cellular Structure

Softwoods
Softwoods come from a group of seed-producing trees
called gymnosperms (which are most often, for the pur-
poses of our discussion, conifers). They are the most
primitive of woods and have the simplest cellular struc-
ture. The vast majority of cells, the tracheids, run in the
longitudinal direction, with the occasional resin canal
running in the radial direction [4.11, p. 14]. This struc-
ture gives softwoods a markedly anisotropic elasticity,
with EL=ER typically 10 and EL=ET typically 25 [4.6,
Chap. 5-2]. The quality factor in the radial direction
is often very much smaller than that in the longitudi-
nal.

Hardwoods
Hardwoods come from a group of flowering trees called
angiosperms. Their longitudinal cells come in two main
forms, the larger pores and smaller fibers, and radial ray
cells are much more abundant than in softwoods [4.11,
p. 14]. This structure gives hardwoods a less anisotropic
elasticity than softwoods, with EL=ER typically 7 and
EL=ET typically 20 [4.6, Chap. 5-2].

Composite Woods
The most common composite wood used in musical in-
struments is plywood. This layered composite consists
of sheets of wood with different grain orientations and
it therefore has more isotropic properties than single
pieces of wood. Plywood is used for the soundboards of
small harps (where strength is an issue due to the ten-
sion of the strings), some of high quality, and the backs
of cheaper guzhengs.

The veneer on spruce harp soundboards may be
considered as a form of plywood as the veneer grain
runs longitudinally i. e., perpendicular to the transverse
soundboard grain. This orientation is to prevent crack-
ing of the glue joints in the multipiece soundboard. The
effect is to reduce the longitudinal-radial anisotropy of
the spruce by a factor of three [4.12] i. e., EL=ER from

12 to 4. In addition the quantity of glue used in the
bonding needs to be minimized, as a typical 100 g=m2

layer (Q� 5) will decrease the overall Q of the sound-
board by 25% [4.13].

Monocots
Monocots also come from flowering trees, and the
only variety significant in musical instrument making
is bamboo, which is widely used in Asia for the tubu-
lar body of woodwinds and for the vibrating plates of
percussions. The bamboo culm is divided quasiperi-
odically by nodes, one of which forms a solid cross
wall and is called the diaphragm. The internodes have
a culm wall surrounding a large hollow cavity, called
a lacuna. The culm consists of about 50% parenchyma,
40% fibers, and 10% conducting cells (vessels and sieve
tubes) on average [4.14]. The polylamellated wall struc-
ture of the culm fibers (vascular bundle sheaths) results
in an extremely high tensile strength. Bamboo culms
have no cambium, and no radial cell elements (such as
rays in trees) exist in the internodes. Bamboo is there-
fore quite different from other woods (although both
natural materials have orthotropic properties) and also
from isotropic materials such as metals and man-made
polymers [4.14]. Similarly to wood, the longitudinal
axis of bamboo is parallel to the fibers along the
culm, the radial axis is perpendicular to the culm cir-
cumference, and the tangential axis is along the culm
circumference.

4.2.3 Classification of Acoustic Woods

The most acoustically important properties of wood
appear to be the elastic constant EL, the density �,
the anisotropy EL=ER and some measure of the damp-
ing, e.g., Q. Several ways of combining these quanti-
ties have been proposed to select acoustically useful
woods, and to distinguish between woods best suited
to soundboards (tonewoods), ribs and backs (frame-
woods), bows, woodwinds etc.

Consider the material properties listed in Table 4.1.
The longitudinal sound speed is almost the same in
dry woods, bamboo, and even metals, which implies
a strong correlation between EL and �. Wegst plots EL

versus the loss coefficient and finds no clear correlation
between these two quantities [4.15, Fig. 5]. However,
a group of woods with high EL (20�40GPa) includes
those favored for violin bows, and if the quality factor
is high enough, woods for xylophone bars. Soundbox
woods appear at lower EL (centered around 12GPa),
with those for soundboards having low loss and those
for ribs/backs higher loss. Woods favored for wind in-
struments are not distinguished from soundboardwoods
on this plot.
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Several authors starting with Schelleng [4.5] have
discussed the importance of the ratio c=�, variously
called the vibration parameter [4.2], or since the vi-
bration of a wood plate radiates sound, the radiation
ratio [4.16, 17] and sound radiation coefficient [4.15].
Schelleng derived c=� by supposing that both the stiff-
ness and the inertia of two plates should be the same if
their vibrational properties are to be the same. The ra-
tio c=� for Sitka spruce is six times higher than that for
aluminum, and twice that for amboyna, which is typical
of the ratio between tone and framewoods [4.15].

The low density of woods and bamboo compared to
metals gives a low wave resistance �c and a high vibra-
tion parameter. A lower wave resistance means a better
coupling to the surrounding air. The low wave resis-
tance of Sitka spruce (and its European counterparts)
2:4MPa s=m makes it ubiquitous in the soundboards
of Western string instruments. Paulownia has an even
lower value [4.2] (1:4MPa s=m) and is common in
Asian instruments. The higher �c of amboyna wood
causes higher reflection of sound within the instrument
body, suggesting it as a good frame material in string
instruments.

The acoustic conversion efficiency (ACE) proposed
by Yankovskii [4.25] has also been used to characterize
acoustic materials [4.22, 26]. This ACE is the ratio of
acoustic energy radiated from a beam to the vibration
energy of the beam and is proportional to cQ=�. How-
ever, cQ and � are fairly independent of each other for
a wide variety of woods, so one of the current authors
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Fig. 4.1 Classification diagram of traditional woods for string instruments and for other instruments. �: tonewoods for
the soundboard; ı: framewoods; �: traditional wood for the Satsuma biwa; �: traditional woods for other instruments
(after [4.2, 15, 18–24])

(Shigeru Yoshikawa) proposed using cQ (see (4.7) in
the Appendix for physical meaning) as a measure for
distinguishing tone and frame woods [4.2].

In Fig. 4.1 cQ is plotted against �=c, the recipro-
cal of the vibration parameter, which may be called
the antivibration parameter. A clear separation is seen
between tonewoods (paulownia, Sitka spruce, and Nor-
way spruce) and framewoods (Brazilian/Rio rosewood,
amboyna wood, Japanese and Norway maple). Also
included in Fig. 4.1 are a selection of other woods: mul-
berry (Japanese kuwa, Morus alba) for the best quality
Japanese lutes (Satsuma biwa) [4.2, 20]; ebony [4.18]
and grenadilla [4.21], which are used for the best qual-
ity clarinet bodies; pernambuco [4.15, 16, 19] for violin
bows; zelkova [4.20, 27] for the shells of Japanese
big drums (wa-daiko); bamboo for shakuhachi bod-
ies [4.15, 23, 24]; and Japanese cypress [4.27] for the
stage floor for Noh plays (the percussive sound of the
player’s stamping feet is an important element in these
plays). These woods have different physical properties
that cannot be explained well by the quality criteria for
string instrument woods, though Japanese cypress and
zelkova can be excellent substitutes for Sitka spruce
and Japanese maple respectively. Mulberry, ebony and
grenadilla are very heavy and hard, and show very low
vibration transmission. Pernambuco is also heavy, but
shows very high vibration transmission. Bamboo shows
characteristics in between tonewoods and framewoods,
and has been proposed for several applications to musi-
cal instruments [4.15].
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4.3 Tonewoods

The purpose of tonewoods is to radiate sound. In this
section we will examine acoustic radiation from vibrat-
ing wooden bars, plates and boxes.

4.3.1 Bars (Idiophones)

The most straightforward uses of tonewoods are in
the idiophone family. Bars of wood, not naturally har-
monic, are shaped to have an overtone structure with
a definite pitch [4.28]. The bars serve as their own radi-
ator, sometimes with the assistance of sympathetically
resonating tubes, as in the marimba.

Wegst’s classification scheme [4.15] shows woods
favored for idiophones have higher E, higher � and con-
sequently higher Q than woods used for soundboards.
The reason for this is partly because the input energy
comes from a single impulse and is not sustained by
a string, and partly because the wood has to be hard
to avoid damage from the mallet. As the sound comes
from weakly radiating bending modes the bars have to
be struck sharply. Typical woods for the bars are rose-
woods (genus dalbergia) and padauk, while the very
hard boxwood makes for good mallets.

Bork [4.29] gives the following expression for T60,
the time it takes a sound to decay to a level of 60 dB
below its peak

T60 D 2:2

� f
: (4.1)

A typical loss value for a marimba bar �� 0:005 so
a well-suspended middle-C bar will have T60 � 2 s.

4.3.2 Plates

Few musical instruments have simple plates as their
acoustic radiators. A notable exception is the piano
which has a two-dimensional soundboard that is large
enough to avoid acoustic short-circuiting between the
two sides. However, the behavior of plates is an impor-
tant step to understanding soundboxes.

In Fig. 4.2, tap tones from sample plates of Sitka
spruce, maple and aluminum are analyzed in the fre-
quency domain in 1=3 octave bands [4.3]. The ordinate
Pm indicates the maximum pressure level in each 1=3
octave band from 25Hz to 20 kHz. Several peaks and
troughs of Pm depend on the sample size. Although
Sitka spruce and maple show the strongest response
around 1 kHz and similar response below 1 kHz, the
response of Sitka spruce is much weaker than that of
maple above about 3 kHz. This weaker radiation of
Sitka spruce in higher frequencies seems to be pre-

ferred as tonewood because the auditory emphasis of
lower frequencies is desirable to the pitch sensation in
Western music. In contrast to Sitka spruce and maple,
aluminum shows much weaker response below 1 kHz
and much stronger response above 3 kHz. This charac-
teristic of metal is generally unwelcome in Asian and
Western music.

A large difference of radiation characteristics be-
tween wood and metal at higher frequencies (above
around 2 kHz in Fig. 4.2) is attributed to the relative
strength of shear and bending deformations in flexu-
ral vibrations. As the frequency of the flexural vibration
increases, the shear deformation component in the flex-
ural deformation increases in wood, but the bending
deformation component is still dominant in isotropic
materials like metals. The shear effect, which is indi-
cated by higher values of elastic modulus ratio E=G
(D EL=GLR in wood) in Table 4.1, causes an apprecia-
ble increase of loss factor � in higher frequencies [4.3].
Although E=G of the Sitka spruce example shown in
Table 4.1 is lower than that of the amboyna wood ex-
ample, Sitka spruce can often have a much higher value
(> 15) than that of amboyna wood (which can be <
8) [4.3]. The stronger shear effect of Sitka spruce than
in maple and aluminum seems to be relevant to sound
radiation from the soundboard because its low-pass fil-
ter effect with a cutoff frequency of about 2 kHz tends
to lend the radiated sound a desired softness [4.30].

Although it is difficult to determine the frequency
spectrum of plate radiation, the frequency fB (in Hz)
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Fig. 4.2 Acoustic radiation characteristics of tap tones
from the sample plates (105�105�2mm Sitka spruce and
maple) and bar (105� 16� 2mm aluminum). Peak sound
pressure levels are shown in 1=3-octave bands (after [4.3,
Fig. 12])
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of a bending wave in a thin uniform plate is given
by [4.31]

fB D 0:0459 hcLk
2
n (4.2)

cL D
s

EL

�.1� 
2/ ; (4.3)

where h is the plate thickness, cL is the longitudinal
wave velocity in an infinite plate, 
 is Poisson’s ra-
tio, and kn is the wave number corresponding to the
normal modes of vibrations that depend on the bound-
ary conditions of the plate. Therefore, h (as well as
� and E) is important to determine the vibrational
properties of woods, particularly of tonewoods. The
thinness of the top plate in the violin, cello, and guitar
largely contributes to decrease their resonance frequen-
cies [4.20]. Also, the mechanical input impedance Zm
of a thin infinite plate (the ratio of force to the nor-
mal velocity of the plate at the driving point) depends
on the plate thickness as well as the characteristic
impedance �c. For bending waves in an infinite plate,
Zm is surprisingly a real, frequency-independent con-
stant [4.32]

Zm D 4p
3.1� 
2/�ch

2 : (4.4)

Plate thickness is important to meet two conflicting
requirements. Sufficient vibratory energy must be
transmitted from the string to the soundboard to pro-
duce an audible tone, but at the same time, the energy
should not be transmitted so rapidly that the string
vibration dies down quickly producing an unmusical
thud [4.33]. In order to achieve high sound quality,
the mechanical impedances of the strings and the
soundboard must be controlled very carefully in string
instruments [4.15]. In the violin, a bridge stands on the
top plate and forms a termination of the strings. Since
the bridge is usually made of maple, its impedance
is considerably higher than the top plate impedance.
However, a careful design of bridge geometry (pattern,
shape, and thickness) realizes a desirable impedance
range of the bridge that joins the strings and the top
plate to create excellent sound quality of the violin.
At the same time, very subtle thickness adjustments of
the top and back plates are essential to create the tonal
excellence as easily inferred from (4.4).

4.3.3 Boxes (String Instruments)

Although vibrating strings are necessary to define the
fundamental frequency and overtone series of an instru-
ment, the acoustic power output of a vibrating string

itself is far too low to be of any practical use. Hence
string instruments need a radiator, a soundbox, which
usually takes the form of a thin wooden shell with a hole
or holes.

Any solid structure has resonant frequencies of its
own, and a string instruments radiation is a product of
the string modes and the modes of the soundbox. These
modes should be spaced close enough together to al-
low all possible string frequencies to radiate. There are
particular constraints of the quality factors of the box;
the damping should be low enough that the box can
resonate, but no smaller than that which would give
a 3 dB bandwidth of about one semitone (the interval
of which is about 6% in frequency; Q� 1=0:06D 17).
Tonewoods have natural Qs well in excess of 20, even
in the radial direction (Sect. 4.2), leaving room for
other wall-surface losses and, of course, radiation loss
to depress the overall value. It is important to note that
often the only Q-factor quoted in the literature is for
bending waves traveling in the longitudinal direction of
the grain, whereas the losses of two-dimensional (2-D)
plates are often dominated by the Q-factor in the radial
direction, which is typically a factor of four lower.

Boxes provide fairly regularly spaced modes. For
a plate of area S, thickness h and sound speeds cx and
cy in each of the orthonormal directions, the mean fre-
quency interval �f is as follows [4.34, p. 587]

�f �
p
cxcyh

1:5S
: (4.5)

This equation yields values of 73 and 108Hz for
violin top and back plate dimensions respectively. For
real violin plates, the bass end of the frequency spec-
trum is blocked by the curvature [4.34], which makes
for a larger spacing. The bracing of a guitar top plate
has the same function.

Firth [4.35] notes that for the clarsach, a small Scot-
tish harp, the modes of the bare soundboard are about
50Hz apart. This spacing grows to about 100Hz with
the addition of the stiffening string bar (which goes
a long way to removing the effect of the anisotropy
of the soundboard wood), and then to almost 200Hz
for the completed soundbox. Comparable values were
found for a modern concert harp soundbox [4.36].

Mechanical Efficiency
The basic scaling laws of plate vibrations [4.5] and
their radiation efficiency [4.37, p. 156] mean that for
a given fundamental plate frequency the power radi-
ated by a plate for a given input force falls with plate
size. In his study of the guitar, Davis points out that the
size of instruments is limited by how thin the plates can
be made [4.38], and in the case of spruce this is about
2:5mm.
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It has been noted [4.38] that most string instru-
ments have their two lowest resonances tuned to the
fundamental frequency of the lowest string and approx-
imately a factor of two (one octave) above that. For
instruments as diverse as the guitar, violin, oud and
ruan, these two resonances result from the coupling of
the lowest soundboard resonance with the Helmholtz
resonance of the air in the soundbox. (Although this
is not true of the harp, whose lowest strings are tuned
much below the principal resonances of the sound-
board [4.36]).

The guitar has a particularly simple low-frequency
resonant structure, which makes it a useful instrument
to study as it is the low frequencies that most char-
acterize the voice of an instrument. The two lowest
resonances lie at around 100 and 200Hz [4.39]. The
air resonance at 100Hz is almost the lowest found in
Western instruments (except for the double bass, whose
air resonance is at 60Hz [4.40]). The structure of these
modes can be understood in a simple way: for the lower
mode the top plate and the air in the soundhole move
in antiphase, while for the higher mode the top plate
and the air move in phase (Fig. 4.3). Both modes are
significant radiators and they contribute much to the
character of the guitar sound. The octave gap between
them is large, however, and between these modes, the
soundboard admittance drops 50 dB. This would cause
a detrimental gap in the radiation between the two reso-
nances if that were the end of the story. However, there
is a phase flip between the two modes that prevents to-
tal cancellation in regions between them, caused by the
fact that at low frequency, if one pushes down on the top
plate, air will come out of the soundhole [4.41]. The
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Fig. 4.3 Guitar radiativity and bridge
admittance. The principal air-mode
occurs at 100Hz; the principal
wood-mode occurs at 200Hz. Higher-
order plate and cavity modes above
200Hz have relatively low radiativity
compared to the bridge admittance

result is only a 20 dB drop in radiativity (sound pres-
sure at a specified distance divided by input force), one
which the ear can accommodate without apparent diffi-
culty.

The other advantage to having a soundhole is that
it puts the lowest radiating mode in a frequency range
that would otherwise only be accessible with a very thin
soundboard [4.38].

The quality factors for the two guitar modes are
around 20, and the similarity is noteworthy consid-
ering that the balance of losses in the tonehole and
viscoelastic losses in the wood are different for the two
modes. Models and measurements show that the ra-
diation efficiency (acoustic power radiated divided by
mechanical power input at the bridge) at low frequen-
cies is about 30% [4.39]. Schelleng [4.42] gives a very
similar value for the violin. Daltrop et al. [4.36] find Q
for the lowest primary modes of a concert harp to be
about 20.

At higher frequencies the acoustic efficiency drops
off as higher-order modes in the guitar plates cause
acoustic short-circuiting that occurs when the wave-
length in the plates is much smaller than the wavelength
of the radiated sound. However this is not as critical as
the low-frequency efficiency. For one thing, human ears
work much better at high frequencies than at low. Sec-
ondly the density of soundbox resonances tends to be
fairly constant in Hz across a wide frequency range –
typically a few tens of Hz for a guitar. In contrast the
frequency space between musical notes spreads out at
high frequencies, so the chance of all the partials of
a note falling between the cracks of soundbox radiativ-
ity is much reduced at higher frequencies.
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4.3.4 Examples of Tonewoods

Spruce (Softwood, Tonewood)
There are many different species of spruce; those of
most interest musically are Norway spruce from north-
ern Europe and high-altitude central Europe, and Sitka
spruce (Fig. 4.4) from the Pacific coast of southern
Alaska down to the tip of northern California. Old
growth from slow-growing areas is favored for its tight,
straight and even grain. Spruce selected for instruments
has low density and high Q, and its large anisotropy
(EL=ER in excess of 10) is particularly important in
the low frequency breathing modes (A0, C2 and C3)
of the violin family (see note on mode nomenclature
in [4.43]). In fact the anisotropy is enhanced by the bass
bar, which adds longitudinal stiffness while allowing
transverse flexibility. In the case of modern harp sound-
boards, the anisotropy is less important than the other
qualities, and is actually reduced by the addition of ve-
neer and harmonic bars [4.12, 44].

Maple
(Hardwood, Tonewood and Framewood)

Maple comes in many different varieties, all of the
genus Acer. North American maple is often broadly de-

10 mm

a)

b)

Fig. 4.4a,b Violin tonewoods. (a) Straight-grained Sitka
spruce for top plate. (b) Centerline of matched two-piece
curly maple back plate; note the wavy horizontal grain, the
vertical rays and the alternating light-dark pattern along
and across the centerline

scribed as hard and soft. Extreme examples listed in
the Forest Products Laboratory Wood Handbook [4.6,
Chap. 5-5] are the hard sugar maple (Acer saccha-
rum) and the soft silver maple (whose binomial name
is confusingly Acer saccharinum). Sugar maple has
similar properties to the maples shown in Fig 4.1 and
silver maple has 75% of the density and 56% of the
EL of sugar maple. Hard varieties are preferred for
musical instruments, and their mechanical properties
sit at the intersection between tonewoods and frame-
woods.

As maple sits at the intersection between tone- and
framewoods, it is possible to make an entire instrument
out of it e.g., a gothic harp [4.45]. However, maple
is most renowned for its use in members of the vio-
lin family. The material of choice for violin backs and
ribs is curly maple, variously known as tiger, flame
and most obviously, fiddleback maple (Fig. 4.4). The
names do not refer to a distinct species but to the rip-
pled formation of the grain, which makes for singularly
beautiful patterns when varnished, patterns that alter
with light direction. Ghemeziu and Beldie [4.9] note
that curly maple Acer pseudoplatanus has a lower den-
sity and higher EL=ER ratio than straight-grain Acer
pseudoplatanus. However the reasons for its choice are
aesthetic and not mechanical. It is certainly not cho-
sen for ease of working; the constantly varying grain
direction makes planing and carving problematic, as
a less-than-perfectly sharp blade will scoop out chunks
of wood and ruin the surface.

Paulownia (Hardwood, Tonewood)
Paulownia (Japanese kiri) is a hardwood species, but
it is rather lighter (around 250 kg=m3) than most soft-
woods. Its anisotropy is very high (EL=ER � 48, the
value of ER D 0:134GPa was measured at Tsukuba
University [4.46]). However, the elastic modulus ra-
tio EL=GLR � 10�12, less than that for Sitka spruce
(EL=GLR � 20). A very high value of EL=ER may be
explained as follows: In general, the EL of a honey-
comb material is proportional to its density while ER

is proportional to �3 [4.47]. Consequently the EL=ER

ratio should be proportional to ��2. Since EL=ER of
spruce (�� 450 kg=m3) is usually 10�20, the very high
EL=ER of paulownia becomes understandable when its
low density is considered.

Paulownia is widely used in Asian string instru-
ments e.g., the Japanese long zithers, koto and soh
and the Chinese guzheng and yueqin (Fig. 4.5). In
general, thinner cell wall, that is, lighter wood gives
higher dimensional stability. This is because the dimen-
sional change of wood is dominated by the swelling
and shrinkage of the wood cell wall (thicker cell wall
tends to cause the dimensional change). Therefore, the
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Fig. 4.5 Paulownia soundboard of a yueqin

very fine cell wall of paulownia prevents the distor-
tion and warp caused by humidity change. This makes
precise and delicate workmanship possible for musi-
cal instruments as well as for furniture. In addition,
paulownia consists of consecutive small and individual

spaces (called the apotracheal parenchyma cells or the
tylosis structure), which can yield the smallest density
and the dehumidification.

Paulownia can be given a very smooth surface,
which makes it suitable for the sliding of bridges (called
ji in Japanese) on the top plates of kotos, guzhengs
and the Korean gayageum when a chord change is re-
quired during the performance [4.48]. The koto strings
are plucked with small plectra worn on three fingers
(the thumb, index and middle) of the right hand. Be-
cause this plucking is not so strong and the koto body
is very large and long, the material must support vi-
bration well to maintain the sound. Both the highly
resonant nature and high anisotropy of paulownia seem
to be relevant requirements. In addition, it is observed
that harmonics higher than 10 kHz usually appear in
koto sounds [4.48]. This may be because small and
hard plectrums made of ivory are used for the pluck-
ing instead of the player’s fingernails. This type of
high-frequency emphasis in the koto yields a sharp im-
pression at the attack transient. This tonal characteristic
may be supported by low EL=GLR value (about 10)
of paulownia in comparison with high EL=GLR value
(about 20) of Sitka spruce, which produces the high-
cut filter effect above 3 kHz (Fig. 4.2). It should be also
noted that paulownia is better than spruce in both vi-
bration (radiation) and transmission properties and that
paulownia is a material quite the opposite to mulberry
used for the Satsuma biwa (Fig. 4.1).

Paulownia was traditionally used to make wooden
chests for clothes and safe boxes for valuables. Such
chests are now themselves very valuable.

4.4 Framewoods

The way framewoods are used in woodwind, string in-
struments and membranophones is quite different, so
these cases will be considered separately.

4.4.1 Woodwind Instruments

Since the sound of woodwind instruments is produced
by the resonance of the air column enclosed by the
instrument body, the body wall material is not primar-
ily important from the acoustical viewpoint. Strength,
lightness and dimensional stability are obviously nec-
essary however, and makers and players of woodwind
instruments have strong preferences for certain woods.
For example, bamboo has been used for longitudi-
nal end-blown flutes, Japanese shakuhachi and Chinese
xiao (Fig. 4.6), and grenadilla has been used for the clar-
inet and the oboe.

Bamboo (Monocot, Framewood)
As shown in Table 4.1 and Fig. 4.1, physical and
acoustical properties of bamboo are between those of
tonewoods and framewoods. However, the properties of
bamboo significantly vary from the inside to the out-
side of the culm wall. For example, the density ranges
from about 600 kg=m3 at the inner regions that con-
tain a small amount of fibers (about 15%) to about
1000�1200 kg=m3 at the outer surface that contains
large amount of fibers (about 60%) [4.15, 23]. The
variation of EL and tensile strength with position in
culm wall is almost correlated with that of density.
The value of E varies from about 5GPa at the inside
to about 17GPa at the outside [4.23]. Also, the in-
nermost and outermost surfaces of the culm wall are
formed by heavily thickened and lignified parenchyma
cells (called the pitch ring) and by the cortex with
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Fig. 4.6 Photos of a Chinese xiao (made of ivory-like ma-
terial imitating bamboo nodes, 58:6 cm long, E[4) and
a Japanese shakuhachi (made of bamboo called madake,
69:5 cm long, B[3, manufactured by Johzan Iso (b. 1929))

Fig. 4.7 Violin peg turned out of ebony. Ebony can be ma-
chined with a sharp edge, as can be seen in the detailing

a wax-coated layer (called the epidermis) respec-
tively [4.15].

Bamboo is readily available in Asia, and its fully
dense and fibrous outermost surface is probably suited
for woodwind body and playability. In addition, the
thick root end of bamboo, which is used to make the
shakuhachi, strengthens the wall rigidity. On the other
hand, slender dark-stained bamboo pipes are usually
used for free-reed mouth organs (Chinese sheng, Ko-
rean saeng, Japanese sho, and Indonesian khaen) [4.49].
The much smaller diameter of these organ bores proba-
bly supports the wall rigidity.

Grenadilla, Ebony (Hardwood, Framewood)
The lower right-hand end of Fig. 4.1 (weak vibration
generation and transmission, and high �=c) indicates
woods suited for reed instrument bodies, which are
subjected to high acoustic pressures in the bore. Hard-
woods such as grenadilla and ebony have been tradi-
tionally used for the clarinet and oboe bodies. Phys-
ical properties of grenadilla (�D 1280kg=m3, EL D
15:9GPa, and QD 137) [4.21] give very low lon-
gitudinal sound speed cD 3520m=s. On the other
hand, grenadilla shows very high shear modulusGLR D
3:1GPa (Table 4.1). Grenadilla trees often grow in very
gnarled and twisted shapes, and its grain is frequently
interlocked. Such interlocked grain probably yields low
sound speed and high shear modulus (low elastic mod-
ulus ratio EL=GLR) [4.50].

Ebony has an almost invisible grain, and is easy
to machine to fine tolerances and with sharp edges,
a feature crucially important for the toneholes of wind
instruments. The wood can be polished to a fine finish
without varnish (Fig. 4.7). Because it is a hard-wearing
wood, ebony also finds use for violin pegs and finger-
boards.

4.4.2 String Instruments

The purpose of framewoods in string instruments is pri-
marily to create a box around the top plate (or both
plates, where both are prominent radiators as in the case
of the violin family, or the guzheng).

Mulberry (Hardwood, Framewood)
The Japanese Satsuma biwa, which is almost com-
pletely made of mulberry, is a unique string instrument
judging from the position of mulberry in Fig. 4.1. Mul-
berry lies far off the quality criteria for Western string
instruments, given by the two regression lines. It lies
in between Norway maple and ebony, and has a very
high value of the antivibration parameter and a very low
value of the transmission parameter. However, the poor
vibrational properties of mulberry seem to match the
playing style of the Satsuma biwa, in which the string is
strongly struck with a large triangular wooden plectrum
(bachi in Japanese) made of hard boxwood. Striking the
Satsuma biwa strings yields very characteristic impact
tones because the top plate, which has low resonance, is
simultaneously struck by a stroke of a large plectrum. It
is very important that a mechanism has been invented
to compensate for the poor resonance of the mulberry
body. The mechanism, called the sawari (meaning gen-
tle touch), allows the strings to vibrate against the neck
or frets, emphasizing high frequencies [4.20, 48]. The
biwa frets are very wide compared to those of the gui-
tar and are usually made of hard magnolia (Japanese
hohnoki, Magnolia obovata) to generate the subtle
sawari effects. A few variants of this sawari are seen as
jawari (in Hindi) on the Indian sitar and tambura, and
as brays on medieval and baroque harps [4.51].

Pernambuco (Hardwood, Framewood)
Pernambuco shows values of antivibration parameter
a little higher than that of Brazilian rosewood, but shows
values of transmission parameter much higher than that
of Brazilian rosewood. This extraordinarily high cQ
suggests the property necessary to the violin bow.

4.4.3 Membranophones

Wood frames (or shells) for drums generally have
negligible effects on the sound from the membranes
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stretched with high tension at both sides. However, we
will consider one case where the frame is tonally im-
portant, that of the Japanese drum.

Zelkova (Hardwood, Framewood)
It is well known that the most suitable shell material for
a Japanese traditional wooden drum (called wa-daiko,
where wameans Japan and daiko or taikomeans drum)
is keyaki (zelkova). Although that reason is not clear,
it is said that zelkova has a kind of toughness (or vis-
cosity). In Fig. 4.1 zelkova is plotted very closely to
maple. However, Japanese maple is never applied to
the wa-daiko shell. A physical or acoustical parameter
should be explored to represent the above toughness of
wood.

According to Ono et al. [4.52], a sharp peak is de-
tected in the tap tone of the shell of a keyaki wa-daiko at
360Hz when the membranes are stretched, but that peak
is shifted to 260Hz when the membranes are removed.
This result shows that the shell of a keyaki wa-daiko
is elastically deformed during the attachment of mem-
branes with high tension. Ono explains that a material
with a large EL or c exhibits high elastic deformabil-
ity. However, Norway spruce and paulownia, which are
not used for drum shells, have a very large c value of
about 5300m=s, while the sound speed in zelkova is
only 4180m=s [4.2, 16, 22]. Zelkova is also used for
tone plates in Japanese temples – plates that are sus-
pended from the roof and hit with a wooden hammer to
call out the time of day.

4.5 Construction

String instruments tend to be constructed out of carved
plates, tuned, and glued into the form of a box. Wood-
wind instruments are often turned on a lathe, or make
use of a biological tube, like bamboo.

4.5.1 Woodwind Instruments

The shakuhachi, a Japanese end-blown flute, is formed
from the root end of a stem of bamboo. The length or
the lowest pitch is determined by the top node and the
root end that is precisely cut; the instrument has about
seven nodes (Fig. 4.6).

The original construction method of the shakuhachi
had no finish applied to the inside surface (this is called
a ground-paste-free bore), and the culm was not divided
(Fig. 4.6). The diaphragms were not completely re-
moved and a kind of protuberance was formed along the
bore near the node as shown in Fig. 4.8. The remaining
portion of the diaphragm subtly affects the intonation
and produces a natural tone color, which cannot be
heard in a modern shakuhachis that have a ground-
paste applied to the inside. Since the ground-paste-free
shakuhachi made by the original method was played ex-
clusively by a group of itinerant priests calledKomusoh,
it is called the Komusoh shakuhachi. In contrast, the
ground-pasted shakuhachi is referred to as a modern
shakuhachi [4.53]. The finger holes on the Komusoh
shakuhachi are undercut; such an undercut is not ob-
served in the modern instrument. The acoustical effects
of the undercut should be investigated in the near future.

Finishing
Usually the inner walls of the modern shakuhachi,
nohkan, ryuteki etc. are finished with a protective coat-
ing of urushi lacquer. However, its application in the

shakuhachi depends on the use or otherwise of a ground
paste called ji (meaning ground), a kind of paste made
by mixing the polishing powder into Japanese lacquer,
urushi [4.54]. The paste becomes hard enough when it
is dried. In order to apply this ground paste to the inner
surface of bamboo culm, all the diaphragms (solid cross
walls) at the nodes are completely removed and the
culm is divided near the middle (between the third and
fourth finger holes). The ground paste makes it easy to
adjust the intonation bymodifying the bore shape and to
amplify the sound volume by polishing the bore surface.
The ground-pasted shakuhachi was possibly first made
around the 1900s. If no ground is used, the shakuhachi
is usually coated once or twice with urushi. However
in the very rare but famous example, the Rodohdoh
(shown in Fig. 4.8), the urushi coating is inferred from
the thickness (over 1mm) to have been done at least 30
times and then polished. According to a skilled profes-
sional maker [4.55], such a thick coating was probably
carried out to fine-tune the intonation and tonal balance
after a few years of use. The ground-pasted shakuhachi
is coated at least three times because the ground paste
absorbs the urushi lacquer.

Western woodwind instruments are made on a lathe.
The hardwoods such as ebony and grendilla used need
only to be polished (e.g., with 0000 steel wool) to pro-
duce an attractive lustrous finish. The surfaces are hard
enough that a protective coating like varnish is not nec-
essary.

4.5.2 String Instruments

Once the type of wood has been decided upon, there are
two more physically significant factors involved in the
choice of pieces: grain and age. There are also aesthetic



Construction of Wooden Musical Instruments 4.5 Construction 75
Part

A
|4.5

considerations, like color and the peculiar case of curly
maple (Sect. 4.3.4), which will not be discussed further.

Wood Selection
Grain. Studies of wood used in classic members of the
violin show [4.9] that straight grain, fine texture, and
low density are favored properties. The acceptable ring
width grows with instrument size: 0:8�2:5mm lim-
its for the violin and viola; an average 3mm for the
cello; an average 5mm for basses. The variation in ring
width within a single instrument should be such that
the minimum-to-maximum ratio is larger than 0:7. In
contrast, piano strings have such a wide variation in
frequency that their soundboard ring widths are graded
0:7�3mm from the treble to the bass end of a single
instrument. The difference between early- and late-
wood densities should be as large as possible, typically
280�900 kg=m3, and the proportion of latewood should
be no greater than 25% (more latewood increases E and
internal friction).

Fig. 4.8 A picture of a computed tomography-scanned old
famous ground-paste-free shakuhachi (made by Shinryu
Matano (1886–1936) and inscribed as Rodohdoh, 585mm
long, diameter 12�15mm, in C4). Only the root side is
shown. Note that the diaphragms remain a little. The bright
layer indicates the urushi coating (courtesy of Hamamatsu
Museum of Musical Instruments)

The Japanese long zither, koto or soh, consists of
top and back plates. The top plate, about 180 cm long
and about 25 cm wide, is made from a thick board of
paulownia by scraping it out. The thickness of the top-
plate part is about 37mm near the middle and about
30mm at both ends. However, the thickness at both
shoulders is reduced to about 20mm by making round
grooves along the inner corners. More interestingly, the
thickness of the back plate is only about 11mm, and so
acoustic radiation at high frequencies is often stronger
from the back plate (with two soundholes near the ends)
than from the top plate [4.56]. In contrast to the quarter-
sawn wood for Western string instruments, paulownia
for the koto is usually cross-grained, that is, the face
of the top plate is the circumferential plane. Moreover,
a high-quality koto is made of a part of the trunk close to
the bark because of finer grain. The top plate is charred
by a heated iron and then polished up with an steel
brush and a special scrubbing brush to bring out the full
beauty of the grain [4.56]. A dent or damage made on
the top plate is easily restored by applying a heated iron
through a wet towel. This restoring method based on the
peculiarity of paulownia (although it also works with
spruce) is often applied to the Chikuzen biwa whose top
plate is also made of paulownia, unlike the mulberry of
the Satsuma biwa [4.56].

Age. Wood is a biological material and changes con-
tinuously from the moment the tree is cut. Hence there
are two significant time scales: the time between the
tree cutting and the fabrication of the instrument, and
the age of the instrument. For the first, dimensional
stability is crucial, as green wood may be 80% wa-
ter by weight and after long seasoning the moisture
content may be only 10%. After several years of dry-
ing in the open air, hygroscopic equilibrium can be
reached at 8�10% humiditywith 60�65% environmen-
tal relative humidity. Forced drying by applied heat
can, with care, speed the process up somewhat [4.57,
Chaps. 6–8]. For the much longer timescales associ-
ated with old instruments, Noguchi et al. [4.58] studied
Japanese red pine (Pinus densiflora) samples 8�296 yr
old, and found that the sound speed increased 15% over
this time span, and the loss tangent decreased 25%.
The authors attributed the change to the crystallization
of cellulose, depolymerization of hemicelluloses, and
cross-linking in the lignin complex. These conclusions
seem to support the widely held view that old Italian
instruments are superior to modern ones. This said, re-
cent blind comparison tests [4.59] of newly made and
old Italian violins have come to the controversial con-
clusion that, knowing nothing of the provenance of
a violin, experienced players tend to choose modern in-
struments.
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Other string instruments are reckoned to improve
with age, for example the guqin, some of which are
hundreds of years old and reputed to be even better if
slightly worm eaten! [4.60] (see Fig. 4.9). In contrast,
harps tend not to have a long playing life, owing to the
stress the strings place on the soundboard [4.44].

Western wind instruments made from hardwoods
tend to be polished rather than varnished and can often
be adversely affected by thermal and moisture cycling
over decades. The fit and sealing of holes and keys is
particularly susceptible to small dimensional changes.

Tuning Bars and Plates
The final step before gluing the parts of a soundbox to-
gether is the tuning of the plates. Tuning the wooden
bars of an idiophone is a similar procedure, and is in-
cluded in this section.

Bars. The first three partials of low and medium reg-
ister marimba and xylophone bars are tuned to f1,
4f1 and 10f1; higher register bars have partials tuned
with smaller spacing [4.28]. Bork [4.29] gives detailed
instructions on how to tune the partials of a bar more-or-
less independently of each other. He also demonstrates
how to position and tune the tubular resonators beneath
the bars.

Plates. Ideally one would like to know how a sound-
box is going to behave before all the constituent parts
are glued together. To understand the relationship be-
tween plates and completed box from first principles is
hard, and the solution lies at the edge of even early-21st-
century computational physics. In the case of the violin
family, the approach has been one of reverse engineer-
ing; the availability of large numbers of high quality
old instruments, and the reversibility of hide glue, has
made it possible to discover how to tune plates and
make modern copies. Thus we have a set of aiming

Fig. 4.9 Worm holes in the soundboard (probably Paulow-
nia) of a Ming dynasty guqin, seen through the tonehole on
the underside

points for the principal modes and their frequencies.
The first, second and fifth lowest modes, labeled 1, 2
and 5, (Fig. 4.10) define the plate stiffness to torsion,
bending in the longitudinal direction, and bending in
the transverse direction respectively. The quality of the
plates remains the best indicator of the quality of the
completed instrument [4.61].

Erik Jansson’s practical guide to violin and gui-
tar making describes in detail how to get from spruce
and maple blocks to finished plates with the right
modes [4.62]. Since this was written, the availability
of software to record and analyze audio signals has
made the process much more straightforward, at least
for those of us who have trouble identifying the pitch
of a tapped plate by ear. Free spectral analysis software
can be used to find modal patterns without the need of
more traditional approaches like the Chladni technique,
which is hard to apply for deeply curved plates, and also
very loud.

Adhesives
There are several mechanisms by which adhesives bond
two wood surfaces together. The two most important
are secondary forces (van der Waals, H-bonds) [4.63,
p. 14] and mechanical interlocking [4.64, p. 492]. The
strongest bonds are formed between two smooth clean
conformal surfaces separated by a few �m of adhe-
sive. Bonding between coarsely sanded surfaces is less
strong, because of detritus on the wood surface.

1 2

Top plate

Back plate

5

1 2 5

Fig. 4.10 The most important modes to get right when tun-
ing violin plates (after [4.62])
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For string instruments, one of the most impor-
tant properties in an adhesive is resistance to creep.
The tension in the strings causes a steady long-term
stress on many wood joints. An extreme but not un-
usual case is that of a modern concert harp, where
the combined tension of all the strings pulling on the
soundboard at an angle of about 30ı is of the order
10 kN.

While many modern chemical adhesives (aliphatics,
polyvinyl alcohol glue, etc.) have attractive qualities,
and are stronger than the wood they bond [4.64, p. 533],
hide glue remains the adhesive of choice for many in-
strument makers.

Hide glue is made from the collagen of cattle [4.64,
p. 492]. Bone glue is an alternative, but has a lower
molecular weight and thus less strength. Hide glue
is cheap, and comes in dry granules that can be dis-
solved in water at 60 ıC. Care had to be taken with the
temperature, as the glue degrades if overheated. When
cool it forms a moderately strong bond, which gains in
strength with natural drying. Hide glue is more creep re-
sistant than common industrial glues, it does not leave
marks on the wood, and joints can be undone with-
out damage to the wood by the application of a little
steam.

Hide glue properties are critical to the construction
of violin family members. The front and back plate that
determine the sound quality of the instruments are typ-
ically made from two pieces of wood glued along the
centerline (Fig. 4.4). In order to maintain symmetry be-
tween the wood figure on either side of this line, one
piece is cut down the middle, planed on one edge and
folded out like opening a book. With some skill, these
two edges are now correctly jointed (the technique be-
ing insensitive to small errors in the planing angle). If
hide glue is applied to these two cleanly planed edges,
the two halves of the plate can be bonded without
clamping; the natural shrinkage of the glue being suf-
ficient to draw the two wood surfaces together [4.65].
The great advantage of not using clamps is that there is
now only minimal stress built into the glue joint, and it
will survive environmental changes much better than if
external clamps had been used to force the two pieces
of wood together.

With hide glue it is also possible to assemble a vio-
lin family soundbox with dry glue joints, giving time to
arrange the delicate clamping that is necessary to keep
the two plates and ribs together while the glue sets. Glue
is applied to all contact surfaces and allowed to dry until
no longer sticky. Then the instrument is assembled and
clamped in a calm and considered manner, and finally
a jet of steam is quickly applied to the glue to soften it
and complete the bonding.

Varnish
Volumes have been written about violin varnish. Let us
simply quote here the view of Antoine Vidal, a friend
of the great 19th century French luthier Jean-Baptiste
Vuillaume (quoted in [4.66]):

The violin finished and not varnished has more
power and mellowness in its tone; but if it re-
mains in this virgin state, it becomes modified little
by little, and, after a somewhat short time, the
tone becomes poor and feeble. It must therefore be
concluded that the varnish, while giving a more
pleasing appearance, conserves, preserves, and that
therein, above all, consists its great utility.

Barlow and Woodhouse used electron microscopy
to examine the varnish layers of old Italian and Dutch
violins and celli [4.67]. The wood was first covered
with a relatively thick (about 30�m) ground covered by
a much thinner layer of varnish. The ground layer con-
sisted of particulate matter resembling plaster of Paris,
and apparently comparable to modern Polyfilla, which,
once varnished, becomes transparent. The function of
this layer is certainly the sealing of the wood to prevent
the colored varnish soaking in and producing a patchy
finish; spruce, being more porous than maple, is more
susceptible to this effect. However, the ground layers
appeared to be much thicker than necessary to achieve
this end, so there may have been additional reasons for
its use.

Schelleng’s study of the vibrational effects of var-
nishing [4.68] showed definitively that varnish should
be hard and thin to avoid excessive damping of the
plates. More recent tests show varnishing increases
stiffness and mass (thus the speed of sound can go ei-
ther way); in particular the modulus of elasticity and
internal friction in the R direction is much increased
for spruce [4.9]. In studies of harp soundboards Gunji
et al. [4.13] found that a 400 g=m2 layer of lacquer
(Q� 50) will decrease the quality factor of the sound-
board by 20%.

Testing
The ultimate test of a recently constructed instrument
is of course the playing of it. However, many phys-
ical tests can be made on the complete instrument,
of which tap tests are the most accessible to luthiers
without sophisticated equipment. The principal air and
wood modes of the guitar, ruan and even a concert
harp [4.69] can be identified by tapping the instru-
ment with and without light styrofoam blocks in the
soundholes. Many articles have been written about
identifying violin modes and describe corrective action
if some are in the wrong place, e.g., [4.70].
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4.6 Conclusion
In this chapter we have surveyed the relationship be-
tween wood, and how it is chosen, worked and finished,
and the musical instruments from which it is made.
In all cases we have worked backwards from well-
established instruments, some of which reached their

current state of evolution long before the age of sci-
entific analysis. In the manufacture of wooden musical
instruments, a little technical analysis is a great benefit;
it will not ensure the invention or production of great
instruments, but it can prevent a lot of mistakes.

4.A Appendix
The quality factor Q is a measure of the damping of
a material; the higher the Q the more resonant the ma-
terial is. If � is the time it takes for a system freely
vibrating at frequency f0 to decay to 1=e times its
original amplitude, then QD  f0� . Alternately, in the
frequency domain, if the width of a resonance at half-
power is �f , then QD f0=�f . In older texts damping
is referred to as the logarithmic decrement ı, and for
Q� 1,Q�  =ı (or if the author is working in base-ten
logarithms,Q� 1:365=ı10. Another form is the dimen-
sionless damping ratio � D 1=.2Q/, the loss factor � and
the loss angle  .

QD 1

�
D  

ı
D 1

tan 
: (4.6)

Another important characteristic for instrument woods
is vibration transmission [4.2, 20, 48]. If the damping is
relatively weak, the characteristic acoustic transmission
is the reciprocal of the attenuation constant ˛ of the lon-
gitudinal wave. The solution of the lossy wave equation
gives

˛�1 D 2Q

k
D 2cQ

!
; (4.7)

where k and ! are the wave number and angular fre-
quency respectively [4.32, 48]. Since ! is not a wood
property, cQ may be used instead of cQ=! to express
the transmission characteristic of the vibration excited
in wood. In the text, cQ is called the transmission pa-
rameter.
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5. Measurement Techniques

Thomas Moore

The measurements normally required to un-
derstand the physics of musical instruments,
including the human voice, usually fall into one of
three categories: measuring the airborne sound,
measuring the deflection of the surface of an
instrument, or measuring the input impedance.
This chapter introduces the most common mea-
surement techniques that provide information on
these three physical parameters with an empha-
sis on the first two, which are the measurements
most commonly desired by musical acousticians.
The chapter begins with a discussion of airborne
sound and how it is sensed. Specifically, several
types of microphones are introduced followed
by a discussion of some of the techniques that
rely on sensing by microphones. A review of the
techniques for measuring and visualizing deflec-
tion shapes is then presented. These techniques
range from observing nodal lines using simple
Chladni patterns to visualizing deflection shapes
using electronic speckle pattern interferometry.
The topic of impedance measurement is addressed
next, with discussions of both measurements of
the input impedance of wind instruments and
the measurement of mechanical impedance. This
review is not meant to be a complete analysis of
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each measurement technique. Instead, it is meant
to serve as an introduction to the most commonly
used techniques and provide references for the
interested reader to pursue further study. The ad-
vent of new technologies continually changes the
equipment that is available to the scientist, but the
underlying physical principles remain relevant.

5.1 Measurement of Airborne Sound

The most ubiquitous measuring device in musical
acoustics, as is the case with almost all other areas
of acoustical study, is the microphone. Since musical
sound is normally transmitted to the listener through the
air, it is the sound in air that is normally of analytical
interest. Therefore, the microphone is the most useful
instrument for detecting the sound. Once detected, the
signal from the microphone can be analyzed in var-
ious ways, but the accurate translation of the sound
into an electrical signal is of paramount importance;
this is the purpose of the microphone. Translating air
pressure into an electrical signal can be accomplished
through various means, and therefore there are sev-

eral different types of microphones. Similarly, there are
different types of sounds, and therefore there are mi-
crophones that are designed for different applications.
This section introduces several applications and types
of microphones, with an emphasis on the strengths and
limitations of microphones in different applications in-
volving the study and recording of musical instruments.

5.1.1 Types of Microphones: Form

Microphones can be classified by both form and func-
tion; form referring to how the microphones are con-
structed and function referring to how they are applied.
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There are many types of microphones in common us-
age but condenser microphones are by far the most
commonly used in musical acoustics. Other types have
specific advantages that cause them to occasionally be
used by musical acousticians, therefore we will briefly
review dynamicmicrophones and ceramic microphones
as well. Detailed discussions of these and several other
types of microphones can be found in [5.1, 2].

Condenser microphones utilize a change of ca-
pacitance to detect external pressure (condenser is an
obsolescent term for capacitor). Electret microphones
are one type of condenser microphone, however, they
are usually referred to as electret microphones to dis-
tinguish them from the more common type, which does
not use an electret material.

Electret microphones are made by depositing an
electret film on a diaphragm and placing the diaphragm
in close proximity to a plate that is connected to
an amplifier. The electret film holds a charge that is
permanent, therefore it forms a charged parallel-plate
capacitor with the plate. As the diaphragm moves, the
distance between the diaphragm and plate changes. The
capacitance of a parallel plate capacitor with an air gap
is given by

CD "0A

d
; (5.1)

where A is the area of the plates, d is the distance be-
tween them and "0 is the permittivity of free space. The
capacitance of a charged capacitor is given by

CD Q

V
; (5.2)

where Q is the charge on the capacitor and V is the po-
tential difference between the plates. From these two
equations it is obvious that the potential difference be-
tween the two plates is linearly proportional to the
distance between them provided Q is a constant. An
electret has a constant charge, and therefore the motion
of the diaphragm is linearly translated into a change in
the potential difference between the plates. Electret mi-
crophones do not require external power, however, they
often contain an integrated preamplifier that does.

The microphone more commonly referred to as
a condenser microphone works on the same princi-
ple as the electret microphone, however, the charge on
the plates is the result of being connected to a power
source. It is sometimes referred to as an externally bi-
ased or externally polarized microphone. The charge
may come from a battery or may be delivered through
a preamplifier. When the power source comes from an
external preamplifier it is often supplied at 48V and is
referred to as phantom power. Condenser microphones,

whether they involve an electret or not, have a flatter fre-
quency response over the range of human hearing than
dynamic microphones and are typically more sensitive
than ceramic microphones. Both dynamic and ceramic
microphones are discussed in the following paragraphs.

It is becoming common to refer to electret micro-
phones as simply condenser microphones, so it is often
unclear what type of condenser microphone is being
used. Since the response is similar for both types it is
rarely important when analyzing the electrical signals,
but the power requirements for the two can be different.
Therefore, it is important to know the type of condenser
microphone in use when designing an experimental ap-
paratus.

Dynamic microphones have the same construction
as a common speaker, but rather than transforming an
input electrical signal to a pressure wave in the air, a dy-
namic microphone produces an electric signal from the
motion of a diaphragm. The diaphragm is attached to
a coil that is free to move in a static magnetic field and
the resulting electrical signal is a consequence of Fara-
day’s law, i. e., the induced electromotive force in a coil
moving in a magnetic field is given by

ED�d˚
dt

; (5.3)

where ˚ is the magnetic flux through the coil, dt is
the differential element of time, and the SI system of
units assumed. These microphones are very robust, but
have limited frequency response and local electric fields
from nearby equipment (e.g., transformers) can induce
current in the coil leading to noise in the signal.

Ceramic microphones have a piezoelectric element
attached to a diaphragm. When the diaphragm moves
in response to a pressure change it induces a strain in
the piezoelectric element, which produces a potential
difference between the two sides of the crystal that is
linearly proportional to the stress. These microphones
are extremely robust and can be used for measurements
of high pressures, for example inside of brass wind
instruments. The frequency response of ceramic micro-
phones is sometimes limited in the high frequencies, so
it is advisable to review the response curve before us-
ing one. Like dynamicmicrophones, they do not require
a power supply.

5.1.2 Types of Microphones: Function

The application will determine which type of micro-
phone to choose, but it also defines the function of
the microphone. The function is usually characterized
by the type of acoustic field that is being measured.
The three most common acoustic fields are free, diffuse
(random incidence), and pressure.
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A free-field microphone is intended to be used in
a situation where there is a single source and there
are no reflections from nearby objects. This situation
usually occurs in an anechoic chamber or outdoors. Al-
though the acoustic field is distorted by the presence
of the microphone, a free-field microphone is designed
to compensate for these effects. The result is that the
measurement is as if the microphone were not present.
When in use, the microphone should be positioned so
that the diaphragm is normal to the incoming pressure
variation. That is, it should be pointed directly at the
source. Free-field microphones are normally used for
scientific investigations of musical instruments.

A random-incidence or diffuse-field microphone is
intended to be used in situations where the sound source
is not localized. That is, it is not a free field. This sit-
uation occurs naturally in enclosed spaces where the
reflections from walls cause the pressure variations to
be incident on the microphone frommultiple directions.
Sometimes referred to as an omnidirectional micro-
phone, the diffuse-field microphone corrects for both
its presence in the field and the variations caused by
sound being incident from different angles. Random-
incidence microphones are normally used for recording
the sounds of musical instruments during performance
or for testing room acoustics.

A pressure-field microphone is not normally used in
musical acoustics. It is designed to measure the acous-
tic field as it actually exists in front of the microphone.
Therefore, the presence of the microphone is not taken
into account. These microphones are usually mounted
into structures (e.g., walls) to determine the incident
pressure field.

5.1.3 Microphone Arrays and Near-Field
Acoustic Holography

Microphones are often used individually to sense dis-
crete points in a sound field, but they are also often
used in combination with other microphones. Multiple
microphones have been common for recording mu-
sical performances since the advent of stereophonic
recording. More recently, the common use of multiple
speakers in playback of a recording (i. e., surround-
sound) has resulted in a considerable body of work
analyzing many of the possible arrangements. Arrays of
three and four microphones are common for recording
music and analyzing acoustic spaces, [5.3, 4] but spher-
ical arrays of microphones have been used recently
and can provide three-dimensional information about
a sound field [5.5, 6]. However, when investigating mu-
sical instruments, microphone arrays are typically used
to identify the position of the radiating areas on the in-
strument. Precisely locating such areas can lend insight

into the motion of the instrument as well as the pattern
of acoustic radiation emanating from it.

Determining the origin of the radiation of a musi-
cal instrument can often be accomplished by imaging
the motion of the surface. Several processes useful for
this will be discussed in Sect. 5.2. However, in many
instruments the origin of the sound cannot be directly
imaged, such as when the sound originates from holes
in the instrument. In these cases the radiation pattern
can be determined by placing an array of microphones
in the acoustic near field (less than a wavelength from
the source) and determining the originating source ve-
locity through a process that has become known as
near-field acoustic holography (NAH). NAH is a nat-
ural outgrowth of acoustic holography and allows one
to reconstruct the pressure and particle velocity at any
point between the sensing array and the radiating ob-
ject, hence the holographic reference.

NAH was first described by Williams and May-
nard, who noted the possible application to musical
acoustics as one of the motivations for developing the
process [5.7]. The process is explained in detail in [5.8]
and an excellent overview of acoustical holography and
NAH can be found in [5.9]. The interested reader should
consult these sources for a detailed explanation, but
a short introduction is sufficient to understand acoustic
holography and gain an appreciation for the analytical
power of the process. We begin by analyzing the situa-
tion where the radiated sound field is measured in one
plane and the field at a plane further from the source is
calculated from this information (conventional acous-
tic holography). We then make the logical transition to
NAH.

Conventional Acoustic Holography
If the acoustic pressure is known at any plane some
distance from a radiating source, then it is possible
to calculate the pressure and particle velocity at any
other plane in free space. From these two quantities the
acoustic intensity can be calculated. Since this is true at
any plane, it is possible to construct a three-dimensional
image of the sound field analytically. Although this
process, known as acoustic holography, is theoretically
similar to that of the more familiar optical holographic
process, in practice it is much different. The differences
are discussed in detail in [5.9].

Although there are more complete and rigorous
ways to describe the process, it is sufficient to under-
stand the process of acoustic holography by noting that
any solution to the wave equation for a pressure in free
space can be written as a sum of a complete set of plane
waves. These plane waves are defined by their angular
frequency !, amplitude P and wave vector k. In what
follows we assume a single angular frequency is of in-
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terest, keeping in mind that in any given situation there
may be many frequencies that must be analyzed sepa-
rately.

For simplicity we proceed from here by assuming
a Cartesian coordinate system, realizing that any or-
thogonal coordinate system can be used if it better suits
the physical system under investigation.

We may represent each plane wave in space in the
normal way as an amplitude P with a spatially oscil-
lating part that is dependent upon the direction, speed
and frequency of the wave. These plane waves are rep-
resented by

pk.r/D Pke
ik�r ; (5.4)

where Pk is the wave amplitude, k is the wave vec-
tor defined in the Cartesian coordinate system as
kD kxOiC kyOjC kz Ok with a magnitude of !=c, r is the
spatial coordinate .x; y; z/, and c is the speed of sound
in the medium. Since a single frequency is assumed we
have suppressed the time-dependent nature of (5.4).

On any plane of constant z the field can be repre-
sented by a summation of plane waves in the x–y plane.
The amplitude of each plane wave, which is dependent
upon the wave vector, can be determined by projecting
the pressure wave onto the basis set of plane waves in
the x–y plane. Therefore

P.kx; ky; z/D 1

2�

1Z
�1

1Z
�1

p.x; y; z/

� e�i.kxxCkyy/ dxdy ; (5.5)

and any solution to the free space wave equation can be
written as

p.x; y; z/D 1

2�

1Z
�1

1Z
�1

P.kx; ky; z/

� ei.kxxCkyy/dkxdky : (5.6)

Note that (5.5) and (5.6) form a Fourier transform pair
and therefore can be written as

Ffp.x; y; z/g D P.kx; ky; z/ (5.7)

and

F�1fP.kx; ky; z/g D p.x; y; z/ : (5.8)

P.kx; ky; z/ is usually referred to as the angular spec-
trum.

Let us assume the situation shown in Fig. 5.1, where
a radiating planar source is present on the plane zD 0.
If the pressure is known on the .x0; y0/ plane, which is

Detection plane
(microphone array)

z = z'

Radiation plane
(radiating surface)

z = 0
z

x

y

z

x'

y'

Fig. 5.1 Coordinate system for analyzing acoustic holog-
raphy. The instrument under study is located at coordinates
.x; y; 0/ and the microphones are located at coordinates
.x0; y0; z0/

parallel to the radiating surface and located some dis-
tance z0 away, the pressure can be found on any other
parallel plane by calculating the angular spectrum at z0,
propagating it to the new plane at z, and projecting the
spectrum onto all possible plane waves in the x–y plane.
The propagator function (i. e., Green’s function) is

eikz.z�z0/ ; (5.9)

and therefore

p.x; y; z/D 1

2�

1Z
�1

1Z
�1

P.kx; ky; z
0/

� ei.kx.x�x0/Cky.y�y0/Ckz.z�z0//dkx dky :

(5.10)

Or put more simply,

p.x; y; z/DF�1
n
P
�
kx; ky; z

0
�
eikz.z�z0/

o
; (5.11)

where x and y in (5.5) and (5.6) are replaced with .x�
x0/ and .y� y0/. In this way the pressure at any point
in space can be determined simply by measuring the
pressure on the plane defined by zD z0.

It is important to remember that kz is not indepen-
dent of kx and ky since

kD !

c
D
q
k2x C k2y C k2z ;

and conventional acoustic holography demands that kz
be real. That is, k2 � k2x � k2y > 0. Physically this re-
striction means that only freely propagating waves are
considered since waves in which k2 � k2x � k2y < 0 are
evanescent. More will be said about this in the next sec-
tion.

The challenge of acoustic holography is to deter-
mine the pressure field on the z0 plane. Normally, an
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array of closely spaced microphones is used and the
precision of the measurement is determined by the
wavelength and the sampling spatial frequency. Al-
though pressure measurements occur at discrete points,
if the plane is adequately sampled the far-field pressure
can be calculated quite accurately by summing the pres-
sure resulting from each point on .x0; y0/.

To determine the acoustic intensity it is neces-
sary to know the particle velocity in addition to the
pressure. The particle velocity associated with the cal-
culated pressure field can be derived using Euler’s
equation

v.r/D �i
!�0
rp.r/ ; (5.12)

where �0 is the density of air. In Cartesian coordinates
this can be written as

v.r/D 1

�0ck
F�1

n�
OikxCOjkyC Okkz

�

� P
�
kx; ky; z

0
�
eikz.z�z0/

o
; (5.13)

where as usual k D
q
k2x C k2y C k2z .

Near-Field Acoustic Holography
Determining the pressure and vector velocity at a point
where z > z0 is known as a forward problem. In this way
one may determine the acoustic intensity at any point in
the direction of travel of the disturbance. However, in
the study of musical instruments it is often more use-
ful to determine the pressure and velocity fields that
created the disturbance. That is, we are normally in-
terested in the surface of the instrument. To investigate
the radiation from the surface of an instrument one
must calculate the desired quantities at a plane where
z< z0. This is known as an inverse problem. Typically
the measurement is made in the far field and for ob-
vious reasons the resolution is limited to the acoustic
wavelength. However, this resolution limit can be over-
come by placing the recording microphones in the near
field of the radiator, which is defined as being signifi-
cantly less than a wavelength distant from the source. In
practice the distance will normally be less than approx-
imately 1=8 wavelength. Solving the inverse problem
using measurements made in the near field is referred
to as near-field acoustic holography (NAH).

The requirement for making the measurements in
the near field stems from the necessity to detect evanes-
cent waves. These waves are generated by subsonic
bending waves in the object, for example the top plate
of a guitar, which have shorter wavelengths than the
acoustic wavelength of the sound in the air. This forces

the bending waves to move at a slower speed than
sound waves of the same frequency do in air, and the
shorter wavelengths provide increased precision of the
measurement. These evanescent waves decay exponen-
tially as they propagate away from the surface; therefore
the microphones must be close to the surface to detect
them. Assuming that the surrounding air stays in con-
tact with the surface, the surface velocity of the source
can be determined by calculating the velocity of the air
at the surface of the object. This can be calculated from
the pressure field measured at some plane a distance z0

from the surface.
Theoretically, one can solve the inverse problem in

a manner similar to the method one uses to solve the
forward problem. That is, measure the pressure at some
plane a distance z0 from the surface located at zD 0,
and then compute the angular spectrum by calculating
the Fourier transform (5.6), multiply by an inverse prop-
agator to propagate the field from z0 to zD 0 and then
perform an inverse Fourier transform to determine the
real quantity. Normally the measured quantity is the
pressure in the z0-plane and the calculated quantity is
the velocity at zD 0.

There are several subtleties in this process that are
beyond the scope of this review and the interested
reader should consult [5.8, 9]. However, it is important
to note two points. First, the velocity at the surface of
the radiator can be calculated using (5.13), so that the
velocity normal to the surface is given by

vz.x; y; 0/D kz
�0ck

F�1
n
P
�
kx; ky; z

0
�
e�ikzz0/

o
:

(5.14)

As usual, kz D
q
k2 � k2x � k2y , but in the case of evanes-

cent waves kz is purely imaginary because kxC ky > k.
Therefore, the exponent is real and the wave decays
exponentially with increasing z. The second point to
note is that the measuring process is discrete in na-
ture and introduces high spatial frequencies that are not
present in the sound. These must be eliminated by ap-
plying a low-pass filter during the calculation. Other
issues also complicate the measurement, including mi-
crophone spacing and noise; these are all addressed in
general in [5.8] with some of the more practical aspects
of applying NAH being addressed in [5.10]. Naturally,
there is no reason to assume that a Cartesian coordinate
system is the logical choice in every instance, but the
theory is independent of the coordinate system used and
implementation in spherical and cylindrical systems is
also common.

An example of the intensity field around a tenor
steel pan derived by NAH is shown in Fig. 5.2 [5.11].
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A similar example of the sound field around a violin can
be found in [5.12].

While we have addressed the physics of NAH and
microphones in general, once the signal has been de-
tected there is a significant amount of signal processing
that can be applied. In addition to NAH, microphone
arrays can be used for enhancing directivity, differen-
tial detection, localization and echo reduction, among
many other things. The signal processing involved in
these applications has been addressed in several places
and a good overview can be found in [5.13, 14].

Equivalent Sources Calculations
As noted above, the sound field radiated by a musical
instrument can be reconstructed using measurements
made with microphone arrays by NAH, but these same
measurements can be used in a different manner to
achieve the same goal [5.15]. One example is an equiv-
alent sources calculation, sometimes referred to as the
source simulation technique, which is a procedure that
represents the radiating surface as a collection of indi-
vidual sources. These virtual sources are arranged such
that the linear superposition of the radiation from all
of them creates a field that is equivalent to the mea-
sured pressure field. Once this is accomplished, the
field at the surface of the radiating body (or any other
point in space) can be calculated by superimposing the
field resulting from each source in the plane of inter-
est. While the technique of equivalent sources was first
proposed and demonstrated in 1989 [5.16], new tech-
niques for solving the inverse problem are still being
published.
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Fig. 5.2 Active acoustic intensity near a tenor steel pan
derived from NAH measurements (after [5.11]). The ac-
tive intensity indicates the magnitude and direction of the
acoustic energy that propagates to the far field

Although the implementation of equivalent source
methods can sometimes be tricky, the theory is straight-
forward. One merely posits a series of radiators on or
behind the surface of the object and adjusts the phases
and amplitudes so that the pressure recorded in the
plane of the array matches the calculated pressure field.
The radiators can be a series of monopoles, dipoles, or
radiators with complex shapes. The correct choice of
the virtual radiators is often critical to ensuring that the
algorithm converges to a solution.

Assuming that all possible fields created by the real
source can be represented by some collection of virtual
sources on or behind the surface of interest, if the ampli-
tudes of each of the sources is known then the pressure
at any point in space can be calculated through (5.11).
The problem is that the pressure is measured at some
plane z0 and not at the position of the virtual sources.
That is, an inverse problemmust be solved before (5.11)
can be applied. This inverse problem is significantly dif-
ferent than the one that must be solved when performing
NAH.

In an equivalent source calculation, rather than back
propagating the measured acoustic field using (5.14),
the geometry of the virtual radiators is assumed and
the amplitudes are adjusted to match the measured field
at the position of the microphone array. Assuming that
there are N virtual monopole radiators at some point be-
hind the surface of the actual radiator, then the pressure
at each point in the plane of the virtual radiators can
be designated as pn.x; y; 0/. In the plane of the micro-
phone array containingM microphones, the pressure at
each microphone is pm.x0; y0; z0/. Then the problem is
to ensure that

pm.x
0; y0; z0/DF�1

(
F
(

NX
nD1

pn.x; y; 0/

)

� eikz.z�z0/

)
(5.15)

when all that is known is pm.x0; y0; z0/ for all M micro-
phones. The ease with which this inverse problem can
be solved depends upon the choice of sources as well as
the method of solution and can be quite difficult. Fur-
thermore, since there will be noise in the measurements
the problem is ill posed and regularization is necessary.
However, there are several algorithms available for solv-
ing these problems and multiple source methods can be
very useful in the context of musical acoustics [5.17].

If the virtual sources are not assumed to be behind
the radiating surface one must still solve the inverse
problem, however, a simple application of some vari-
ation of (5.15) is not the most accurate or efficient
procedure. When assuming that the sources are on the
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Fig. 5.3 Experimental arrangement of a near-field micro-
phone array used to measure the radiation pattern of
a guitar (after [5.18]). The array is positioned approxi-
mately 3 cm from the top plate of the guitar

radiating surface, one can assume the radiation is rep-
resented by an array of monopoles that are arranged
so that one is under each microphone of the array.
The array is placed in the near field of the radia-
tion to achieve subwavelength resolution. The radiation

1 2 3 4 5 6 7
1rd string, 1. Partial, 90 Hz

10

8
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4
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Fig. 5.4 Example of a radiation pattern calculated for
a Yaish vihuela using the minimum energy method (af-
ter [5.18]). The experimental arrangement is shown in
Fig. 5.3

pattern can then be calculated using minimum-energy
methods to determine the amplitude of the monopole
radiators [5.19]. An example of a typical experimen-
tal arrangement for recording the near-field radiation is
shown in Fig. 5.3 and the reconstruction of the radiation
pattern of a Yaish vihuela using this technique is shown
in Fig. 5.4 [5.18].

5.2 Measurement of Deflection

Many musical instruments produce sound by vibration
of some portion of the instrument itself. Percussion
instruments are the most easily recognizable instru-
ments that fall into this category, however, the strings
of all acoustic stringed instruments are connected to
some type of moving membrane or plate that efficiently
transfers the energy from the string to the air. Exam-
ples include piano soundboards, violin and guitar top
plates and backs, and the membrane head of the banjo.
When investigating these instruments it is important to
understand the motion of the individual parts and there-
fore visualizing the deflection shape is often necessary.
Several methods for visualizing deflection shapes are
addressed below.

5.2.1 Chladni Patterns

The most simple method of investigating the deflection
shape of a vibrating object is to sprinkle sand on it while
it is in motion. This method was pioneered by Ernst
Chladni over 200 years ago and it still makes an im-
pressive demonstration [5.20]. These so-called Chladni
patterns do not make the deflection visible, but be-
cause the sand migrates to the nodal regions it makes
the nodes visible. When the pattern of the motion is
simple, observing the Chladni pattern is an effective
method of determining the deflection shape. Indeed,
if one can be sure that the motion represents a modal
pattern, this technique is often adequate to determine
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which mode is being excited if the mode shapes are
known from theoretical considerations. Several exam-
ples of Chladni patterns can be found in a classic book
by Waller [5.21]. An example of a Chladni pattern
showing one of the modal patterns of a square flat plate
is shown in Fig. 5.5 [5.22]. Note that it is also possi-
ble to use powder instead of sand to create the pattern,
but in so doing the antinodes become visible because
the powder is attracted to them instead of the nodal re-
gions [5.23].

Although Chladni patterns have not been commonly
used in the investigation of musical instruments since
the advent of more precise optical methods, there are
examples in the literature of the technique being used
effectively. For example, the first few deflection shapes
of a piano soundboard are shown using Chladni pat-
terns in [5.24], and investigations of violin top plates
and mode shapes in drum heads can also be found in
the literature [5.25, 26]. However, there are limitations
to using Chladni patterns for analysis of musical instru-
ments.

The most obvious limitation of using Chladni pat-
terns for scientific investigations is that the part of the
instrument being investigated must be flat and horizon-
tal. This means that, for example, only unstrung piano
soundboards and violin top plates that are not mounted
to an actual instrument can be investigated. Further-
more, if the instrument can be damaged by the sand it is
not an economically efficient technique. Finally, there is
no indication of the relative displacement of nonnodal
regions. Chladni patterns only indicate the position of

Fig. 5.5 Photograph of a Chladni pattern of one mode of
a vibrating flat plate. The white sand has migrated to the
nodal lines making them visible

nodal regions, which is often not enough information
to be useful. For these reasons Chladni patterns are sel-
dom used for scientific investigation, although they are
often used for demonstration purposes. Usually, more
sophisticated techniques are employed, such as those
discussed below.

5.2.2 Holographic Methods

With the invention of the laser in the mid-twentieth
century several optical methods became available that
are of use to musical acousticians. Most of these have
been refined over the past 50 years and are now com-
monly used and easily implemented, but probably the
most useful techniques that are of specific interest to
musical acousticians are the processes involving opti-
cal interferometry. Although interferometry is possible
without using lasers, the high coherence, directionality
and power afforded by using a laser has made it the only
source used for interferometry in modern research.

Interferometers rely on the principle of superpo-
sition to glean information from an optical signal.
Somewhere in every interferometer two optical waves
are combined and the interference between them is used
to determine some aspect of the object under study. If
the object under study is not transparent, one of the op-
tical signals must be reflected from the object, which is
the usual case for a musical instrument. In this case, the
information that can be derived from the interferome-
ter is the magnitude of the displacement or velocity of
a point on the object.

There are numerous types of interferometers that
can be applied to the study of musical instruments,
but the most useful are those that provide a two-
dimensional image of the surface vibration. In this
section we discuss holographic interferometry, an in-
terferometric method that can be used to produce such
images. Two other interferometric techniques, elec-
tronic speckle pattern interferometry (ESPI) and laser
Doppler vibrometry (LDV), will be discussed in follow-
ing sections.

Holographic interferometry is used to determine the
part of an object that is moving as well as the amplitude
of the motion. It produces a two-dimensional image of
the motion and has a sensitivity that is on the order of
a fraction of the wavelength of the light being used.
Therefore, amplitudes exceeding 0:01mm are normally
difficult to image using holographic techniques.

Because of the sensitivity, holographic interferome-
try is of little use in analyzing the motion of a musical
instrument while being played because the amplitude
of vibration typically exceeds the maximum resolvable
displacement. Additionally, the act of playing the in-
strument produces whole-body motion that normally



Measurement Techniques 5.2 Measurement of Deflection 89
Part

A
|5.2

exceeds the limitation of the resolution. Therefore,
holographic methods are typically used under con-
trolled circumstances with the instrument mounted se-
curely and vibrations driven by some mechanism that
produces very small amplitudes of the motion. For
example, it is common to use the sound from a loud-
speaker or a small piezoelectric element to drive the
oscillations. Several different methods of holographic
interferometry are addressed below.

Holographic Interferometry
Holographic interferometry has been used extensively
to image the deflection shapes of many musical in-
struments, including bells [5.27], drums [5.28], gui-
tars [5.29], clarinet reeds [5.30] and even wine
glasses [5.31]. The process relies on the fact that when
a holographic image of an object is superimposed on an
image of the object being illuminated by light from the
same laser, the final image is a superposition of the two
images. Because the light from both images is coher-
ent, any variation in position of the object that occurred
after the creation of the hologram will result in an in-
terference pattern. The lines of interference represent
contours of equal displacement. The basic principles of
holographic interferometry are described below, how-
ever, an extensive review of the physics involved can be
found in [5.32].

The process of holographic interferometry begins
with making a hologram of the object of interest. A typ-
ical arrangement for making a hologram is shown in
Fig. 5.6. Light from a laser is split into two beams,
which we refer to as the illuminating beam and the ref-
erence beam. The illuminating beam is directed toward
the object of interest and the light reflected from the ob-
ject falls on a photographic plate. We will refer to this
reflected light as the object beam.

Illuminating
beam

Reference
beam
Er

Object
beam
Eo

Object

Film

Fig. 5.6 Schematic diagram of the arrangement for mak-
ing a hologram. The illuminating beam and the reference
beam interfere on the film to produce a diffraction pattern,
which can later be used to reconstruct an image of the ob-
ject. Both beams originate from the same laser

The reference beam is also directed toward the film,
where the two coherent beams interfere. The inter-
ference pattern is recorded on the film, which when
developed results in a series of closely spaced dark
fringes. These fringes form a diffraction pattern that
when illuminated by the original laser produces a holo-
graphic image of the object. If the film is replaced
in the same position in which it was originally illu-
minated, then the holographic image appears at the
position of the original object. Therefore, imaging the
object through the hologram results in the formation of
two superimposed images of the object. Since the light
forming the two images is coherent, a steady-state in-
terference pattern occurs that can be photographed as
a real image. If the object has not moved and the film
is replaced in exactly the same place then there will be
no visible fringes, however, any movement of the ob-
ject will result in fringes representing contours of equal
displacement.

To understand the process in more detail consider
the formation of the hologram on the photographic
plate. Assuming that the reference beam is of uniform
intensity and linearly polarized, light from the reference
beam falling on the photographic plate can be repre-
sented by the electric field

Er D Are
i.kr�r/ ; (5.16)

where kr is the wave vector of the light, r is the spatial
coordinate, Ar is the amplitude, and the time-varying
optical frequency has been suppressed because all of
the light is coherent and assumed to have the same fre-
quency. The electric field of the light reflected from the
object and incident on the same position on the film can
be written as

Eo.�/D Ao.�/ei.ko�rC�.�// ; (5.17)

where � is the spatial coordinate of a point on the film,
�.�/ represents the phase shift due to the different path
lengths from the object to the plate, Ao is the amplitude,
and jkoj D jkrj. Since these two fields are incident on
the plate at the same position they interfere and produce
an intensity pattern that is recorded by the photographic
emulsion. Once the latent image is developed the plate
has a transmission function given by

T D ˇ
ˇ̌ˇArCAo.�/ei�.�/

ˇ̌ˇ2 ; (5.18)

where ˇ is a constant determined by the response of
the photographic emulsion to the light. The plate is
a diffraction grating with the grating spacing deter-
mined by the relative phases of the two incident beams
at the position of the film.
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By replacing the plate with the interference pattern
into its original position the intensity of the diffrac-
tion grating is imposed on the reference beam forming
a field given by

Ed.�/D Are
i.kr�r/.1� T/ ; (5.19)

which can be written as

Ed.�/D Are
i.kr�r/

n
1�ˇ

h
A2
r CA2

o.�/

CArAo.�/e
i.Œkr�ko	�r��.�//

CArAo.�/e
�i.Œkr�ko	�r��.�//

io
: (5.20)

When (5.20) is expanded it becomes obvious that the
fifth term is

Eh.�/D ˇA2
rAo.�/e

i.ko�rC�.�// ; (5.21)

which is a replica of the image of the object multiplied
by a constant. This is the holographic image. The other
terms represent light with different wave vectors and
therefore the light attributable to these terms is traveling
in other directions and these beams are easily distin-
guished from the hologram.

If the original object has not been moved, the light
from the object and the light diffracted from the holo-
gram produce two identical superimposed images of the
object. However, any displacement of the object results
in a change in phase of the object beam, which can
be represented by a phase shift at the film plane with
spatial dependence, '.�/. The object beam can then be
written as

E0

o.�/D Eo.�/e
i.ko�rC�.�/C'.�// : (5.22)

The resulting image can be determined by the super-
position of this wave with the holographic image Eh,
which results in an intensity pattern showing interfer-
ence fringes given by

Ii.�/D �f1C cos.'.�//g ; (5.23)

where � is a constant.
By imaging the object and its holographic image

simultaneously, the phase difference between the two
can be related to the displacement of the object and
the two-dimensional coordinate � can be mapped onto
the surface of the object. The phase difference is then
a function of the displacement of the object and '.�/ is
given by

'.x; y/D jkoj�.x; y/Œcos.�i/C cos.�r/� ; (5.24)

where�.x; y/ is the amplitude of the displacement from
the original position at the point .x; y/ on the surface of

the object and �i and �r are the angles of incidence and
reflection from the object respectively. Contour lines
represent subsequent displacements of

�c D �L

cos.�i/C cos.�r/
; (5.25)

where �L is the wavelength of the light.
It is important to note that replacement of the holo-

graphic plate into its original position is critical, and
rather difficult. Similarly, the entire arrangement must
be isolated from ambient motion such that the magni-
tude of any motion of the object or film is significantly
less than the wavelength of the light. This normally
requires active isolation of the entire system. Thermal
stability is also important or expansion and contrac-
tion of the object will create carrier fringes that make it
difficult or impossible to determine the motion of inter-
est. However, with the proper equipment and patience
holographic interferometry produces high-quality inter-
ferograms that unambiguously indicate minute motion
of the object of interest.

From the derivation above it is clear that small dis-
placements of the object will be represented by fringes
of equal displacement on the final image, however,
the static displacement of an object is rarely impor-
tant when investigating musical instruments. Instead,
identifying the deflection shape of a vibrating object
is usually of interest. Therefore, we must consider the
case of an object vibrating with an angular frequency
of ! and period T D 2�=!. These vibrations are typ-
ically driven externally by a mechanical component
connected to a signal generator so that the point of ex-
citation can be unambiguously determined. However,
acoustical excitation by sound from a loudspeaker is
useful if it is desirable not to have single-point exci-
tation; excitation at a single point will not excite modes
with nodes at the point of contact. To investigate the
harmonic motion of musical instruments there are three
holographic methods that are commonly used to image
the harmonic displacement of an object: double-pulsed,
time-averaged, and real-time.

Double-Pulsed Holographic Interferometry
The method of double-pulsed holographic interferom-
etry is relatively easy to understand. When using this
technique a hologram is recorded using a pulsed laser
with a pulse length that is short compared to the period
of oscillation of the object. At some later time, typi-
cally T=2, another laser pulse records a second latent
image on the film. When the hologram is developed and
reconstructed, two superimposed images appear. The
two images interfere producing fringes representing the
displacement of the object that occurred between the
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two laser pulses. The contour lines are separated by
a distance given by (5.25).

The primary advantage of double-pulsed holo-
graphic interferometry is that it is not necessary to
replace the developed film back into the same position
that it was when the hologram was constructed. Also,
the requirements for isolation from ambient vibrations
are significantly reduced since the object only needs to
be stable in the time period between the two pulses. Fi-
nally, once the image is recorded and developed it can
be analyzed at a later time and in a different location.
Any continuous-wave laser having the same wavelength
as the recording laser will produce the interferogram
that can be used for analysis.

Unfortunately, the disadvantages of double-pulsed
holography for the experimentalist are significant.
Pulsed lasers are typically much more expensive
than continuous-wave lasers, the timing and triggering
mechanisms can be complicated, and having a continu-
ous-wave laser of the same wavelength is convenient for
viewing the interferogram. For these reasons it is more
common to use time-averaged or real-time holographic
interferometry to investigate musical instruments.

Real-Time Holographic Interferometry
Real-time holographic interferometry uses the arrange-
ment shown in Fig. 5.6, with the interferogram being
produced by the superposition of an image of the ob-
ject and the hologram that results from placing the film
plate back in its original position. This is similar to the
arrangement of the more common holographic interfer-
ometer described above. However, once the holographic
plate has been placed back into its original position
the object is made to undergo harmonic motion with
angular frequency !. This produces an oscillating in-
terference pattern with a period T as the object executes
the motion. Obviously nodal areas undergo no such mo-
tion and the magnitude of the displacement will vary
with position. The method of inducing the oscillation
can be either mechanical or acoustical stimulation de-
pending on the information desired.

Once the object is oscillating, the phase of the object
beam given by (5.24) becomes time dependent and the
phase difference between the holographic image and the
real-time image of the object is given by

'.�; t/D '.�/ sin.!t/ : (5.26)

Under this condition, (5.22) becomes

E0

o.�; t/D Eo.�/e
i.ko�rC�.�/C'.�/ sin.!t// (5.27)

and the electric field is given by the superposition of
Eh and E0

o, where Eh is still given by (5.21). The im-
age created by this superposition is then viewed by eye,

or recorded by either film or a charge-coupled device
(CCD) array.

The intensity pattern created by the superposition
of the two fields, which is recorded by either the eye or
other means is given by

I.�; t/D � ˚jEo.�/j2CjEh.�/j2
CEo.�/Eh.�/ cosŒ'.�/ sin.!t/�

�
: (5.28)

To perform real-time holographic interferometry it
is necessary that the recording medium has an integra-
tion time that exceeds several periods of vibration. This
is easily achieved since the recording medium is usually
either the eye, a CCD array, or film and the oscillations
of interest typically exceed 100Hz. The resulting irra-
diance that will produce the visible pattern that will be
the final image is then given by

hIi.�/i D Io.�/C Ih.�/C
p
Io.�/Ih.�/

� 1

T

TZ
0

cosŒ'.�/ sin.!t/�dt ; (5.29)

where hIi.�/i represents the time-average irradiance of
the image.

The integral in (5.29) is one method of calculating
the zero-order Bessel function of the first kind, there-
fore, the time-averaged image can be written as

hIi.�/i D Io.�/C Ih.�/C
p
Io.�/Ih.�/J0.'.�// ;

(5.30)

where '.�/ is given by (5.24). Maximum contrast oc-
curs when Ir D Io, in which case the intensity of the
interferogram is given by

Ii D 2Io.�/Œ1C J0.'.�//� : (5.31)

As with static holographic interferometry, it is nec-
essary to replace the hologram precisely in the position
it was in when the hologram was recorded. This is
a difficult process. However, the advantage to real-time
holographic interferometry is that the frequency of os-
cillation of the object, !, can be changed while the
interferogram is being observed. Therefore, one can
view the deflection shape of the object vibrating at
different frequencies. If information at only a single fre-
quency is of interest, and that frequency is known, it is
not necessary to go to the trouble of repositioning the
holographic plate. Instead, the process known as time-
averaged holographic interferometry is useful.

Time-Averaged Holographic Interferometry
Time-averaged holographic interferometry uses the
same arrangement as double-pulsed interferometry; that
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is, the hologram is recorded and processed and available
for viewing at any later time. However, instead of using
two pulses to record the holographic image at two dif-
ferent displacements, the image is recorded while the
object is undergoing harmonic motion. That is, the ob-
ject is set into harmonic motion and the hologram is
recorded over a time that is long compared to the period
of oscillation of the object. Using the same procedure
described above for deriving (5.30), it is straightforward
to show that under these conditions (5.31) becomes

Ii D Io.�/ŒJ0.'.�//�
2 : (5.32)

The primary disadvantage of time-averaged holo-
graphic interferometry is that you must know the fre-
quency of interest before recording the hologram. It is
also important that the amplitude of vibration be small
enough such that the fringes of equal displacement
are visible. In real-time holographic interferometry the
frequency and amplitude of vibration can be adjusted
while viewing the interferogram. However, there are
significant advantages to time-averaged holographic in-
terferometry. These include the ease of reconstruction,
which does not require precise replacement of the
recording medium, and the improved contrast. After the
displacement of the object exceeds the distance nec-
essary to produce the first fringe, the contrast of the
real-time interferogram is reduced significantly. Only
the intensity between the fringes is reduced in time-
averaged interferometry. Because the intensity of the
dark fringes in the time-averaged case is always zero,
the contrast between light and dark fringes remains
high. An example of a holographic interferogram show-
ing one deflection shape of a vibrating guitar body can
be seen in Fig. 5.7 [5.33] .

The advantages of holographic interferometry were
identified quite early by acousticians [5.34]. However,
as noted above, the process is tedious, time consuming,
and requires excellent stability and extensive optical
equipment. For standard and real-time holographic in-
terferometry it also requires proper alignment of the
holographic plate back into its original position. For
these reasons holographic interferometry has not been
as prevalent in the study of musical instruments as one
might think. However, there is another technique that
produces similar results and requires less time, expense
and effort. We address this technique in the next section.

5.2.3 Electronic Speckle Pattern
Interferometry (ESPI)

Electronic speckle pattern interferometry (ESPI) is
a technique that produces results similar to real-time
holographic interferometry, but circumvents many of

Fig. 5.7 Time-averaged holographic interferogram of a vi-
brating guitar body (after [5.33]). The fringes indicate
contours of equal displacement. The vibrations are driven
by a coil placed near a small magnet attached to the guitar

the problems. Of particular importance is the elimina-
tion of the necessity of producing and replacing the
holographic plate.

An electronic speckle pattern interferogram of a vi-
brating guitar body produced using ESPI is shown in
Fig. 5.8. The similarity of the images, which is evi-
dent by comparing Figs. 5.7 and 5.8, causes the process
of ESPI to be incorrectly referred to by the name TV
holography. However, although the image appears sim-
ilar to one produced by real-time or time-averaged
holographic interferometry, and it can be viewed on
a television monitor or computer screen, ESPI does
not involve the production of a diffraction grating (i. e.,
a hologram). Therefore, the process is fundamentally
different from holography.

Although holographic interferometry is still used
for analysis in some laboratories, it has largely been
replaced in the study of musical instruments by ESPI.
The process of speckle pattern interferometry was first
developed using film as the recording mechanism, but
since the process involves subtracting images, film was
quickly replaced by analog and then digital video. Cur-
rently, almost all ESPI is performed using a digital
CCD array to capture the images, with image sub-
traction performed digitally in a computer. Electronic
speckle pattern interferograms have been used to study
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Fig. 5.8 Electronic speckle pattern interferogram of a vi-
brating guitar body showing fringes of equal displacement.
The vibrations are driven by a speaker located approxi-
mately 1m from the guitar

steel pans [5.35], banjos [5.36], trumpets [5.37], sev-
eral percussion instruments [5.38–41], and even piano
soundboards [5.42].

There are several different ways to construct an
ESPI system, with each variation having distinct advan-
tages and disadvantages. However, an understanding of
the process can be gained by considering one of the
simplest arrangements, a schematic diagram of which
is shown in Fig. 5.9. Light from a laser is divided into
two beams using a beam splitter, which is normally
a semisilvered mirror that reflects a portion of the light
while transmitting the rest. One of the beams is directed
toward the object of interest off of which it reflects, and
the other is directed toward a diffusing screen. As with
holographic interferometry, the beam reflected from the
object is usually referred to as the object beam and the
latter as the reference beam. An image of the object
is captured by a digital camera by viewing it through
a second semisilvered mirror in such a way that the im-
age of the object is superimposed on the image from
the diffusing screen. The signal from the camera is then
sent to a computer for processing.

Because the light used to illuminate the object and
screen is highly coherent, the image projected onto the

From laser

Digital
camera

Object

BS

BS

L

OG

L

Fig. 5.9 Schematic of a simple arrangement for electronic
speckle pattern interferometry with components: L = lens,
BS = beam splitter, OG = opal glass. The lens on the cam-
era is focused on the object; the opal glass plate provides
the necessary reference beam, which reaches the camera
by reflection from the beam splitter

recording array is speckled due to the diffraction from
the edges of the aperture of the lens. The variation of
this objective speckle pattern is complex, but the mean
diameter of the speckle is approximately given by

d � .1CM/�LF ; (5.33)

where �L is the wavelength of the light from the laser,
M is the magnification of the image and F is the aper-
ture ratio of the lens (i. e., the f -number). It is normally
advantageous to ensure that the mean diameter of the
speckle is approximately the same size as the pixels that
make up the recording array. For a thorough review of
speckle within the context of ESPI, see [5.43].

To understand ESPI it is useful to consider only one
pixel on the recording array, on which light from the
reference beam with irradiance Ir interferes with light
reflected from the object with irradiance Io. The irradi-
ance of the light on the pixel is then given by the usual
form for interference between two coherent beams, i. e.,

I1 D IrC IoC 2
p
IrIo cos.�/ ; (5.34)

where the phase angle � is due to the differing optical
path lengths of the two beams from the laser to the im-
age plane. This image is recorded and digitally stored.

At some later time, after the portion of the object
that is imaged onto the pixel has been translated a dis-
tance �, the irradiance on the image plane is given by

I2 D IrC IoC 2
p
IrIo cos.�C '/ ; (5.35)

where ' is given by

' D 2�jkoj : (5.36)

This image is also then digitally stored.
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The ESPI process involves digitally subtracting the
two images represented by (5.34) and (5.35) and tak-
ing the absolute value. The resulting image can then be
displayed on a computer monitor. After subtraction the
displayed pixel intensity is given by

I1;2 D �j cos.�C '/� cos.�/j ; (5.37)

where � is a constant determined by the relative intensi-
ties of the two beams and the display parameters of the
monitor. It is obvious from (5.37) that when ' D 2n� ,
where n is an integer, then the displayed intensity of
the pixel will be zero. Similarly, when ' D .2nC 1/�
the displayed intensity will be maximum. Therefore, the
displacement of the object at the point imaged onto the
pixel can be determined. Unfortunately, an image of the
entire object is comprised of many pixels, all with a dif-
ferent value of �. That is, because the value of � varies
from pixel to pixel in a randommanner it is not obvious
that the entire image will result in a meaningful interfer-
ogram. However, it can be shown that if � is a random
variable, on average the maximum irradiance will oc-
cur when ' D 2n� and the minimum will occur when
' D .2nC 1/� . A proof can be found in Appendix E
of [5.32].

Due to the high calculation speed of modern com-
puters it is possible to perform the image subtraction in
almost real time. Therefore, it is possible to record an
image of the object and then subtract subsequent images
in real time and observe interferograms of the chang-
ing motion. If the displacement of the object occurs on
a timescale that is long compared to the integration time
of the camera, then this is a useful technique for deter-
mining displacements on the order of the wavelength
of the light. Typically excellent interferograms can be
achieved for motions ranging from� 0:25�5�m if the
light from the laser is in the visible portion of the elec-
tromagnetic spectrum.

If after storing an image of the static object the
object begins oscillating with a period that is small
compared to the integration time of the detector, as is
common when studying musical instruments, then the
second recorded image is the result of the time average
over several oscillations. The process of determining
the irradiance on the pixel in this case is similar to that
outlined in Sect. 5.2.2, Real-Time Holographic Interfer-
ometry. By integrating the oscillating image over a large
number of periods the displayed intensity of the sub-
tracted images is given by

I1;2 D �Œ1� J0.'/� : (5.38)

This response is similar to the response of real-time
holographic interferometry with the exception that
nodal areas show as black instead of white.

As with holographic interferometry, the stability re-
quirements for ESPI are stringent. The object and all
optical components must be stable to within a fraction
of the wavelength of the light or the two speckled im-
ages become uncorrelated and the interference fringes
are not visible. This normally requires active isolation
of the object and the optical system, or it requires that
the images be captured and stored within a time that is
short compared to the timescale of the ambient motion.

Although this method of ESPI has been used in the
past to study musical instruments, and it is useful to
explain the basic principles of ESPI, there are better ar-
rangements for acoustical studies. It is important to note
one arrangement that is of particular interest to musical
acousticians because it affords the possibility of imag-
ing large objects that are typically not stable enough
to analyze using either ESPI or holographic interfer-
ometry. This method, known as decorrelated electronic
speckle pattern interferometry (DESPI), requires a lin-
ear phase shift of one beam during the process of
recording the image. The phase shift can be caused by
whole-body motion of the object that is linear on the
timescale of the integration of the detector, effectively
inducing a linear phase shift on the illuminating beam.
Alternatively, the motion can be imposed on one beam
by the linear motion of a mirror that reflects either the
reference or illumination beam, or by introducing an
electrical or mechanical phase-shifting device in one
beam. When using DESPI it is not necessary to store
an image of the object prior to the onset of vibration.
Instead, two images of the object that were captured
during vibration are subtracted. This significantly re-
laxes the restriction on the magnitude of the ambient
motion and often eliminates the need for active isola-
tion of the system. An analysis of decorrelated ESPI
can be found in [5.44].

The contrast of the interferogram obtained using
DESPI is dependent upon how rapidly the phase of the
beam is changing, either due to motion of the object or
an imposed path length difference on one beam, and the
integration time of the detector. But there is a wide tol-
erance for motion and the imposition of this motion can
enhance both the contrast and the precision of the inter-
ferogram. A comparison of two images of a vibrating
plate is shown in Fig. 5.10, where the image obtained
through the ESPI system described above is shown in
Fig. 5.10a and the same plate imaged using DESPI is
shown in Fig. 5.10b [5.44].

In the example shown in Fig. 5.10b the linear
motion was imposed on one of the beams of the in-
terferometer and was carefully controlled to produce
maximum contrast. However, in many cases ambient
motion can produce the same result. Indeed, the ambi-
ent motion that normally limits the usefulness of ESPI
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a)

b)

Fig. 5.10a,b Interferograms of a vibrating circular plate
using (a) a simple ESPI system and (b) the same plate
using DESPI (after [5.44]). Both plates have the same am-
plitude and frequency of vibration

for large objects can be used to produce excellent inter-
ferograms using DESPI. In such cases the integration
time of the detector can be used to ensure that the mag-
nitude of the ambient motion is sufficient to decorrelate
the illuminating and reference beams. An example is
shown in Fig. 5.11, where the deflection shape of a vi-
brating piano soundboard is made visible using DESPI.
A similar image using ESPI would be extremely diffi-
cult to produce.

The contrast of interferograms produced by ESPI
and DESPI is not as high as those produced by holo-
graphic interferometry. The speckle nature of the image
is also more pronounced. However, usually the quality
of the image is sufficient to obtain the same information
that can be obtained from a time-averaged holographic
interferogram. For example, compare the image of a vi-
brating guitar obtained by DESPI shown in Fig. 5.8 with
a similar one obtained through time-averaged holo-
graphic interferometry shown in Fig. 5.7.

While ESPI is becoming more common in the anal-
ysis of musical instruments, the cost of a commercial
ESPI system is significant. However, the system shown
in Fig. 5.9 is not difficult to construct if one has ex-

281.0

Fig. 5.11 DESPI interferogram of a piano soundboard ex-
cited acoustically by a distant speaker. The ambient motion
of the piano was sufficient to decorrelate the illuminating
and reference beams without imposing a controlled phase
shift as part of the experimental arrangement

perience with optical experimental techniques, and the
cost of the components can be as little as one-tenth
that of a commercially available system. Those wish-
ing to build a simple ESPI system at relatively low
cost should consult [5.45, 46]. An even more simple
and inexpensive variation is described in [5.22], but this
arrangement produces inferior results and is primarily
intended for educational use.

Note that the recording mechanism for speckle pat-
tern interferometry does not necessarily need to be
electronic. It can be accomplished using film rather
than an electronic camera as the recording mechanism.
Unfortunately, the effort required to use film is simi-
lar to that necessary for holographic interferometry and
significantly greater than what is required when us-
ing an electronic recording mechanism. The prevalence
of low-cost electronic cameras and computers has ren-
dered film-based speckle pattern interferometry largely
obsolete.

5.2.4 Laser Doppler Vibrometry

Another optical technique that is not normally classi-
fied as interferometry, but in detail relies on the physics
of interfering optical waves, is laser Doppler vibrom-
etry (LDV). LDV utilizes the frequency shift of light
reflected from a moving source to determine the veloc-
ity of a vibrating surface. Although the Doppler effect
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is most often associated with sound, electromagnetic
waves can also experience Doppler shifts.

LDV uses light from a laser that is reflected from the
point of interest on a moving object. This reflected light
is mixed with the original light to produce a moving
interference pattern. The speed of the fringe motion is
proportional to the velocity of the object from which the
beam is reflected. The laser is usually colocated with the
receiver and the associated electronics are sealed with
the optics into a case.

Laser Doppler vibrometry is a logical extension of
laser Doppler velocimetry, which was in use as early
as 1964 [5.47]. Laser Doppler velocimetry relies on
the Doppler shift of a moving surface or particles in
a fluid to determine the velocity of the body or fluid.
Laser Doppler vibrometry relies on the same effect, but
the object of interest is a harmonically vibrating solid
surface and Fourier techniques can be used to isolate
the vibrations within a given frequency band. LDV has
been used in studying percussion instruments, [5.39,
48] the bodies of stringed instruments, [5.49] vibrations
of the bells of brass instruments [5.50], and the motion
of organ pipes [5.51].

To understand the operation of a laser Doppler vi-
brometer one must begin with the realization that the
light from a laser has a narrow linewidth. Due to the
narrow linewidth it is acceptable to assume that the laser
has a frequency of 
L and a wavelength of �L. In reality
all lasers have a finite linewidth, which limits the co-
herence of the light and hence the distance between the
object and the laser. The limitations associated with the
finite coherence length can be found elsewhere and is
a detail that is not necessary to understand the opera-
tion of a LDV system [5.52].

In a LDV system the light from a laser is divided
into two beams by a semisurfaced mirror. One beam is
directed toward the object of interest. The second beam
is directed toward a second beam splitter where it is
mixed with the light reflected from the object. The re-
sulting interference pattern is imaged onto a detector. If
the object is moving toward the laser then the reflected
beam will have a shorter wavelength than the incident
object beam because each successive phase front must
travel a shorter distance than the last one.

Let the period of the electromagnetic wave incident
on the object be given by T D 1=
L. A wavefront from
the laser will move a distance �L D c0T during one pe-
riod, where c0 is the speed of light in air. However,
during the time T an object moving at velocity v toward
the laser will have moved a distance of jv jT and there-
fore the distance between two successive wavefronts of
light reflected off of the moving object will be

�0 D c0T � 2jv jT ; (5.39)

and the frequency of that light will be Doppler shifted
to


0 D c0
�0
: (5.40)

Combining equations (5.39) and (5.40) yields


0 D 
L

1� jv j

c0

: (5.41)

The velocities of interest for the musical acoustician are
normally on the order of 1m=s or less. Therefore, the
task becomes determining a shift in frequency of ap-
proximately one in 108. To do this the reflected light
is mixed with the reference beam at the second beam
splitter. When combined at the second beam splitter, the
reference beam of frequency 
0 and the reflected beam
at frequency 
0 create a changing interference pattern
with a frequency of �
 D 
� 
0, or

�
 D �2jv j
�L

: (5.42)

If the laser is in the near-infrared region, as many
are, it will have a wavelength of approximately 1�m
and therefore a typical difference frequency may be on
the order of a few megahertz, which is easily detected
by a photodiode.

The simplified description above is adequate to un-
derstand how a LDV system works, however, there is
one other aspect that deserves mention. It is clear from
(5.42) that in the situation described there is no way to
determine if the object is moving toward or away from
the laser. In either case the difference frequency would
be the same. To solve this problem, and to increase the
signal-to-noise ratio, one of the beams is usually fre-
quency modulated by a Bragg cell so that there is a fixed
carrier frequency from which �
 can be added or sub-
tracted.

As described above, this system can be used to mea-
sure the velocity of any object and hence describes laser
Doppler velocimetry. However, since the motion of mu-
sical instruments is almost always periodic, the analysis
can be extended to assume that the displacement of the
point of interest is given by

xD�x sin.!t/ ; (5.43)

where �x is the amplitude of the motion and ! is the
acoustic angular frequency. The velocity is then given
by

v.t/D dx

dt
D�x! cos.!t/ ; (5.44)
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and the Doppler shift is given by

�
.t/D �2�x!

�L
cos.!t/ : (5.45)

A fast Fourier transform algorithm can then be used
to determine the velocity as a function of frequency
of vibration, in which case the process is termed laser
Doppler vibrometry (LDV). Dividing the result by !
yields the amplitude of the displacement as a function
of vibrational frequency.

Unlike Chladni patterns, holographic interferome-
try or ESPI, LDV provides the amplitude of the vibra-
tion at only a single a point on the object of interest. If
it is desirable to measure the motion over a large area
the laser must be scanned across the object in a grid
pattern, stopping at each point for a period of time de-
termined by the desired precision of the measurement.
The motion at each point is analyzed individually and
then the motion of the entire body is reconstructed using
a computer algorithm. Scanning is normally achieved
by a pair of actuated mirrors within the system.

5.2.5 Accelerometers

Deflection measurements using accelerometers has be-
come common in the field of musical acoustics. These
devices are inexpensive and robust, and they can pro-
vide real-time information about the motion of an object
in three dimensions. Although an accelerometer only
provides a voltage that is proportional to the acceler-
ation, the velocity and position can be determined by
numerical integration of the signal.

Types of Accelerometers
There are several types of accelerometers, including
piezoelectric, piezoresistive, capacitive and ones using
strain gages. All accelerometers produce an output that
is proportional to the acceleration of the device and
can be obtained in configurations that are sensitive to
changes in velocity in one, two or three dimensions.
Regardless of the sensing mechanism, accelerometers
consist of a mass attached to a sensor. An applied force
on the accelerometer produces an acceleration of the
mass, which results a change in the electrical charac-
teristics of the sensor.

A piezoelectric crystal will produce a charge pro-
portional to the stress, a capacitive sensor will produce
a change in capacitance due to a varying distance be-
tween two plates, and a piezoresistive element and
strain gages typically produce an output voltage through
the change in resistance of a Wheatstone bridge ar-
rangement. There are also accelerometers that use the
Hall effect and magnetic induction. Although the re-

sistive accelerometers provide excellent sub-sonic re-
sponse, in most applications associated with musical
acoustics it is the response at audible frequencies that
is of interest. Therefore piezoelectric and micro-electric
mechanical system (MEMS) capacitive accelerometers
appear to be more common. We will briefly describe
how these work before addressing their application.

A simplified diagram of a piezoelectric accelerom-
eter is shown in Fig. 5.12. As with the piezoelectric
microphone described in Sect. 5.1.1, the operation of
a piezoelectric accelerometer depends on the fact that
piezoelectric crystals produce a polarizing charge when
they are under stress. This charge results in a potential
difference across the crystal that is proportional to the
stress. Inside the accelerometer housing the crystal is
placed between a surface attached to the housing and
a movable mass m. When it is subjected to a force F
in the direction that the mass can move, a potential dif-
ference of V is produced. This potential is proportional
to F=m, which according to Newton’s second law is the
acceleration.

As with electret microphones, capacitive ac-
celerometers rely on the fact that the capacitance of
a parallel plate capacitor is given by (5.1). Typically,
a MEMS accelerometer will have several fingers on
a movable structure that produce a capacitance as
shown in Fig. 5.13. The movable beams between the
static plates can be modeled as a mass m on a spring
with spring constant k. For the simple case of a mass on
a spring the restoring force of the spring is given by

Fs D�kx ; (5.46)

where x is the displacement of the mass from its equilib-
rium position. The distance between the plates on either
side of the central conductor (i. e., the finger) is then

�D d0˙ x ; (5.47)

where d0 is the equilibrium distance between the plates
when the accelerometer is not undergoing acceleration.

Acceleration

Piezoelectric
crystal

To preamplifier

Substrate

Mass

Fig. 5.12 Simplified diagram of a piezoelectric accelerom-
eter. The piezoelectric crystal produces a potential differ-
ence that is proportional to the strain produced by the
acceleration of the inertial mass
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Fig. 5.13 Schematic diagram of a MEMS accelerometer.
The acceleration is determined by measuring the change
in capacitance that results from the fingers moving away
from the equilibrium position

Detection is typically accomplished by measur-
ing the difference in the capacitance between the
plates closest to the movable finger and those further
away [5.53]. When the device experiences an acceler-
ation, the applied force results in the fingers moving
closer to one set of plates than the other. Since the
capacitors are all identical and wired in parallel, the ca-
pacitance is given by (5.1) multiplied by the number of
capacitors N, assuming that one can ignore the edge ef-
fects and that the central fingers extend the length of the
two plates. Substituting (5.47) into (5.1) and subtracting
the two capacitances results in the difference between
the capacitances when the accelerometer is subjected to
a force. This results in an equation that indicates that
the difference in capacitance is nonlinearly related to
the displacement of the mass

�CD 2N"0A
x

d20 � x2
: (5.48)

The nonlinearity is, however, negligible if x	 d0.
Rearranging (5.48) and ignoring the term quadratic

in x reveals that the difference in capacitance is linearly
related to the displacement of the fingers

�C� x

�
2N"0A

d20

�
(5.49)

and the acceleration is given by

a� �kd0
2N

�C

C0
; (5.50)

where C0 is the capacitance when the sensor is experi-
encing no acceleration.

The sensitivity of an accelerometer is measured in
units of volts per unit of acceleration. The normal unit

of acceleration is equivalent to the acceleration due to
the Earth’s gravity, therefore the sensitivity is usually
quoted in mV=g, where gD 9:8m=s2.

Measurements with Accelerometers
In the study of musical acoustics accelerometers can
be used in a variety of ways, but they are typi-
cally used for determining the modal structure and
the mechanical impedance (or admittance) of mu-
sical instruments [5.54–57]. Modal analysis will be
briefly addressed here; measurements of the mechani-
cal impedance are addressed in the following section.

Knowing the acceleration of a structure at the point
where an accelerometer is attached is typically valuable
only if something is known about the exciting force.
Therefore, accelerometers are usually used in conjunc-
tion with a force sensor. There are two methods of
determining the modal structure of an object using ac-
celerometers: using multiple accelerometers placed at
several points on the object, and using a single ac-
celerometer while exciting the vibrations at different
points serially. In each case it is the frequency response
function (FRF) between the point of excitation and the
accelerometer position that is measured. These mea-
surements can be used to reconstruct the deflection
shape of the object.

When multiple accelerometers are available and the
object is small enough such that the distance between
them is less than the distance between modal anti-
nodes, it is convenient to drive the object either by
impulse or steady-state excitation and record the mo-
tion at several different points. The accelerometers must
be sensitive to the direction of displacement and are
usually mounted so that the acceleration normal to the
surface of the object produces a signal. The displace-
ment is found by integrating the acceleration twice with
respect to time.

To determine the mode shapes the position of each
accelerometer must be known. To facilitate the analy-
sis they are often placed symmetrically on the object.
The multiple signals from the accelerometers can then
be aggregated in a computer and used to determine the
deflection and mode shapes. This technique was used
in [5.56] to determine the mode shapes of a Himalayan
singing bowl, but this work also demonstrated one of
the limitations of this technique; the mass of the ac-
celerometers altered the resonance frequencies of the
instrument.

For modal analysis it is the displacement as a func-
tion of frequency that is of interest. If the driving
mechanism is steady state and narrow band, the fre-
quency may be swept as a function of time and the
individual measurements aggregated at the frequencies
of interest. If the excitation mechanism is broad band,
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as when the body is excited by an impulse, the Fourier
transform is calculated prior to analysis.

Multiple accelerometers can also be used to deter-
mine the whole-body motion and eliminate the effects
of any modal vibrations if the body has simple symme-
try, such as the bell of a brass instrument [5.50]. To do
this, multiple accelerometers are attached to the struc-
ture in a symmetric pattern and vibrations are driven
over a broad band, either acoustically or by contact with
a shaker. The phase and amplitude of the accelerometer
signals are recorded and then averaged in the complex
plane. In this way the vibrations due to modal reso-
nances are eliminated due to the fact that the antinodes
are symmetric and adjacent ones are � out of phase. The
resulting signal contains only the effects of whole-body
and asymmetric motions.

For large instruments, such as pianos, it is more
common to attach a single accelerometer to some point
and excite the vibrations at points on the instrument in
a grid pattern. The signal from the accelerometer and
the exciting instrument, often a force hammer, can then
be used to determine the mode shapes of the structure.
An example of the result of this type of measurement
can be found in [5.54].

The theory is the same in either case, therefore
here we will only consider the case where a single ac-
celerometer is affixed at a point .x0; y0/ and N points at
.xn; yn/ are excited by a broad-band strike from a force
hammer. It is assumed that after the strike the motion
can be described by a set of damped orthogonal har-
monic modes and that nonlinear coupling between the
modes is negligible.

The FRF between the position of the accelerometer
.x0; y0/ and the exciting strike at .xn; yn/ is determined
by the mode amplitude at each point and the frequency-

dependent modal damping �m, which determines the
quality factor of the resonance. Denoting the mode
shapes as ˚m.x; y/, the FRF is given by

H0;n.!/D
1X
mD1

˚m.x0; y0/˚m.xn; yn/

.!2
m�!2/C 2i�m!!m

; (5.51)

where !m is the resonant frequency of the m-th mode.
Typically, only a limited number of modes are of inter-
est and m is truncated such that the angular frequency
does not exceed some predetermined maximum.

The mode shapes can be determined from the mea-
surement of H.!/ by averaging measurements from
several different points. Assuming that only M modes
are of interest and measurements are made at N unique
positions, then

H0;N.!/D
MX

mD1

PN
nD1˚m.x0; y0/˚m.xn; yn/

.!2
m�!2/C 2i�m!!m

:

(5.52)

An optimization algorithm is then used to determine the
mode shapes ˚m by comparing the computed value of
H0;N with the value derived from measurements.

When performing modal analysis in this manner it
is important to ensure that the frequency spectrum of
the exciting impact contains the frequencies of inter-
est and that the accelerometer is not placed on a node
of the mode of interest. It is also important to ensure
that the excitation mechanism is similar at each point
and, in the case of impact excitation, that there are not
multiple strikes. There are several methods available to
ensure that the structure is excited in an appropriate
manner [5.58].

5.3 Measurement of Impedance

All musical instruments consist of one or more oscil-
lators and one or more resonators. The final sound is
largely determined by the spectrum of the oscillator and
the input impedance of the resonators. Therefore, much
effort goes into measuring the input impedance of mu-
sical instruments.

The input impedance of wind instruments is defined
as the input pressure divided by the volume flow. In
other instruments it is the mechanical impedance at the
driving point that is important, which is defined as the
applied force divided by the velocity. In either case, the
impedance determines the efficiency of the system and
it is a function of frequency. Some of the methods that
can be used to measure both types of impedance are

discussed here. In each case measurements are made
either by using a swept sine function or a random noise
generator to produce a signal. If a random noise gener-
ator is used, the Fourier transform of the signal is first
calculated before determining the impedance to provide
frequency discrimination.

5.3.1 Mechanical Impedance

The impedance that is of interest for many instru-
ments, such as percussion and stringed instruments, is
the impedance at the point of energy transfer from the
string or striking mechanism to the resonating body.
Some instruments have multiple interactions that are of
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interest and therefore there is not one impedance mea-
surement that characterizes the response. The sound
generated by a piano, for example, depends on the
impedance of the string during the interaction with the
hammer as well as the impedance of the bridge where
it meets the string. Both impedances are mechanical
impedances.

The mechanical impedance at the point of excita-
tion, referred to as the driving point impedance, is nor-
mally measured by applying a force at the same point
that the acceleration is measured. To determine the me-
chanical impedance, the signal from an accelerometer
is integrated to provide the velocity v in the direc-
tion of the exciting force. The impedance is defined
by

Z D F

v
; (5.53)

where F is the applied force. Since the force and veloc-
ity are not generally in phase, Z is normally a complex
value. Often the admittance, which is the reciprocal
of the impedance, is used for analysis rather than the
impedance.

The force sensor is usually made from a piezoelec-
tric crystal that is placed between the driving mech-
anism and the object of interest. Compression of the
crystal produces a potential difference proportional to
the stress, as described in Sect. 5.2.5. The difference
between an accelerometer and a force sensor is that
an accelerometer has the crystal attached to an inertial
mass that is free to move while in the force sensor the
crystal is placed directly in line between the driving el-
ement and the object of interest.

An impedance head consists of a driving mecha-
nism called a shaker, which is usually driven electro-
magnetically by a coil and magnet arrangement, similar
to the arrangement found in a common speaker. The
shaker may be driven by a swept harmonic signal or
by a noise signal containing all of the frequencies of in-
terest. An accelerometer is placed between the driving
mechanism and the force sensor, and the force sen-
sor is placed as close to the object as is possible. This
placement of the force sensor is important because the
measured impedance is affected by any mass m that
exists between the force sensor and the object. When
there is a mass between the force sensor and the ob-
ject, the measured impedance Zm is related to the actual
impedance Z by

Zm D ZC i!m ; (5.54)

and therefore it is important to minimize m to obtain an
accurate measurement.

The mechanical impedance can also be measured
by impacting the surface of the object with a hammer
containing an integrated sensor rather than driving it
with a shaker. As is the case when a shaker is driven
by a noise signal, when an impact is used to excite
the motion it is necessary to Fourier transform the
force and acceleration signals. If the driver is a shaker
driven by a harmonic signal that is swept through the
frequencies of interest over time, the appropriate fre-
quency dependence can be directly substituted for the
time dependence. In each case the velocity can be de-
termined at each frequency by dividing the acceleration
by i!. A direct application of (5.53) will then yield the
impedance spectrum.

The velocity at the point of excitation can also be
measured by other means. LDV can be used and is very
convenient, but by necessity the measurement of the ve-
locity cannot be exactly at the point of excitation since
the driver must be located there. However, if the surface
of interest is thin and can be accessed from both sides,
such as is possible with a piano soundboard, the mea-
surement of velocity can be made on the opposite side
of the structure. Any measurement of the displacement
can also be used to determine the velocity.

5.3.2 Impedance of Wind Instruments

Measuring the mechanical impedance is relatively
straightforward, however, measuring the input imped-
ance of a wind instrument is more complicated. The
input impedance of a wind instrument is a complex
value defined as the ratio of the pressure p and the vol-
ume flow u at the point of input

Z D p

u
: (5.55)

In wind instruments the input is usually defined as the
point where the oscillator meets the resonator, i. e., the
mouthpiece.

While it is relatively easy to measure both the force
and velocity of a point on a mechanical system, the si-
multaneous measurement of the pressure and volume
flow at the input of a wind instrument can be quite dif-
ficult. Rather than measuring the flow, often a known
flow is imposed on the system by a membrane with very
high impedance. The high impedance ensures that the
input impedance of the instrument under test negligibly
affects the flow. In practice a piezoelectric disk works
well for this purpose [5.59]. However, it is also possi-
ble to couple a low impedance driver, such as a speaker,
through a small capillary tube. This arrangement can
provide a close approximation to a high impedance
driver and it was the first known method for making
direct measurements of the input impedance of brass
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instruments [5.60]. Later developments provided cor-
rections [5.61] and this method is currently used in the
commercially available brass instrument analysis sys-
tem (BIAS) [5.62]. An example of the impedance of
a B-flat trumpet as a function of frequency measured
using the BIAS system is shown in Fig. 5.14.

Provided the driving mechanism is unaffected by
the presence of the attached instrument, the input
impedance can be determined simply by measuring
the pressure at the input, which can be accomplished
using a small microphone. The problem with this ar-
rangement is that the microphone and the driving
diaphragm must be at the same place. Any displace-
ment of the microphone from the driving point results
in an error, which can sometimes be significant, but
these errors can usually be accounted for theoreti-
cally [5.59].

Methods exist for measuring the flow directly, for
example a hot-wire anemometer can be use [5.63], but
normally the volume flow is determined by inducing
a known flow or by deducing it from a pressure gradient
determined using two or more microphones [5.64, 65].
This method has been extensively improved upon since

0 1000 2000

Impedance (MΩ)

Frequency (Hz)

100

10

1

Fig. 5.14 Input impedance of a B-flat trumpet with all of
the valves open measured using the BIAS impedance head.
Playable notes occur where the impedance is a maximum

the first report of its use [5.66–68] and is in common
use for measuring the input impedance of wind instru-
ments.

5.4 Conclusions
While the measurement techniques discussed here en-
compass many of the measurement techniques impor-
tant to musical acousticians, it is by no means an
exhaustive treatment of the subject. This chapter is
intended only as an overview of some of the more com-
mon experimental techniques and should form the basis
for further investigation.

It is likely that the technology available for mea-
suring the physical parameters of musical instruments
will continue to rapidly advance. Therefore, as new sys-
tems and techniques become commercially available in
the future many of the techniques discussed here will
be easier to implement than they currently are. Musi-
cal acousticians would be wise to keep pace with these
developments.
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6. Some Observations on the Physics
of Stringed Instruments

Nicholas Giordano

We provide a general introduction to stringed
instruments, focusing on the piano, guitar, and
violin. These are representative of instruments
in which the strings are excited by striking (the
piano), plucking (the guitar), and bowing (the vi-
olin). We begin by discussing, in a general way, the
strings and soundboards, and how these couple to
the surrounding air to generate sound. Important
features specific to these instruments are then dis-
cussed, with particular attention to the different
ways the strings are set into motion, key differ-
ences in the way the soundboards vibrate, and
the effects of these differences on the resulting
musical tones.
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6.1 Three Classes of Stringed Instruments
A very wide variety of musical instruments employ
strings as the central vibrating element; that is, as
the vibrating element that determines the component
frequencies of the musical tone produced by the in-
strument. It is indeed a challenge to describe all of
the important aspects of all stringed instruments and
we will not attempt such an ambitious task in this
chapter. (The references given throughout this chapter
should provide the interested reader with an entryway
to more extensive information, as do a number of ex-
cellent books [6.1–7]). Our goal instead will be to give
an overview of the important features common to all

stringed instruments and then highlight the key dif-
ferences between the three main classes of stringed
instruments. These three classes are:

1. Instruments in which the strings are struck, such as
the piano

2. Instruments in which the strings are plucked, such
as the guitar

3. Instruments in which the strings are bowed, such as
the violin.

Our goal will be to understand how and why the
tones produced by these instruments differ.

6.2 Common Components and Issues

A generic stringed instrument is composed of strings
connected to a soundboard or top plate (we will use
these two terms interchangeably). A string is set into
motion by either striking with a hammer, plucking, or
bowing. As they vibrate, the strings produce a time-
varying force that sets the soundboard into motion.
Because of their very small surface area, the strings

themselves produce a negligible amount of sound. It is
instead the motion of the soundboard that dominates
sound production. When considering the soundboard
motion, we may also need to take into account the way
the soundboard couples to the surrounding air. For a pi-
ano, it is a good approximation to treat the soundboard
as simply a vibrating surface driven by only the strings.

© Springer-Verlag GmbH Germany 2018
R. Bader (Ed.), Springer Handbook of Systematic Musicology, https://doi.org/10.1007/978-3-662-55004-5_6

https://doi.org/10.1007/978-3-662-55004-5_6


Part
A
|6.2

106 Part A Musical Acoustics and Signal Processing

In contrast, guitars and violins have an enclosure cou-
pled to the outside through a hole, forming a Helmholtz
resonator and we must consider the coupled modes of
this resonator (and the air inside it) and the soundboard
itself.

6.2.1 Strings

As a rough approximation, musical instrument strings
can be treated as ideal flexible strings described by the
familiar wave equation

@2y

@t2
D v 2

s
@2y

@x2
; (6.1)

where x is position measured along the string, vs Dp
T=� is the speed of a transverse wave on the string

with mass per unit length � and tension T , and y is
the transverse displacement of the string. (The origin
and properties of the solutions of this equation are re-
viewed in this volume by Kausel in Chap. 2). There are,
of course, two transverse directions and we will con-
sider both of them in due course. For now we will only
be concerned with one of the transverse directions. In
a typical musical instrument one end of the string is
held rigidly while the other is attached to a bridge that
attaches to the soundboard. The bridge moves with the
soundboard, so that end of the string is not stationary,
but this motion is sufficiently small that we can, to a first
approximation, consider the string to be fixed at both
ends. (It is not hard to include the effect of soundboard
motion on the string and this is done in some of the pi-
ano models referenced in this chapter.) The vibrational
modes of an ideal string held in this way are the usual
standing waves, with frequencies that form a harmonic
series fn D nf1 with n an integer and the fundamental
frequency f1 D vs=.2L/ for a string of length L.

This picture of an ideal flexible string described by
(6.1) with its perfectly harmonic modes is very familiar,
but it does not give an adequate description of musi-
cal instrument strings. Two key features of real strings
are missing from (6.1): damping and stiffness. Both of
these effects are included in the more realistic wave
equation [6.2, 7–10]

@2y

@t2
D v 2

s

	
@2y

@x2
� � @

4y

@x4




�˛1 @y
@t
C ˛2 @

3y

@t3
: (6.2)

String stiffness is proportional to the Young’s mod-
ulus Es of the string material, with � D r2s

p
Es=�=v 2

s
for a string of radius rs; this result can be derived
from Newton’s second law [6.2]. Damping is not as

straightforward to characterize and can be described
in several different ways. In (6.2) damping is ac-
counted for with two terms. One of these terms gives
the usual damping proportional to the string veloc-
ity while the other involves a higher time derivative
of y. The second term is necessary for describing the
frequency-dependent damping found in real strings.
Such frequency-dependent damping can also be de-
scribed mathematically in other ways [6.11]. As a final
note concerning (6.2), this relation does not explicitly
contain the force of the hammer on the string (that term
would appear on the right in (6.2)) nor does it account
explicitly for the motion of the end of the string attached
to the bridge.

Roughly speaking, damping has a small yet discern-
able effect on the tonal properties, but the tonal decay
is usually dominated by other sources of energy loss
(often to the soundboard) rather than to the internal
damping of the string.

String stiffness can be very important in instruments
such as pianos, where the strings are relatively thick and
are made of steel. For pianos, string stiffness affects the
standing wave frequencies, shifting them above the val-
ues found for an ideal string, with

fn � nf1.1Cˇn2/ ; (6.3)

where ˇ is proportional to � in (6.2) [6.9]. The de-
viations from a harmonic spectrum in (6.3) have an
important affect on piano tones and on the way a piano
is tuned, as we will explain below. Stiffness is much
less important with the relatively thin strings found
in acoustic guitars and violins, especially when these
strings are composed of nylon or a similar material.
Since the vibrational modes of a piano string are not
harmonically related, they are usually referred to as par-
tials instead of harmonics.

6.2.2 Soundboards

The soundboards in pianos, guitars, and violins are
generally made from spruce. This choice is generally
justified by noting that its ratio of Young’s modu-
lus (for the strongest direction, along the grain) to
density is extremely large. As with most woods, the
elastic constants of spruce depend strongly on direc-
tion and in the general case a total of 27 different
constants are required to completely describe its elas-
tic behavior. The pieces of spruce used in musical
instruments are quarter cut sections [6.6], which al-
lows a description with a much smaller number of
Young’s moduli, Poisson ratios, and shear moduli. Be-
cause soundboards are thin compared to the vibration
amplitudes of interest, they can be modeled as thin
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plates [6.12] (Chap. 2), although a more general treat-
ment is sometimes used [6.11]. The equation of motion
for a thin plate has the form [6.13]
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; (6.4)

where �b is the density of the soundboard and ub is the
displacement of the soundboard in the perpendicular
(z) direction. The rigidity factors Dx, Dy, etc. in (6.4)
depend on the Young’s moduli (E), Poisson ratios (
),
shear moduli (G), and plate thickness (hb), with

Dx D h3bEx

12.1� 
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y/ ;

Dy D h3bEy
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x
y/ ;

Dxy D h3bGxy

12
: (6.5)

Equation (6.4) also contains a damping term (propor-
tional to ˇ). The form of the damping term is largely
heuristic and is intended to describe the internal damp-
ing in the soundboard (other forms for this term can and
have been used).

The equation of motion (6.4) is a simplified de-
scription of a full instrument, as it ignores the forces
exerted by the strings on the soundboard. These would
contribute an extra term on the right in (6.4), as would
the force resulting from the pressure in the surround-
ing air. (The force of the air on a piano soundboard is
only a small effect and to the best of our knowledge has
not been included in any piano modeling. This force
is much more important for the thinner soundboards
found in violins and guitars.) Equation (6.4) also omits
the effect of the soundboard crown. This is an important
effect which is complicated to model and is included in
only the more recent modeling work [6.14–16].

The modeling of soundboard vibrations is made
challenging by several facts. First, the term proportional
to the fourth derivative in (6.4) makes soundboards
highly dispersive which complicates numerical solu-
tions. Second, the rigidity factors in (6.4) are functions
of position, due to the presence of soundboard ribs
(narrow strips of wood glued to the underside of the
soundboard and which generally run perpendicular to
the grain) and one or more bridges, along with the
fact that the thickness of the soundboard usually varies

with position, being thinner at the edges of the board.
A full discussion of these complications is beyond the
scope of this chapter; we refer the reader to the litera-
ture for a full discussion [6.12, 13, 17]. For our purposes
in this chapter (6.4) is useful for describing the vibra-
tional properties of a soundboard in general terms. Such
a description involves two quantities: the mechanical
admittance as a function of frequency and the modal
deflection shapes. The mechanical admittance is the ra-
tio of the soundboard velocity to the magnitude of an
applied force, with the force (and resulting velocity)
being harmonic. Modal deflection shapes are the deflec-
tion pattern of the soundboard at a particular frequency,
typically the frequency of one of the normal modes. We
will give examples of these when we discuss specific
instruments. A third complication has to do with the
soundboard crown. This crown requires a nonlinear de-
scription (note that while (6.4) is highly dispersive, it is
still linear). These nonlinear effects are now being un-
derstood [6.14–16], but more work needs to be done in
this area. In particular, to the best of our knowledge, the
effect of the soundboard crown on soundboard damping
remains to be understood.

6.2.3 Sound Generation

Stringed instruments generate sound by virtue of the
air displaced due to soundboard vibrations. In normal
situations, these vibrations are small enough that the
behavior is described by the relations of linear acous-
tics. For our purposes it is convenient to express these
relations as [6.18]
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where p is the pressure, the velocity components (of the
air) are vx, vy and vz, �a is the density, and ca is the speed
of sound in air.

The solution of these equations is numerically
straightforward, as discussed in numerous places [6.19–
21]. A crucial part of the problem that does not appear
explicitly in (6.6) is the source of the sound excitation.
This excitation enters through the boundary condi-
tions, which are connected with the motion of the body
of the instrument. For the piano, the motion of the
soundboard imposes a boundary condition on the air ve-
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locity on the surface of the soundboard. For the guitar
and violin, the motion of the air produces a signifi-
cant force on the soundboard which must be included

in the equations of motion of the soundboard, (6.4).
This will be discussed further in the following sec-
tions.

6.3 The Story of Three Instruments

We will now describe how the general ideas from the
previous section – in which a stringed instrument is
viewed (or modeled) as a combination of string(s),
soundboard, and air – apply to three specific instru-
ments. Limitations of space will prevent us from going
into great depth in many important areas; we encourage
the interested reader to use the references to explore
the instruments in much greater detail. For excellent
general references we recommend for pianos the pa-
pers by Conklin [6.22–24], along with [6.6, 11], for
guitars we recommend [6.3, 14, 25], and for the violin
we suggest [6.1]. For general introductions to all three
instruments we recommend [6.2, 7].

6.3.1 Piano

Piano Hammers and Strings
Modern pianos have 88 notes. Notes in the midrange
and treble employ three steel strings, while bass notes
involve (typically) two or one string(s) which are
composed of a copper string wound around a steel
core [6.24]. This design increases the string mass with-
out adding excessively to the string stiffness, thus
keeping the inharmonicity in (6.3) to an acceptably low
level.

Piano strings are set into motion by the blow from
a hammer. A modern piano hammer is a felt-covered
mallet with a mass of typically 3�10 g, with the heav-
ier hammers used for the bass strings. Felt is one of the
most complex (and difficult to model) materials used
in any stringed instrument and our understanding of
the force–compression properties of piano hammers is
purely empirical. The interaction of a piano hammer
with a string is described by a force–compression func-
tion fh.zh/ where fh is the hammer string force and zh is
the amount the felt is compressed during the hammer–
string collision. There have been a great many studies
of piano hammers (see [6.9, 10, 26–35] for a partial
list!). The experiments have shown that fh.zh/ is an
extremely nonlinear function and can have significant
hysteresis. The nonlinearity is illustrated in Fig. 6.1,
which shows the force–compression function for a typi-
cal hammer from the middle range of a piano measured
with the hammer striking a rigidly held string. The
force–compression function is described approximately
by a power law fh � z˛h , with an exponent value ˛ typ-
ically between 2:5 and 5. These exponent values are

distinctly larger than the value ˛ D 1 expected for an
object that follows Hooke’s law and the value ˛ D 3=2
based on the Hertz solution for the contact force in-
volving elastic bodies. This nonlinearity means that the
hammer becomes effectively stiffer when the compres-
sion is increased and has an important effect on the tone
color for the following reason. When a note is played
softly, the hammer has a relatively low velocity just
prior to its collision with the string; the felt compres-
sion during the collision is then small and the hammer
is effectively soft. A collision involving a soft object re-
sults in a spectrum dominated by the lowest frequencies
with little weight at high frequencies (i. e., at the higher
partials of the string). Conversely, when a note is played
loudly the hammer velocity is high, resulting in a much
larger compression and an effectively stiffer hammer.
The collision with this stiffer hammer produces a sound
with much more weight in the high partials as compared
to the behavior with a soft hammer. In this way, the
hammer nonlinearity in Fig. 6.1 gives a change in tone
color along with the change in loudness of a piano tone.
This is a key to the expressiveness of the instrument.

Another important contribution to the tone color
involves the string stiffness. As mentioned above in
connection with (6.3), string stiffness causes a string’s

0 0.2

Force–compression relation
Hammer striking a rigid plate

0.4 0.6

Fh (N)

zh (mm)

20

10

0

Fig. 6.1 Force–compression characteristic for a piano
hammer from the middle range of a piano. Here z is the
amount that the hammer felt is compressed as it collides
with a rigidly held string (after [6.35])
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Fig. 6.2 A piano string can undergo
transverse vibrations in two directions:
perpendicular to the soundboard
(along y) and parallel to the plane
of the soundboard (along z). These
two motions are coupled through the
motion of the soundboard and bridge
(after [6.6])
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Fig. 6.3 Decay of the sound for the note C1 on a grand
piano. This is the lowest C on the piano and involves the
motion of a single string (after [6.6])

vibrational frequencies to deviate from a purely har-
monic spectrum. One might have thought that the best
piano tones would be ones in which the deviations from
harmonicity are smallest. However, listening tests show
that human listeners seem to prefer a small inharmonic-
ity [6.36]. (See also [6.37] for a study of inharmonicity
in historical instruments.) The reason for this is not
clear and involves the perception of musical tones,
a topic that we will not attempt to explore here. The ex-
istence of inharmonicity has important implications for
the tuning of a piano. Consider two notes that are nomi-
nally an octave apart; that is, two notes that would be an
octave apart on an ideal musical scale, which we can de-
note as notes C1 and C2. In the ideal case, the frequency
of the second harmonic of C1 would be exactly twice
the frequency of the fundamental of C1 and would equal
the frequency of the fundamental of C2. For a real string
with inharmonicity, we have according to (6.3) that the
frequency of the second partial of C1 is slightly greater
than twice the fundamental frequency of C1. In order
for C1 and C2 to sound good when played together, the
second partial of C1 should coincide with the funda-
mental of C2 and this means that the separation between
these two notes must be slightly greater than the ideal

factor-of-two separation. This is called a stretched oc-
tave and the presence of string stiffness means that all
octaves on a well-tuned piano must be stretched.

This is a problem that was explored systematically
some years ago and led to a surprising result. In a survey
of the tunings produced by a collection of skilled piano
tuners, it was found that all arrived at approximately the
same stretched tuning; i. e., the same deviations from
an ideal tuning [6.38–40]. This tuning is now called
the Railsback stretch and it seems to be the tuning that
sounds best to a typical listener [6.40]. The precise form
for the preferred stretch tuning appears to be connected
with (and explained by) our perceptual judgment of
consonance and dissonance [6.41].

In our discussion of string motion we characterized
that motion in terms of a single variable y.x; t/ in (6.2)
where y is the displacement of the string in the direc-
tion perpendicular to the soundboard and parallel to the
force exerted by the hammer (Fig. 6.2). String motion in
the direction parallel to the soundboard and perpendic-
ular to the axis of the string (the z-direction in Fig. 6.2)
is also possible. Since the hammer force is along y, one
might think that motion parallel to the soundboard will
be negligible. That is not the case, however, because
motion of the end of the string connected to the sound-
board (through the bridge) couples the motions in these
two perpendicular directions due to rocking motion of
the bridge. This leads to an interesting time dependence
for the decay of the string vibration and of the sound,
as first discussed by Weinreich [6.42]. The double de-
cay that Weinreich described is illustrated in Fig. 6.3,
which shows the decay of the sound from the note C1
(the lowest C on the piano). The initial decay is domi-
nated by the decay of vibrational motion that is initially
along y. This decay is rapid because the soundboard is
most compliant to forces in this direction. Eventually
the vibration along z grows (because of the coupling
of energy from the motion along y) and the z-vibration
comes to dominate. The decay of this z-vibration is
slower than that of the initial (y) vibration because the
soundboard is less compliant in that direction, reduc-
ing the rate of energy loss from the string. This double
decay effect gives the long persistence of a piano tone.
The note considered in Fig. 6.3 is produced by a sin-
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Fig. 6.4 (a) The lowest frequency
mode of a piano soundboard is
a breathing mode, which has its
maximum amplitude near the center
of the board. For this mode the
soundboard undergoes a simple up
and down motion with no nodal lines.
(b) The second soundboard mode is
one in which two parts of the board
move out of phase, with a nodal line
between the two regions. (c) The
ribs and bridges affect the locations
of the nodal lines. This is the third
soundboard mode and has two nodal
lines. (d) Mode with five nodal lines
(after [6.6])

gle string. In notes that involve two or three strings one
observes a more complicated decay, as the strings beat
against each other in addition to the vibrations along y
and z. This beating produces a sort of vibrato [6.6, 42],
which is apparently a pleasing effect for most listeners.

Piano Soundboards and Sound Generation
Roughly speaking, one can view a piano soundboard as
a large speaker as it moves in response to forces from
the strings, and to understand the efficiency with which
this speaker generates sound one must understand its vi-
brational modes. In this article we will refer to these as
modes of the soundboard and early soundboard mod-
els [6.12] considered the motion of the soundboard
alone. A more accurate description (and more recent
modeling)must include the effect of the strings and thus
describe the modes of the coupled soundboard–string
system. At the level of our discussion here, the strings
make a relatively small contribution, but the most so-
phisticated piano models do now include this effect.

At low frequencies, below a few hundred Hz, it is
useful to think about the individual soundboard modes.
The lowest is a breathing mode, illustrated in Fig. 6.4a,
in which the soundboard moves uniformly up and
down, with the largest amplitude near the center. The
frequency of this mode for a typical piano is around
50�100Hz (with larger pianos having a lower fre-
quency for this mode). At higher frequencies one finds
modes with two or more antinodes separated by nodal
lines; the second mode (with one nodal line) is shown
schematically in Fig. 6.4b. As mentioned above in con-
nection with the equation of motion for a soundboard
(6.4), soundboards contain ribs and bridges which make
the rigidity nonuniform. This affects the deflection

shapes and the positions of nodal lines and antinodes.
In general and especially at high frequencies, the antin-
odes will tend to be found between the ribs and some-
what off the bridges (Fig. 6.4c,d). Deflection shapes
measured using the Chladni method for grand piano
soundboards have been reported by Conklin [6.23].

Another way to characterize the soundboard motion
is in terms of the mechanical impedance Z.f / which
is the ratio of the force applied to the soundboard at
a particular frequency to the soundboard velocity at that
frequency, or equivalently, the mechanical admittance
which is the reciprocal of Z.f /. In these measurements,
the force and velocity are usually applied and mea-
sured at a point on the bridge. Typical results for Z.f /
are shown in Fig. 6.5 for the soundboard of an upright
piano. The large dip near 100Hz indicates the funda-
mental mode, since there is a strong response (a large
soundboard velocity) at that frequency. The other large
dips in Z.f / indicate additional modes. As the fre-
quency is increased, the average separation between
modes approaches a constant that is approximately
equal to the fundamental frequency, leading to an ap-
proximately constant Z.f / until high frequencies where
effects due to ribs and bridges can cause a decrease in
the impedance.

At the lowest frequencies (well below the funda-
mental mode) the impedance increases monotonically
and the soundboard vibration is small, resulting in
a weak tone. In addition, the efficiency of sound produc-
tion becomes very small at low frequency, as the sound
wavelength becomes much greater than the size of the
soundboard. These two effects lead to a phenomenon
known as the missing fundamental. This effect is il-
lustrated in Fig. 6.6, which shows the spectrum for
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Fig. 6.5 Mechanical impedance of the piano soundboard
from an upright piano. The force was applied at the bridge
at the point where the strings for middle C are connected
and the soundboard velocity was measured at the same lo-
cation (after [6.43])

the lowest note on a piano (fundamental frequency
27:5Hz). A number of partials are indicated and it is
seen that the power at the fundamental is extremely
small, with the strongest partials found for partial num-
bers of order 6 or even higher. An interesting point
here is that the tone in Fig. 6.6 is perceived to have
a pitch corresponding to a fundamental frequency of
27:5Hz, even though there is negligible sound power
at that frequency. One explanation for this phenomenon
is that the human nervous system is somehow sensitive
to the periodicity of the signal rather than the spectral
content [6.44], but it does not appear that this hypothe-
sis can explain fully how our nervous system reacts to
tones with missing fundamental components [6.45].

6.3.2 Guitar

Figure 6.7 shows a schematic diagram of an acous-
tic guitar. In a very general way this is similar to the
structure of a piano, with strings that are held rigidly
at one end (at the nut, near the tuning pins at the top)
and which are connected at their other ends to a bridge
which rests on the soundboard (here called the body).
The soundboard is typically made of spruce with the
sides and back made of a hardwood, usually maple. The
strings are often nylon (for a classical guitar) but can
be steel. In the bass the strings often have a wire core
wrapped with nylon or a thinner wire, to increase the
mass without substantially increasing the string stiff-
ness. There are several ways that the bridge can be
held in place. In some cases it is glued to the top plate
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Fig. 6.6 Spectrum of the note A0 for a grand piano. (This
is the lowest note on the piano). A number of partials are
indicated; the sound power at the fundamental (the first
partial) is negligible (after [6.6])
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Fig. 6.7 Sketch of a guitar showing its principal compo-
nents

and the strings are fastened to the bridge. This pro-
duces a torque on the bridge which can distort the top
plate. Another arrangement, which reduces this torque,
has the ends of the strings fastened to the bottom edge
of the guitar. With this arrangement it is also possible
for the bridge to be held in place by the tension of the
strings [6.25].

Vibrations of the strings produce a force on the
bridge that sets the soundboard into motion. An impor-
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a) b) c)
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Fig. 6.8a–c Bracing patterns for
several classical guitars: (a) Ramirez
(Spanish), (b) Fleta (Spanish),
(c) Eban (Unites States) (after [6.5])

tant difference between the guitar and the piano is that
the soundboard forms one surface of an air cavity and
air in this cavity is set into motion by the soundboard.
Because of the soundhole, this forms a Helmholtz res-
onator [6.2] and a number of the important modes of the
guitar body are combination modes of this Helmholtz
resonator together with vibrations of the soundboard,
sides and back. The underside of the top plate is re-
inforced with ribs adding strength, especially in the
across-the-grain direction (perpendicular to the neck).
Unlike the case of the piano, for which the arrangement
of ribs is fairly standard, many different rib patterns are
employed by different guitar makers, a few of which are
shown in Fig. 6.8. Other common patterns are described
by French [6.4].

Plucked Strings – Spectra and More
To understand the spectrum of a guitar tone one must
first consider the motion of a plucked string [6.46].
Figure 6.9 shows the behavior for two cases, a string
plucked at its center and a string plucked very close
to one end. Here we assume for simplicity that the
string is perfectly flexible and that the plucking force
is applied to an extremely narrow portion of the string.
(More realistic situations can be treated but do not
change our basic picture; see the references for a dis-
cussion of such cases.) With these assumptions the
string has a sharp kink at the plucking point. After
the string is released this kink splits into two sepa-
rate kinks that propagate in opposite directions and
these travel back and forth along the string as they re-
flect from the ends. The resulting force from the string
on the bridge as a function of time is also shown
in Fig. 6.9. This force is equal to the string tension
multiplied by the sine of the angle (at the bridge)
that the string makes with the axis of the undisplaced
string. The kinks maintain their shape as they propa-
gate, and as can be seen from Fig. 6.9 the kink angle
is constant for long periods, changing sign when the
kinks reflect, leading to a square wave time depen-

dence for the force on the bridge. When the string is
plucked at its center the two portions of the square wave
are of equal length (Fig. 6.9a), while if the string is
plucked near one end the relative times spent in the
high and low portions vary according to the location
of the plucking point relative to the end of the string
(Fig. 6.9c).

As very rough approximations, the velocity of the
guitar top plate is proportional to the applied force and
the sound produced by the vibrating top plate is pro-
portional to its velocity. As a result, the spectrum of the
resulting tone is roughly the same as the spectrum of the
force on the bridge. The spectra of the two force–time
square waves in Fig. 6.9 are also shown in the figure.
In general, for a string plucked 1=n of the way from an
end, the n-th harmonic and its overtones (frequencies
m� n where m is an integer) are absent. In addition, for
n large and for a string plucked very near one end, the
amplitudes of the harmonics with orders less than n de-
crease slowly with n. The timbre of a guitar tone thus
depends strongly on the plucking point and plucking
near the end of the string enhances the high harmonics.

To this point we have not specified the direction in
which the string is plucked. Unlike the piano, for which
the string is excited in the direction perpendicular to the
soundboard, a guitar player can control the direction
of the pluck. In general, a pluck perpendicular to the
soundboard will initially excite strong soundboard mo-
tion and produce a fast initial decay. Rocking motion
of the bridge will then lead to string motion parallel to
the soundboard and string motion in that direction will
decay more slowly, producing a double decay like that
found with the piano. It is also possible for a player
to pluck a string in the parallel direction leading to
a slower overall decay of the sound. In addition to af-
fecting the time dependence of a tone, these different
string motions will excite the soundboard modes differ-
ently, thus affecting the timbre. In this way, the player
has significant control over several important aspects of
the guitar tone.
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Fig. 6.9 (a) Motion of a string plucked at its center. The
string profile is shown at the top, at various times dur-
ing the course of its motion, with the axis of the string
aligned vertically. (b) Spectrum of the force exerted by the
plucked string in (a) on the support at one end. (c) Same as
(a) but for a string plucked 1=20 of the way from one end.
(d) Spectrum for the string plucked 1=20 of the way from
one end (after [6.46]) I

While we are concerned in this article mainly with
the acoustic guitar, we should mention that the decay
and timbre for an electric guitar behave somewhat dif-
ferently. First, the time decay is very slow, since the
bridge of an electric guitar is essentially rigid. Indeed,
the desire for a very slow decay was a major motiva-
tion for the invention of the electric guitar. Second, the
pickup of an electric guitar couples differently to the
string motion than do the bridge and soundboard of an
acoustic guitar. Third, the timbre is strongly shaped by
the characteristics of the amplifier used to convert the
signal from the electric guitar pickup coils into sound.

Vibrational Motion of the Top Plate
The response of the guitar body to the force produced
by a plucked string depends on the vibrational modes
of the body. Figure 6.10 shows the deflection shapes
for several modes of an acoustic guitar measured us-
ing holographic techniques [6.47]. These deflection pat-
terns show the locations of the antinodes and nodal lines
for several of the lowest frequency modes and were
measured by driving the top plate at the indicated fre-
quencies. The lowest (fundamental) mode has a single
antinode (Fig. 6.10a) and the number of antinodes in-
creases as one progresses to higher modes, a few of
which are shown here. Typically the lowest top plate
mode has a frequency near or just above 100Hz, which
is above the fundamental frequency of the lowest bass
string (82:5Hz). While we have referred to the modes
in Fig. 6.10 as being the modes of the body they are ac-
tually the modes of the combination of body and the air
inside [6.14, 48, 49]. At low frequencies the body and air
form a Helmholtz resonator while at higher frequencies
one must take account of the nodes and antinodes of the
air motion inside the body. In any event, the fact that the
lowestmode of the body/air is not far from the frequency
of the lowest bass string means that there is a strong re-
sponse and hence strong sound generation even for the
lowest notes, unlike the case with the piano.

These results for the deflection shapes illustrate sev-
eral important points:

1. Most of the top plate motion is in the region be-
low the soundhole, near the bridge. This is expected,
since the string forces act at the bridge.
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2. The deflection shapes are often close to being sym-
metric with respect to the axis defined by the strings
and neck, but do exhibit distinct asymmetries. These
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a) b) c) d)

Fig. 6.10a–d Modal deflection shapes showing the top plate motion for several modes of an acoustic guitar. (a) The
lowest mode, frequency 103Hz. (b) 268Hz, (c) 628Hz, (d) 1010 Hz (after [6.47])
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Fig. 6.11 Sound pressure level (solid
curve) and bridge acceleration (dashed
curve) as functions of frequency for
a harmonic (single frequency) force
applied to the bridge, for a Martin D-
28 guitar. The force had an amplitude
of 0:15 N and the sound was measured
1m in front of the guitar (after [6.5])

asymmetries are generally caused by an asymmetric
rib pattern (Fig. 6.8). Indeed, different rib patterns
are presumably designed to emphasize (strengthen)
or de-emphasize the sound of particular frequencies
and strings, through their effect on the vibrational
modes of the soundboard.

3. To understand the contribution of a particular mode
to the sound production one must take account of
the nature of the driving force.

For example, if a string is plucked in the direction
parallel to the top plate, the force from the bridge may
give what is effectively a torque on the soundboard,
preferentially exciting certain modes.

Sound Generation
The deflection shapes in Fig. 6.10 give insight into
the motion of the different soundboard modes, but to
get a full picture of the sound generation it is use-

ful to also examine the sound pressure as a function
of frequency while driving the bridge at different fre-
quencies [6.5]. Figure 6.11 shows results for both the
sound pressure level (solid curve) and the mechanical
response of the bridge (dashed curve) as a function
of frequency. One would expect the two curves to be
similar, as one would expect to find strong sound pro-
duction at frequencies that produce large soundboard
motion. The peaks of the two curves do correspond
fairly well at the lower frequencies. However, we do
not expect the correspondence to be perfect, since there
will be modes at which the bridge motion is small
(perhaps dominated by rocking motion) yet the sound
production is large. In addition, the radiativity can be
very different for different modes. Both of these ef-
fects should increase in importance as the frequency
is increased and this is probably why the two curves
in Fig. 6.11 do not agree as well at higher frequen-
cies.
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We should add that measurements like those in
Fig. 6.11 have been carried out with different gases
in the guitar cavity to determine which modes have
significant contributions from Helmholtz resonances
of the cavity. Those experiments along with de-
tailed modal calculations have shown that some modes
(typically those at the lowest frequencies) contain
strong mixtures of the Helmholtz and body (structural)
modes [6.48].

6.3.3 Modeling

Models of essentially all components of the guitar have
been developed [6.3, 49] and a rather complete pic-
ture of all aspects of guitar function is now available.
One current focus of modeling is to study how dif-
ferent bracing patterns, different bridge configurations,
top plate thicknesses, etc. affect the tone, with the goal
of helping guitar makers achieve specific tonal objec-
tives.

6.3.4 Violin

Figure 6.12a gives a sketch of the basic structure of a vi-
olin. As with the guitar, the top plate is generally made
from spruce while the sides and back are maple. The
f -holes allow air to flow into and out of the body as the
top plate vibrates, forming a Helmholtz resonator and
(as with the guitar) vibrations of the top plate can couple
strongly to the Helmholtz resonances. One difference
between guitars and violins concerns the structure in-
side the cavity (Fig. 6.12b). Unlike the guitar, there is no
system of ribs on the top plate. Instead, there is a sound-
post that connects the top plate with the back and which
is held in place by the overall rigidity of the two plates.
There is also a single brace called the bass bar, that is
glued to the underside of the top plate and runs beneath
the bass side of the bridge parallel to the strings. We
note that the bridge is not glued to the top plate, but is
held in place by string tension.

The Bowed String
An understanding of the motion of a bowed string was
first given by Helmholtz, who showed how the stick–
slip frictional interaction of a bow with a string can
give rise to periodic motion, with the period of a freely
vibrating string. It is indeed amazing that a bowed
string can vibrate at the frequency of a free string,
even while the string is in constant contact with the
heavy bow. The nature of this Helmholtz motion is
explained in Fig. 6.13. As the bow moves with an ap-
proximately constant speed, the string spends a portion
of each period sticking to the bow and they move to-
gether with a common speed (panels c–h on the left

Scrolla)
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Bridge
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Fig. 6.12 (a) Principal components of a violin. Photo from
wikimedia commons. (b) Schematic cross section of a vio-
lin body showing the sound post and bass bar

in Fig. 6.13). Eventually sticking cannot be maintained
as the required force exceeds the maximum force of
static friction and the string slips back rapidly (pan-
els a–c) whereupon the string is recaptured by the
bow and another interval of sticking occurs. The cor-
responding string motion is shown in the right panels
in Fig. 6.13 which shows how a sharp kink travels
back and forth along the string. The force of the string
on the bridge is proportional to the sine of the angle
that the string makes with its axis and thus varies in
a sawtooth manner with time. Note that the force on
the bridge is parallel to the plane of the top plate, so
the bridge undergoes a rocking motion as the string is
bowed.

While the stick–slip motion in Fig. 6.13 yields pe-
riodic motion with the desired frequency, this is not the
only result that can be obtained with a bowed string.
Indeed, anyone who has listened to a beginning player
knows that pleasing periodic motion can be quite diffi-
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Bow

Fig. 6.13a–h The stick–slip frictional interaction of a vi-
olin bow (shown on the left as a rectangle with an up-
ward arrow denoting its upward motion) with a violin
string. This interaction produces an excitation in which two
straight sections of the string meet at a kink, with the kink
traveling back and forth on the string (after [6.5])

cult to produce, with creaks and squeals being a much
more common result for a beginner. This problem was
explored in a famous work by Schelleng [6.50] who
showed that good Helmholtz motion, that is, periodic
stick-slip motion with a period equal to the period of
the freely vibrating string, is obtained only for a limited
range in the parameter space defined by the bow force
and the position of the bow as sketched in Fig. 6.14.
Here the bow force is the downward force of the bow on
the string and the bow position is measured as a fraction
of the string length from the bridge.

The Schelleng diagram in Fig. 6.14 is one key to
understanding why a violin can be difficult to play, and
to a (possible) strategy for making a violin as playable
as possible – e.g., by making the desirable region in
Fig. 6.14 as large as possible. But there is another im-
portant aspect to the playability of a violin, namely,
how quickly Helmholtz motion is established. It has
been shown that expert violinists can establish perfect
Helmholtz motion within the first few periods or so of
the initiation of bowing and that listeners judge tones
to be poor if the pre-Helmholtz phase of the tone lasts
longer than about 50�90ms (depending on the precise
nature of the tone during that phase [6.51]); this cor-
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Fig. 6.14 Schelleng diagram showing the combination of
bow force and bow position that produce Helmholtz mo-
tion (the region labeled normal and brilliant). Outside
these regions other vibrational motion of the string is pro-
duced (after [6.5])

responds to between 10 and 18 periods of the ideal
Helmholtz motion. This result leads naturally to the
question of what combination of bowing parameters en-
ables a player to establish perfect Helmholtz motion as
quickly as possible, when starting with the string at
rest. This problem has been studied by Guettler who
considered the behavior starting from realistic initial
conditions with realistic bowing gestures [6.52]. He
showed that certain combinations of bow force and bow
acceleration (Fig. 6.15) yield the quickest path to the
Helmholtz motion when the bow starts from rest. This
work has yielded new ways to think about the playabil-
ity of an instrument.

Modes of the Violin Body
and What Makes a Good Violin

The motion of the violin body has been studied using
holography and other similar methods to obtain pictures
of the deflection shapes of the top plate modes, like
those discussed above for the guitar [6.53–55]. As with
the guitar, it has been found that several of the lowest
modes are mixtures of body modes and resonances of
the air in the cavity [6.56]. Studies of these modes have
been used to address several of the central questions in
violin acoustics, includingwhat properties make a good
violin? and what can I measure to tell if I have a good
violin? Let us take the second question first. Figure 6.16
shows the mobility of a violin bridge as a function of
frequency. This quantity can be measured by applying
a harmonic force to the bridge in the direction par-
allel to the top plate and perpendicular to the strings
and measuring the resulting velocity of the bridge in
the same direction. (Note that this mobility is the in-
verse of the impedance plotted in Fig. 6.5) Each peak in
Fig. 6.16 corresponds to a vibrational mode; studies of
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Fig. 6.15a,b Diagrams showing
the combinations of bow force and
bow acceleration that produce good
Helmholtz motion quickly after
initiation of bowing. For two different
locations of the bow relative to
the bridge: (a) close to the bridge;
(b) relatively far from the bridge
(after [6.5, 52])
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Fig. 6.16 Mobility (also called the admittance) of a violin
bridge as a function of frequency (after [6.5, 57, 58])

violins containing different gases have shown that the
mode labeled A0 in Fig. 6.16 involves strong mixing
with a Helmholtz resonance, similar to that found with
the guitar. In addition, certain features of the mobility
curve, including the so-called bridge hill (labeled F in
Fig. 6.16) have been found to correlate well with violin
quality [6.57, 58]. As this term implies, the vibrational
modes of the bridge play a role in determining the mo-
bility at frequencies above a few kHz.

The modes of the top and bottom plates have also
been identified as playing an important role in construc-
tion of a violin. As discussed by Hutchins [6.53, 54],
many violin makers listen to the tap tones of the top
and bottom plates while these plates are being brought
to final form. In order to produce a high-quality vio-
lin, it is desirable to have certain relationships between
the mode frequencies of these two plates. It is believed

that this approach was practiced by the legendary violin
makers.

The problem of understanding the origin of vio-
lin quality fascinates violinists and nonviolinists alike.
That question can be stated as what is the secret of mas-
ter violin makers such as Stradavari? and why are the
legendary (and old) violins best? The first question re-
mains unsettled (despite many claims about special var-
nish, etc.), but the second question has been addressed
in some intriguing recent studies. Careful double blind
comparisons of old and new violins have suggested that
the violins made by the best modern makers are at least
equal to the best old instruments [6.59]. This result will
probably be hard for some to accept.

6.3.5 Violins are Complicated

Because of space limitations, this article has not been
able to cover many interesting issues. This has been es-
pecially the case for the violin. Indeed, while the violin
has been studied more than any other instrument, the
physics of bowed strings and the complex shape and
structure of the violin lead to many complications that
are still the object of intense study [6.60]. These com-
plications include torsional motion of the string due to
the torque produced during bowing, devising realistic
descriptions of the frictional force between the bow and
string, the effects of finite bow width, string stiffness
and string damping, the effect of the body modes on
string motion and the different radiativities of different
vibrational modes of the violin body and of different
violins [6.61]; and this is by no means a complete list!

6.4 Summary

This chapter has reviewed some essential elements of
stringed instruments. We have tried to emphasize the
common features of all stringed instruments while high-
lighting the important differences. Because of space

limitations we have had to omit many interesting issues.
Hopefully the references contained herein will give the
interested reader a window into further study of this im-
portant class of instruments.
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7. Modeling of Wind Instruments

Benoit Fabre, Joël Gilbert, Avraham Hirschberg

Wind instruments driven by a constant pressure air
reservoir produce a steady oscillation and associ-
ated sound waves. This self-sustained oscillation
can be explained in terms of a lumped element
feedback loop composed of an exciter, such as
a reed-valve or an unstable jet, coupled to an
acoustical air column resonator, usually a pipe.
In this chapter this simplified model is used to
classify wind instruments. Five prototype wind in-
struments are selected: the clarinet, the oboe, the
harmonica, the trombone and the modern trans-
verse flute. The elements of this feedback loop
are described for each instrument. In simplified
models the player is reduced to the role of a pres-
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sure reservoir. The player’s control, also called the
embouchure is however essential. This aspect is
discussed briefly for each instrument.

7.1 A Classification of Wind Instruments

A wind instrument driven by an air flow from a reser-
voir at constant pressure will, for appropriate pressure
ranges, oscillate at a constant pitch (frequency) and am-
plitude. This sustained oscillation will generate sound
waves that reach the listener.

While the steady oscillation is very important un-
der normal playing conditions, other aspects such as
slow variations of control parameters, rapid transients,
vibrato and broad-band turbulence flow noise are essen-
tial for musical sound quality. The discussion presented
here will however mainly be based on the description
of the steady oscillation. The other aspects, which are
closely related to the player’s control of the sound qual-
ity, will be introduced as complementary information.

A systematic description of wind instruments is pro-
vided by Baines [7.1]. The physics of wind instruments
has been extensively discussed in many textbooks [7.2–
11]. Some additional references will be provided for
specific topics or can be found in a review paper [7.12].

The self-sustained oscillation in wind instruments
is driven by a feedback loop (Fig. 7.1). A pressure
reservoir is the energy source. One distinguishes reed
instruments in which the air flow is modulated by an os-
cillating mechanical valve from the flue instruments in
which mechanical vibrations are negligible (Fig. 7.2).

The exciter is an amplifier. It is fed by acoustic os-
cillation in the resonator. It drives a sound source that
reinforces the acoustic oscillation in the resonator. Un-
der normal playing conditions the oscillation mode
corresponds to a frequency (pitch) close to an acous-
tical resonance of the pipe. The pipe behaves then as
a narrow-band filter. In order to reach a steady oscil-
lation, a nonlinear saturation mechanism must exist to
limit the amplitude of the oscillation of a feedback loop.
Hence wind instruments are essentially nonlinear os-
cillators. This implies that next to stable limit cycle
oscillation, they can display chaotic behavior [7.13, 14].

In reed instruments the flow control is due to separa-
tion of the flow from the wall, resulting in the formation
of a jet downstream of the valve (Fig. 7.2a). The jet
thickness is determined by the valve opening. In the jet,
the kinetic energy of the flow is dissipated by a chaotic
motion called turbulence. There is almost no pressure
recovery. This makes the volume flux through the valve
vary proportionally to the valve opening. When the
valve oscillates the oscillating volume flux acts as a pis-
ton (speaker) on the air column in the pipe. This drives
acoustic waves in the pipe. The resulting oscillating
pressure in the pipe controls the valve oscillation, which
closes the feedback loop.
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Pressure
supply Exciter

Resonator
Sound radiation

Fig. 7.1 A woodwind instrument uses a continuous pres-
sure supply to generate an oscillating flow, which drives
sound waves. This is obtained by a feedback loop con-
sisting out of a nonlinear exciter (amplifier) coupled to an
acoustical resonator (narrow-band filter), usually a pipe.
One distinguishes reed instruments in which the exciter
is an oscillating mechanical valve from flue instruments
driven by a flow instability without significant mechanical
vibration (Fig. 7.2)

Pressure supply Pressure supply

a)

Spring

Flow

Flow

Flue

Unstable jet

Labium

Valve

Pipe

Reed b) Jet

Fig. 7.2a,b One distinguishes reed instruments from flue
instruments (Fig. 7.1): (a) The sound generation in reed in-
struments is driven by the mechanical oscillation of a valve
controlling the flow entering a resonator (pipe). (b) Flue
instruments are driven by an intrinsically unstable flow,
usually a jet impinging on a sharp edge called the labium
attached to the resonator (pipe)

In flue instruments the flow oscillation is a result
of an instability of the air flow. The player produces
a narrow relatively high-speed air jet. A jet is a nar-
row high-speed flow surrounded by stagnant fluid. Jets
are intrinsically unsteady. Their movement is controlled
by the oscillating flow associated with the acoustic os-
cillation of the resonator. This flow is in the direction
perpendicular to the jet flow. It induces perturbations in
the jet at the origin of the jet (flue exit), which are am-
plified as they are convected towards a sharp edge called

the labium. It is the force of this edge on the flow that
is the source of sound driving the acoustic oscillation
in the resonator. Some authors refer to this jet as an air
reed. This is rather confusing, as the sound generation
mechanism is essentially different from that in reed in-
struments as will be explained in detail later (Sect. 7.6).
Flue instruments appear all over the world in different
cultures and have very different geometries and playing
techniques. The flue instruments that have been most
widely studied from the physical modeling point of
view are the modern transverse flute, the recorder, the
shakuhachi, the whistle and the flue organ pipe.

The oscillating mechanical valve in reed instru-
ments is called a reed, because it is in some instruments
made of a bamboo-like wood. Reeds can be a single
striking reed (clarinet, saxophone, reed organ pipe),
double reeds (oboe, bassoon), free reeds (harmonica)
and lips (brass instruments). Helmholtz [7.2] distin-
guishes reeds that close when the difference pr D pm�
pp, between the supply (mouth) pressure pm and the
pipe inlet pressure pp, is increased from reeds that open
when pr increases, respectively the closing and open-
ing reeds (Fig. 7.3). Helmholtz demonstrated that the
oscillation frequency of a closing reed will be lower
than both the reed mechanical resonance frequency and
the pipe acoustical resonance frequency. The opening
reeds should have the opposite behavior; the oscillation
frequency is higher than the reed and the pipe reso-
nance frequencies. The closing reeds of instruments
such as the clarinet, the oboe and the reed organ pipe
do indeed display this behavior. One defines brass in-
struments as lip-driven wind instruments; they are not
necessarily made of brass. The lips of a brass player do,
in first approximation, behave as opening reeds. How-
ever, lips’ behavior can be much more complex because
they can display self-sustained oscillations involving at
least two mechanical degrees of freedom, which will be
discussed later. In this sense lips can behave as vocal
folds.

One distinguishes striking reeds (single striking
reeds, double reeds and lips) from free reeds. The mo-
tion of striking reeds is limited by full closure. The
reeds sketched in Fig. 7.3 are striking reeds. In principle
they can close completely. Free reeds are thin tongues
attached on one side to a plate containing an aperture
through which the reed can pass. They act as swinging
doors. There always remains a thin slit opening between
the tongue and the support plate. The reed never closes
completely. When the tongue is fixed on the high pres-
sure side of the plate, it will initially behave as a closing
reed. At high pressures pr, if the plate is thin enough, the
tip of the tongue can pass to the low-pressure side of the
plate so that the reed will start behaving as an opening
reed.
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FlowValve

Valve

Pipe pp Pipe pp

b)
Fig. 7.3a,b One distinguishes
(a) closing reeds from (b) open-
ing reeds: A closing reed closes as the
pressure difference pm � pp increases.
In opening reeds we have the opposite
behavior. The clarinet and oboe
have closing reeds. The lips of a brass
player can in first-order approximation
be described as an opening reed

An important parameter is the ratio freed=fpipe of the
reed mechanical resonance frequency and the acous-
tical pipe resonance frequency. In the normal playing
range of the clarinet, saxophone, oboe and bassoon the
reed frequency freed is much higher than the pitch f of
the note played, which is close to the pipe frequency
fpipe. In most reed organ pipes and brass instruments
freed is close to the pitch f of the note played. A brass
player will adjust the lip vibration frequency freed by
tuning the muscular tension. The player is able to do
this without contact of the lips with the instrument or
by placing their lips against the mouthpiece without
a pipe [7.15]. In Asian free-reed instruments such as
the sheng, sho and khaen, the pitch is determined by
a pipe acoustical resonance frequency fpipe. In Western
free-reed instruments, such as the harmonica, harmo-
nium and accordion, the pitch is close to freed.

In order to provide a more specific discussion, five
prototype instruments have been selected: the clarinet,
the oboe, the harmonica, the trombone and the flute.
The following Sects. 7.2–7.6 are devoted to these in-
struments.

The actual geometry of the pipe of woodwinds is
much more complex than a simple cylinder or a trun-
cated cone. For example, in instruments with side holes,
the closed holes form cavities that significantly af-
fect the effective acoustic pipe length [7.6], while we
will see that open holes promote sound radiation at
high frequencies. However, most instruments display
either a dominantly cylindrical or conical behavior.
This explains some essential differences between these
families of instruments that will be discussed later. The

clarinet has a single reed and an approximately cylindri-
cal pipe. The oboe is commonly played with a double
reed and has a more or less conical pipe. The harmonica
is a free-reed instrument with a less obvious coupling to
a resonator. The trombone is a typical brass instrument
with a large portion of cylindrical bore. The modern
transverse flute designed by Boehm [7.16] is the most
sophisticated flue instrument. The main pipe is almost
cylindrical but the mouthpiece (head) as a complex ge-
ometry [7.17].

In our classification of wind instruments, we could
also have considered the typical blowing pressure pm
and the volume flow ˚r. The oboe is a high-pressure
low-volume flow instrument. Typically mouth pressures
of a few kPa are used. In the flute blowing pressures are
commonly lower than 1 kPa but the volume flow is high.
In brass instruments at low pitches the volume flow is
high and the blowing pressure relatively low. For high
pitches the blowing pressure is high and the flow rel-
atively low. As a rule of the thumb the amplitude of
the acoustical pressure oscillation within the pipe of the
wind instruments is of the order of pm.

The musical sound that reaches the listener is
a minute fraction of the pressure oscillations within the
pipe. Upon radiation there is a strong shift towards high
frequencies, which are much more efficiently radiated
than the fundamental oscillation frequency, driving the
feedback loop. There is therefore no simple relationship
between the amplitude (sound pressure level) of the ra-
diated sound and the driving pressure pm. Furthermore,
the perceived sound pressure level depends on the spec-
tral distribution of the sound.

7.2 The Clarinet

Globally the clarinet (with closed tone holes) is a cylin-
drical pipe terminated by a short bell (horn). Tone holes

can be open; this reduces the effective acoustic length
and increases the pitch. The acoustics of tone holes is
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a) b)

Fig. 7.4 (a) Clarinet (courtesy of Buffet-Crampon Co.)
and (b) its mouthpiece with reed (courtesy of Vandoren
Co.)

discussed in depth by Nederveen [7.6] and Dalmont
et al. [7.18]. At the inlet, the mouthpiece opening is
partially covered by a thin wedge-shaped slice of cane
wood (reed). The thick end of the reed is rigidly at-
tached to the mouthpiece (Fig. 7.4). The free end of
the reed is pressed by the player’s (lower) lip against
the side walls of the mouthpiece opening – the lay. The
curvature of the lay, the position of the lip on the reed
and the lip pressure determine the initial height h0 of
the slit through which air is blown into the pipe.

The thin reed tip can be described as a spring with
stiffness Kr, which bends under influence of the differ-
ence pr D pm� pp between the player’s mouth pressure
pm and the pressure pp in the mouthpiece, at the inlet of
the pipe. In the framework of a lumped model approxi-
mation the reed is described as a mass-spring system

mr
d2hr
dt2
C �r dhrdt

CKr.hr� h0/D�Srpr ; (7.1)

where hr 
 0 is the slit opening at the tip of the reed,
mr is the effective mass of the reed, �r is the damp-
ing and Sr is the effective reed surface. The effective
mass mr is smaller than the actual mass of the reed to
account for the fact that the displacement velocity is

a) b)

hr

αhr

pm

pp

z
Reed

CO2 injection needle

Fig. 7.5a,b Flow through reed channel of height hr: (a) Tip
of mouthpiece and reed (b) Schlieren flow visualization
(after [7.9]); stream lines are made visible in an upscaled
(10�) static model by injection of carbon dioxide through
three needles. We observe that the jet just downstream of
the inlet of the reed channel is narrower than the reed chan-
nel height hr by a factor ˛ (vena contracta)

not uniform over the reed surface [7.6]. It varies be-
tween zero and dhr=dt. For the same reason the surface
Sr is an effective reed surface, which is not the actual
reed surface. Typically the reed resonance frequency
freed D

p
Kr=mr=.2�/ is, for the lower register of a clar-

inet, much higher than the pitch f of the note played.
Without sufficient damping by the player’s lip the reed
will oscillate close to its resonance frequency, result-
ing in a nasty squeak sound. Note that the drone pipes
of a bagpipe are cylindrical and have single reeds. The
frequency of these reeds is adjusted to approach the
acoustical resonance frequency of the pipe, so that they
can be played without lip contact with the reed.

The effective reed stiffness Kr is not constant and
is not only determined by the material properties of
the reed. In particular, due to the limitation of the reed
movement by the lay the effective reed stiffness Kr is
a strongly nonlinear function of hr. The curvature of
the lay, the exact shape of the reed and the player’s lip
position on the reed all have a strong influence on the
playing comfort and the quality of the sound produced.
Also moisture strongly affects the mechanical proper-
ties of wooden reeds.

In first approximation the volume flow ˚r entering
the pipe is given by

˚r D sign.pr/˛Whr

s
2jprj
�0
�Ar

dhr
dt
; (7.2)

whereW is the effective slit width, �0 the air density and
Ar the effective surface of the moving part of the reed.
The first term of (7.2) is the quasistatic approximation
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assuming the formation of a free jet of cross-sectional
area ˛hrW by flow separation at the sharp tip of the reed
(Fig. 7.5). The vena contracta factor ˛ is in the range
0:5< ˛ < 1:0 depending on the channel inlet geome-
try [7.19–21]. The frictionless equation of Bernoulli is
used to estimate the velocity in the jet Uj D

p
2jprj=�0.

It is however important to realize that friction is as-
sumed implicitly, because it causes flow separation,
which results in the formation of the jet. The model
assumes a dissipation of all the kinetic energy in the
free jet by turbulent dissipation. Obviously when the
reed is closing completely, beating on the lay, the slit
opening will become so small that friction will eventu-
ally dominate the entire flow through the reed channel
and the equation of Bernoulli should not be used [7.9,
20, 22]. The second term of (7.2), Ar.dhr=dt/, is the
volume flow due to the displacement of the reed. As
the reed is fixed at one end, its displacement veloc-
ity varies between zero and the tip velocity .dhr=dt/.
The effective acoustical surface area of the reed Ar is
therefore smaller than the actual reed surface area. In-
ertia and this displacement flow become important at
very high pitches. A measure for the importance of un-
steadiness is the Strouhal number Srr D Lrf =

p
2pm=�0

based on the length of the reed channel Lr. Significant
deviation from the quasisteady behavior is expected
for Srr 
 10�1 as found in the simulations of da Silva
et al. [7.20].

While (7.1) and (7.2) are essentially nonlinear, the
acoustical response of the pipe and the respiratory
system to the fluctuations in the volume flow are reason-
ably well described by linear acoustics. At moderately
high amplitudes, the oscillating pressure is dominated
by the first harmonic. One can therefore approximate
the acoustical response of the system by a purely si-
nusoidal fluctuation O̊r exp.i!t/ of the reed volume
flow around an averaged value ˚ r, where ! D 2� f and
the complex notation is used (i2 D�1). Similarly one
has pk D pkC Opk exp.i!t/ (k D p;m), where the com-
plex amplitudes Opk are related to the impedances Zk
.kD p;m/ of the pipe .p/ and the player’s respiratory
system .m/ by

O̊ r D Opp
Zp
D� Opm

Zm
: (7.3)

This highly simplified model already indicates that
the player can influence the oscillation of the instru-
ment, by modifying the geometry of his vocal tract
(mouth volume, tongue position, etc.). Hence while
typically jZmj 	 jZpj this allows some bending of the
notes [7.23–25] in addition to changes in lip position
and its pressure on the reed. Most physical models ig-
nore this subtlety and assume jZmj D 0.
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Fig. 7.6 Magnitude on a linear scale of normalized
impedance SpjZpj=.�0c0/ of the pipe of a clarinet, with Sp
the pipe inlet cross-section, as a function of the frequency
for the note C4 (courtesy J.-P. Dalmont)

The amplitude (modulus) of the impedance of
a cylindrical pipe jZpj presents strong peaks at fre-
quencies corresponding to resonance frequencies fn '
.2n� 1/c0=.4L/, (nD 1; 2; 3; : : :) with c0 the speed of
sound and L the pipe length (Fig. 7.6). The period of
oscillation at the first acoustical resonance (mode) f1 is
four times the travel time of the wave along the pipe.
This is due to the fact that the traveling acoustic wave is
inverted at the open pipe termination while it is reflected
without inversion at the reed side.

The first impedance peak at frequency f1 corre-
sponding to the quarter-wavelength (L' c0=.4f /) res-
onance for a pipe length L is the strongest. The peak
amplitude decreases with increasing frequency as a re-
sult of increasing viscous and thermal dissipation and
radiation losses. Furthermore, the first Fourier compo-
nents of the oscillating pressure in the mouthpiece are
dominated by uneven multiples of the oscillation fre-
quency. In order to make the instrument sound at 3f1
a register hole has to be opened, which lowers the first
impedance peak at f1.

In occidental music half tones are commonly used.
However, for contemporary music quarter tones are
used. A special clarinet with a side branch allows the
player, by using a key, to shift the clarinet scale by
a quarter tone [7.26]. Such a system was also designed
for the modern transverse flute.

Linearization of (7.1) to (7.2) for small fluctuations
Ohr exp.i!t/ around h0 yields in combination with (7.3)
a homogeneous set of linear equations relating the com-
plex amplitudes Ohr; Opp; Opm and O̊r. A nontrivial solution
implies that the determinant of this set of equations
should vanish, which yields a nonlinear characteristic
equation. The real and imaginary parts of this equation
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form a set of two equations. Assuming a steady har-
monic oscillation, which implies a real frequency ! or
equivalently Imf!g D 0, one can obtain the threshold
of the average pressure difference pr D pm� pp above
which the instrument will start oscillating and the cor-
responding oscillation frequency Ref!g. Alternatively,
for given imposed pressure difference pr D pm� pp
above the oscillation threshold, the real and imaginary
parts of ! D Ref!gC i Imf!g are the unknown. One
finds for Imf!g< 0 a complex frequency ! imply-
ing an exponential increase of the oscillation amplitude
with time following exp.� Imf!gt/. As stated earlier,
a steady oscillation amplitude is reached by nonlinear
saturation of the oscillation amplitude and can therefore
not be predicted by a linear model. A nonlinear satura-
tion mechanism has to be taken into account to predict
a steady oscillation.

As the amplitude increases a steady oscillation can
be predicted by assuming the solution to be a function
of a limited number of harmonics of the fundamen-
tal frequency. This is the so-called harmonic balance
method [7.27, 28]. As stated before, for moderately
high amplitudes near the oscillation threshold, an ap-
proximative harmonic solution can be considered. At
higher amplitudes, more harmonics contribute to the os-
cillation. The sound becomes richer and louder.

One can also seek a solution of the equations in
the time domain. Equation (7.3) becomes, in the time
domain, an integral equation involving a convolution
integral. As shown by McIntyre et al. [7.29] the model
can also be written in terms of the impulse response
of an extended semi-infinite pipe, which can be nu-
merically more efficient. One calls this the reflection
function approach. Alternatively, the acoustic response
of the pipe can be discretized, solving directly for
plane-wave propagation within the pipe. This so-called
wave guide approach has become very sophisticated
and is commonly used for sound synthesis by means
of real-time solution. This provides so-called virtual in-
struments [7.30–34]. Systematic studies of the response
of such models have been provided in the literature,
displaying extremely complex behaviors, as do the ac-
tual instruments. In particular the virtual clarinet is
a versatile musical instrument when it is controlled by
a mouthpiece with a pressure sensor.

In the further discussion the reed dynamics are
simplified by using the quasistatic approximation of
Eqs. (7.1) and (7.2) to give (for pr > 0)

˚r D ˛W
	
h0� Sr

Kr
pr


s
2pr
�0

: (7.4)

In Fig. 7.7 this relationship between the volume
flow˚r and the driving pressure difference pr D pm�pp

Measurements
Fit for increasing pressure
Fit for decreasing pressure

0 20 40 60 80 100

Volume flow (10–3 m3/s)
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Fig. 7.7 Quasistatic volume flow ˚r as a function of the
driving pressure pr D pm�pp for a closing reed with spring
constant Kr, compared to experiments (after [7.19]). The
measurements show an hysteresis: the volume flow is
larger for increasing pressure than for decreasing pressure.
This hysteresis is due to the viscoelastic properties of the
reed (after [7.35])

for a constant reed stiffness Kr is compared to ex-
periments [7.19]. Of course ˚r vanishes at pr D 0.
In other words when we do not blow into the pipe
there is no flow. Above the critical pressure difference
pc D Krh0=Sr the reed closes completely and the flow
vanishes again. A maximum of reed flow is found, fol-
lowing (7.4), for pr D pc=3. The time-averaged acoustic
power Pacoustic generated by a harmonic oscillation of
the pipe pressure is given by the time average over
a period of oscillation of the product of the reed-
volume flow fluctuation ˚ 0

r D˚r �˚ r D O̊r exp.i!t/
and the pipe-inlet pressure fluctuation p0

p D pp � pp D
Opp exp.i!t/. The over bar indicates a time averaging
over a period of oscillation. Hence the power is given
by

Pacoustic D !

2�

2�=!Z
0

˚ 0

r p
0

pdt

D 1

2

n
RefOppgRef O̊rgC ImfOppg Imf O̊rg

o
:

(7.5)

For small oscillations, in linear approximation the reed
volume flow fluctuation O̊ r is the product of the slope
d˚r=dpr of the volume flow characteristic and the am-
plitude of the pressure fluctuation Opr D�Opp, where the
negative sign takes into account the fact that an increase
of the pipe-inlet pressure pp results in a decrease of the
driving pressure pr D pm� pp across the reed. So we
find for the amplitude of the volume flux fluctuations

O̊ r D�
	
d˚r

dpr



Opp and Pacoustic D�

h
d˚r
dpr

i
j Oppj2

2
:



Modeling of Wind Instruments 7.2 The Clarinet 127
Part

A
|7.2

0.05 0.1 0.15 0.2

In
te

rn
al

 so
un

d 
pr

es
su

re
 (k

Pa
)

R
ad

ia
te

d 
so

un
d 

pr
es

su
re

 (k
Pa

)
Time (s)

3

2

1

0

–1

0

–0.05

–0.1

Fig. 7.8 Mouthpiece pressure and radiated pressure during
the attack of a clarinet. We observe that a steady oscillation
is reached within a few oscillation periods. Furthermore we
see that the mouthpiece pressure is dominated by the fun-
damental, while the radiated sound (music) is much richer
in higher harmonics

Hence for 0< pr < pc=3 as d˚r=dpr > 0 sound is ab-
sorbed. Sound is generated by the reed oscillation when
pc=3< pr < pc. Indeed the musician will have to over-
come a critical mouth pressure threshold of the order of
pr D pc=3 to initiate oscillations. Furthermore at very
high blowing pressures the reed indeed closes com-
pletely, eventually stopping any oscillation.

Some insight into the finite-amplitude dynamical
behavior of the clarinet can be obtained by consid-
ering a lossless cylindrical resonator [7.11, 29]. The
limit cycle oscillation of this system corresponds to
a symmetric square-wave oscillation between the two
points pA and pB corresponding to a fixed volume
flow ˚r on the two branches (p< pc=3 and pc=3<
p< pc) of quasistatic reed characteristics. The actual
large amplitude oscillation of the pressure in the mouth-
piece of a clarinet approaches this behavior. Assuming
frequency-independent energy losses upon reflection at
the open pipe termination, one obtains an analytical
model predicting many aspects of the dynamic response
of the clarinet. Due to the fact that the transition from
stationary flow to oscillating flow is a direct bifurcation,
the player can play a note at low level. The instrument
has a fast response and a large dynamical range, from
pianissimo to fortissimo.

An essential property of the clarinet is that the limit
cycle is reached within a few oscillations (Fig. 7.8).
Attack transients are essential for the perception of
musical sounds [7.36]. Note that the conical reed instru-
ments, such as the oboe and the bassoon, have an even

shorter attack transient than the clarinet, while flue in-
struments have very complex long attack transients of
typically a few dozen oscillation periods [7.37, 38].

Until now we considered the pipe of the instru-
ment as an acoustical resonator imposing the pitch of
the note played. The effective acoustic length of the
pipe is changed by opening tone holes along the pipe.
A complex key system has been placed to facilitate
this task. For the lowest harmonics of the fundamen-
tal oscillation frequency, the acoustic waves traveling
down the pipe are strongly reflected at the open pipe
termination. These acoustic waves are more strongly
damped by viscous and thermal losses at the pipe walls
than by radiation. However without radiation no musi-
cal sound would be generated by the instrument. There
is a conflict between the necessity to keep acoustic
waves traveling inside the pipe, regenerating the oscil-
lation, and the need of radiation for the production of
music. This apparent contradiction is resolved by the
fact that the instrument is designed to radiate sound
at high frequencies, for which our ear is most sensi-
tive. At low frequencies k20A< 1 the real part of the
radiation impedance Zrad of an unflanged open pipe
of cross-section A increases quadratically with the fre-
quency Re fZradg ' �0c0Œk20A=.4�/�. The wave number
is defined by k0 D 2� f=c0, with c0 the speed of sound,
the propagation velocity of acoustic waves. For a given
oscillation amplitude, this implies that the radiated
acoustical power increases quadratically with the fre-
quency for a small pipe outlet cross-section diameter
compared to the wavelength.

While the bell of a clarinet has a catenoidal shape
rather than an exponential shape [7.6], we will for sim-
plicity discuss the acoustic behavior of an exponential,
horn which has a similar behavior. At the lowest pitches
a truncated exponential horn radiates select frequencies
above a cutoff frequency of a few kHz. This acousti-
cal behavior is predicted when considering plane-wave
propagation in a pipe with exponentially varying cross-
section A.x/D A0 exp.ˇx/ with ˇ a positive constant.
The linearized mass conservation, assuming a uniform
acoustical pressure p0.x/ at position x along the pipe and
neglecting friction and heat transfer, is

A

c20

@p0

@t
C �0 @Au

0

@x
D 0 ; (7.6)

where u0 is the fluid velocity. The x-component of the
momentum equation is

�0
@u0

@t
C @p

0

@x
D 0 : (7.7)

This corresponds to the Lagrange–Webster approxima-
tion. Substitution of the plane outgoing wave solution
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for the pressure p0 D Op expŒi.!t� kx/� and the velocity
u0 D Ou expŒi.!t�kx/�, with ! D 2� f , yields a set of lin-
ear equations for the amplitudes Op and Ou, which has only
a nontrivial solution when its determinant vanishes. Us-
ing this characteristic equation one obtains

kD�iˇ=2C k0
p
1� .ˇ=2k0/2 :

For k0 > ˇ=2 the wave will propagate and eventually be
radiated at the outlet of the horn. Note that the ampli-
tude of this wave decays following exp.�ˇx=2/. This is
a consequence of the conservation of the energy flux in
the propagatingwave as the pipe cross-section increases
exponentially. For k0 < ˇ=2 the wave is evanescent; its
amplitude will decay exponentially as expŒ�ikx�, be-
cause k is purely imaginary. If the exponential horn is
sufficiently long the low-frequency wave is reflected be-
fore it has reached the end of the horn. Hence the horn
promotes the radiation of high frequencies ! > ˇc0=2
and keeps low frequency ! < ˇc0=2 waves within the
instrument. The low frequencies take care of the regen-
eration of the oscillation. This very simple model can
significantly be improved when considering the finite
length of the horn and deviations from the plane-wave
approximation. This more accurate theory becomes es-
sential for brass instruments that have very large bells.
Another function of the bell is to harmonize the res-
onances of the pipe for the lowest note of the clar-
inet [7.11].

When a few tone holes of the clarinet are open the
horn becomes useless. The pipe segment with a series
of open holes behaves as a row of Helmholtz resonators
(lattice) with a similar radiation cutoff frequency be-
havior as an exponential horn [7.11, 39]. This cutoff
frequency is about 1400Hz in the example of clarinet
impedance shown in Fig. 7.6. Hence the exact position
and size of tone holes is not only important to determine
the pitch but also the radiation [7.39, 40]. The radia-

tion does not only involve the acoustical power radiated,
but also the directivity of this radiation. In first-order
approximation each tone hole behaves as a monopole
sound source. The interference between the radiated
sound from these different sources determines the di-
rectivity.

It is interesting to note that at fortissimo levels, the
acoustic flow through open tone holes will be nonlinear.
Vortex shedding will occur at sufficiently low Strouhal
numbers fd=j Ouacj< 1 based on the tone hole diame-
ter d and the amplitude j Ouacj of the surface-averaged
acoustic velocity passing through the tone hole. This
so-called acoustical streaming induces a jet flow, which
can blow the flame of a candle placed close to the tone
hole [7.41, 42]. A similar jet flow also occurs inside
the instrument, which can slightly affect the tempera-
ture profile along the pipe, because the jet flow entering
the pipe transports air from the surroundings, which
is cooler than the air blown by the musician [7.43].
The vortex shedding induces energy losses that for
a given acoustical pressure amplitude in the instru-
ment are inversely proportional to the third power of
the tone hole cross-sectional area. Vortex shedding also
generates higher harmonics of the fundamental. It is
expected that details of the tone-hole design, such as
sharp edges, will affect this. In a clarinet, the non-
linearity of the interaction of the reed with the lay is
much more important for the sound quality than the
vortex shedding at tone holes. It has been argued by
Bouasse [7.4] that a horn at a pipe termination does
not only enhance radiation but also reduces losses due
to vortex shedding. This could be particularly signifi-
cant for brass instruments at low pitches. In a flute or
recorder the vortex shedding induced by the acoustic
flow through the sharp edge (labium) of the mouth of
the instrument appears to be important both for the sat-
uration of the oscillation amplitude and for the sound
quality.

7.3 The Oboe

While the clarinet has a quasicylindrical pipe and a sin-
gle reed the oboe has an almost conical pipe (of length
L) that is truncated. The oboe is commonly played with
a double reed (Fig. 7.9). The volume between the two
reeds corresponds roughly to the volume of the missing
part, of the truncated cone, of length r0.

Single reeds have been developed for the oboe, but
are rarely used. The quasisteady flow model described
for the single reed of the clarinet appears to be quite
reasonable for double reeds. There are some subtle
differences between the volume flow characteristic of
a double reed and that of a single reed [7.44]. The as-

sumption that the static flow resistance downstream of
the reed strongly influences these characteristics [7.9]
has not been verified experimentally for the oboe [7.45]
and bassoon [7.44]. Some ancient cylindrical double-
reed instruments (Rausch pipes) do have a neck just
downstream of the double reed, which does drastically
influence the reed characteristics. This neck stabilizes
the lowest register, which otherwise has a chaotic be-
havior [7.9].

The essential difference between the oboe and the
clarinet is due to the conical shape of the pipe of the
oboe. The acoustic field in a conical instrument is in
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a) b)

Fig. 7.9a,b Oboe (a) and its double reed (b) (courtesy of
Buffet-Crampon Co.)

first-order approximation described for low frequencies
by the modified solution of d’Alembert for harmonic
spherical waves

rp0 D AC expŒi.!t� k0r/�CA� expŒi.!tC k0r/� ;

(7.8)

where r is the distance from the apex of the cone and
A˙ are the amplitudes of the outgoing .AC/ and incom-
ing .A�/ waves. This solution is also obtained when
using the Lagrange–Webster approximation (7.6) and
(7.7), for a pipe cross-section A increasing linearly with
r. The factor r at the left-hand side of (7.8) takes into
account the energy conservation in the traveling waves,
as done by the factor exp.�ˇx=2/ for the exponential
horn. The radial fluid particle velocity u0

r is found by
substituting the wave solution (7.8) into the momentum
equation (7.7) (with x replaced by r)

r2u0

r D
1

�0c0

��
1

ik0
C r

�
AC expŒi.!t� k0r/�

C
�

1

ik0
� r

�
A� expŒi.!tC k0r/�

�
:

(7.9)

As at the apex of a cone limr!0Œr2u0

r�D 0 we see from
this equation that the pressure waves are inverted AC D
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Fig. 7.10 Magnitude of the normalized impedance
SpjZpj=.�0c0/, with Sp the pipe inlet cross-section, of the
pipe of an oboe as a function of the frequency for the note
D4 (courtesy J.-P. Dalmont)

�A� at the apex of a cone rD 0. This remains a fair
approximation as long as the missing length of the cone
r0 remains short compared to the wavelength k0r0	 1.
Combining this condition with the ideal open pipe ter-
mination condition p0.L/D 0 at r D r0C L, we find
for a cone of length r0C L the resonance frequencies
fn ' nc0=Œ2.r0CL/�. Consequently conical instruments
have maxima of the pipe impedance for each harmonic
of the oscillation frequency, including the even har-
monics. This is illustrated by the pipe inlet impedance
amplitude jZpj shown in Fig. 7.10.

Note that at low frequencies, the peak amplitudes
of jZpj increase initially with the frequency. This is
due to the increase in radiation impedance of spherical
waves at the pipe inlet, as the frequency is increased
Re fZradg � �0c0.k0r0/2=4. At higher frequencies the
peak in jZpj decreases as a result of increasing vis-
cous/thermal losses and radiation losses, as was already
observed in the clarinet. The increase in jZpj with the
frequency for the lower frequencies implies that the in-
strument tends to sound spontaneously an octave higher
than the first acoustic mode. Another important conse-
quence of this frequency dependence of the impedance
is that the oboe displays an inverse bifurcation. This
means that upon a monotonous increase of mouth pres-
sure, at the onset of oscillation the amplitude jumps
suddenly towards a finite amplitude [7.46]. It is dif-
ficult to play this instrument at piano levels. Another
difference with the clarinet is that the oboe will oscil-
late at the pipe resonance frequency even when the reed
is not damped by the player’s lips. However, without
lip damping the inverse bifurcation behavior is more
pronounced. Other conical instruments such as the sax-
ophone and chanter of the bagpipe can also be played
without lip contact with the reed.
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As in the case of the clarinet, the simplified analyt-
ical model of Chaigne and Kergomard [7.11] provides
insight into the limit cycle behavior of the instrument.
In a clarinet the time intervals when the reed is closed
or opened during an oscillation cycle are roughly equal.
In an oboe with a truncated apex of length r0 the ra-
tio of closed to opened reed time intervals is r0=L. As
typically r0	 L the reed only closes during a short
time interval, of the order of magnitude 2r0=c0, dur-
ing which the pipe inlet pressure p0

p drops suddenly.
Chaigne and Kergomard [7.11] call this a Helmholtz
motion in analogy to the velocity of the string in the

violin. This yields a series of sharp downwards peaks,
corresponding to a spectrum rich in higher harmonics.
Therefore the sound of the oboe is much brighter than
that of the clarinet. This is one of the reasons that oboe
players provide the A note used in an orchestra to adjust
the tuning of all instruments.

Other instruments, such as the bassoon, the saxo-
phone and the chanter of a bagpipe, also display the
typical behavior of conical instruments. Of course the
actual geometry of the pipe is more complex than a sim-
ple truncated cone. This is necessary to adjust the tuning
for all the notes played with the instrument [7.47].

7.4 The Harmonica

The harmonica is a very popular Western free-reed in-
strument. Like for the harmonium and the accordion the
reed is a thin brass tongue. The fine tuning of tongues
can be obtained by changing their mass (removing or
adding material) or adjusting the reed stiffness in the
area close to the clamped end of the tongue. A some-
times complex shape determines the initial opening of
the reed (Fig. 7.11).

As shown in the sketch in Fig. 7.12, of the expected
quasistatic flow characteristics, the reed behaves at low
pressures as a closing reed (Sect. 7.1). Above a criti-
cal pressure the volume flow decreases with increasing
pr D pm � pp. At very high pressures the flow increases
again as the reed tip has passed through the plate [7.8]
and the reed behaves as an opening reed.

In the harmonica, harmonium and accordion there
are no pipes attached to the reeds. It is therefore often
assumed that free reeds can oscillate without acous-
tical feedback. The theoretical models of St. Hilaire
et al. [7.48] and Ricot et al. [7.49] demonstrate that
the inertia of the local flow around the reed at the

Fig. 7.11 Diatonic harmonica and a row of free reeds (cour-
tesy of Hohner Co.)

upstream side can induce self-sustained oscillation. Un-
fortunately these models contain some arbitrariness
in the coupling of a two-dimensional near-field flow
model to a three-dimensional far-field model. Further-
more, no argument is given to justify neglecting the
inertia of the flow at the downstream side of the reed.
Furthermore, there is clear experimental evidence for
the importance of the acoustical response of the pres-
sure supply system [7.50, 51]. This is most spectacular
for the harmonica where the musician modifies the
geometry of his vocal tract, taking configurations corre-
sponding to different vowels, in order to bend the pitch.
The pitch remains close to the reed frequency freed and
can only be lowered. For the harmonica, this appears
to involve a coupling between two reeds attached to
a single chamber. The first one oscillates upon blowing
while the second is played upon drawing. Experiments

Mouth pressure

Reed volume flow b)

a)

Fig. 7.12a,b Qualitative sketch of the supposed quasistatic
volume flow-pressure characteristics of a harmonica reed.
(a) For low pressures the reed behaves as a closing reed,
like the clarinet reed. (b)When the reed deflection becomes
larger than the plate thickness the reed starts behaving as
an opening reed
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on a single opening reed demonstrate that also the up-
stream volume (of the player’s mouth) can strongly
influence the pressure threshold for the onset of oscilla-
tion and the oscillation frequency of a free reed [7.8].

Paradoxically the free-reed instruments seem the
most simple wind instruments, but the physical
models for these instruments are yet to be con-
firmed.

7.5 The Trombone

The trombone, like the trumpet, has a long narrow
cylindrical section attached to a conical section, which
is terminated by a flaring bell (Fig. 7.13). As for the
clarinet, the bell promotes the radiation at high frequen-
cies, keeping the low-frequency waves within the pipe.
Also the bell harmonizes the resonance frequencies of
the pipe [7.7, 8, 11, 39]. A mouthpiece is fixed to the
pipe inlet. The rim of the mouthpiece is wider than the
pipe. When the player presses their lips against the rim
a volume Vc is delimited between the lips and the cup
of the mouthpiece. At the bottom of the cup a narrow
channel of section Sc and length Lc forms a choke be-
tween the mouthpiece and the cylindrical section of the
trombone.

The choke (tail pipe) acts as an acoustic mass,
while the volume of the cup is a spring. The corre-
spondingmass-spring resonance frequency is called the
Helmholtz resonance frequency [7.11, 39, 52]

fH ' c0
2�

s
Sc

VcLc
:

The radiated sound is enhanced in a so-called formant
around this frequency, which is one of the parameters
chosen by the player when selecting a mouthpiece. The
amplitude of the acoustic impedance jZpj of the in-
strument displays a series of peaks. One distinguishes
the higher acoustic resonances that are close to a har-
monic series fn ' nf1 (nD 2; 3; 4; : : : ) from the lowest
peak that typically has a frequency f ' 0:7f1 (Fig. 7.14).

a)

b)

Fig. 7.13 (a) Trombone and (b) its mouthpiece (courtesy of
Courtois Co.)

Hence when playing f1 the musician uses a lip oscilla-
tion sustained by a series of higher harmonics rather
than the fundamental. This particular note, called the
pedal note, is difficult to play for a trumpet, but easy to
play for a trombone.

As the trombone has a long cylindrical pipe, one
would expect the impedance peaks to approach a se-
ries of uneven harmonics (f D .2n� 1/f1 with nD
1; 2; 3; : : : ). This was what occurred for the clarinet.
The long cone followed by the large flaring bell are
essential in making the series correspond to an almost
full harmonic series (f D nf1 with nD 2; 3; 4; : : : ) as
we see in Fig. 7.14. Only the lowest impedance peak
is not matching this harmonic series. In conical brass
instruments, such as the French horn, the bell is not es-
sential for the harmonicity of the resonance peaks. In
some French horns the bell can be removed for transport
convenience. Without the bell the instrument remains
playable.

The frequency fn is controlled by the length of the
cylindrical section of the instrument. In order to play
the full musical scale, the musician has to change this
length. In a trombone this is done by using a slide.
This allows a continuous change of the pitch provid-
ing the musician with a large flexibility, but limiting the
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Fig. 7.14 Typical impedance of a trombone showing the
series of harmonic resonances f ' nf1 (nD 2; 3; 4; : : : )
and the nonharmonic first peak f ' 0:7f1. The lowest note
f1 is called the pedal note. In this example the Helmholtz
resonance of the mouthpiece is around f D 5f1
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speed at which different notes can be played. In other
instruments, such as the trumpet or the French horn, this
problem is solved by using valves in order to modify the
pipe length. In the French horn, the musician can place
their hand within the bell to slightly affect the tuning,
which is a common playing technique. Some baroque
brass instruments (cornetto and serpent) have pipes with
side holes [7.7].

When a musician plays a higher note for a given
f1, the pipe length can be much longer than the wave-
length. A first consequence of this is that the player has
to make their lips vibrate at the required pitch a few pe-
riods before they receive any acoustic feedback in order
to sustain this oscillation. This is consistent with the ob-
servation that the reed (lip) frequency should be close to
the pipe frequency freed=fpipe ' 1 for brass instruments.
The player can adjust freed by modifying the muscu-
lar tension (embouchure) in their lips. If the lips were
simple opening (striking) reeds the acoustical feedback
would be necessary in order to maintain an oscilla-
tion. The initial buzzing frequency of the lips would
be strongly dependent on the configuration of the vo-
cal tract, which would provide the acoustical feedback.
The effect of the mouth impedance on trombone and
trumpet playing is controversial [7.53, 54].

A more plausible explanation is that lips can dis-
play self-sustained (autonomous) oscillations due to the
coupling of two mechanical modes of vibration with the
flow [7.55–57]. This so-called flutter is the commonly
accepted oscillation mechanism for the vocal folds in
so-called voiced sound production. The energy transfer
between the flow through the lip channel is the result of
an asymmetry between the opening and closing phases
of the lip movement. This is analogous to the asym-
metry between the opening and closing phases of the
swimmer’s breast stroke, resulting in a net propulsion.
During the opening phase, the lips form a converg-
ing flow channel that diverges abruptly at its exit. The
neck of the channel is far downstream, just upstream of
this abrupt exit. During the closing phase, the neck is
more upstream. The lips form a gently diverging chan-
nel down to the abrupt exit. At the abrupt exit, flow
separation occurs, forming a free jet in which the ki-
netic energy of the flow is dissipated with little pressure
recovery. This dissipation provides the volume flow
control by the opening of the reed as in any other reeds.
The pressure in the jet is close to the pressure pc in the
cup of the mouthpiece. The volume flux UjSj through
the lips, with

Uj D
q
2.pm� pcup/=�0

the jet velocity in the cup and Sj the jet cross-section,
is determined by the flow separation. Assuming a qua-

sistatic incompressible one-dimensional flow between
the lips, the local flow velocity U D SjUj=S is inversely
proportional to the local channel cross-sectional area
S. The pressure p in a cross-section of the channel
can then be deduced from the equation of Bernoulli
pD pm� �0U2=2. Hence from the mouth to the flow
separation point the pressure will be larger than the
mouthpiece cup pressure p 
 pcup for the converging
channel during the opening phase. Due to delayed flow
separation in the gently diverging part of the flow chan-
nel, during the closing phase there will be a large region
around the neck of the channel in which p� pcup. Hence
the lateral force due to the pressure in the flow will
help opening the lips and help closing them. There is
a net energy transfer from the flow to the lip oscil-
lation, without need of an acoustical feedback. This
process however involves the oscillation of two me-
chanical structural modes in order to obtain different
geometries during the opening and closing phases of
the oscillation. With rigid arms and legs (one degree of
freedom) we could not swim (the breast stroke).

A consequence of the large length of the cylindrical
section of a trombone is that, at high dynamical lev-
els and especially at high pitches, the acoustic wave
propagation is affected by nonlinear wave distortion
effects. The high pressures occurring at high dynam-
ical levels induce a local unsteady increase in speed
of sound c in the compression part of the propagating
pressure wave, corresponding to the adiabatic increase
in temperature upon compression. The speed of sound
in air is proportional to the square-root of the absolute
temperature. For outgoing acoustic waves the increase
in pressure also induces a particle velocity u0 in the
direction of the pressure wave propagation. Small per-
turbations propagate with the increased velocity u0C c
compared to the averaged speed of sound c0. The ex-
pansion part of the wave will be slowed down by the
same physical effects. As the expansion part of the wave
is slow, it will tend to be overtaken by the fast compres-
sion part of the wave. This results into a steepening of
the compression part of the wave. In contrast to water
waves at the seashore where the top of the surface water
wave overtakes the trough of the wave, the compression
wave cannot actually overtake the expansion wave. This
would correspond to a multiple-valued pressure distri-
bution (three pressures in one point). The compression
wave becomes eventually infinitely steep, which we call
a shock wave. This occurs after a distance Ls, which we
call the shock-wave formation distance. Neglecting the
effect of reflection at the open pipe termination and fric-
tion along the pipe one finds

Ls ' 2�p0c0

.� C 1/
�
@pp
@t

�
max

; (7.10)
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Fig. 7.15 Pressure oscillation at the end of the cylindri-
cal section for a trombone played at various levels (piano
p, mezzoforte mf, fortissimo ff). At fortissimo levels we
observe a shock wave, which is a traveling pressure dis-
continuity (after [7.58])

where � D 1:4 is the adiabatic exponent for air and p0
is the atmospheric pressure. As demonstrated by ex-
periments, shock waves can indeed be formed in brass
instruments [7.58] (Fig. 7.15). When such a shock wave
reaches the pipe exit, all the high frequencies in the
wave are radiated away. The radiated pressure corre-
sponds roughly to the time derivative of the incoming
pressure signal in the pipe. The result is a periodic emis-
sion of sharp pressure peaks, corresponding to a spec-
trum with uniform harmonic amplitudes up to very high
frequencies. This is recognized as brassy sound. Hence

this is not related to the material of the instrument, but
is sensitive to the length and shape of the bore, the ge-
ometry of the mouthpiece and the embouchure of the
player. Note that before shock waves are reached the
sound is already significantly affected by wave steepen-
ing with increasing dynamical levels [7.59]. In conical
brass instruments this effect is reduced [7.60, 61]. One
can therefore distinguish bright from mellow brass in-
struments depending on the bore shape.

It is interesting to note that earlier trombones have
narrower bores than modern ones. Therefore in order
to reach a certain dynamical level, i. e., radiate a cer-
tain acoustical power, one has to induce larger pressure
fluctuations within the instrument in earlier trombones
than in a modern one. This explains why these earlier
trombones are brassier than modern instruments [7.60].

Note that due to heat transfer between the hot air
blown by the musician and the walls of the instru-
ment there is a temperature gradient along the pipe.
Consequently the time-averaged speed of sound c0
is not uniform in the pipe. This results in a modi-
fied effective acoustic length of the instrument. This
is a linear effect and it is not related to the unsteady
amplitude-dependent nonlinear variation in wave prop-
agation speed cC u0, discussed above.

In contrast with other wind instruments, most brass
instruments only radiate sound through the open pipe
termination. This allows the use of a mute. The mute
is usually designed to continue the horn shape, so that
low frequencies taking care of the acoustical feedback
are reflected as in the absence of mute. The mute does
however reduce or modify the radiation. This is not only
used for silent training but is extensively used for partic-
ular musical effects. The wahwah mute is an example.
It is used for the trumpet in jazz performances.

7.6 The Flute

The modern transverse flute has a cylindrical pipe open
at one side and is terminated by a mouthpiece at the
other side (Fig. 7.16). The mouthpiece or head joint is
closed at its end, but has a relatively large side open-
ing called the blowhole or embouchure hole (called
mouth in organ pipes). Sound is generated by blow-
ing a thin grazing air jet across the blowhole towards
the side called the labium. The labium of a modern
transverse flute has a fairly acute angle (about 60ı)
and has a sharp edge. The labium of a recorder has
an edge angle of about 20ı. Rounding the tip of the
labium strongly affects the sound quality and in extreme
cases the playability of the instrument. In the trans-
verse flute, the player blows in a direction normal to

the pipe axis using their lips to form a slit from which
the jet emerges. The player can modify the jet thickness
(height), the direction of the jet and the length of the jet
(distance from lips to edge of the labium). These param-
eters provide the player a control on the sound produced
that is not available in the recorder or flue organ pipe.
There the slit (flue) is incorporated in the instrument
and has a fixed geometry. In the recorder and the flue
organ pipe the jet flows are in the direction of the pipe
axis.

In flue instruments, the acoustical oscillation in the
pipe induces an oscillating transversal flow through the
blowhole, which perturbs the jet at the flow separation
point on the lips of the player (or flue exit in other in-
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a)

b)

Fig. 7.16 (a) Boehm flute and (b) its
head joint (mouthpiece) with the
blowhole (courtesy of Yamaha Co.).
Note that between the blowhole and
the closed pipe termination of the head
joint there is a cavity. The magnitude
of this cavity can be adjusted with
the cork. This cavity is essential
for the harmonicity of the acoustic
resonances of the flute

struments). At low amplitudes the jet perturbation can
be described as a lateral displacement of the jet. The
perturbation is convected by the flow at about half the
center-line jet velocity Uj '

p
2pm=�0, while it grows

exponentially, in linear approximation. At the labium
the jet is split into a volume flow ˚in entering the pipe
(below the labium) and a complementary volume flow
˚out leaving the pipe (above the labium). For a total jet
flow˚jet reaching the labium, one has˚jet D˚inC˚out.
In terms of fluctuations, if we assume that ˚jet is con-
stant we have ˚ 0

in D�˚ 0

out. Fluctuations are defined by
˚ 0

k D ˚k �˚ k (k D in or out) where ˚ k is the time-
averaged flux.

Under normal playing conditions the travel time of
jet perturbations across the blowhole is about a third
of the oscillation period, hence this corresponds to
a Strouhal number SrW DWf =Uj ' 0:15, where W is
the blowhole width, corresponding to the jet length. The
transverse flute player adjusts the jet lengthW (by mov-
ing their lips or rotating the flute), the jet velocity Uj

and the jet thickness in order to play in tune at differ-
ent dynamic levels. In a recorder the jet length and jet
thickness are fixed. Hence, the player has less control
parameters. To reach a high pitch the recorder player
has to blow much harder than for low notes.

At low blowing velocities, oscillations for SrW D
O.1/ can be observed, when the jet thickness h is suf-
ficiently small compared to its length W (W=h> 4).
In that case the jet flow breaks down into a vortex
street; two rows of discrete vortices spinning in oppo-
site direction (Fig. 7.17). We call these multiple vortex
flow patterns (SrW 
 1) the higher-order hydrodynamic
modes.

The sound generation mechanism in flue in-
struments has long been a subject of debate.
Helmholtz [7.2] suggested that the volume flow en-
tering the pipe ˚in was acting as a monopole sound
source. Rayleigh [7.3] argued that the sound source
should be a fluctuating force because the sound source
was located close to a pressure node of the acous-
tic standing wave, where a volume source would be
rather ineffective. The work of Powell [7.62] and Colt-

a) b)

Fig. 7.17a,b Typical jet flow across the blowhole (a) of
a recorder at SrW D 0:15 and (b) of a transverse flute
at SrW D 1. Note the vortex shedding at the labium for
low Strouhal numbers (a). At the lower blowing velocities
(higher Strouhal numbers) the jet breaks down into discrete
vortices (b) before reaching the labium

man [7.63] has definitively established that the sound
is produced by the reaction force Fh of the walls to
the unsteady hydrodynamic force due to the jet interac-
tion with the walls. Using the so-called aero-acoustical
analogy of Lighthill–Curle one can demonstrate math-
ematically from the mass conservation law and the
momentum equation for a fluid that this force is a source
of sound [7.9, 62]. In a lumped element model, it is most
convenient to describe the sound source as a fluctuat-
ing discontinuity �psource D Fh �n=Sb in the acoustical
pressure across the blowhole of surface Sb with nor-
mal vector n. At low Strouhal numbers the jet behavior
can be described by a linear model: the so-called jet
drive. In this model the jet flow is separated at the
labium into a part entering the pipe and a part leaving
the pipe. Acoustically this corresponds to two com-
plementary volume sources ˚ 0

in D�˚ 0

out placed close
to the edge of the labium and oscillating in oppo-
site phase [7.64, 65]. In first-order approximation these
sources form a so-called dipole. In terms of acoustic
power we have

Pac D !

2�

2�
!Z

0

�psourceu
0

bSbdt ; (7.11)
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whereu0

bSb is the acoustic volumeflux through theblow-
hole. Hence the source needs a large acoustical velocity
to produce sound. This occurs at maxima of the am-
plitude (modulus) of the pipe admittance 1=jZpj [7.66].
When at higher Strouhal numbers the jet breaks down
into discrete vortices (higher hydrodynamicmodes), the
so-called vortex-sound theory [7.67]provides anorder of
magnitude estimate for the sound source [7.65]. It would
be however simplistic andmisleading to think that sound
is produced by the vortices. It is the interaction of the
unsteadyflowwith thewall thatproduces sound.Themo-
tion of the vortices is associated with the hydrodynamic
force on the wall. This vortex-sound theory allows the
deduction of the force on the walls from an observation
of the evolution of these vortices. The reaction force of
thewall on the air is the source of sound.An accurate de-
scription of the sound production in flue instruments can
only be reached by a solution of the equations describ-
ing the fluid motion (Navier–Stokes equations). Due to
the nonlinearity of the equations, this is still a nontrivial
numerical problem. Furthermore such a solution is ac-
tually a numerical experiment, which provides detailed
information but little global insight. The jet-drive model
and the discrete vortex model do provide some global
understanding. Moreover, these caricatures can be used
in lumped-element physical models for sound synthe-
sis [7.68].

The amplitude of the transversal acoustic veloc-
ity u0

b through the blowhole reaches values as large as
25% of Uj [7.64, 65]. A consequence of this is that
this transversal flow induces vortex shedding at the
labium [7.69], which results in a nonlinear dissipa-
tion of the acoustic energy. This vortex shedding at the
labium is a major amplitude limiting mechanism in flue
instruments. It is interesting to note that when devel-
oping the modern flute Boehm increased the blowhole
open area [7.16]. By doing this he increased the power.
He thought that this was due to an enhanced radiation
of sound. Actually this increased the jet flow veloc-
ity (at constant SrW) and reduced the nonlinear losses,
for a given pressure amplitude in the pipe. The larger
tone holes also improved the acoustics of the transverse
flute [7.66].

An essential point is that the sound production in
the flue instruments is due to the unsteadiness of the jet
flow and primarily does not involve wall vibration. Con-
sequently the material from which the walls are made
is not critical and a golden flute is not necessarily bet-
ter than a silver flute [7.70]. Of course the instrument
maker can spend more time when building an expensive
golden flute, so that such an instrument can be excel-
lent.

While the sound production mechanism described
above is common to all flue instruments, the acoustical

response of the modern transverse flute is very pecu-
liar and quite sophisticated. First of all, there is within
the head joint a small cavity between the blowhole of
the instrument and the end of the pipe closed by a cork
(Fig. 7.16). This cavity is essential for the acoustics of
the resonator. The depth of this cavity can be tuned
to approach the response of a perfect open-open pipe
with harmonic acoustical resonances fn D n f1 [7.7,
8, 39]. The cavity corrects for the fact that the pipe
blowhole is narrow compared to the pipe cross-section
(Sb=Sp < 1) inducing a locally higher acoustic velocity
through the blowhole than in the pipe just upstream of
the blowhole. This locally higher acoustic velocity in-
duces an additional inertia of the acoustic flow through
the blowhole. The fundamental frequency of the instru-
ment corresponds to that of an open-open pipe with the
actual pipe length L extended by a length correction ıb:
f1 D c0=.LC ıb/. The cavity provides the compliance
corresponding to this additional pipe length. Because
the cavity is closed (has a uniform pressure), while the
virtual additional pipe segment is open (pressure in-
creasing linearly with the distance from the pressure
node at the open end), the cavity depth should be ıb=2
about half the virtual pipe segment length ıb. Note that
the pipe length L should also include another length
correction ıp to take into account the inertia of the
acoustic flow around the open pipe termination. This so-
called end correction is of the order of ıp ' 0:7

p
Sp=�.

The exact value depends strongly on the ratio of pipe
wall thickness to diameter and is strongly affected by
the position of the player’s lips. The closed chimneys
of the tone holes also induce a difference between
the effective acoustic length of the pipe and its actual
length [7.6].

One of the subtleties of the Boehm flute is that the
head joint is not cylindrical, as it was in baroque flutes.
The head joint has a small convergence from 19mm in
the pipe towards 17mm at the cork (closed-end). This is
to make the correction for the harmonicity of the modes
needed at higher pitches. For a stationary flow the pitch
is constant, so that the sound source produces a signal
consisting of pure harmonics of the fundamental fre-
quency. We have a line spectrum. When the acoustic
resonances of the pipe are also harmonically related,
the sound is efficiently radiated. This makes the modern
transverse flute sound rich in harmonics even though
the labium is not as acute as in a recorder. In addition
to this the musician can vary the distance between their
lips and the labium by rotating the instrument around
the pipe axis or modifying their lip’s position. This al-
lows for a correction of the pitch when changing the
blowing pressure to achieve different dynamical levels.
Hence the instrument can be played in tune for a much
larger dynamical range than a recorder.
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As the jet velocity is increased the jet becomes tur-
bulent (Fig. 7.18) when the Reynolds number Reh D
Ujh=
, with 
 the kinematic viscosity of air, exceeds
103. Blowing with a turbulent jet against a sharp edge
produces broad-band noise. Blowing with closed teeth
produces such broad-band noise. This can be consid-
ered as musically interesting and is exploited in the
Japanese flute (shakuhachi) and South American tra-
ditional flutes. The shakuhachi has a very sharp and
acute labium, with edge angle of about 30ı, which en-
hances the broad-band sound (noise) due to turbulence.
In the Boehm flute the labium angle is about 60ı, re-
ducing the broad-band noise production. It is further
interesting to note that turbulence tends to excite stand-
ing acoustic waves transversal to the pipe axis. The
first of these transversal resonances has a cutoff fre-
quency fc corresponding roughly to a wavelength of
twice the pipe width H. For square pipe cross-sections
fc D 0:5c0=H and fc ' 0:6c0=D for cylindrical pipes of
diameter D. For a piccolo flute D' 1 cm correspond-
ing to fc ' 20 kHz, which is above the audio range.
For a normal flute one finds fc ' 10 kHz, which is high
in the audio range. For a bass flute or a large organ
pipe one finds fc � 5 kHz, which is in the most sensi-
tive frequency range of our hearing. Also the jet flow
in large organ pipes will certainly be turbulent, while
it remains laminar in a recorder. This partially explains
the stronger broad-band sound in larger flue organ pipes
compared to recorders [7.71].

Flue instruments have relatively long attack tran-
sients. While reed instruments, such as the clarinet and
the oboe, reach a steady limit cycle within a few oscilla-
tion periods, the attack transient of a flue instrument can
be several tens of oscillation periods 1=f1. This attack
transient depends strongly on the initial perturbation in
the instrument and the steepness of the increase in blow-
ing pressure. When impulsively closing the holes in the
pipe of an instrument, one can make the pipe oscillate.
The instrument can be used as a percussion instru-
ment, in the so-called pizzicato technique. For normal
playing the initial oscillation obtained by abruptly clos-
ing the tone holes can significantly shorten the attack
transient. In large (bass) recorders this technique is es-
sential, because the instrument does not speak easily.
When the pressure is increased without such an initial
percussive drive, the instrument tends to start oscillat-
ing at a higher frequency than its fundamental pitch.
This depends strongly on the ratio W=h of blowhole
width W to jet thickness h. For W=h
 10 as in flue
organ pipes one can observe an initial oscillation at
about three times the pitch. This is because at small
oscillation amplitudes (linear response) the low fre-
quency amplification of perturbations convected by the
jet is about a factor exp.2�/' 530 for each hydro-

a)

b)

c)

Fig. 7.18a–c Difference between laminar and turbulent
jets: Reh D hUj=
 D 200 (a), 500 (b), and 3000 (c). The jet
is placed between two loudspeakers, inducing a transversal
acoustic flow. This drives a jet oscillation as found in the
blowhole of a flute

dynamic wavelength Uj=.2f / along the jet. Hence the
third hydrodynamic jet mode is amplified about a fac-
tor 2:5�105 more than the first mode. This huge linear
amplification will however soon induce nonlinear sat-
uration by the formation of discrete vortices as shown
in Fig. 7.17. Then the second hydrodynamic mode gets
a chance to compete, and becomes dominant. Finally,
the first mode slowly takes over, because it has lower ra-
diation and viscous/thermal losses than the higher pipe
modes. This complex attack transient can be reduced by
using a short blowhole width W=h' 4, such as in the
recorder. For hydrodynamic wavelength shorter than
about three times the jet thickness fh=Uj > 0:2 the jet
does not amplify hydrodynamic perturbations. This im-
plies that the attack transient of a recorder involves the
second pipe mode (acoustic resonance), but not a third
mode (Fig. 7.19).

The higher hydrodynamicmodes do not only appear
during the initial phase of the attack transient. When
blowing very softly they can produce sustained oscil-
lations, which are called whistle tones. They are not
only very weak, they are also less stable than the louder
sounds obtained under normal playing conditions.

Under normal playing conditions, the acoustic os-
cillation of the pipe dominates the feedback loop, im-
posing a pitch close to a pipe resonance frequency.
Flue instruments can however display, at low blowing
pressures, oscillations dominated by local hydrody-
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Fig. 7.19 Attack transient of a recorder (Ganassi flute of
P. Bolton). Pressure in the pipe close to the labium. One
clearly observes a dominance of the second acoustic pipe
mode during the transient. In the initial phase of the tran-
sient even higher frequencies are shortly excited

namic feedback. This corresponds to so-called edge
tones [7.62]. Edge tones can be recognized by the fact
that the pitch increases linearly with the jet flow veloc-
ity. Such oscillations are called mouth sounds in organ
pipes and are perceptively important [7.37, 38]. The
perception of the sound quality is not only strongly af-
fected by the attack transient, but also small variations
in control parameters during the limit cycle oscillation
strongly contribute. The flute player can vary the jet
flow velocity Uj, the jet length W (distance between
lips and labium edge), the jet thickness h and the offset
yoff of the jet at the labium. By adjusting the Strouhal
number SrW DWf =Uj the player can optimize the pro-
duced sound power or adjust the oscillation frequency
f . The player can also vary the sound power by increas-
ing h or Uj. When increasing the jet velocity Uj, the
player has to change the jet length W in order to keep
the pitch constant. This is commonly obtained by rotat-
ing the instrument around the pipe axis and/or moving
the lips towards the labium. This also affects the pas-
sive acoustic response of the pipe, because it changes

the end correction of the mouth of the pipe (the acous-
tic flow through the blowhole). The variation of h does
not only affect the produced power, it also affects the
attack transient. Indeed the ratio W=h determines the
importance of higher hydrodynamic modes in the ini-
tial phase of the attack. It also influences the steepness
of the attack. Also the offset yoff of the jet at the labium
is crucial for the attack and the sound quality. When the
jet is symmetrical with respect to the labium yoff D 0 the
second harmonic in the sound is reduced. In the pipe,
the amplitude of the second harmonic is typically re-
duced by an order of magnitude compared to the case
yoff=hD 0:4, which is typical for a recorder. This will
not only affect the sound quality, but also the pressure
threshold for overblowing to a higher octave. The offset
is not only determined by the flow direction at the outlet
of the lip opening (flue). Due to the Coanda effect (pres-
sure gradient induced by viscous flow entrainment), the
jet tends to deflect towards the pipe wall. This effect is
stronger for turbulent jet flow because turbulence en-
hances flow entrainment. This effect is so strong at the
labium that a turbulent jet tends to glue to the labium,
which reduces the offset at the labium. Hence upon
laminar-to-turbulent transition one observes a drastic
reduction of the second harmonic in the internal spec-
trum of the flute. In flue organ pipes this attachment of
the turbulent jet to the labium is avoided by the use of
very large mouth height (W=h> 10). A consequence of
this is that higher hydrodynamic modes appear during
the transients.

Small modulation of the sound, vibrato, during the
limit cycle oscillation is often used to increase the liveli-
ness of the sound. In extreme cases, this can be obtained
by the player by singing into the flute (phonation).

This short discussion indicates that a virtuoso player
has to control a lot of parameters to obtain a certain
sound quality. This also makes modern transverse flute
playing quite difficult. Indeed, this corresponds to an
expert skill for which a typical intensive training pe-
riod of ten years [7.72] is required before playing at
professional level. As a result of this training, players
produce highly repeatable and personal control on the
instrument, as can be observed for instance from the
dynamic shaping of the blowing pressure.
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8. Properties of the Sound of Flue Organ Pipes

Judit Angster, András Miklós

This chapter is an overview of the characteristic
sound properties of flue organ pipes. The charac-
teristic properties of the stationary spectrum and
attack transient have been surveyed and assigned
to properties of the physical systems (air column
as acoustic resonator, air jet as hydrodynamic os-
cillator, and pipe wall as mechanical resonator)
involved in the sound generation process. The
measurements presented underline the primary
role of the acoustic resonator in the stationary
sound and of the edge tone in the attack.
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The pipe organ produces a majestic sound which dif-
fers from all other musical instruments. The richness
and variety of timbre cannot be matched, because of the
almost uncountable possibilities for mixing the sounds
of different stops. The different stops of the organ also
show a large variety in the richness of timbre; this is
achieved by the proper selection of pipe shape, dimen-
sions, wall material, shape and size of the opening(s)
etc. The flue pipe ranks are divided into three groups
according to their characteristic sound. The flutes pro-
duce a fundamental sound with fast attack, the diapason
family can be characterized by their strong second par-
tial especially in the attack, while the string family has a
very bright sound with more than 20 harmonic partials,
but with a slow attack.

Although the main features of the sound of flue
organ pipes have been investigated extensively [8.1–
6], the understanding of the connection between sound
character and pipe shape and dimensions is still incom-
plete. Conversely, the sound character of the different
ranks is unambiguously associated with pipe shape and
measurements in the tradition of organ building [8.7–
9]. Although the timbre, especially the attack, may be
changed significantly by voicing adjustments, the main
characteristics of the sound are quite stable for a given
stop, and depend mostly on the form and scaling of the
pipes. Nevertheless, the organ-building tradition cannot

provide a proper explanation of the great variability of
the sound character among the different stops on one
hand and an explanation of the high stability of the
sound character within one stop on the other hand. It is
of interest to scientists that only a limited number of all
the possible dimensions (diameter, wall thickness, cut-
up height, flue width, etc.) and materials, which could
be varied are actually used for organ pipes. Some of
these limitations are technological in nature, but most
of them have no basis in science. Consequently, several
researchers have shared the view that the limitations of
organ building need not be taken into account in experi-
ments. This is the critical point of many of the scientific
investigations carried out to date. Many scientific ex-
periments published in the acoustic literature have been
performed on models which differ considerably from
real organ pipes. Consequently, the dimensions, shapes,
and materials often did not fall within the narrow ranges
used in organ building. According to the opinions of
organ experts such experiments cannot model the oper-
ation of real organ pipes and, therefore, the results are
useless for organ building. This view expressed by most
organ builders, has frequently resulted in a rejection of
attempts at mutual cooperation.

According to the opinion of the authors the right
way lies somewhere in the middle. When basic phe-
nomena are studied, experiments on models are ac-
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ceptable. But the fine details of pipe sounds should be
investigated on real organ pipes. Moreover, all phys-
ical effects contributing to the production of sound
should be taken into account; an investigation limited
to a specific parameter may lead to misinterpretation
of the results. During the last 15 years the authors

have carried out numerous experimental and theoreti-
cal investigations concerning the acoustic properties of
flue organ pipes and the possible mechanisms of their
sound generation. Although several questions are still
unanswered, a better understanding of the processes in-
volved and their interactions has been achieved.

8.1 Experimental Methodology
Although flue pipes offer a very wide variety of sound,
the measured properties of these sounds contain several
common elements which can be used to characterize
them. In order to determine such characteristics, re-
producible measurement methods have to be applied.
The fact that open flue pipes radiate sound from both
openings [8.10] should be taken into account when
planning measurements. Since a sounding pipe pro-
duces an interference field even in an anechoic room,
the measurement is extremely sensitive to the location
of the microphone. The spectral envelope especially can
change drastically with location, because changes in the
distances to the openingsmean different phase shifts for
the different partials. Therefore, the measured spectrum
may be more characteristic of the microphone location
than of the properties of the pipe.

If the microphone is placed close to one opening
of the pipe, the signal radiated from the other opening
is negligible because of the much larger propagation
distance. Although the magnitudes of the measured
spectral components will decrease rapidly with the mi-
crophone-opening distance, their phases will remain
almost constant, because the source-microphone dis-
tance is much smaller than their wavelengths. The
sound pressure level of every spectral component will
change by the same decibel value when the distance
changes. Thus, the relative strengths of the spectral
components will be quite insensitive to the location
of the microphone. Therefore, the simplest method for

obtaining reproducible spectral envelopes is the mea-
surement in the vicinity of one of the openings.

The research was carried out mostly by labora-
tory experiments, although in situ measurements were
also performed. A small slider chest was placed in the
anechoic room; the wind was supplied by a centrifu-
gal fan through a bellows. The fan and the bellows
were located outside the anechoic room. A flexible tube
with 80mm diameter was used for connecting the bel-
lows to the slider chest. The pallet in the slider chest
was operated by an electromagnet, or it was manu-
ally fixed in an open position for measuring stationary
sound.

For the characterization of the pipe sound usually
three measurements were used: the stationary spectra at
the mouth and the open end, and the attack transient at
the mouth.

� Stationary spectra were measured and analyzed by
a two-channel spectrum analyzer (HP35670A). In
order to avoid interference the microphones usually
were placed close (� 3�5 cm) to the openings of
the pipes.� Attack transients were directly converted to digital
data and were evaluated using a special computer
program [8.11] developed by the authors. The time
evolution of the first 18 harmonic partials can be
followed with this program. The results can be dis-
played in two groups (1�9th or 10�18th partials).

8.2 Steady-Sound Characteristics

In the last 15 years several hundred flue organ pipes
have been investigated in our laboratory. The detailed
evaluation and comparison of the measured spectra
have revealed several features, which seem to be char-
acteristic properties of the spectra of flue organ pipes.

The stationary spectra of a Diapason pipe can be
seen in Fig. 8.1. These spectra show the most important
properties of the sound of flue pipes. Characteristic fea-

tures of the sound spectrum of a flue organ pipe can be
listed as follows:

1. A series of harmonic partials
2. A second series of smaller and wider peaks, which

are not harmonically related, but slightly stretched
in frequency

3. A frequency-dependent base line
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Fig. 8.1a,b Typical stationary spectrum of a flue organ
pipe (a) at the open end, (b) at the labium

4. Envelope of the harmonic partials
5. Different spectral envelopes at the mouth and open

end
6. Irregularities in the high-frequency part of the spec-

trum
7. Sharp, nonharmonic lines in the high-frequency part

of the spectrum
8. Weak subharmonic components halfway between

the partials.

Features 1�6 can be recognized in Fig. 8.1. Spec-
tra containing features 7�8 will be shown later. In the
following, the above features will be demonstrated with
several measured spectra.

8.2.1 Physical Phenomena Related
to the Observed Characteristic
Features

The features of the spectrum are related to the physi-
cal properties of the flue pipe. The assumed physical
reasons are summarized in Table 8.1. More detailed
description of the phenomena can be found in the ref-
erences given in the last column of Table 8.1. Short
explanations for all items found in the second column
of Table 8.1 follow:

1. It is well known from the elements of Fourier the-
ory [8.12] that a periodic signal can be regarded
as the convolution of only one period with an
infinite series of Dirac-delta pulses separated by

Table 8.1 Characteristic features of the sound of flue organ
pipes

Feature Reasons References
1 The sound generation is periodic [8.12]
2 Eigenmodes of the acoustic resonator [8.13]
3 Broadband noise produced by the jet [8.14–16]
4 a) Losses of the acoustic resonator

b) Radiation from the opening
c) Excitation by the air jet
d) Position of the eigenmodes

[8.17]
[8.10, 18, 19]
[8.20, 21]
[8.13, 18]

5 Asymmetry of the standing wave in
the pipe

[8.18]

6 a) Transversal resonances of the air
column
b) Wall resonances

[8.10]
[8.22–25]

7 Simultaneous excitation of a higher
eigenmode by the edge tone

[8.13]

8 Nonlinear coupling between air
column and pipe wall

[8.23, 26]

the period T . The Fourier transform (FT) of such
a convolution will be the product of the FTs of
the components. Thus, the FT of a periodic signal
contains a series of harmonic partials (FT of the
Dirac-delta pulse train) multiplied by an envelope
determined by the FT of a single period. Therefore,
any periodic signal with complex time waveform
must have a lined spectrum with several partials and
a complicated spectral envelope.

2. The small, broad peaks shown in the spectrum
demonstrate the presence of acoustic eigenmodes
of the pipe. This statement can be tested experi-
mentally by using external acoustic excitation. Such
demonstrations are regularly presented on the or-
gan acoustic courses of the authors [8.13]. If a pipe
is placed in the sound field generated by a loud-
speaker, it will amplify the frequency components
which correspond to the eigenresonances. Placing
a small microphone in the pipe and using white
noise excitation the eigenresonance spectrum can
be determined. Such a spectrum is shown in Fig. 8.2
for a cylindrical tube. The 60 cm long 31mm diam-
eter tube was made of a lead-tin alloy (organ metal).
The eigenresonances are slightly stretched; the fre-
quencies are a bit higher than the harmonics of the
first resonance. The stretching of the eigenfrequen-
cies is much more pronounced in open organ pipes.
In the spectrum of a Diapason pipe (Fig. 8.1a) the
9th eigenresonance lies about halfway between the
9th and 10th harmonic partials. The stretching be-
comes larger for larger diameter/length ratio and
for smaller openings at the pipe ends. Conversely,
conical pipes have smaller stretching, which de-
creases with increasing angle. At a certain angle the
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Fig. 8.2 Eigenresonances of a 60 cm long and 31mm di-
ameter tube. The harmonic partials are marked by v-shaped
cursors

eigenresonances are harmonically related; above
this angle they are even compressed.
These experimental facts can be understood by tak-
ing into account the physical properties of the organ
pipe as an acoustic resonator. The air column in
the pipe has several eigenmodes (standing wave
patterns) with characteristic resonance frequencies
(eigenfrequencies). Since the diameter is always
much smaller than the length of the air column,
the pure longitudinal eigenmodes appear first. Their
frequencies are not harmonically related because
of the end correction [8.10], which decreases with
the frequency. As the end correction is proportional
to the pipe diameter the stretching of the eigenfre-
quencies is larger for wide pipes than for narrow
ones. Moreover, the end correction for a small
opening (mouth) is larger than that of the larger
open end. Therefore, the eigenfrequency stretching
of an organ pipe is larger than that of a tube with the
same length and diameter. Because of the different
end corrections at the openings the standing wave is
located asymmetrically inside the organ pipe [8.18];
it is shifted towards the smaller opening.
The measured asymmetry of the 1st, 3rd, and 5th
eigenmodes in a Nachthorn (fairly wide) pipe are
shown in Fig. 8.3. Besides the asymmetry it can also
be observed that the phases of the measured sound
pressure signals at the ends are fairly different from
the multiples of  , because of the end corrections.
The pipe resonator can be unambiguously char-
acterized by its eigenmodes. Each eigenmode is
represented by three quantities: the resonance fre-
quency, the quality (Q)-factor, and the position of
the standing wave inside the pipe.
The pipe resonator, as all resonant physical systems,
can collect and store energy in its eigenmodes. In
case of a continuous excitation an equilibrium will
be reached when the energy gain taken from the ex-

Amplitude (arbitrary unit)

Distance from pipe center (mm)

80

60

40

20

0
–285 –142.5 0

Pipe length MouthOpen end

142.5 285

Fig. 8.3 Standing waves in an organ pipe. The sound pres-
sure distributions of the 1st, 3rd, and 5th eigenmodes in
a Nachthorn pipe

citation compensates for the energy losses of the
eigenmodes. The equilibrium ratio of the energy
stored in an eigenmode to the energy lost in a period
defines the Q-factor of the eigenmode. The numer-
ical value of the Q-factor can be easily calculated
by dividing the resonance frequency by the FWHM
(full width at half maximum) value of the resonance
curve. Since a resonator can absorb and emit energy
only in small amounts, several periods are needed
to reach equilibrium during the excitation or to lose
the energy after the excitation ceased. The number
of periods necessary to gain or lose 99:8% of the
stored energy is given by 2Q. Therefore, the Q fac-
tor limits the speed of the attack significantly. The
speech of a high-Q pipe must be slow, while a low-
Q pipe can have a prompt onset. Conversely, the
Q-factor gives the value of the peak amplification
of the resonator. Thus, the sound pressure inside the
pipe is usually much higher for a high-Q pipe than
for a low-Q pipe.

3. The base line of the spectrum (Fig. 8.1) is deter-
mined by the broadband noise at the mouth of the
pipe. This noise is produced at the flue and the upper
labium [8.14, 27]. Quasirandom changes of the jet
direction caused by turbulence in the foot [8.15] of
the pipe also influences the noise. Moreover, tonal
components (edge tone, see later) are also present
in this background. Since the resonator amplifies
this noise around the eigenresonances, the ampli-
fied noise may dominate the sound of the pipe in
the high-frequency range, where the partials of the
fundamental are usually weak. The high-frequency
noise content can be very effectively reduced by
nicking [8.16]. This method can increase the ratio
of the harmonic partials to the base line very signif-
icantly.

4a. The form of the envelope depends on the total losses
in the pipe; these consist of the sum of the vol-
ume losses in the air, the surface losses at the pipe
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Fig. 8.4 Calculated losses of open
organ pipe resonators for the funda-
mental in ˙12HT: pipe diameter
corresponds to the diameter of normal
Diapason pipes having ˙ 12 semitone
higher/lower pitch

wall due to viscosity and heat conduction, the ra-
diation losses at the openings, and the energy loss
due to the coupling of sound to wall vibrations.
For organ pipes surface and radiation losses are
much larger than the other two effects. The sur-
face losses are theoretically [8.17] proportional to
the factor 1=R

p
f , while the radiation losses scale

with R2f 2, where R and f are the pipe radius and
frequency, respectively. At the same frequency sur-
face losses are relatively larger and radiation losses
relatively smaller for narrow pipes than for wide
pipes. Since surface losses decrease and radiation
losses increase with the frequency a loss minimum
occurs at a certain frequency. Indeed, such a loss
minimum can be observed in narrow pipes, i. e., the
largest amplitude occurs not for the fundamental,
but for a higher partial. The theoretical frequency
dependence of the envelope, which is inversely pro-
portional to the total loss, is shown in Fig. 8.4 for
narrow, normal, and wide organ pipe resonators.
Measured spectra of a narrow and a wide pipe are
shown in Fig. 8.5. In the case of the wide pipe res-
onator there are less higher partials, the amplitudes
decrease faster with frequency and the stretching of
the eigenmodes is bigger than by the narrow pipe
resonator.

4b. Organ pipes radiate sound mostly at their open-
ings. Although the pipe body can also radiate sound,
this contribution can be neglected (see 6b in this
list). Since the openings are much smaller than
the wavelength of the sound, both of them can be
regarded as simple sources (monopoles) with the
source strength given by the acoustic flow at the
openings [8.10, 18]. The envelope of the harmon-
ics of the radiated spectrum shows a formant-like

structure with a minimum (around the 6th partial
in Fig. 8.1b). Although this phenomenon has been
observed for sounding pipes, it can be explained
by taking into account only the properties of the
acoustic resonator. It is well known that the half-
wavelength of the sound is longer than the length
of the pipe (the end correction problem). Thus, the
sound pressures at the open ends are nonzero. As-
suming an end correction �Lm at the mouth the

25 dB

a)

Frequency (kHz)
0 10

25 dB

b)

Fig. 8.5a,b Measured spectra of a (a) narrow (Salicional)
and a (b) wide (Kornett) pipe
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Fig. 8.6a,b Steady spectra of a Diapason pipe (a) at the
open end, (b) at the labium

sound pressure can be written as pD P sinfk1.xC
�Lm/g, where k1 D 2 =� is the wavenumber. The
spatial phase (the argument of the sine function) at
the mouth (xD 0) then equals '1 D k1�Lm. That
is, the spatial phase of the standing pressure wave
is larger than zero at the mouth [8.18]. The devia-
tion '1 can be regarded as a phase correction for the
mouth.
The spatial phase for the harmonic partials at the
mouth can be determined simply by substituting the
wavenumber of the fundamental k1 with the cor-
responding wavenumber of the N-th partial, kN D
Nk1. The spatial phase for the N-th partial at the
mouth can then be written as 'N D N'1. Since the
acoustic flow depends on the cosine of the spatial
phase [8.18], the sound pressure radiated from the
mouth will have a minimum when N'1 approaches
 =2. The first minimum of the envelope is deter-
mined by the diameter of the pipe and the size of the
mouth opening. For normal Diapason pipes (mouth
width � 1=4 circumference, mouth height � 1=4
mouth width) the first minimum lies in the range of
the 5�6th partial (see Fig. 8.1b). For wide pipes the
minimum may occur already around the 3rd partial
(Fig. 8.5b), for narrow pipes it is shifted up to the
7�8th partials (Fig. 8.5a).

4c. As was mentioned in 1a above, the spectral en-
velope is determined by the spectrum of a single
period of the sound. The shape of the temporal sig-
nal depends also on the excitation by the air jet.
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Fig. 8.7a,b Spectra of a 2 feet c (130:8Hz) Diapason pipe
(a) without nicks, (b) with nicks. The harmonic partials are
marked by v-shaped cursors

It was shown [8.20] that by changing the relative
position of the jet and the upper lip the harmonic
content of the sound can be influenced.When the jet
moves symmetrically around the upper lip, no even
harmonics are excited [8.10]. Probably such a sym-
metry effect is responsible for the weakness of the
2nd partial in Fig. 8.6. Nevertheless, this effect is
not very important for real organ pipes, because the
normal motion of the jet is quite asymmetric [8.21].

4d. The relative position of a harmonic partial and the
neighboring eigenmode influences the amplitude of
that partial. If the harmonic frequency is close to
the eigenfrequency, the partial will be amplified by
the eigenresonance. A harmonic partial lying mid-
way between two eigenmodes will not be amplified.
Therefore, the stretching of the eigenmodes also in-
fluences the envelope of the partials. In the case
of small stretching (narrow pipes) several partials
will be amplified, while for wide pipes the 3�4th
partials are located in the valley between the eigen-
modes. Nevertheless, as higher partials approach
the peak of the one-index-lower eigenmode, they
will also be amplified. This effect can be seen in
Fig. 8.1b.

5. It has been shown [8.19] that the radiated acous-
tic field corresponds to that of two simple sources
located at the openings of the pipe. The simple
sources radiate in-phase for the odd partials and
out-of-phase for the even ones. The strengths are
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Fig. 8.8a–c Formation of the second sound of the Sali-
cional pipe for decreasing wind pressure

different for both sources, and the two openings
radiate different spectra [8.18]. The spectra of the
sound radiated at the openings are different, be-
cause the standing waves in the pipe are asymmetri-
cally located (see Fig. 8.3). Since the end correction
is inversely proportional to the area of the open-
ing [8.10, 18], the envelope minimum occurs for a
smaller serial number of partial at the mouth than at
the open end, in accordance with the experimental
observations. That is, the spectral envelopes at the
mouth and open end are always different. It may
accidentally happen that the effective opening at
the open end has about the same size as the mouth
(for example when a tuning slot is applied). In such
cases the symmetry may be restored, or the stand-
ing wave may even be shifted towards the tuning
slot. Slight changes in the geometry of the openings
can thus result in significant alterations of the ra-
diated spectra. Another important parameter is the
overlapping of the envelope minimum with a cer-
tain partial. It can be seen by comparing Figs. 8.1b
and 8.6b that a very deep envelope minimum ex-
ists in Fig. 8.6b at the 5th partial (almost perfect
overlapping), and only a slight decrease of the 6th
partial in Fig. 8.1b (bad overlapping). Since the en-
velope minimum is shifted by certain voicing steps
(for example by the change of the cutup), the voicer
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Fig. 8.9 (a) Sound spectrum of the Salicional pipe.
(b) Mouth tone of the same pipe (the pipe sound was
stopped by an absorbing termination at the open end)

can influence the spectral envelope of the steady
sound.

6a. Irregularities in the range of higher harmonics can
be caused by the excitation of transverse resonances
of the pipe. It is well known [8.10] that above the
cut-off frequency of the pipe (f > 200=d, where d
is the pipe diameter in meters) radial, azimuthal and
mixed transverse modes exist. Certain pipe ranks
may have harmonic partials well above the cut-off,
therefore, transverse resonances can appear in the
spectrum between the harmonic partials (Fig. 8.1,
first transverse resonance � 4:6 kHz). These reso-
nances are excited by the high-frequency noise or
edge tone at the upper lip.

6b. It has been shown [8.22, 23] that wall vibration
cannot radiate sound directly. Conversely, a lin-
ear coupling exists [8.24] between the air column
and the pipe wall for rectangular pipes, and also
for cylindrical pipes if the pipe cross section is
not a perfect circle, but slightly elliptical. In this
case, wall vibrations can influence the sound ra-
diated at the openings [8.23]. If a sharp vibration
mode is close to an eigenmode or harmonic par-
tial of the pipe sound, both modes will be coupled,
which leads to a slight detuning of the correspond-
ing sound component [8.25]. Nevertheless, such
a coincidence is quite rare in practice.

7. It is very characteristic, especially for metal pipes
in the 10 and 20 stops, that nonharmonic sharp



Part
A
|8.2

148 Part A Musical Acoustics and Signal Processing

a) Velocity level (dB)

Frequency (Hz)

100

80

60

40

20

0

0 400200 600 1000800 1200 1400 1600

b) Velocity level (dB)
100

80

60

40

20

0

Fig. 8.10a,b Wall velocity spectrum of the Salicional pipe
detected 5mm under the wrapped plastic adhesive tape.
(a) Pipe with tape. (b) Pipe without tape

peaks occur on the sides of high-frequency partials
(Fig. 8.7a). These components give a roughness
and a metallic character to the timbre. It was as-
sumed [8.23] that these additional peaks can be
assigned to wall vibrations, but recent investiga-
tions revealed that this phenomenon is probably
caused by the excitation of higher eigenmodes by
a higher component of the edge tone. This effect
can be avoided by properly adjusting the edge tone,
or by reducing the levels of the higher eigenmodes
by nicking (Fig. 8.7b). Similar nonharmonic peaks
were produced for example by reducing the wind
pressure gradually. In this case the acoustic proper-
ties of the resonator do not change, while the edge
tone frequencies shift downwards. It can be seen
(Fig. 8.8) that certain eigenmodes (6th and 7th) start
to grow. On further reducing the pressure the pipe
produces two pitches, one corresponding to the fun-
damental and a second one corresponding to the
virtual pitch of the second series of peaks. Stop-
ping the pipe sound by an absorbing termination
the so-called mouth tone (Chap. 3) shows a sharp
and strong component around the 6th eigenmode
(Fig. 8.9). This component may be responsible for
the excitation of the second sound of the pipe.

8. Subharmonic peaks exactly halfway between the
harmonic partials can be produced by strong non-
linear coupling between sound and wall vibration.
The physical mechanism of such an interaction can
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Fig. 8.11a,b Sound spectrum of the Salicional pipe de-
tected 3 cm from the pipe mouth. (a) Pipe with tape.
(b) Pipe without tape

be found in [8.26]. The phenomenon can be un-
derstood as follows: The pipe wall, if vibrating,
undergoes an elliptical deformation of the originally
circular cross section. As the area of an ellipse is
always smaller than that of a circle with the same
circumference, the cross-sectional area of the pipe
will be modulated by a double frequency. The mod-
ulation of the cross section modulates the acoustic
flow in the pipe, thus a coupling occurs between
the sound and the wall vibration with about half
of the sound frequency. Conversely, the oscillat-
ing sound pressure generates a periodic stiffening
of the pipe wall; this effect can be regarded as
a time-dependent elastic constant. The effect leads
to a parametric instability of the wall. Because of
this nonlinear coupling the wall and the air col-
umn can oscillate at half of the sound frequency.
Such an effect was observed in the acoustic labo-
ratory of the Fraunhofer-Institute in Stuttgart [8.23]
with a very thin-walled pipe. This pipe is used in
a church organ, but the nonlinear vibrations are
damped by means of plastic adhesive tape wrapped
around the pipe at about one third length from the
mouth. Removing the tape causes the nonlinear vi-
bration to increase tremendously. The comparison
of Figs. 8.10a and 8.10b clearly show this effect.
However, hardly any change can be seen in the
corresponding sound spectra (Fig. 8.11), although
some changes are evidenced in the levels of the
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higher harmonics. Subharmonic components can be
seen between the fundamental and the 2nd and be-
tween the 2nd and 3rd partials.

The explanations given above show that several dif-
ferent mechanisms influence the steady sound of the

pipe. Nevertheless, even the most complicated features
could be assigned to the measurable and understand-
able physical properties of flue organ pipes. Certainly,
this is just a synopsis; more detailed analysis instead of
the short descriptions given above will be published in
the near future.

8.3 Edge and Mouth Tones

Since the edge tone seems to play an important role in
the attack, the characteristic properties of the edge and
mouth tones will be surveyed preceding the discussion
of attack transients.

The air jet emerging from the flue and hitting the up-
per lip produces a very characteristic sound (jet sound),
which is called edge tone in this chapter, because the
edge tone is the dominant component of the jet sound.
In order to study the edge tone without the influence
of the acoustic resonator so-called foot models were
used [8.28]. A foot model is essentially a flue organ
pipe without acoustic resonator; it consists of a foot,
a flue, and an upper lip only. The primary excitation
of the organ pipes can be studied also by reducing the
sound reflection (terminating the pipe with an absorber)
from the other end below the threshold of oscillation.
The sound heard in this case is called mouth tone and
its role in the attack of the flue pipes was recently ex-
tensively investigated [8.29]. In the following the most
important results of the research of the authors on edge
and mouth tones will be surveyed.

8.3.1 Edge Tone of a Foot Model

The sound produced by the foot model has a very inter-
esting character. It is noisy, the amplitude fluctuates, but
it does have a definite pitch. The spectrum of the edge
tone clearly shows the mentioned features (Fig. 8.12).
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Fig. 8.12 Typical spectrum of a foot model (edge tone)

It contains at least two or three peaks, which are not
harmonically related, and a broadband base line, which
decreases with the frequency. In the high-frequency
range (f > 10 kHz) other very broad maximums may
occur. The presence of the peaks shows that several
hydrodynamical modes can coexist in the edge tone.
Several theoretical and experimental works have been
published about edge tones [8.30–33], but they cannot
be used directly for organ pipes. Organ pipes utilize
only a very limited range of wind pressure (usually
500�900Pa), therefore the jet velocity is also lim-
ited. However, very detailed data are needed within
this limited range. Therefore, extensive investigations
have been carried out in the laboratory [8.15, 28, 34]
in order to determine the main parameters of the edge
tone and their dependence on the mouth dimensions
and pressure. The main results can be summarized as
follows:

� The jet emerging from the flue is not symmetric
to the vertical plane containing the flue but bends
slightly towards the lower lip. The angle of de-
viation from the vertical direction depends on the
relative position of the lower lip and the edge of the
languid.
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Fig. 8.13 Comparison of spectra of a foot model (edge
tone) as a function of wind pressure
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Fig. 8.14 (a) Sound spectrum of the Diapason pipe shown
also in Fig. 8.4. (b) Mouth tone of the same pipe (the pipe
sound was stopped by an absorbing termination at the open
end)

� The jet broadens with the distance from the flue, but
the angle is quite small (only 3�5ı).� The source of the edge tone is an acoustic dipole lo-
cated slightly above the edge of the upper lip. The
dipole character can be observed in the spatial dis-
tribution of the edge tone.� The peaks of the edge tone spectrum move down-
wards in frequency when the jet velocity at the
upper lip decreases (pressure decreases or the dis-
tance between the flue and upper lip increases)
(Fig. 8.13).� The peaks will be compressed with decreasing and
stretched with increasing jet velocity (see Fig. 8.13).
When moving downwards, more and more peaks
appear, and the maximal amplitude shifts from the
lowest peak to the second one.� No jump or hysteresis of the edge tone frequency
can be observed in the pressure range of the investi-
gations.

� The build-up of the edge tone is very fast compared
to that of the sound of a pipe having corresponding
dimensions.� The amplitude fluctuations are produced mostly by
pressure fluctuations in the foot. Two stable flow
states were observed in the foot [8.15, 28], and it is
assumed that the flow randomly oscillates between
them, producing quite large pressure changes at the
flue. Indeed, the edge tone became more stable and
the peaks in the spectrum became sharper when the
flow was forced to remain in the selected flow state.

8.3.2 Mouth Tone of a Damped Pipe

When the jet hits the upper labium, an edge tone is gen-
erated. The rise time of the edge tone is very short,
therefore it is already present at the mouth area well
before the air column (the acoustic resonator) can enter
into the game. As mentioned, the source of the edge
tone is an acoustic dipole located slightly above the
upper lip [8.14], thus the edge tone is immediately ra-
diated outwards from the upper lip area. Since a dipole
can be regarded as two simple sources with opposite
phase, the same signal with opposite phase is radiated
into the pipe simultaneously. This component, empha-
sized by the response of the resonator, is re-radiated by
the mouth. Both components together form the mouth
tone.

Mouth tones are also regularly studied in the labora-
tory. Their measurement is unfortunately quite difficult,
because the effect of a termination of the open end with
an absorber is twofold; not only will the amplitude of
the reflected signal be reduced, but also the phase shift
will be influenced. Reliable results can be obtained only
if small phase shifts are produced by the absorber. From
this point of view a low density rockwool absorber
proved to be the best [8.34].

The mouth tone has a very similar spectrum to the
edge tone. The only difference is that the broadband
base line will be emphasized slightly by the (damped)
eigenmodes of the pipe (Fig. 8.14). The subjective im-
pression is also very similar; mouth and edge tones have
the same character. The build-up time of the mouth tone
is also very fast; it is comparable to that of the edge
tone.
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8.4 Characteristics of the Attack Transients

In the attack of the flue organ pipes three phases can
be subjectively distinguished. These parts cannot be
entirely separated in time, because they overlap quite
broadly. Perhaps it is better to speak about three com-
ponents, which start almost simultaneously, but with
different rates of development. These three components
can be characterized as follows:

1. Forerunner: This is the sound heard first. It is
very difficult to describe. It may have a pitch, but
sometimes no pitch can be assigned to it. Several
different terms are used for this component (chiff,
ping, hiss, cough, etc.). A detailed description of
this phenomenon [8.29] was published recently.

2. Appearance of a pitch: The second component in
the attack usually has a pitch close to the pitch
of a higher harmonic partial. This component is
very important for certain stops. For example, for
several Diapason stops the second or the third har-
monic can be heard preceding the fundamental, for
Quintadena stops the third component is always
prominent, while for narrow string stops this com-
ponent often overlaps with the domain of higher
(6�7th) harmonics.

3. Onset of the fundamental: The third parameter of
the attack is the rise time of the fundamental. For
stops of the flute family this rise time is very short,
for stops of the string family it is very slow. As the
fundamental grows certain components of the attack
simultaneously become weaker.

The presence of the first two components is not
compulsory in the attack. Moreover, the voicer can in-
fluence the attack very much, thus, according to his
taste, he can produce faster or slower attack, more or
less forerunner, brighter or more fundamental sound,
etc. It is worth mentioning that sometimes one or more
partials are quite strong in the beginning of the attack,
but later they become weaker. Such behavior is often
displayed by the fifth harmonic of the Diapason pipes.

The measurements show that the perception of the
attack can be assigned to measurable properties. The at-
tack transient of a Diapason pipe is shown in Fig. 8.15.
This measurement was performed with the help of
a computer program developed by the authors [8.11].
The sound was measured at the mouth of the pipe and
the signal was converted to digital data by a 16-bit AD
converter. A running windowwas shifted along the time
recording, and a 256-point FFT was calculated at every
step, then the levels of the harmonic partials were de-
termined. About 250 FFT calculations were performed,
then the levels of the first nine partials were displayed
as functions of time. Since the frequency resolution is

quite low, the method is not sensitive to minor changes
in frequency. The three parts of the attack can be clearly
distinguished in Fig. 8.15. The forerunner appears in ev-
ery partial, implying its broadband nature (chiff). Then
the partials start to grow; the fastest component is the
6th one. After a while the second will be the strongest;
it dominates the attack in the 35�40ms domain. The
fundamental slowly overtakes the 2nd, which becomes
slightly weaker as the fundamental rises.

The presented characteristics of the attack of flue
pipes are very general, they can be found in almost all
pipe sounds having been measured during the last 15
years. It can be assumed that these characteristics are re-
lated to the basic physical properties of the pipes. These
relations will be investigated in the next section.

8.4.1 Physical Phenomena Related
to the Observed Features of the Attack

The features of the attack can also be explained by the
physical properties of the flue pipes. The reasons for the
different features are summarized in Table 8.2. A more
detailed description of the phenomena can be found in
the references given in the last column of Table 8.2.
A short explanation is given later for all items found
in the second column of the Table.

1a. In order to understand the onset of the sound the
events should be followed in the time domain.
When the corresponding valve is opened (the key
is pressed), the pressure in the pipe foot suddenly
increases and, as the pressure difference drives the
air through the flue, a jet is formed. As the jet
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Fig. 8.15 Analyzed attack transient of a Diapason
(311:1 Hz) pipe (Mühleisen)
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Table 8.2 Characteristic features of the attack of flue organ pipes

Feature Reasons References
1 a) Jet noise

b) Mouth tone
[8.14]
[8.29, 34]

2 a) Excitation of a higher eigenmode by the mouth tone
b) Mouth tone

This chapter
[8.35, 36]

3 a) Locking of the jet to the fundamental
b) Shift of the frequency to the corresponding harmonic partial

[8.37]
This chapter

emerges from the flue, turbulent noise is produced
by the flow. First, a pressure pulse is produced, then
broadband noise appears due to the turbulence of
the jet [8.14]. Both sound components are broad-
band, no pitch can be assigned to them. This sound
is radiated directly from the mouth area without any
contribution from the acoustic resonator.

1b. When the jet hits the upper labium, an edge tone,
which will be transformed within a very short time
to a mouth tone, is generated. Since the jet veloc-
ity increases within the first � 10ms of the attack
from zero to the final value [8.37], the mouth tone
cannot develop a certain pitch, its frequency and
spectrum change continuously according to the jet
velocity change. This sliding signal produces the
special hearing sensation in the forerunner. If the
rise time of the jet velocity is very fast compared to
the period of the edge tone, only a short sound pulse
can be observed.

2a. The eigenresonances of the acoustic resonator need
about ten times longer than the nearby mouth
tone component for the sound to build up. Since
the effect of the weak sound components on the
transversal motion of the jet is small at the begin-
ning, the already developed mouth tone provides
a larger contribution to the excitation than the still
weak feedback of the acoustic resonator. Therefore,
the tonal components of the mouth tone will ex-
cite the nearby eigenmodes of the air column. Since
the mouth tone has several spectral components
more eigenmodes could be excited simultaneously.
Among these eigenmodes the highest will grow the
fastest, because the rise time is smaller for higher
eigenmodes than for the lower ones. This effect can
be clearly observed in Fig. 8.15. It can be seen that
the first excitation occurred around the 5�6th eigen-
mode, followed by the excitation of the 2nd eigen-
mode by the strongest component of the mouth
tone. A well-trained ear can hear these components
as a fast changing pitch in the speech of the pipe.

2b. For narrow pipes the onset of the fundamental is
usually very slow. Since the higher eigenresonances
have large Q-values, these higher components also
need a long time to build up. Therefore, the mouth

tone can be heard (and observed) between the fore-
runner and the onset of the sound of the resonator.
A good voicer can adjust the edge tone so that a tone
reminiscent of a harmonic component of the steady
sound can be heard. Such voicing produces very
pleasant pipe speech.

3a. The fundamental tone starts to grow also, because
the reflections from the ends of the pipe amplify this
component most effectively. As the signal grows in
the resonator, the sound pressure and the acoustic
flow at the mouth become so large that they can in-
fluence the movement of the jet. After a while the
transverse movement of the jet will be locked to the
fundamental [8.29], and a self-sustaining oscillation
will be developed [8.10, 14]. The time needed for
achieving the fully developed steady state depends
mostly on the Q-factor of the fundamental eigen-
mode of the pipe. Since the Q is small for wide
pipes (flute ranks), medium for Diapasons and high
for the string stops, the duration of the attack scales
accordingly (prompt attack for flutes, slow speech
for the string family).

3b. The frequencies of the higher components of the
sound and the pressure distribution in the pipe
change during the stabilization process until the fi-
nal steady state is achieved. During this process the
higher components shift from the eigenmodes to the
partials of the fundamental. These changes could
be quite large, because the eigenmodes have their
own spatial distribution which depends only on the
boundary conditions at the openings (see Fig. 8.6),
while the spatial distribution of the partials de-
pends only on the fundamental standing wave. The
change of the spatial phase at the openings influ-
ences the sound radiation, therefore the magnitude
of the partial closest to the envelope minimum of
the stationary spectrum will decrease to the steady
level. In the case of Diapason pipes the minimum
usually lies around the 5�6th partial [8.18], thus
these components may decrease significantly dur-
ing the third phase of the attack. This process may
last quite long; in the middle frequency range (�
130�260Hz, the tenor octave) 100�120ms stabi-
lization times were observed.
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Since the voicing adjustment can change the attack
tremendously [8.16, 35, 36], the assignment of the fea-
tures of the attack to measurable and understandable
physical properties of the flue organ pipes is much more
complicated than in the case of steady sound. A more
detailed description of the research, summarized in this
chapter, will be published in the near future.

8.4.2 Acoustic Effects of the Voicing
Adjustment Steps

As mentioned, the voicing adjustment can influence
both the steady spectrum and the attack transient very
significantly. The voicing steps influence mostly the ve-
locity of the jet at the upper labium and the volume flow
through the flue. Certain steps change the end correc-
tion at the mouth and open end. Nicking (making thin
cuts into the edge of the languid) decreases the broad-
band noise very effectively.

Since only a few papers have been published [8.16,
20] about the effect of voicing adjustments a short sum-
mary about the acoustic effect of the most important
voicing steps is given as follows:

1. Change of the diameter of the foothole/of the width
of the flue: The pressure in the foot is determined
not only by the applied wind pressure but also by
the ratio of the open areas at the foothole and the
flue. Both the volume flow and the jet velocity at
the flue can be influenced by these voicing steps.
They are used mostly for adjusting the loudness of
the steady sound and the speed of the attack.

2. Knocking the languid up and down: This step in-
fluences the direction of the jet. If the languid is
knocked up/down, the jet moves outwards/inwards.
Accordingly, the velocity of the jet when hitting the

upper labium and amount of the air flowing into
the pipe decreases/increases. Thus, this voicing step
can influence the loudness of the steady sound, the
speed of the attack and the steady spectrum (be-
cause of the changing asymmetry of jet motion at
the upper labium).

3. Cutting up the mouth: This step changes the end
correction at the mouth. The frequency increases
and the envelope minimum of the steady spectrum
is shifted upwards. Conversely, the velocity of the
jet at the upper lip and the amount of air flowing
into the pipe decreases. Thus, the edge tone spec-
trum and the pipe resonances are shifted in opposite
direction. This voicing step influences the steady
spectrum and modifies the order of the appearance
of the partials in the attack. Therefore, this step is
the most important one in adjusting the sound char-
acter of the pipe.

4. Nicking: The small cuts in the edge of the languid
produce vertical vortex lines, which stabilize the jet
and reduce the turbulence. The broadband noise in
the steady spectrum decreases in the range of the
higher partials. Conversely, the attack will be some-
what slower.

5. Tuning at the open end: Depending on the ap-
plied tuning method either the length of the pipe is
changed, or the end correction is modified by this
step. When a small opening (tuning slot) is used, the
tuning may influence (because of the change of the
location of the standing wave in the pipe) the steady
spectra at the open end and also at the mouth.

Several other voicing steps are known, but the
above-mentioned steps are the most important ones.
Steps 1�3 obviously influence the frequency, the spec-
trum, and the amplitude of the edge tone.

8.5 Discussion and Outlook

Since the scope of this chapter is to give an overview
of the connection between the measurable properties of
the sound and the physical properties of the systems in-
volved in the sound generation (acoustic resonator, air
jet, wall vibrations), no detailed discussion has been
given of particular phenomena; rather the process of
sound generation in flue pipes as a whole was discussed.
Nevertheless, certain facts, which are not well known or
which contradict published results, have emerged.

The sound generation may be regarded as a com-
plicated physical interaction among all of the involved
systems, aerodynamic (air jet), acoustical (air column
in the pipe), and mechanical (pipe wall). The result of

this interaction is the sound of the pipe. This approach
was to select, demonstrate, and explain the most impor-
tant connections between the sound and the above three
physical systems. Since more systems are usually in-
volved and since several properties may contribute to
a single observable quantity, this approach inevitably
leads to an oversimplification of the problem. Still, it is
believed that the approach presented in this chapter can
help the reader to reach a better understanding of the
sound of flue organ pipes.

Although the main features of the steady state sound
of different pipes and stops are quite well known, the
difference between the radiated spectra at the openings
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was completely overlooked in the literature. As was
shown, the size (and shape) of the opening influences
not only the eigenfrequencies and the Q-factors of the
pipe, but also determines the stretching of the eigen-
modes and the shape of the spectrum envelope. The
latter two properties are much more important for the
steady state spectrum than the first two.

The appearance of nonharmonic peaks in the range
of higher partials is a very characteristic property of
metal pipes. Still, this phenomenon was not discussed
in the scientific literature. The first information on this
phenomenon was published recently [8.29], but it was
regarded as a special effect of a single pipe. Moreover,
the appearance of the peaks was described as difference
tones of the mouth tone and fundamental. The expla-
nation based on the simultaneous excitation of a higher
eigenmode assumes that the higher components of the
edge (mouth) tone are present in the steady sound. The
presence of the mouth tone in the steady sound was in-
directly proved in another experiment [8.38]. Applying
a telescopic extension on the pipe the nominal length
(198 cm) was changed in several (48) 1 cm steps in
the 174�222 cm range. The driving pressure and the
mouth parameters were not changed during the experi-
ment. In this case only the acoustic resonator changes,
the jet remains the same. Accepting the regenerative
excitation mechanism [8.10, 27] used for describing
the sound generation in flue pipes, the pipe should
produce a sound with smoothly decreasing frequency.
The amplitude and the spectrum should also change
smoothly. The measurements have shown, that the fre-
quency changed smoothly indeed, but in a certain range
the sound became very unstable, a beating occurred,
sometimes a second sound could be heard for a very
short time. Leaving this domain the sound became sta-
ble again. The attack showed similar phenomena: it
became very slow in the above-mentioned domain and
strong beats were observed.

Another indirect proof of the presence of the mouth
tone in the steady sound was presented recently [8.39].
The harmonic partials were digitally removed from the
pipe sound and the remaining sound was used for lis-

tening tests. The character of the remaining sound was
very similar to the mouth tone of a damped pipe.

The short explanations given for the observed prop-
erties of the attack show that several different mecha-
nisms are involved in the attack transient of the pipe.
Certain phenomena can be explained by the properties
of the acoustic resonator i. e., the observed differences
in the rise time of the partials are mostly determined by
the differences of the Q-factors, while the gradual with-
drawal of certain partials can be assigned to the shift
of their frequencies from the corresponding eigenfre-
quency to the harmonic frequency. It is also clear, that
the very beginning of the speech is dominated by the
noise and edge tone produced by the jet. However, the
role of the edge tone in the excitation of the pipe sound
is not understood completely yet.

The effect of wall vibrations on the attack was not
taken into account, because this phenomenon is ex-
tremely complicated, but plays only a secondary role
in the attack. It was shown [8.13] that pipes made from
very different material can be voiced to almost identical
speech.

The presented observations underline that the role
of the edge tone in sound generation is not yet properly
understood. Detailed investigations of edge tone–pipe
sound interaction will be carried out in the near future.
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9. Percussion Musical Instruments

Andrew C. Morrison, Thomas D. Rossing

Percussion instruments are an important part of
every musical culture. Although they are probably
our oldest musical instruments (with the exception
of the human voice), there has been less research
on the acoustics of percussion instruments, as
compared to wind or string instruments. Quite
a number of scientists, however, continue to study
these instruments.

Over the years we have written several review
articles on the acoustics of percussion instru-
ments [9.1, 2] as well as a book [9.3]. They are also
the subject of chapters in most books on musical
acoustics and on musical instruments [9.4–8].
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9.1 Drums

Drums generally have membranes of animal skin or
synthetic material stretched over some type of air en-
closure. Nowadays synthetic materials, such as Mylar
(polyethylene terephthalate), are more common, al-
though some percussionists still prefer animal skin
(leather). Some type of tensioning device is nearly al-
ways included. The speed of waves on the membrane
(and thus the frequency of the various modes) depends
upon the tension, the thickness, and the density of the
membrane. Some drums (e.g., timpani, tabla, boobams)
sound a definite pitch; others convey almost no sense

of pitch at all. Some drums have a single membrane
(drumhead), while others include two membranes cou-
pled together by vibrations of the drum shell and the
enclosed air. The first 12 modes of vibration of a circu-
lar membrane are shown in Fig. 9.1. Above each sketch
are given the values of m (the number of nodal diam-
eters) and n (the number of nodal circles), and below
it the frequency of vibration for that mode divided by
the frequency of the lowest (01) mode. Mathematically,
the mode frequencies of an ideal membrane are propor-
tional to those of the mn Bessel function.
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Fig. 9.1 Modes of vibration of
a circular membrane

9.1.1 Timpani

The timpani or kettledrums are the most important
drums in the orchestra, with one member of the percus-
sion section usually devoting attention exclusively to
them. Most modern timpani have a pedal-operated ten-
sioningmechanism in addition to six or eight tensioning
screws around the rim of the kettle. Although the modes
of vibration of an ideal membrane are not harmonic,
a carefully tuned kettledrum will sound a strong princi-
pal note plus two or more nearly harmonic overtones.
Rayleigh [9.9] recognized the principal note as com-
ing from the (11) mode and identified overtones about
a perfect fifth (f W f1 D 3 W 2), a major seventh (15 W 8),
and an octave (2 W 1) above the principal tone. The in-
harmonic modes of an ideal membrane are shifted into
a nearly harmonic series mainly by the effect of air
loading [9.10]. Mode frequencies of a kettledrum, with
and without the kettle, are given in Table 9.1.

Normal striking technique produces prominent par-
tials with frequencies in the ratios 0:85 W 1 W 1:5 W 1:99 W
2:44 W 2:89. If we ignore the heavily damped fundamen-

Table 9.1 Mode frequencies and ratios of kettledrum membranes with and without the kettle

Mode Kettledrum Drumhead alone Ideal membrane

f (Hz) f=f11 f (Hz) f=f11 f=f11
01 127 0.85 82 0.53 0.63
11 150 1.00 155 1.00 1.00
21 227 1.51 229 1.48 1.34
02 252 1.68 241 1.55 1.44
31 298 1.99 297 1.92 1.66
12 314 2.09 323 2.08 1.83
41 366 2.44 366 2.36 1.98
22 401 2.67 402 2.59 2.20
03 418 2.79 407 2.63 2.26
51 434 2.89 431 2.78 2.29
32 448 2.99 479 3.09 2.55
61 462 3.08 484 3.12 2.61
13 478 3.19 497 3.21 2.66
42 515 3.32 2.89

tal, the others are nearly in the ratios 1 W 1:5 W 2 W 2:5,
a harmonic series built on an octave below the princi-
pal note. Measurements on timpani of other sizes give
similar results [9.11].

9.1.2 Snare Drums

The snare drum is a two-headed instrument about
33�38 cm in diameter and 13�20 cm deep. The shell
is made from wood, metal, or Mylar. Strands of wire or
gut are stretched across the lower (snare) head. When
the upper (batter) head is struck, the snare head vibrates
against the snares. The coupling between the snares and
the snare head depends upon the mass and the tension
of the snares. At a sufficiently large amplitude of the
snare head, properly adjusted snares will leave the head
at some point during the vibration cycle and then return
to strike it, thus giving the snare drum its characteristic
sound. The greater the tension on the snares, the larger
the amplitude needed for this to take place [9.12]. Vi-
brational modes of a snare drum shell, with and without
the drumheads, are shown in [9.12].
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9.1.3 Bass Drums

The bass drum is capable of radiating up to 20W of
peak acoustical power, probably the most of any in-
strument in the orchestra. A concert bass drum usually
has a diameter of 80�100 cm, although smaller drums
(50�75 cm) are popular in marching bands. Most bass
drums have two heads, set at different tensions, al-
though single-headed gong drums are used when a more
defined pitch is desired. Mylar heads with a thick-
ness of 0:25mm are widely used, although calfskin
heads are preferred by some drummers for large con-
cert bass drums. Generally the batter or beating head is
tuned to a greater tension than the carry or resonating
head.

9.1.4 Tom-Toms

Tom-toms range from 20 to 45 cm in diameter, and
they may have either one or two heads. Although often
characterized as untuned drums, tom-toms do convey
an identifiable pitch, especially the single-headed type.
When a tom-tom is struck a hard blow, the deflection
of the drumhead may be great enough to cause a signif-
icant change in the tension, which momentarily raises
the frequencies of all modes of vibration and thus the
apparent pitch. The fundamental frequency in a 33 cm
tom-tom, for example, was found to rise about eight
percent (slightly more than a semitone) during the first
0:2 s after the strike [9.13], resulting in a perceptible
pitch glide. The pitch glide can be enhanced by load-
ing the outer portion of the drumhead with a Mylar
ring.

9.1.5 Indian Drums

Foremost among the drums of India are the tabla (north
India) and mrdanga (south India). The overtones of
both these drums are tuned harmonically by loading
the drumhead with a paste of starch, gum, iron oxide,
charcoal, or other materials. The tabla has a rather thick
head made from three layers of animal skin (calf, sheep,
goat, or buffalo skins are apparently used in different
regions). The innermost and outermost layers are an-
nular, and the layers are braided together at their outer
edge and fastened to a leather hoop. Tension is ap-
plied to the head by means of a long leather thong
that weaves back and forth between the top and bottom
of the drum. The tabla is usually played together with
a larger drum, called the banya or left-handed tabla. The
head of the larger drum is also loaded, but slightly off
center. The mrdanga is a two-headed drum that func-
tions, in many respects, as a tabla and banya combined

into one. The smaller head, like that of the tabla, is
loaded with a patch of dried paste, while the larger
head is normally loaded with a paste of wheat and wa-
ter shortly before playing. A tabla and a mrdanga are
shown in Fig. 9.2.

The acoustical properties of these drums have been
studied by a succession of Indian scientists, including
Nobel laureate C.V. Raman. Raman and his colleagues
recognized that the first four overtones of the tabla
are harmonics of the fundamental, and they identi-
fied these five harmonics as coming from nine normal
modes [9.14]. For example, Fig. 9.3 shows how combi-
nations of the (0,2) and (2,1) modes produce the third
harmonic partial.

9.1.6 Japanese Drums

Drums have been used for centuries in Japanese tem-
ples. In Buddhist temples, it has been said that the
sound of the drum is the voice of Buddha. In Shinto
temples it is said that drums have a spirit (kumi) and
that with a drum one can talk to the spirits of ani-
mals, water, and fire. Drums were often used to motivate
warriors into battle and to entertain in town festi-
vals and weddings [9.15]. The Japanese taiko (drum)
has broken out of its traditional setting, and today’s
taiko bands have given new life to this old tradi-
tion. Japan’s famous taiko band, the Kodo drummers,
have performed in many countries of the world. Taiko
bands exist in many Western countries. The o-daiko is
a large drum consisting of two cowhide membranes
stretched tightly across the ends of a wooden cylin-
der 50�100 cm in diameter and about 1m in length.
The drum, which hangs in a wooden frame, is struck
with large felt-padded beaters. It is often used in reli-
gious functions at shrines, where its deep sound adds
solemnity to the occasion. Obata and Tesima [9.15]
found modes of vibration in the o-daiko to be some-
what similar to those in the bass drum. The tsudzumi

a) b)

Fig. 9.2a,b The tabla (a) and mrdanga (b)
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a) b)a) b) c)

d) e) f)

Fig. 9.3a–f Modes of vibration of
the tabla (after [9.14]). (a) The (0,2)
normal mode. (b–e) Combination of
(0,2) and (2,1) normal modes. (f) The
(2,1) normal mode

(or tsuzumi) is a braced drum whose body has cup-
shaped ends and leather heads on both ends. A few
sheets of paper wet with saliva cover an area of about

1 cm2 at the center of the bottom head, which tunes
the modes of this head into a nearly harmonic relation-
ship [9.16].

9.2 Mallet Percussion Instruments

9.2.1 Vibrating Bars

Bars or rods can vibrate either longitudinally or trans-
versely. The most important vibrations in percussion
instruments are the transverse bending vibrations in
which internal elastic forces supply the necessary
restoring force. When a bar is bent, the outer part is
stretched and the inner part is compressed. Somewhere
in between is a neutral axis whose length remains un-
changed, as shown in Fig. 9.4.

A filament located at a distance z below the neu-
tral axis is compressed by an amount zd�. The strain
is zd�=dx, and the amount of force required to produce
the strain is EdSzd�=dx, where dS is the cross-sectional
area of the filament and E is Young’s modulus. This

Neutral axis
dF

a) b)

dF

dx

M (x)

F (x)

F (x + dx)

x + dx

–M (x + dx)

z

x

dφ

Fig. 9.4 (a) Bending strains in a bar. (b) Bending moments and shear forces in a bar

leads to a fourth-order differential equation whose so-
lution can be found in [9.4, Sect. 2.15]. The solution
leads to different modal frequencies, depending upon
whether the ends of the bar or rod are free, clamped, or
simply supported (hinged). The most commonly used
bars in percussion instruments are bars that are free at
both ends, whose relative frequencies are given by

fn D  K

8L2

s
E

�


3:0112; 52; 72; :::; .2nC 1/2

�
:

The frequencies and nodal positions for the first four
bending vibrational modes in a thin bar with free ends
are given in Table 9.2.
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Table 9.2 Properties of transverse vibrations in a bar free at both ends

Frequency
(Hz)

Wavelength
(m)

Nodal positions
(m from end of 1�m bar)

f1 D 3:5607K
L

q
E



1:330 L 0.224, 0.776

2:756 f1 0:800 L 0.132, 0.500, 0.868
5:404 f1 0:572 L 0.094, 0.356, 0.644, 0.906
8:933 f1 0:445 L 0.073, 0.277, 0.500, 0.723, 0.927

9.2.2 Marimbas

In most of the world, the term marimba denotes a deep-
toned instrument with tuned bars and resonator tubes
that evolved from the early Latin American instrument.
The marimba typically includes three to four-and-a-half
octaves of tuned bars of rosewood or synthetic material
with a deep arch cut to tune the overtones. The first over-
tone, which is radiated by the second bending mode,
is normally tuned to the fourth harmonic of the funda-
mental in the first two to three-and-a-half octaves, af-
ter which the interval decreases [9.17]. Details of bar
shapes for harmonic tuning are given by Bork [9.18].
Below each marimba bar is a cylindrical resonator pipe
tuned to the fundamental mode of the bar. A pipe with
one closed end and one open end resonates when its
acoustical length is one-fourth of a wavelength of the
sound. The tubular resonators emphasize the fundamen-
tal and also increase the loudness, which is done at the
expense of shortening the decay time of the sound. The
statement is sometimesmade that the resonator prolongs
the sound but that is incorrect. That impression may be
conveyed when it is played with other instruments in an
ensemble since the sound decay curve begins higher and
may cross the background sound at a slightly later time.
Some companies now make large five-octave concert
marimbas that cover the range C2 to C7. In such instru-
ments, generally the second bending mode is accurately
tuned to the fourth harmonic in the first three-and-a-half
octaves. The third bending mode is tuned to the tenth
harmonic in the first two octaves, after which the inter-
val decreases. The fourth mode varies from the 20th har-
monic in the lowest bars to about the sixth harmonic in
the highest bars [9.19]. Relative frequencies of the first
four bending modes in a Malletech marimba are shown
in Fig. 9.5a, while those of several torsional modes in
the same marimba are shown in Fig. 9.5b. The first tor-
sional mode frequency ranges from about 1.9 times the
nominal frequency (largest bars) to about 1.2 times the
nominal frequency (smallest bars).

In normal playing, the bars are struck near their cen-
ters, where the torsional (twisting) modes have nodes,
and thus they will not be excited to any great extent.
On the other hand, if the bars are struck away from
the center, deliberately or not, the torsional modes may

contribute to the timbre. Applying finite element meth-
ods to marimba and xylophone bars showed that a small
curvature in the bars has very little effect on the rela-
tive frequencies of the vibrational modes. Henrique and
Antunes have used finite element methods both to op-
timize the shape of marimba and xylophone bars and
to model the sound. They employ a physical model-
ing approach that addresses the spatial aspects of the
problem and is suitable for both dispersive and nondis-
persive systems [9.20]. The sound field radiated by
a simulated marimba bar has been calculated by as-
suming the vibrating bar to be equivalent to a linear
array of oscillating spheres. This sound pressure excites
a monodimensional lossy tube of finite length termi-
nated by a radiation impedance at its open end, which
represents the tubular resonator. The amount of fre-
quency decrease as the resonator is moved closer to the
bar is then calculated [9.21].

9.2.3 Xylophones

Xylophones also use bars of wood or synthetic mate-
rial, but the arch is not cut as deep as that of a marimba.
The first overtone is tuned to the third rather than the
fourth harmonic of the fundamental. The closed-tube
resonators placed below the bars reinforce the third
harmonic as well as the fundamental, thus producing
a brighter sound than the marimba. This is further en-
hanced by using hard mallets.

9.2.4 Vibes

Vibraphones or vibraharps, as they are called by differ-
ent manufacturers, have aluminum bars deeply arched
(as in marimbas) so that the first overtone has a fre-
quency four times that of the fundamental. The alu-
minum bars in vibes have much longer decay times
than the wood or synthetic bars of the marimba, and so
vibes are equipped with pedal-operated dampers. The
most distinctive feature of vibes, however, is the vibrato
introduced by motor-driven discs at the top of the res-
onators, which alternately open and close the tubes. The
vibrato produced by these rotating discs of pulsators
produces a vibrato (hence the name). The speed of ro-
tation of the discs may be adjusted to produce a slow
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Fig. 9.5a,b Torsional modes (a) and
bending modes (b) in a Malletech
five-octave marimba

Fig. 9.6 Holographic interferogram
showing vibrational modes of a jade
chime stone

vibe or a fast vibe. Sometimes vibes are played without
vibrato by switching off the motor. Vibes are generally
played with soft mallets that produce a mellow tone.

9.2.5 Glockenspiel

The glockenspiel, or orchestra bells, uses rectangular
steel bars 2:5�3:2 cm wide and 8�9 cm thick. Its range

is customarily from G5 to C8, although it is scored two
octaves lower than it sounds. The glockenspiel is usu-
ally played with brass or hard plastic mallets. The bell
lyra is a portable version, popular in marching bands,
that uses aluminum bars. Because the high overtones
die out quickly, no effort is made to tune the over-
tones harmonically, as in the marimba, xylophone, and
vibes.
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Fig. 9.7 Set of 16 pyeon-gyoung (stone chimes) from the
Chosun Dynasty in Korea

9.2.6 Chimes

Chimes or tubular bells are generally fabricated from
lengths of brass tubing 32�38mm in diameter. The up-
per end of each tube is partially or completely closed
by a brass plug with a protruding rim. The rim forms
a convenient and durable striking point. The modes
of transverse vibration in a pipe are essentially those
of a thin bar. One of the most interesting character-
istics of chimes is that there is no mode of vibration
with a frequency at the pitch of the strike tone one

Ratio to note frequency
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2

0 pg1 pg2 pg3 pg4 pg5 pg6 pg7 pg8 pg9 pg10 pg11 pg12 pg13 pg14 pg15 pg16 Fig. 9.9 Relative frequencies of the
pyeon-gyoung stone

Fig. 9.8 Interferograms showing vibrational modes of
a Korean pyeon-gyoung stone

hears. Modes four, five and six, which are near the ra-
tios 2 W 3 W 4 in a beam or tube, appear to determine the
strike tone, which is heard one octave below the fourth
mode [9.1].

9.2.7 Lithophones

Lithophones are stones that vibrate and produce sound.
The ancient Chinese were fond of stone chimes, many
of which have been found in ancient Chinese tombs.
A typical stone chime was shaped to have arms
of different lengths joined at an obtuse angle. The
stones were generally struck on their longer arm with
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a wooden mallet. Sometimes the stones were richly
ornamented. A lithophone of 32 stone chimes found
in the tomb of the Marquis Yi (which also contained
a magnificent set of 65 bells) was scaled in size, al-
though the dimensions of the chimes do not appear to
follow a strict scaling law [9.22]. In later times, the
Chinese made stone chimes of jade. Holographic inter-
ferograms showing some of the modes of vibration of
a small jade chime are shown in Fig. 9.6. Korean chime
stones, called pyeon-gyoung, were originally brought
from China to Korea in the 12th century.

A set of 16 stone chimes from the Chosun Dy-
nasty is shown in Fig. 9.7. Unlike the Chinese stone

chimes, these stones all have the same size but differ
from each other only in thickness. The fundamental
frequency is essentially proportional to the thickness,
just as in a rectangular bar such as a marimba bar.
The second mode in each stone is approximately 1.5
times the fundamental, while the third mode is about
2.3 times the nominal frequency. The fourth mode is
about three times the nominal frequency up to the 12th
stone, after which the ratio drops to about 2.7 [9.23].
Holographic interferograms of several modes of vibra-
tion in a pyeon-gyoung stone tuned to D]6 are shown
in Fig. 9.8. Relative frequencies of the modes in the
pyeon-gyoung are shown in Fig. 9.9.

9.3 Cymbals, Gongs, and Plates

The vibrations of plates have fascinated scientists, as
well as musicians, for many years. Nearly 200 years
ago, E.F.F. Chladni published a book describing his
well-known method of sprinkling sand on vibrating
plates to made the nodal lines visible [9.24]. Chladni’s
lectures throughout Europe attracted any famous per-
sons, including Napoleon. The nodal lines in the vi-
brational modes of a circular plate are not too different
from those in a circular membrane, shown in Fig. 9.1.
The modal frequencies are very different, however, be-
cause the stiffness of the plate contributes a substantial
amount of elastic restoring force. In fact, a plate will vi-
brate without externally applied tension. The modes of
a circular plate are often given the labels m and n, like
those of a membrane, to designate the numbers of nodal
diameters and nodal circles. Chladni observed that the
frequencies of the various modes of a circular plate are
nearly proportional to .mC2n/2, a relationship that has
been called Chladni’s law [9.25].

9.3.1 Cymbals

Cymbals are very old instruments and have had both
religious and military use in a number of cultures. The
Turkish cymbals generally used in orchestras and bands
are saucer-shaped with a small dome in the center,
in contrast to Chinese cymbals, which have a turned-
up edge. Orchestral cymbals are often designated as
French, Viennese, and Germanic in order of increasing
thickness. Jazz drummers use cymbals designated by
such onomatopoeic terms as crash, ride, swish, splash,
ping, and pang. Cymbals range from 20 to 75 cm in di-
ameter. The strong aftersound that gives cymbal sound
its characteristic shimmer is known to involve nonlinear
processes [9.17]. There is considerable evidence that
the vibrations exhibit chaotic behavior. A mathemati-

cal analysis of cymbal vibrations using nonlinear signal
processing methods reveals that there are between three
and seven active degrees of freedom, and that physical
modeling will require a like number of equations [9.26].
One procedure is to calculate Lyapunov exponents from
experimental time series, so that the complete spectrum
of exponents can be obtained. The chaotic regime can
be quantified in terms of the largest Lyapunov expo-
nent [9.27].

9.3.2 Gongs

Gongs of many different sizes and shapes are popular
in both Eastern and Western music. They are usually
cast of bronze with a deep rim and a protruding dome.
Tamtams are similar to gongs and are often confused
with them. The main differences between the two are
that tamtams do not have the dome of the gong, their
rim is not as deep, and the metal is thinner. Tamtams
generally sound a less definite pitch than do gongs. In
fact, the sound of a tamtam may be described as some-
where between the sounds of a gong and a cymbal.
The sound of a large tamtam develops slowly, chang-
ing from a sound of low pitch at strike to a collection
of high-frequency vibrations, which are described as
shimmer. These high-frequency modes fail to develop
if the tamtam is not hit hard enough, indicating that the
conversion of energy takes place through a nonlinear
process [9.28].

9.3.3 Chinese Gongs

Among the many gongs in Chinese music are a pair
of gongs used in Chinese opera orchestras, shown in
Fig. 9.10. These gongs show a pronounced nonlinear
behavior. The pitch of the larger gong glides downward
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Fig. 9.10 Examples of gongs used in
Chinese opera

as much as three semitones after striking, whereas that
of the smaller gong glides upward by about two semi-
tones [9.28]. Several vibrational modes of the larger
gong are shown in Fig. 9.11.

In some of the modes, vibrations are confined pretty
much to the flat inner portion of the gong, some
to the sloping shoulders, and some involve consid-
erable motion in both parts. When the gong is hit
near the center, the central modes (178, 362, 504,
546Hz) dominate the sound. When the gong is hit
lightly on the shoulder, the lowest mode at 118Hz is
heard. The vibrations of a large tamtam were stud-
ied by Chaigne et al. [9.29]. They found that the
nonlinear phenomena have the character of quadratic
nonlinearity. Forced excitation at sufficiently large am-
plitude at a frequency close to one mode leads to

Fig. 9.11 Holographic interferograms of the modes of vi-
bration of the larger gong shown in Fig. 9.10

a bifurcation with the appearance of lower frequencies
corresponding to other modes. Varying the excitation
frequency at constant force yielded subharmonics that
were not observed at constant excitation frequency.
This is quite similar to the nonlinear behavior of cym-
bals [9.17] [9.26].

9.3.4 The Caribbean Steelpan

The Caribbean steelpan is one of the most widely
used acoustical instruments developed in the last 70
years. The instrument was developed on the islands of
Trinidad and Tobago when local craftsman discovered
methods of transforming surplus 50-gallon oil barrels
into tuned drums. The Caribbean steelpan is an ob-
ject of considerable acoustical study, both in its home
country of Trinidad and Tobago and in the United
States. Modern steel bands include a variety of in-
struments, such as tenor, double second, double tenor,
guitar, cello, quadraphonic, and bass. Our earlier re-
view paper [9.17] included holographic interferograms
of several instruments showing how individual notes vi-
brate, how the entire instrument vibrates, and how the
skirts of the instruments vibrate. Another piece of the
puzzle, so to speak, is to understand how the vibrating
components radiate sound. An effective aid to under-
standing sound radiation is to map the sound intensity
field around the instrument. Since sound intensity is
the product of sound pressure (a scalar quantity) and
the acoustic fluid velocity (a vector), a two-microphone
system is used. The acoustic fluid velocity can be read-
ily calculated from the difference in sound pressure
at the two accurately spaced microphones. Both the
active intensity and the reactive intensity can be ob-
tained at the desired points in the sound field. The
active intensity represents the outward flow of energy,
while the reactive intensity represents energy that is
stored in the sound field near the instrument. While the
active intensity is the most significant field in a con-
cert hall, both active and reactive intensity fields have
to be considered in recording a steelpan. Figure 9.12
shows a map of active and reactive sound intensity
in a plane that bisects a double second steelpan when
a single note (F]3) is excited at its fundamental fre-
quency [9.30].
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Fig. 9.12a–d Active intensity (AI) (a) and reactive inten-
sity (RI) (b) of a Caribbean steelpan. (c) Sound pressure
level (SPL), (d) color reference

9.3.5 The Hang

The Hang is a new steel percussion instrument, con-
sisting of two spherical shells of steel, suitable for
playing with the hands. Seven to nine notes are har-
monically tuned around a central deep note, which is
formed by the Helmholtz (cavity) resonance of the
instrument body. The Hang shown in Fig. 9.13 has
eight notes that can be tuned in any tonal systems
between A3 and G5, including 30 tonal systems sug-
gested by the tuners. The central note is usually tuned
a fifth or fourth below the lowest note of the scale. Al-
though it is a new instrument, many units have been
shipped all over the world by PanArt, its creators. Holo-
graphic interferograms in Fig. 9.14 show the first five
vibrational modes in the G3 note area of the Hang.
The second and third modes are tuned to the second

Fig. 9.13 The Hang (image credit: Michael Paschko)

Fig. 9.14 The first five modes of vibration of the G3 note
of the Hang

and third harmonics of the fundamental mode respec-
tively [9.31].

Figure 9.15 shows the active sound intensity in
a plane 8 cm above the E4 note. The arrowheads show
the direction of the sound intensity at each point in the
plane, while the gray scale shows the sound pressure
level. Note the sound level is greatest at the fundamental
frequency, and the sound intensity is strongly upward
from the note, while at the frequency of the second
and third modes, considerable sound is radiated later-
ally.
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a) b) c) Fig. 9.15a–c Active intensity of the
Hang when the E4 note is excited
in (a) its fundamental mode (b) its
second harmonic mode (c) its third
mode

9.3.6 Bells

Bells have been a part of nearly every culture in his-
tory. Bells existed in the Near East before 1000BCE,
and a number of Chinese bells from the time of the
Shang dynasty (1600�1100BCE) can be found in mu-
seums around the world. In 1978 set of tuned bells from
the fifth century BCE was discovered in the Chinese
province of Hubei [9.32]. Bells developed as Western
musical instruments in the seventeenth century when
bell founders discovered how to tune their partials
harmonically. The founders in the Low Countries, es-
pecially the Hemony brothers (François and Pieter) and
Jacob van Eyck, took the lead in tuning bells, and many
of their fine bells are found in carillons today. When
struck by its clapper, a bell vibrates in a complex way.
In principle, its vibrational motion can be described
in terms of a linear combination of the normal modes
of vibration whose initial amplitudes are determined
by the distortion of the bell when struck. In practice,
such a description becomes quite complex because of
the large number of normal modes of diverse charac-
ter that contribute to the motion. The first five modes
of a church bell or carillon bell are shown in Fig. 9.16.
Lines show the locations of the nodal lines. The num-
bers at the top denote the numbers of complete nodal
meridians extending over the top of the bell and the
number of nodal circles respectively. Note that there are
two modes with mD 3 and nD 1, one with a circular
node at the waist and one with a node near the sound
bow. Thus we denote the one as (3,1]) in Fig. 9.16. The
ratio of each modal frequency to that of the prime is
given at the bottom of each diagram.

When a large church bell or carillon bell is struck
by its clapper, one first hears the sharp sound of metal
on metal. This sound quickly gives way to a strike

(2,0)

hum
0.5

(2,1#)

prime
1.0

(3,1)

minor third
1.2

(3,1#)

fifth
1.5

(4,1)

octave
2.0

Waist
Sound bow

Mouth

Fig. 9.16 The first five modes of
a church or carillon bell

note that is dominated by the prominent partials of the
bell. Most observers identify the metallic strike note
as having a pitch at or near the frequency of the sec-
ond partial. Finally, as the sound of the bell ebbs, the
slowly decaying hum tone (an octave below the prime)
lingers on. A new type of carillon bell, that has the
dominating minor-third partial (Fig. 9.16) replaced by
a partial tuned a major-third above the prime, has been
developed at the Royal Eijsbouts bell foundry in The
Netherlands [9.32]. The new bell design evolved partly
from the use of a technique for structural optimization
using finite element methods [9.33]. This technique al-
lows a designer to make changes in the profile of an
existing structure, and then to compute the resulting
changes in the vibrational modes. Based on the results
of the structural optimization procedure, André Lehr
and his colleagues have designed two different bells,
each having a major-third partial [9.34].

9.3.7 Handbells

Although handbells date back to at least several mil-
lennia BCE, handbells developed as Western musical
instruments in the 18th century. One early use was to
provide tower bell-ringers with a convenient means to
practice change ringing. In more recent years, handbell
choirs have become popular in schools and churches;
some 40 000 choirs are reported in the United States
alone. Handbells have modes of vibration somewhat
similar to those of church bells or carillon bells. Holo-
gram interferograms of a number of modes in a C5
handbell are shown in Fig. 9.17. Nodes show as bright
lines, and the bullseyes locate the antinodes. In a well-
tuned handbell, the (3,0) mode with three nodal merid-
ians is tuned to a frequency three times that of the
fundamental (2,0) mode.
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Fig. 9.17 Holographic interferograms
of the vibrational modes of a C5
handbell

9.4 Methods for Studying the Acoustics of Percussion Instruments

Recent studies of the acoustics of percussion instru-
ments have included:

1. Theoretical studies of modes of vibration
2. Experimental studies of modes of vibration
3. Sound radiation studies
4. Physical modeling
5. Studies of nonlinear behavior.

9.4.1 Finite Element and Boundary Element
Methods

For all but the simplest vibrator shapes, it is difficult
to calculate vibrational modes analytically. Fortunately,
there are powerful numerical methods that can be car-
ried out quite nicely by use of digital computers. These
are generally described as finite element methods or
boundary element methods.

9.4.2 Experimental Studies of Modes
of Vibration

When a percussion instrument is excited by striking
(or bowing or plucking), it vibrates in a rather compli-
cated way. The motion can be conveniently described
in terms of normal modes of vibration. A normal mode
of vibration represents the motion of a linear system at
a normal frequency (eigenfrequency). It should be pos-
sible to excite a normal mode of vibration at any point
in a structure that is not a node and to observe motion
at any other point that is not a node. It is a characteris-

tic only of the structure itself, independent of the way
it is excited or observed. In practice, however, it is dif-
ficult to avoid small distortions of the normal modes
due to interaction with the exciter, the sensor, and espe-
cially the supports. Normal modes shapes are unique for
a structure, whereas the deflection of a structure at a par-
ticular frequency, called its operating deflection shape
(ODS), may result from the excitation of more than one
normal mode [9.35].

Normal mode testing has traditionally been done
using sinusoidal excitation, either mechanical or acous-
tical. Detection of motion may be accomplished by
attaching small accelerometers, although optical and
acoustical methods are less obtrusive. Modal testing
with impact excitation, which became popular in the
1970s, offers a fast, convenient way to determine the
normal modes of a structure. In this technique, an ac-
celerometer is generally attached to one point on the
structure, and a hammer with a load cell is used to
impact the structure at carefully determined positions.
Estimates of modal parameters are obtained by apply-
ing some type of curve-fitting program. Experimentally,
all modal testing is done by measuring operating de-
flection shapes and then interpreting them in a specific
manner to define mode shapes [9.35]. Strictly speaking,
some type of curve-fitting program should be used to
determine the normal modes from the observed ODSs,
even when an instrument is excited at a single fre-
quency. In practice, however, if the mode overlap is
small, the single-frequency ODSs provide a pretty good
approximation to the normal modes.
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9.4.3 Scanning with a Microphone
or an Accelerometer

Probably the simplest method for determining ODSs
(and hence normal modes) is to excite the structure at
single frequency with either a sinusoidal force or a si-
nusoidal sound field, and to scan the structure with an
accelerometer or else to scan the near-field sound with
a small microphone [9.36]. With practice, it is possi-
ble to determine mode shapes rather accurately by this
method.

9.4.4 Holographic Interferometry

Holographic interferometry offers by far the best spa-
tial resolution of operating deflection shapes (and hence
of normal modes). Whereas experimental modal test-
ing and various procedures for mechanical, acoustical,
or optical scanning may look at the motion at hun-
dreds (or even thousands) of points, optical holography
looks at an almost unlimited number of points. Record-
ing holograms on photographic plates or film (as in the
holographic interferograms shown in Fig. 9.17) tends to
be rather time consuming since each mode of vibration
must be recorded and viewed separately. TV hologra-
phy, on the other hand, is a fast, convenient way to
record ODSs and to determine the normal modes. An
optical system for TV holography is shown in Fig. 9.18.

A beam splitter (BS) divides the laser light to
produce a reference beam and an object beam. The ref-
erence beam reaches the charge-coupled device (CCD)
camera via an optical fiber, while the object beam is
reflected by phase modulated (PM) mirror so that it il-
luminates the object to be studied. Reflected light from
the object reaches the CCD camera, where it interferes
with the reference beam to produce the holographic
image. The speckle-averaging mechanism (SAM) al-
ters the illumination angle in small steps in order to
reduce laser speckle noise in the interferograms. Gen-
erally holographic interferograms show only variations
in amplitude. It is possible, however, to recover phase

Laser

Reference
beam

Optical
fibre

SAM Video lens

Object beam

z

Illumination

PM

PS

BS

BS
CCD

R

Fig. 9.18 Optical layout for a TV holography system

information by modulating the phase of the reference
beam by moving PM mirror at the driving frequency.
This is a useful technique for observing motion of very
small amplitude or resolving normal modes of vibration
that are very close in frequency.

9.4.5 Experimental Modal Testing

Modal testing may be done with sinusoidal, random,
pseudorandom, or impulsive excitation. In the case
of sinusoidal excitation, the force may be applied at
a single point or at several locations. The response
may be measured mechanically (with accelerometers
or velocity sensors), optically, or indirectly by observ-
ing the radiated sound field. In modal testing with
impact excitation, an accelerometer is typically at-
tached to a force transducer (load cell). Each force
and acceleration waveform is Fourier transformed and
a transfer functionHij is calculated. Several different al-
gorithms may be used to extract the mode shape and
modal parameters from the measured transfer func-
tions [9.35].

9.4.6 Radiated Sound Field

The best way to describe sound radiation from complex
sources such as percussion instruments is by mapping
the sound intensity field. Sound intensity is the rate at
which sound energy flows outward from various points
on the instrument. The sound intensity field represents
the direction and the magnitude of the sound intensity
at every point in the space around the source. A single
microphone measures the sound pressure at a point, but
not the direction of the sound energy flow. In order to
determine the sound intensity it is necessary to com-
pare the signals from two identical microphones spaced
a small distance apart. The resulting pressure gradient
can be used to determine sound intensity. When this is
done at a large number of locations, a map of the sound
intensity field results [9.30, 37, 38].

9.4.7 Physical Modeling

Synthesizing sounds by physical modeling has attracted
a great deal of interest in recent years. The basic notion
of physical modeling is to write equations that describe
how particular sets of physical objects vibrate and then
to solve those equations in order to synthesize the
resulting sound. Percussion instruments have proven
particularly difficult to model completely enough to be
able to synthesize their sounds entirely based on a phys-
ical model. Physical modeling is complicated by their
nonlinear behavior and by the strong role that transients
play in their sound.
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10. Musical Instruments as Synchronized Systems

Rolf Bader

Most musical instrument families have nearly
perfect harmonic overtone series, for example
plucked, bowed, or wind instruments. However,
when considering the complex geometry and
nonlinear driving mechanisms many of these in-
struments have we would expect them to have
very inharmonic overtone series. So to make mu-
sical instruments play notes that we accept as
harmonic sounds, synchronization needs to occur
to arrive at the perfect harmonic overtone se-
ries the instruments actually produce. The reasons
for this synchronization are different in the singing
voice, organs, saxophones or clarinets, violin bow-
ing or in plucked stringed instruments. However,
when examining the mechanisms of synchroniza-
tion further, we find general rules and suitable
algorithms to understand the basic behavior of
these instruments.
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10.1 Added versus Intrinsic Synchronization

Nonlinearities contribute new aspects to the sound of
musical instruments which are often considered to be
the most interesting. Generally, brightness is increased,
attacks are sharpened, or fluctuations are intensified
when additional nonlinearities in the vibrating geome-
tries of musical instruments appear compared to the
linear case. Most listeners find an increased brightness
more attractive and a sharpened attack helpful when fol-
lowing a melody. Fluctuations are often associated with

liveliness in the tone and therefore are often preferred
compared to a completely stable tone. These additional
attributes of tone color are caused by a variety of effects
which will be discussed below.

Conversely, musical instruments may have nonlin-
earities within their actual driving mechanisms. Then
these nonlinearities are no longer add-ons to a linear
system but are the very core of the instrument or the
driving mechanism. In these cases, the sounds pro-
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duced show a very complex nature with many different
ways to produce the sounds. So, for example, the sax-
ophone may be played with normal pressure producing
a harmonic tone. However, it may also be played with
a pressure too low to reach the stable state, thus only
producing noise. Additionally, sophisticated players are
also able to produce fancy sounds like multiphonics,
where two, three, or even five tones are played si-
multaneously on the instrument, which are mostly in
a complex mathematical ratio one to another. All these
behaviors are caused by the same single driving mech-
anism which is nonlinear in nature and therefore able
to produce these very different sounds. In these cases,
the normal tone is often produced by synchronizing
the different vibrating systems one to another, where
one system tells the other in which frequencies to vi-
brate. Therefore, these instruments can be treated with
methods known from self-organization and synergetics
known from many other physical, biological, or neural
systems.

When discussing linear and nonlinear behavior, tak-
ing the notions mathematically it is clear that there can
only be one linear case – there is only one straight line
with some slope – but there are endless possibilities of
nonlinear cases – a curve may show an endless variety
of different turns and twists. Linearity is present when
the rule holds that if one unit is increased by a fixed
amount another unit is also in- or decreased by another
also fixed amount, no matter where we set the starting
point. This is a simple property of a straight line. Con-
versely, for a nonlinear system this no longer holds. So
if one adds a certain amount to one unit, another unit in-
or decreases to a certain amount, too, but this amount
now depends on the starting point. So an exponential
function is a nonlinear curve, but also a logarithm is
one. Such functions appear with large displacements
of a string or with damping in musical instruments.
There may be sudden jumps in the curve like the change
from sticking to slipping with the violin bow attached
or sliding over a string. There may also be a Gauss-
shaped curve as appears with blown instruments when
comparing blowing pressure and flow into the mouth-
piece.

Because of this large variety of nonlinear cases only
a few frameworks have been suggested to be able to
explain musical instruments in general taking the non-
linearities into consideration. These ideas are discussed
at the end of this chapter, focusing on different ques-
tions like mode coupling, determination of stability, or
transient behavior. In the following sections, the most
important examples of such nonlinear or synchronizing
behavior are discussed. First, however, we provide an
overview of the different instrument families and their
synchronization relations.

10.1.1 Generator/Resonator Synchronization

Musical instruments are most often described as cou-
pled systems of a generator and a resonator. In wind
instruments, the labium or the reed are the generator and
the tube is the resonator. With string instruments, the
string generates the sound while the wooden box is the
resonator. Still it is interesting to note that sometimes
the generator determines the played pitch, sometimes
it is the resonator. With wind instruments, generally
the resonator determines the pitch so by using certain
fingerings the musician can play different notes. With
stringed instruments, it is the generator determining
the played pitch. But not only does the role of these
parts differ between instrument families, other condi-
tions also have an effect. The overblowing of trumpets
or horns is performed using a combination of gen-
erator and resonator. Reed organ pipes can be tuned
by adjusting the reed but also by adjusting the tube
length. When examined in greater detail, most instru-
ments show very complex behavior when played in
extreme regions as often performed in free jazz, free
improvised music, or contemporary classical music us-
ing extended techniques. For example, saxophones or
clarinets may play several notes at the same time using
multiphonics. With the violin string, one may also play
subharmonics, where the pitch is no longer determined
by the string length but by the bowing force; also this
mechanism may lead to bifurcations and play scratchy
sounds easily.

Table 10.1 gives a rough overview of the genera-
tor/resonator behavior for different instrument families
and which determines the pitch. We will discuss in
more detail below the reasons for this behavior which
is caused by nonlinearities in the generator and a com-
plex coupling to the resonator.

10.1.2 Synchronizing Conditions

In synergetics several reasons are known why one os-
cillator is taking over – or is synchronizing – the other
oscillator, and so is forcing the second oscillator into
the frequencies of the first one [10.1, 2]. The simplest
is a difference in system damping. If two oscillators f
and g are driven by themselves with damping ˛ and ˇ,
respectively, and both are coupled with coupling con-
stants c1 and c2 like

Pf D�˛f C c1 f g ; (10.1)

PgD�ˇgC c2 f
2 ; (10.2)

then if the damping of g is much stronger than that of f
like

ˇ	 ˛ ; (10.3)



Musical Instruments as Synchronized Systems 10.2 Models of the Singing Voice 173
Part

A
|10.2

Table 10.1 Generator/resonator model of musical instruments. With some instrument families the generator determines
the played pitches while with others it is the resonator

Instrument Generator Resonator Part determining instruments pitch
Guitar Strings Body Generator
Violin Strings Body Generator
Singing voice Vocal folds Vocal tract Generator
Saxophone Reed Air column Resonator
Trumpet Lips Air column Resonator
Percussion Mallet Body Resonator
Organ Labium Air column Generator/resonator
Violin bowing Bow String Generator/resonator
Vocal folds Lung pressure Vocal folds Generator/resonator

the coupled oscillator equations simplify to

Pf D�˛f C c1 f g ;

PgD c2 f
2 :

So g depends only on f and no longer upon itself and
therefore g is synchronized to f , where f determines the
temporal development of g.

This general finding was already discussed by
Aschoff [10.3] for the saxophone. He finds that the sax-
ophone tube must take over the frequency of the reed
because the reed is much heavier damped than is the
tube. In the following discussion of several instruments
in terms of their driving mechanism, the reason for syn-
chronization of the oscillators will become clearer and
in the end we will collect the different reasons.

10.2 Models of the Singing Voice

The singing voice consists of a nonlinear driving mech-
anism, the vocal folds and a vocal tract filtering the
impulse train produced by the larynx to vowels or tran-
sient sounds. The vocal tract is basically passive and
linear, while the vocal folds are highly nonlinear. Be-
cause of this nonlinearity they are able to produce
periodic sounds with a harmonic overtone structure at
normal vocal fold tension and air pressure produced by
the lungs. However, when leaving this normal range the
vocal folds may produce bifurcations, soundswith more
than one harmonic overtone series which is known as
rough voice and is often desired in singing styles like
Blues or Rock. The folds may also produce subharmon-
ics used in throat singing of ethnic groups for example
those in Tuva, Mongolia, or Tibet. With very low lung
air pressure the folds produce noise which can still be
shaped to arrive at a whispering voice.

Describing the voice in general is beyond the scope
of this chapter where we want to focus on the nonlin-
ear behavior of the vocal tract and examine how such
a nonlinear system can arrive at producing a perfect
harmonic overtone series. For more detailed descrip-
tions of the singing voice see [10.4–6]. Many papers
experimentally examining the vocal folds using glot-
tography [10.7, 8] discuss them with respect to their
nonlinear nature. Also fractal dimensions have been
calculated to estimate the chaoticity of vocal fold vi-
brations, for example in [10.9]. The role of vocal fold

nonlinear expressiveness is discussed in [10.10] for
contemporary vocal music.

Understanding vocal fold vibration is a matter of
ongoing debate. Still, over the decades of research
many models have been proposed that each have pros
and cons.

10.2.1 Bernoulli Effect

The first approximation used in understanding the vocal
folds is the Bernoulli effect. Here a pressure gradient
appears when two flows of air next to each other have
different traveling speed. An example is air traveling
over and under an air plane wing. The air takes longer
to travel over the wing than under it. Therefore, the air
above the wing is stretched or decompressed because of
the increased speed, while the air below it is more com-
pressed because of its lower speed. So below the wing
there is more pressure than above the wing. As pressure
is a scalar acting in all directions both pressures act on
the wing. As the pressure below the wing is higher than
the one above it the wing is pushed upwards and so is
the plane.

The same principle holds for the vocal folds. If an
air flow produced by the lungs is traveling through the
folds the air stream becomes faster as the folds have
a smaller area for the air to flow through. Therefore,
there is higher pressure at the position of the folds than
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above or below them. This causes the folds to open
releasing the lung pressure. As the cycle proceeds the
upper part of the folds are wide open while the lower
part is narrower. Again according to the Bernoulli ef-
fect of over- and underpressure acting on the folds, the
air now at the upper part of the folds have an underpres-
sure while the air at its lower part have an overpressure.
Therefore, the upper part of the lips are forced inwards
to close the upper lip part again. After closing of the
upper lip part the fold is again in its initial position and
one cycle of oscillation has occurred. The next cycle
will be started in the same way as the previous one and
therefore the folds are in steady oscillation.

This very basic understanding of vocal fold vibra-
tion is still found in the more sophisticated models
discussed below. Improved models are needed as this
first approximation does not explain many more com-
plex vocal fold phenomena. The most striking one is
the sudden onset of a periodic motion when increasing
lung pressure or lip tension. Also, a sudden change into
falsetto singing is not explained by this model alone.
Additionally, rough voice, subharmonics, or other bi-
furcations can not be explained by the Bernoulli effect
alone.

10.2.2 Two-Mass Model

On the basis of the assumption of understanding the vo-
cal folds only when splitting them into an upper and
a lower part, the most prominent model in the liter-
ature today is the two-mass model initially proposed
by [10.11], which has been implemented in many varia-
tions [10.12–14]. Figure 10.1 shows the basic idea. Both
sides of the vocal folds are modeled with two masses,
one upper and one lower one. The upper is supraglottal
while the lower is subglottal. This is in accordance with
the Bernoulli effect discussed above, where an over- or
underpressure effect appears when the flow changes its
speed; then the upper or lower fold has a different open-
ing area. As the folds are under pressure the upper and
lower folds are modeled by two strings with displace-
ment x1 and x2. This is an enlargement of the Bernoulli
model as it includes the vocal fold tension by adding
string constants d1 and d2 and fold masses m1 and m2.
When assuming both fold parts to be springs we can in-
troduce a differential equation as follows

@2x1
@t2
D 1

m1

�
P1L d1� k1x1 � r1

@x1
@t
� kc.x1 � x2/

�
;

(10.4)

@2x2
@t2
D 1

m2

�
P2L d2� k2x2 � r2

@x2
@t
� kc.x2 � x1/

�
:

(10.5)

Here P is the subglottal pressure, L the folds length, and
r1 and r2 are damping constants of the folds. Both folds
are coupled with a coupling term kc.

The model is able to produce a periodic oscillation
of the folds as with normal singing. However, when
varying the parameters bifurcations appear. Figure 10.2
shows bifurcations on changing the coupling constant
kc of the model, thus displaying a traditional bifurca-
tion scenario as known from the logistic map [10.2].
The Lyapunov exponents shown in Fig. 10.2b are an in-
dication of nonlinearities in the system and display the
onset and amount of chaoticity in the regime.

Also falsetto voice transition can be explained us-
ing the two-mass model [10.15, 16]. Here the transition
from chest to falsetto voice is a hysteresis loop as shown
in Fig. 10.3. It takes more pressure to change from
the chest to the falsetto voice then when coming back

k2

k1

r2

r1

kc

m2

m1

2

1

2

1

a)

b)

Fig. 10.1a,b Two-mass model of the vocal folds shown at
two turning points of one oscillation cycle: (a) folds are
more open at the supraglottal side, (b) folds are more open
at the subglottal side (after [10.14])
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Fig. 10.2a,b Bifurcation scenario of
a two-mass model of the vocal folds
when varying the coupling constant
between the vocal folds. From
a certain region bifurcations appear
and lead to an unstable rough voice.
(a) Period-doubling at Kc D 0:04548
into two periodicities, followed by
bifurcations with increasing Kc. At
Kc D 0:04611 the system becomes
chaotic. (b) Lyapunov exponents
�1–�4 (top to bottom in (b)) calculated
from (a). �1 D 0 (bifurcated but
non-chaotic oscillation) until Kc D
0:04611, where �1 becomes positive,
indicating chaotic motion. �2 D 0
from Kc > 0:04611 (after [10.14])
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Fig. 10.3 Hysteresis loop between chest and falsetto voice.
When changing from chest to falsetto a higher pressure
is needed than when changing back from falsetto to chest
voice

from falsetto to chest voice. This is a classical behav-
ior of self-organizing systems which try to stay in an
established regime as long as possible, stretching the
boundaries of sudden phase changes to the other regime
as much as possible.

So the two-mass model is able to determine sudden
phase changes like tone onset and the change from chest
to falsetto singing. It can also model bifurcations when
the vocal folds have different tensions as discussed be-
low.

10.2.3 Mucosal Wave Model

The two-mass model explains most of the vocal fold be-
havior. Still, it is a purely iterative model to which no

analytical solution is known. To get an analytical under-
standing Titze proposed a mucosal wave model [10.5],
which reasons that the vocal folds are basically a van
der Pol oscillator like

m
@2u

@t2
C .R�Rg/

@u

@t
CKuD 0 ; (10.6)

where u is the displacement of the folds perpendicular
to the air stream Ps. Then m is the vocal fold mass, K its
stiffness, and R its internal damping. Here Ps is acting
on the folds not directly but through the relation of the
open area a1 and a2

a1 D 2L

�
u0C uC�

@u

@t

�
(10.7)

a2 D 2L

�
u0C u��

@u

@t

�
; (10.8)

of the supraglottal and subglottal fold side, respectively.
Then the pressure acting on the folds is built from the
lung pressure Ps and the areas like

Pg D Ps

�
1� a2

a1

�
; (10.9)

where then

Rg D 2�Ps

u0
: (10.10)

From the van der Pol oscillator an analytical solution is
known with eigenvalues

�1;2 D�R�Rg

2m
˙
s�

R�Rg

2m

�2

� K

m
: (10.11)
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These eigenvalues have imaginary parts that are
complex conjugates and therefore the attractor is a limit
cycle if the real part is zero, which is the case for
RD Rg. If R¤ Rg, the attractor is a focus which is ei-
ther stable for R> Rg or unstable for R< Rg. In the
latter case, the driving of the folds by the air stream
is greater than the internal damping of the folds and
therefore the folds start moving as an unstable focus
increasing the vibration amplitude. We can therefore
calculate the onset pressure as

Ponset D Rx0
2�

: (10.12)

10.2.4 Hopf Bifurcation

This mucosal model shows us analytically the reason
for tone onset and gives estimates when this will appear.
Still it arrives at an unstable limit cycle which theoret-
ically could build up forever leading to unphysically
large amplitudes. This is avoided by a Hopf bifurca-
tion [10.17–19]. The basic idea of this formulation is
to solve the equations analytically by linearizing the
nonlinear equation system using a Taylor series in the
neighborhood of the attractor point [10.2]. Mathemat-
ically, this is beyond the scope of this paper. Still the
basic equation system is

�Px
Py
�
D
�
˛.Ps/ �!.Ps/

!.Ps/ ˛.Ps/

��
x
y

�
C
�
f .x; y/
g.x; y/

�
;

(10.13)

where Ps is the lung pressure again. On the rhs the first
term is linear and the second term consists of all non-
linear terms which we neglect in the neighborhood of
the attractor. The attractor has two coordinates x and
y. A simpler way to understand the system analytically
would be to use polar coordinates .s; �/ of radius and
angle, respectively. Then a tone onset would be the tran-
sition of sD 0 to s > 0 and vice versa for a tone offset.
After transformation of the equation system into polar
coordinates and some math we arrive at

PsD dPssC as3 D f .s/ (10.14)

P� D !C cPsC bs2 D g.s/ ; (10.15)

with dD @˛=@Ps.0/ and cD @!=@Ps.0/. After exam-
ining the eigenvalues of the system four cases are
possible:

� d > 0, a< 0: supercritical stable Hopf bifurcation� d < 0, a> 0: supercritical unstableHopf bifurcation� d < 0, a< 0: subcritical stable Hopf bifurcation� d > 0, a> 0: subcritical unstable Hopf bifurcation.

Bifurcation here means the onset of an oscillation so
the transition from a point attractor to a limit cycle. In
the terminology of nonlinear dynamics this is justified
as an oscillation is expected with differential equations
of second order. However, the Hopf bifurcation equa-
tion system is one of first order and therefore does not
have an oscillation as a solution but an exponentiall de-
cay. So an oscillation is not expected. Still it appears as
a bifurcation of the system. As this bifurcation is ap-
pearing at a certain pressure level it indicates a sudden
phase change from silence to a musical tone.

Lucero finds the vocal folds to be a subcritical un-
stable limit cycle. This explains tone onset and the hys-
teresis loop of on- and offset already discussed above.
Figure 10.4 shows the results of these calculations
where the pressure for tone onset needs to be higher
than the one of tone offset as known experimentally.

The only problem here is that the bifurcation, the
onset of the oscillation, in this system is unstable. This
means that only a small change in singing would make
it blow up to unreasonable large amplitudes. Therefore,
one need to stabilize it by limiting the lung pressure.

10.2.5 Biphonation and Subharmonics

The singing voice has many more articulations than
only a perfect harmonic pitch. Rough voice is well
known to such musical styles as Blues, Rock, Metal,
or Grunge. Such rough voice still has a periodic-
ity and therefore a pitch, now with additional inhar-
monic components. To mention only a few, the throat
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Fig. 10.4 Hysteresis loop of subglottal pressure and Hopf
bifurcation limit cycle oscillation between tone onset at A–
B needing a higher pressure than the tone breakdown at C–
D, calculated from numerical simulation. (Reprinted with
permission of [10.18]. Copyright 1999, Acoustical Society
of America)
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Fig. 10.6a,b Adjacent time points
of a finite-element model of vocal
fold flow dynamics for (a) a normal
voice and (b) a voice with uneven
fold tension displaying more turbulent
motion with the altered folds

singing of Tuva or Tibet uses subharmonics where the
singer normally performs an octave below his normal
singing voice as discussed e.g., with kagyraa singing of
Tuva [10.20]. Paul Pena, a Blues musician demonstrates
the similarity of Tuvan subharmonic singing and blues
howling style (CD: Paul Pena: Ghengis Blues. Six De-
grees 2000). Lee compare Korean and Western singing
in this way [10.22]. The role of vocal fold nonlinear
expressiveness is discussed in [10.10] for contemporary
vocal music.

These phenomena have been extensively studied us-
ing two-mass and related models [10.21, 23, 24] as well
as experimentally [10.25].

The bifurcation diagram shown in Fig. 10.5 shows
regions within which a stable oscillation of simple
or complex integer oscillation ratios appear. Normal
singing would be 1W1, throat singing would be 1W2 as
an octave below. With 3W2 two tones would be present

within one singer a musical fifth apart etc. The re-
gions depend on the subglottal pressure and the relation
between the vocal fold tension. These regions show
sudden phase changes to other regions and are there-
fore stable over some parameter variations of pressure
and tension relation.

A Finite-Element Model (FEM) of the air stream
of vocal fold vibration [10.24] shows the turbulence
appearing over the folds for two cases of symmetrical
folds (both with the same tension) and asymmetrical
folds. Clearly the turbulence above the folds is getting
more complex with the asymmetrical case (Fig. 10.6).

In the model of Xue [10.24] it is interesting to see
that the turbulent flow above the folds looks very much
like the flow of an air stream entering a saxophone or
clarinet mouthpiece. As discussed in the wind instru-
ment part of this chapter, a laminar air stream entering
a larger cavity becomes unstable and builds a first large
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vortex which is the main sound source. So the next step
in building a model for the singing voice could point
in this direction of modeling the air flow in terms of the
sound production and transition and possible reflections
in the vocal tract.

10.2.6 Synchronization with Vocal Tract

Above we concentrated on the self-oscillating system
of the vocal folds without taking the vocal tract or sub-
glottal areas into account. Wemight simply consider the
vocal tract as a resonator and not go into further de-
tail here. Still strictly speaking the vocal tract is a tube
which reflects the sound produced by the vocal folds and
therefore is acting back on them. The mechanisms of
a tube reacting to a fluid-driven self-sustained oscilla-
tion is discussed in more detail below with the organ.

Also the organ labium is not a vocal fold. Comparing the
singing voice with a saxophone we find a considerable
difference. With the saxophone, the tube (the resonator)
forces the reed (the generator) to go with its frequencies,
as the tube is much less damped than is the reed. With
the singing voice the situation is vice versa. The vocal
tract (the resonator) is forced into the frequencies of the
vocal folds (the generator), although again the resonator
is much less damped. Still in a normal singing register
the vocal tract resonance is normally above the period-
icity of the vocal folds. This is reasonable as the vocal
tract is shaping the voice in a formant way, enhancing
higher spectral regions above the fundamental periodic-
ity of the fold vibrations. So here we find that although
the folds are more damped than the resonator, the gen-
erator takes over the vibration because its pitch is much
lower than that of the vocal tract.

10.3 Harmonic Synchronization in Wind Instruments

When playing a saxophone, trumpet, or organ pipe un-
der normal playing conditions, the played notes show
a nearly perfect harmonic overtone spectrum. This is
so familiar that we take this for granted. Still, when
examining these instruments closer this harmonic se-
ries should not be expected at all as the instruments are
highly nonlinear, show turbulence flow, uneven bores in
flues and clarinets, shaped tubes like in trumpets or sax-
ophones, a flared bell at the tube end, and other features
that distort the simple behavior of a mathematical tube
with a theoretically harmonic spectrum.

And indeed when overblowing a horn, trumpet, or
saxophone the overtone series is never harmonic, but
shows large deviations up to a third above or below
the expected partial frequency. This is one of the ma-
jor problems of instrument builders. Flute makers use
a complex bore diameter shape over the flute length to
account for the harmonic overtone series as well as for
the amplitudes of the partials [10.26]. So when enlarg-
ing the bore at one point one overtone may fit better
while at the same time another is deviating more. Addi-
tionally, the size and length of the finger holes change
the length of the tube in a complex way and again lead
to distortions of the harmonic series [10.27]. Here, over
the centuries the builders established rules of thumb
to arrive as closely as possible at a perfect series. The
rest need to be adjusted by the player who can change
playing pressure, lip tension, or the distance between
the players lips and a labium to intonate the instrument
correctly. With instruments of lesser quality it can be
a pretty demanding task and in some cases a desired
pitch cannot be reached at all.

With horns the flaring of the bell not only de-
termines the timbre of the tone by enhancing higher
partials with stronger flaring, larger bells lead to a fre-
quency dependence of the tube end-correction. So for
each frequency the tube has a considerably different
length and therefore the harmonic series is no longer
harmonic at all [10.28]. Although theoretically the
Bessel horn, a horn with a bell flaring according to
a Bessel function would again meet a perfect spectrum,
when measuring the bells of existing instruments this
Bessel shape is nearly never found.

Finally, the driving mechanism, the mouthpiece
with reed or double reed or cavity as with brass in-
struments, or the labium shape and cavity with organ
pipes or flues, are highly complex with a nonlinear driv-
ing mechanism. Here again we would expect a different
theoretical tube end which is frequency dependent.

Still with all wind instruments within a normal play-
ing regime the tones produced show a nearly perfect
harmonic overtone series mostly far from the over-
tones which the instruments produce when they are
overblown. This behavior is so robust that we would
expect a simple mechanism to be behind it. Indeed, it
is not possible to shape the overtone spectrum of one
tone to a desired spectrum by changing the geome-
try of the instrument. At first sight this sounds very
much like a synchronization or self-organization system
where due to a nonlinearity in the driving mechanism as
discussed below a very simple output is produced, the
harmonic spectrum. So we need to discuss these instru-
ments in detail to see if this mechanism exists and how
it might work.
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The fact that wind instruments leave this harmonic
series when not played with enough blowing pres-
sure, which produces noise, or with complex fingerings,
which produce multiphonics, is again pointing in the
same direction as a self-organized system would per-
form a simple output only for a certain parameter range.
It then leaves the simple regime suddenly,which again is
a property of wind instruments which suddenly change
from noise to a tone at a certain lung pressure threshold.
Also bifurcations would be expected from such a sys-
tem which would be present with multiphonics played
on nearly all wind instruments in contemporary, free im-
provised or modern classical music or free jazz. Here tu-
torial material teach hundreds of possible multiphonics
with complex fingerings like with the clarinet [10.29].

This chapter reasons that this synchronization phe-
nomenon arriving at a perfect harmonic series can be
understoodwhen examining the flow in the instruments,
its change from laminar into turbulent flow, and its in-
teractions with the tube and a possible reed.

10.3.1 Navier–Stokes Flow Model

The Navier–Stokes flow equation can be used to under-
stand the flow that appears when blowing into a wind
instrument [10.30],

@t uiC uj @j ui D�1
�
@i pC 
r2 ui

with iD 1; 2; 3 : (10.16)

It states that there is a balance of accelerations when
comparing the flow velocity u and its interaction in all
three directions iD 1; 2; 3 with the pressure p. So when
the velocity changes, either in time as stated by the term
@t ui or in space as stated by the term uj @j ui, it needs
to be balanced either by a spatial change of pressure
�1=� @i p at this point or by a viscous damping 
r2 ui
with viscosity constant 
.

Let us consider this in action in a saxophone mouth-
piece as shown in Fig. 10.7. The pressure in a mouth

Players mouth

Mouthpiece

ReedLaminar flow

Vortex

causes a laminar flow into the mouthpiece which then
becomes a large vortex. This vortex is caused by the
term uj @j ui, which describes a change of flow velocity
between the directions. So as the laminar air stream is
small it interacts with the air around it and as the air
stream is freely moving in the cavity only slight dif-
ferences between these interactions above and below
the stream will drive it in one direction more than the
other. This change of direction is exponentially increas-
ing leading the stream to turn around itself by 360ı

building a vortex or eddy as seen in the figure.

10.3.2 First Vortex and Sound Production

This first vortex building is crucial for the synchro-
nization in some ways. First, it is only caused by the
nonlinear term in the Navier–Stokes equation uj @j ui
and is therefore the nonlinearity in the system. If the
equation was linear in this respect, so if the derivative
of the flow velocity is not multiplied by the velocity of
the other directions, the flow would be straight and not
build a vortex.

Secondly, the vortex means that the flow does not
move further in its original direction, it stops by build-
ing a vortex at a certain point. This means two things,
first the flow is nearly completely dissipated within
the mouthpiece and all energy traveling further into
the tube is almost completely acoustic flow [10.31, 32].
Further, this also means that there is a strong spatial
gradient at the point of the vortex. As discussed above,
the Navier–Stokes equation is a balance of flow and
pressure change. So when the flow changes strongly at
a point in space the pressure changes strongly too at
this point, a pressure gradient is built there. This pres-
sure gradient is the sound source, so here the transfer of
flow into acoustic energy is taking place.

In terms of the labium, the pressure gradient pro-
duced by the first vortex is experimentally shown in
the case of a self-sustained oscillation at a labium in
Fig. 10.8 [10.33, 34]. Here the three columns show the
flow (column c)), the pressure at the upper labium side
(column a)), and at the lower labium side (column b))
for adjacent time points from top to bottom over one cy-
cle of oscillation. The sketch d) holds as a reference for
all pressure plots displayed in columns a) and b). The
pressure plots start at the labium tip on the left end of
sketch d) and display the pressure at the different time

Fig. 10.7 Turbulent flow in a mouthpiece when driven by
the pressure of the mouth. The reed is driven by the pres-
sure difference between these two cavities. A large vortex
is formed in the mouthpiece as the laminar flow from the
mouth enters a large cavity (the mouthpiece) and therefore
becomes unstable J
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Fig. 10.8 Column (a) and (b):
pressure distribution p0.t/ (normalized
by maximum pressure pmax) and
column (c): flow visulaization of the
vortex street for pressure pu. pu is
shown (a) above and (b) below the
labium. The labium is sketched in (d)
with labium tip at the left end and
labium length as unit of oscillation
wavelength � like X0

u=� for a flow of
Reynolds number ReD 600. The rows
in columns (a–c) are shown at five
adjacent time points t over one cycle
of a periodicity T (after [10.33])

points (black area) and the maximum pressure envelope
over one period cycle (black line).

The point of interest for our reasoning is the strong
pressure gradient at the tip of the labium shown in the
pressure envelopes of the plots. This is the point where
the large first vortex appears around the labium tip. So
also for the labium instrument the first vortex is the
point of a pressure gradient.

Now this gradient is changing fast in time accord-
ing to the oscillation periodicity. So at this point at the
labium, or at the vortex in the saxophone mouthpiece,
a pressure impulse is produced which has a certain
shape according to the geometry of the mouthpiece or
labium cavity, the oscillation frequency, and the blow-
ing pressure.

Still when using a Navier–Stokes model as dis-
cussed above we do not have any sound yet as this

model is incompressible. Soundmeans a density change
and therefore including a compressible Navier–Stokes
model with a density % varying over time and space like

@%

@t
D�r.%uj/ : (10.17)

Using an incompressible Navier–Stokes model artifi-
cially skips the acoustics, still it is much easier to handle
and therefore suitable as a first approximation. Nev-
ertheless, the transfer from flow into acoustics is the
core idea of wind instruments. It appears that the first
pressure gradient at the vortex cannot move further as
an acoustical pressure when using the incompressible
Navier–Stokes equation as we artificially prohibit the
acoustics. Still, when adding compressibility we allow
the pressure gradient to continue as acoustical sound
where the impulse is then traveling along the tube, is
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reflected at the tube end, and then returns to the mouth-
piece or labium again.

10.3.3 Phase Disturbance
and Turbulent Damping

So nowwe have a pressure gradient or impulse traveling
down the tube of the instrument. Indeed wind instru-
ments are known to have a time series which consists
of pressure impulses and are often modeled by syn-
thesizers using rectangular-shaped oscillators. Still, as
discussed above the pulse shape is very distorted when
traveling down the tube. This is caused by a complex
bore profile with flues, the tube shapes of saxophones or
trumpets, the bell flaring at the tube end with frequency-
dependent end-correction, and other aspects like finger
hole size and tube thickness.

An interesting aspect is the shape of small areas
of the instrument which may cause turbulent damping
again because of the thin tube diameters. The acoustic
flow can be fully described by the compressible Navier–
Stokes equation, therefore it still remains a flow of
pressure, velocity, and density fluctuations. Therefore,
the acoustic pressure is interacting with the walls of
the tube causing considerable damping within the tube
which is affecting the playability of the instruments as
well as their acoustic properties. This can only be ex-
plained by a tremendous damping caused already by
only small turbulence production.

Such a case was found with bassoons in their s-
shaped tube section [10.35]. Bassoon players need up
to 15 kPa of lung pressure to drive their instruments,
which physiologically is a challenge for the players’
lungs. Therefore, reducing this pressure is highly wel-
come. When examining the acoustic flow through the
bassoon tube, it appeared that for acoustic flow through
s-shaped tubes where the pressure needs to change di-
rection, turbulence appears in the tube which increases
the onset threshold for playing on the instruments. By
changing the geometry of the shape the onset playing
pressure could be decreased.

A theoretical model for understanding turbulent
damping is the k-� Reynolds-Averaged Navier–Stokes
model [10.30]. This was applied to a flute and compared
to a normal incompressible Navier–Stokes model to ac-
count for the damping appearing through turbulence
when blowing into the flute [10.36]. The efficiency of
a flute is low where only about 3% of blow energy is
entering the tube as acoustic energy. Then again only
about 2% of these 3% is transmitted into the room as
sound pressure making the flute a very low sounding
instrument [10.37]. In a Finite-Element Reynolds-Aver-
aged Navier–Stokes model it could be shown that when
modeling the flute in-blow without taking turbulence

into consideration the amount of energy entering the
flute tube is about 50% while when modeling the in-
strument with turbulence it is only about 3% leading to
a realistic model.

Therefore, most damping in the tube of wind instru-
ments seems to be caused by turbulence, although there
the acoustic energy traveling through the tube is trans-
ferred into flow again and then dissipated. So strictly
speaking there is no fundamental difference between
flow and acoustics and the compressible Navier–Stokes
equation is able to account for both as well as for their
coupling.

10.3.4 Triggering of New Impulse
and Phase Alignment

So when the pressure impulse produced at the labium
or in the mouthpiece has traveled through the tube
and returns to the generator its phases are greatly dis-
turbed. If this impulse would simply be reflected at the
generator and travel back into the tube the resulting
overtone spectrum of a tone would not be harmonic at
all but would reflect the distorted series of overblown
tones on the instrument. So a synchronization of the
phases of the impulse needs to occur at the labium or
in the mouthpiece to align these phases again leading
to a harmonic series. The literature suggests two main
approaches to this synchronization.

Models like van der Pol oscillators, as discussed
in some detail in the section on the vocal tract
(Sect. 10.2.3), are suitable for synchronizing organ
pipes [10.38, 39]. These were applied to a slightly
different problem of synchronizing two pipes. The syn-
chronization occurs due to an energy transfer between
the frequencies so that slower or decayed phases are
pushed and faster phases are decayed in such a way
that the phases are aligned again. This is reasonable
in the case of two organ pipes coupling through space
and is an effect that is known by organ builders and
used to increase tuning stability of organs in regard
to temperature fluctuations in churches due to weather
conditions, which would otherwise detune the organ
considerably.

The other model assumes that the returning impulse
only triggers a new impulse, which is built in the gen-
erator [10.36]. So in saxophones the returning impulse
moves the reed up or down, depending on whether the
returning pressure is an under- or overpressure. Then
the inflow of air into the mouthpiece changes and there-
fore the first vortex changes, too. This vortex then
produces a new pressure impulse from scratch without
taking the old one into account. As this new impulse
is built in exactly the same way as the last one the syn-
chronization is perfect and this new impulse then travels
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down the tube again. So in this model the disturbance
of the returning impulse can have any shape, as the re-
turning impulse is either damped in the mouthpiece or
radiated into the surrounding air via the labium. It need
not be phase aligned again to arrive at a harmonic over-
tone series. It only triggers a new impulse and therefore
can have any kind of distortion.

The trigger model is supported by the reed system
to be a pure valve system. So although the impulse sent
out from the mouthpiece has a rich harmonic overtone
series, the reed moves almost completely in a sinusoidal
manner without any harmonic overtones. The reed be-
haves like a simple valve opening or closing and is not
contributing any harmonics. Therefore, the returning
impulse can only trigger the fundamental periodicity as
the reed is not reacting to the higher harmonics of the
returning impulse.

Also the robustness and stability of the synchroniza-
tion can be explained by the trigger model more easily.
Aligning the phases of highly distorted returning im-
pulses is complex and would be much more unstable
and unreliable. Indeed, under normal playing condi-
tions all wind instruments show this synchronization
of partials almost completely, suggesting a very simple
reason is behind this synchronization.

So when considering the reasons why, in a sys-
tem of coupled oscillators, one oscillator takes over the
other oscillator, in terms of its frequencies, with labium
instruments it appears that the strong turbulent damp-

ing at the labium leads to the labium oscillator being
heavily damped, while the tube is only weakly damped,
and therefore the tube takes over the labium oscillation.
With reed instruments the reed is much more damped
than the tube and therefore here it is the reed taking
over as already discussed by Aschoff [10.3].

10.3.5 Synchronization Condition

So we might generally say that the slaving of the gener-
ator by the resonator is due to the resonator being much
less damped than the generator. Still, as we have found
with the singing voice this might not always be the case
and in this system, although the generator is damped
more than the resonator, the generator prevails as its
pitch is much lower than that of the resonator. A saxo-
phone reed has a lowest eigenfrequency of about 1 kHz
when attached to the mouthpiece. While playing this
lowest eigenfrequency doubles to about 3 kHz [10.36]
and therefore is greatly above the resonator frequency.
Therefore, here both conditions, that of a heavier damp-
ing as well as a higher pitch, leads to a slaving of the
reed by the tube.

With organ pipes the self-sustained oscillation of
the labium is tuned to about the resonance frequency of
the tube. Therefore, here the situation is not as simple
and although we have perfect synchronization between
the two it is not straightforward to say who synchro-
nizes whom to what extent.

10.4 Violin Bow–String Interaction

Many musical instruments are bowed, like the violin,
viola, cello, or double bass, but also the Indonesian
rebab, the Chinese erhu, the Indian esjay, and hun-
dreds of other instruments around the world. There are
also some rare friction instruments which are played
by rubbing over a surface, like the bowed glasses or
the lounuet, a rubbed wooden block found in New Ire-
land, or bamboo tube zithers like the kting ga-un from
Thailand [10.40]. The mechanism of bowing is a highly
nonlinear one where the bow or a rubbing finger is al-
ternatively sticking and slipping over the string or over
a surface like glass or wood. The nonlinearity in this
interaction is the strong and sudden change in the func-
tion of force of the bow acting on the string. A linear
force function would only linearly change with bowing
pressure where doubling the pressure would double the
force of the bow acting upon the string. However, when
bowing the force changes from being very strong dur-
ing the sticking phase to a rather light force during the
slipping phase, where the bow is only gliding over the
string.

The system also shows all aspects of a self-
organizing system [10.36, 41]. First, over a wide bow-
ing pressure and velocity parameter range, it stays in the
same regime, a periodic Helmholtz or sawtooth motion
where the periodicity is determined by the string length.
Adding to the string periodicity is a small effect from
the bowing pressure, where higher pressures decrease
the pitch slightly, which is known as the flattening ef-
fect. The system also shows sudden phase changes at
certain pressure values either entering a subharmonic
or a bifurcation regime with scratchy and noise sounds.
In the subharmonic regime, the pitch is determined no
longer by the string length but by the playing pres-
sure, which in terms of synergetics can be described as
a change of the ordering parameter from string length to
bowing pressure. In the bifurcation regime, multiple pe-
riodicities appear which are again stable over a certain
parameter range only to then suddenly shift into an-
other regime with again inharmonic partials. Finally, the
shifts between the regimes, like the Helmholtz and the
subharmonic or the bifurcation regimes, show hystere-
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sis loops where entering one regime needs a different
playing pressure to coming back to it.

Historically, bowing was first prominently consid-
ered by Raman [10.42], who argued that when we hear
a violin tone of constant amplitude there needs to be an
energy balance between input energy supplied by the
bow and sound energy radiated into space. When cal-
culating the energies he used the velocities of bowing
and string and therefore many later considerations took
string and bow velocity as their starting point [10.43–
46].

Another approach is to consider displacement of
strings and bow first and discuss the system in a time-
dependent manner, which was proposed by Güth
[10.47]. He is especially concerned with initial tran-
sients and describes them as small initial impulses
traveling along the string when the bow is not in
a steady state but still struggling to achieve a regu-
lar periodicity. Models using finite-differences to model
the system have the same argument because such mod-
els include displacement, velocity, and acceleration in
a time-dependent manner. Theoretically there can be no
fundamental difference between the models as displace-
ment and velocity are directly connected via integration
and differentiation. Still both viewpoints, that of veloc-
ity and that of displacement were leading to different
models explaining the stick/slip interaction and the con-
ditions leading to a stable sawtooth motion.

10.4.1 Bowing Force Model

Figure 10.9 shows the force function f over the string
velocity v [10.48, 49]. The bow velocity in this plot is

υhυr υc υ

I

f

Fig. 10.9 Force f of the bow acting on the string depending
upon the string velocity v . The positive force corresponds
to the sticking phase, the negative force to the slipping
phase. The point of sudden change is at the bow veloc-
ity vh. The three slopes determine the region of ambiguous
velocity-force dependency

where the curve has its infinite slope and crosses the
horizontal axis. If the bow is sticking to the string both
velocities, that of the bow and that of the string, are
the same and therefore the curve is in the region of the
infinite slope. The slipping phase is displayed as the re-
gion left of the infinite slope. There the string velocity
is less than the bow velocity. The three lines with con-
stant slopes and intersections vh, vr, and vc point to three
different relative bow velocities. vr and vc are both ex-
tremes crossing f .v/ twice, vr relates to the maximum
force point. vc is parallel to vr, touching the rising curve
of the force function only once. Conversely, vh crosses
f .v/ three times, indicated by the points. The region
between vr and vc is a region of arbitrariness, where
the system is still stable and will continue with its basic
motion. If this region is left, either above vr or below vc,
the stability is left and the system will no longer show
sawtooth or Helmholtz motion. In other words, the nor-
mal Helmholtz regime of playing appears over a larger
region of bowing pressure, not just with only one single
bowing pressure value. This is crucial for playing vio-
lin, as only the Helmholtz regime produces a harmonic
pitch depending upon the fingering enabling normal vi-
olin playing.

10.4.2 Stick–Slip Condition Model

Another proposal is to model the string by introducing
conditions for the bow to enter sticking or slipping in re-
gard to the string [10.36, 50]. Such conditions can easily
be introduced in a finite-difference time domain model
(FDTD).

With displacement f .x; t/, damping D, the speed of
sound c, and adding the bowing force F.x; t/, we have
for the differential equation of the string

c2
@2f .x; t/

@x2
�D@f .x; t/

@t
� @

2f .x; t/

@t2
D F.X; t/ ; (10.18)

with the following stick-to-slip conditions:

� If the restoring force of the string at the bow point
is higher than the bow force acting on the string or� if the velocity of the string is higher than the bowing
velocity

then the bow will tear-off the string.
If the second case is present we are in the stable

regime of periodic sawtooth or Helmholtz motion. In
the first case, a totally different string behavior appears,
a subharmonic regime as discussed below.

10.4.3 Bifurcations and Subharmonics

Subharmonics and bifurcations have been widely stud-
ied with violin bowing [10.51, 52]. When leaving this
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region of normal sawtooth motion by in- or decreasing
the bowing pressure too much, two other regimes are
reached:

� If the bowing pressure is larger than a threshold,
a subharmonic regime is reached, where the played
pitch depends on the bowing force.� If the bowing pressure is smaller than a threshold,
a bifurcation regime is reached, where inharmonic
sounds are produced.

Subharmonic playing also produces normal pitches,
still much lower than normal violin tones could be
played. Bifurcation regimes produce noisy sounds and
are more easily produced by reducing the amount of
rosin on the bow leading to a low-volume, high-pitched
noisy sound.

Figure 10.10 shows the time series for all three
regimes. It was produced by a finite-difference solution
of the string equation driven by a bow with constant ve-
locity and linearly in- and decreasing bowing pressure.
The pressure starts at pD 0 at the very left, increases
up to the point of maximum amplitude in the mid-
dle of the plot, and linearly decreases again to become
pD 0 again at the very right. Figure 10.11 shows a cor-
relogram of this time series. A correlogram is like an
autocorrelation of an autocorrelation of a time series,
displaying only harmonic overtone series. Therefore,
this plot displays the produced pitch of the time series.

The basic properties of bowing are shown in both
plots:

0 0pmin pminpmax pmaxpbmax

Helmholtz regime

Bifurcation regime

subharmonic
section

Fig. 10.10 Amplitude time series of the violin string/bow
simulation, which was taken at the bridge point of the
string, where the sound is transmitted to the radiating
violin body; bowing pressure (horizontal axes) versus am-
plitude (vertical axes). The bowing pressure was increased
from pb D 0 to pb D pb max linearly and then again linearly
decreased to pb D 0 again. The time series shows clear
phase changes at certain pressure values. The Helmholtz
regime is reached at pmin and becomes the subharmonic
regime at pmax, which shows a more stable behavior with
decreasing than with increasing pressure, a kind of hystere-
sis effect (Fig. 10.11). The bifurcation regime with lower
pressure values than the sawtooth region also decreases
amplitude and starts again at a certain threshold

� At the beginning with low pressures a complex bi-
furcation regime exists, as discussed below.� Then at a sudden bowing pressure threshold a stable
Helmholtz or sawtooth regime begins.� Again at a certain threshold a subharmonic regime
appears. As can be seen in the correlogram, the
pitch of the played tone is strongly and linearly
changing with linear increase of the bowing pres-
sure. Also, the amplitudes in- and decrease linearly.� The threshold at which the sawtooth regime is
changing to a subharmonic regime is higher than
the return threshold from subharmonic to sawtooth
behavior. This is a typical hysteresis where an es-
tablished regime tries to maintain itself as long as
possible.� During an increase of bowing pressure within the
Helmholtz regime in the correlogram the pitch of
the tone is slightly decreasing. This so-called ’flat-
tening effect’ of bowing is caused by the increased
velocity difference between string and bow so as to
tear-off the bow from the string with increased bow-
ing pressure.

The bowing regimewhere the bowing pressure is too
low to produce a sawtooth motion is very complex. Fig-
ure 10.12 shows the fundamental pitches during small
subregimes within this bifurcation regime. These sub-
regimes are again stable for a very small pressure region.

Overall, bowing is a very complex mechanism
which, because of this complexity leads to a very sim-
ple output, a constant periodicity. This periodicity in the

Fig. 10.11 Correlogram of the time series data of Fig. 10.4;
bowing pressure (horizontal axes) versus fundamental fre-
quency 100Hz–20 kHz, linear scale (vertical axes). The
different regimes can clearly be distinguished (see the cap-
tion for Fig. 10.10). The Helmholtz region shows a nearly
constant fundamental frequency with a slight decrease of
frequency known as the flattening effect. The subharmonic
region clearly shows the dependence of the fundamental
frequency on the bowing pressure. The bifurcation region
shows small regions of constant fundamental frequencies
between which phase changes occur
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Fig. 10.12 Bifurcation scenario of
the bowed string under the threshold
pressure value needed to establish the
Helmholtz regime (Stage 1); data from
simulation

normal playing region has a fundamental pitch caused
by the string length which only then makes normal vi-
olin playing by using fingerings possible at all. This
mechanism also holds over a certain bowing pressure
region making playing more convenient. Still, when
leaving a certain pressure region the behavior of the
system is very different, where the played pitch is de-
termined by the bowing pressure itself. In contemporary
forms of music these additional features of bowing are
used to play low pitches on instruments which are nor-
mally not able to produce such low sounds.

10.4.4 Synchronization Condition

The reason for synchronization in the bow/string system
and why sometimes the string and sometimes the bow-
ing pressure determines the pitch becomes clear when
using the stick–slip condition model. If the bow force
is above a certain threshold, the damping of the string
is too large to still be able to tear-off the bow from the
string and therefore it no longer determines the pitch.
Violin strings need to be damped much more than, e.g.,
guitar strings, for the system to work as the energy of
the bow into the string must not survive more than one
cycle around the string. Otherwise, the old traveling
waves from previous tear-offs would disturb the present
tear-off process and therefore a regular sawtooth mo-
tion would not be possible. Therefore, here the system
which is damped less becomes more prominent and de-
termines the pitch of the whole system.

10.4.5 Synchronization of Organ Pipes

Also synchronization may take place between musical
instruments. Not many investigations have been carried

out in this regard, those that have mainly deal with cou-
pled organ pipes. This coupling between organ pipes
standing next to each other or the coupling of organ
pipes near a wall results in frequency synchronization
between pipes [10.38, 39, 53]. Figure 10.13 shows the
synchronization of a pipe and a loudspeaker standing
next to it in relation to distance. Abel et al. use a van der
Pol oscillator model to understand the synchronization
assuming phase-locking when the pipes and frequen-
cies are close enough. Varying these parameters leads
to a d’Arnold tongue behavior, where with decreas-
ing distance the range of frequency differences between
the pipes where synchronization occurs is increasing in
a nonlinear way.
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Fig. 10.13 Synchronization of an organ pipe and a loud-
speaker standing next to it as the speakers frequency
changes. Sharp onset and offset thresholds appear starting
and ending the synchronization. Also the sidebands ap-
pearing in the nonsynchronized regions disappear during
synchronization. (Reprinted with permission of [10.38].
Copyright 2006, Acoustical Society of America)
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10.5 Fractal Dimensions of Musical Instrument Sounds

The term fractal is most often associated with self-
similarity. The most common example is a snow flake
which is complex in structure but is built following one
simple rule of replacing lines in the geometry by stars,
which then also have lines which are then once again
replaced by stars ad infinitum. Then there is a self-
similarity while operating on different levels of a scale.
If there is one simple rule holding for all levels then the
complex geometry can be explained by one simple con-
struction rule. Also, as this rule holds for all levels of

a) Saxophone, 7000 points

b) Bass drum, 49 400 points

δ = 30s + δ

s

u + δ

u

δ = 50

c) Cello, 40 000 points u + δ

u

δ = 20

d) Crash cymbal, 100 000 points
u + δ

u

δ = 20

a scale from large to small, there is a scaling law char-
acterizing the structure.

Still, the terms fractal and fractal dimension are
derived from a mathematical standpoint. The relation
between the length of a line r and the volume of a body
C has the relation

CD rD : (10.19)

Here D is the dimension which for ordinary bodies has
values of DD 1; 2; 3 and so is one-dimensional, two-
dimensional, or three-dimensional. Now when writing
this equation for the dimension we have

DD logr C D
logC

log r
: (10.20)

So if there is a relation between the logarithms of a pa-
rameter C with changing r, the dimension is calculated
by a fraction and may therefore be called fractal. Also
as D may be different from an integer, a fractal dimen-
sion may have any value. Plotting this relation means
using a log = log plot as both parameters C and r are
present as logarithms. The fraction in such a plot means
a slope and therefore we can say that the fractal dimen-
sion of a system described by C.r/ with changing r is
the slope of a log = log plot.

When using measured data for such a structure,
like when using a musical sound, of course this defini-
tion only makes sense when this slope is constant over
a wide range of r. Then the time series is characterized
by a fractal dimension. Such calculations have been per-
formed for multiphonics of wind instruments [10.54],
biphonations of the voice [10.9], initial transients for
musical instrument sounds [10.36], or analyzing musi-
cal pieces of contemporary music [10.55].

There are many kinds of fractal dimensional calcu-
lations, a box-counting dimension, an information di-
mension, a correlation dimension, etc. which are shown
to result in the same fractal number [10.2]. Still, the
calculations are different where the fractal correlation
dimension was built for time series and it is therefore
often used with musical sounds. Still, other dimensions

Fig. 10.14a–d Four examples of musical sounds display-
ing their time series s.t/ on the left and their pseudo
phase plots with different delays ı on the right in a two-
dimensional embedding. (a) Limit cycle of a quasi steady
state of a saxophone tone, (b) fixed point of a bass drum
sound recorded with an accelerometer at the resonance
membrane, (c) attack and decay of a cello tone with hard
attack at the beginning and released bow, (d) a crash cym-
bal of a drum kit J
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may be used for other purposes, like an information
structure for musical onset detection [10.36].

10.5.1 Pseudo Phase-Space

All calculations of fractal dimensions start with the
pseudo phase plot [10.56]. Here a one-dimensional time
series X.t/ is embedded in an n-dimensional space by
a delay variable ı

X.t/D fx.t/; x.tC ı/; x.tC 2ı/; : : : ; x.tC ı/g ;
(10.21)

with embedding dimension n.
Figure 10.14 shows four examples including a sax-

ophone, a bass drum, a cello, and a crash cymbal in
their time series and phase plots. The saxophone tone
is shown in its quasi steady state only where the sta-
ble periodicity produces a limit cycle attractor. Still, the
cycle shows deviations which is the quasi of the quasi
steady state, where small amplitude and frequency de-
viations are displayed. The bass drum is a percussive
sound showing strong amplitudes at the beginning of
the sound and a fast decrease producing the knot at the
axis origin. The cello tone is displayed with an initial
transient with low amplitudes and additional inhar-
monic frequency components to the basically harmonic

a) Saxophone

b) Violin

0 ms 200 ms 300 ms 500 ms 1000 ms

0 ms 100 ms 200 ms 2000 ms 6000 ms

0 ms 100 ms 200 ms 700 ms 1000 ms
c) Roneat deik

Fig. 10.15a–c Time development of phase plots of a saxophone tone with a soft attack (a), a violin tone with a hard
attack (b), and a Cambodian metalophone (Roneat deik) (c) with an inharmonic overtone spectrum. The saxophone starts
with noise and is only slowly reaching a quasi steady state. The violin sound has a scratchy beginning but is reaching
a stable state, the 6000ms plot displays the string after bow release. The Cambodian Roneat deik has an inharmonic
overtone structure and therefore a chaotic plot which enters a cyclic motion when the higher harmonics have decayed
and only the fundamental is still strong

overtone structure. This plot shows a limit cycle but
with very different cycle amplitudes and again the knot
at the origin where the tone starts and ends. The crash
cymbal has many inharmonic overtones, therefore com-
ing close to a noise sound. Here no limit cycle is present
and we have a chaotic attractor.

Phase plots can also be used to display the de-
velopment of sound in detail. Figure 10.15 shows at-
tractors at adjacent time points of a soft saxophone
sound Fig. 10.15a, a violin sound with a hard attack
Fig. 10.15b, and a Cambodian metalophone (roneat
deik, Fig. 10.15c). All plots are normalized to the maxi-
mum amplitude of each plot. This ignores the amplitude
decay of the sounds over time and therefore displays
more details. The soft attack of the saxophone starts
with noise at 0ms, after which only slowly does a sta-
ble limit cycle with many deviations appear. The violin
sound has a scratchy beginning with many inharmonic
components shown at the beginning to then reach a very
stable limit cycle. The last plot at 6000ms shows the
string still vibrating after bow release from the string.
The roneat deik has an inharmonic structure and like the
crash cymbal in Fig. 10.14 above begins with a noise-
like attractor. After a while the higher harmonics have
attenuated leaving basically the fundamental frequency
vibrating where then a stable oscillation appears with
only some inharmonic partials left.
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Fig. 10.16a,b Comparison of trajec-
tories (left plots) and single point sets
(right plots) of a quasi steady state
and a transient attractor, (a) Lorenz
attractor (x=z plane) as a quasi steady
state attractor, (b) sinusoidal transient
of first 100Hz then 180Hz with
overall rising amplitudes

10.5.2 Fractal Correlation Dimension

So the pseudo phase plots display the fundamental be-
havior of musical tones very well and are therefore
a reasonable starting point for further calculations. Here
only the fractal correlation dimension is discussed as it
is the one most widely used and numerically equivalent
to all other dimensions.

Starting from the n-dimensional embedding X as
discussed above to calculate a fractal dimension we
need to have a parameter C.r/ changing with a scal-
ing r. Here first all distances between two points Xi and
Xj in the n-dimensional space are calculated. Then r is
a maximum distance for which we count howmany dis-
tances C.r/ are below r like

C.r/D 1

N2

X
i¤j

H.r� jXi �Xjj/ : (10.22)

Here, H.x/ is the Heaviside function with

H.x/D
(
0; for x� 0

1; for x> 0
: (10.23)

Then the correlation dimension is again the fraction
of the logarithms of C.r/ and r like

DD lnC.r/

ln r
: (10.24)

IfD is constant over a wide range of r then a general
scaling law appears in the sound characterized by the
fractal dimension value D.

Musically this makes great sense as the correlation
was developed to count the number of dynamic subsys-
tems of a system. It appears that a subsystem as taken by
this algorithm is a harmonic overtone structure nomatter
how many overtones there are as long as they are all in
harmonic relation 1 W 2 W 3 W : : : Another harmonic over-
tone series raises the dimension number by one as do
all inharmonic components by themselves as they may
be interpreted as a new subsystem which may consist
of only one partial. Also large amplitude fluctuations
raise the fractal correlation dimension by one. The cor-
relation dimension starts with the normalized phase plot
and therefore does not consider the overall amplitude of
the sound at the time slice the phase plot is constructed
of. This amplitude may be added later to account for it,
still it is convenient to have both parameters separated
at first, the chaoticity or complexity as displayed by the
fractal dimension and the loudness of the sound.

So the algorithm behaves like this:

1. If only one harmonic overtone spectrum is in the
sound, DC D 1 no matter how many overtones are
present.

2. Each additional harmonic overtone spectrum raises
DC to the next integer.

3. If only one inharmonic sinusoidal is added, DC

raises to the next integer making it suitable for de-
tection of additional single inharmonic components.

4. Large amplitude fluctuations lead to a rise in DC.
5. As the absolute amplitude is normalized, DC does

not depend upon amplitude.
6. If a component is below a certain amplitude thresh-

old it is no longer considered by the algorithm.
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Table 10.2 Fractal correlation values and length of the initial transients for a Tsuji classical guitar with a cedar top plate
and rosewood body. The number in brackets with the d-string are the values for the pre-scratch if it was long enough to
calculate the fractal dimension value. (Ap is Apoyando, Ti is Tirandu)

Ap fortissimo Mezzoforte Piano Ti fortissimo Mezzoforte Piano
e-String
e1 3.2 3.1 3.5 4.0 3.6 3.0

30ms 35ms 35ms 40ms 30ms 30ms
g1 4.4 3.9 3.7 2.8 3.5 2.7

45ms 40ms 40ms 30ms 30ms 25ms
b1 3.8 2.7 2.7 2.7 2.8 2.5

40ms 30ms 35ms 30ms 30ms 30ms
e2 3.8 2.4 1.6 3.0 1.5 2.0

40ms 30ms 20ms 30ms 20ms 25ms

b-String
b 3.5 2.5 2.5 3.5 1.6 2.1

30ms 25ms 30ms 40ms 15ms 20ms
d1 3.3 2.6 2.5 3.8 1.6 2.2

30ms 25ms 30ms 35ms 15ms 25ms
f#1 3.2 3.8 3.4 3.5 1.6 3.1

30ms 35ms 35ms 35ms 20ms 35ms
b1 3.5 1.6 2.5 3.5 1.5 3.2

30ms 20ms 30ms 35ms 15ms 35ms

g-String
g 2.5 1.7 1.8 2.7 2.0 1.1

25ms 20ms 15ms 25ms 20ms 10ms
b[ 3.1 2.5 1.6 2.2 1.5 1.3

30ms 25ms 20ms 20ms 15ms 15ms
d1 3.2 2.5 1.7 2.9 1.3 1.3

35ms 30ms 20ms 35ms 15ms 15ms
g1 2.5 3.5 3.5 3.2 2.5 2.8

30ms 40ms 30ms 35ms 25ms 30ms

d-String
d (1.6)2.7 2.5 1.8 (1.1)2.7 (-)2.5 (-)3.2
f (-)1.8 (1.7)2.5 1.6 (-)3.0 (-)2.5 (-)2.5
a (-)2.4 (1.8)1.8 (-)1.2 (-)(-) (1.4)(-) (-)1.6
d1 (-)1.8 (-) 2.8 (-) (-) (-)

In the literature, it is sometimes stated that the
fractal correlation dimension can only calculate steady
states and not initial transients. This is not quite the case
as can be seen when comparing a standard attractor, the
Lorenz attractor of DD 2:05 with a transient sound of
a clarinet changing a note as displayed in Fig. 10.16.
Both phase plots show two attractors where we expect
both to be DD 2. Indeed, the clarinet attractor is at
DD 2. The difference between both attractors is that
the trajectory of the Lorenz attractor travels a small
amount of cycles on the left attractor then moves to the
right and after some cycles there it moves back again.
The clarinet attractor first stays at one attractor and then
moves completely to the second one as this is the next
tone played. However, the correlation dimension does
not know about the temporal development of the trajec-
tory as it is only taking all distances of the points into

consideration. Therefore, to be precise when displaying
the phase plot only the points should be displayed and
not the temporal development between the points. Both
cases are displayed in Fig. 10.16.

10.5.3 Initial Transients

So the fractal correlation dimension is very suitable for
calculating the complexity or chaoticity of initial tran-
sients of musical instrument sounds. Table 10.2 shows
the fractal dimensions of guitar tones of one guitar for
the high e, h, g, and d-string for three volumes, for-
tissimo, mezzoforte, and piano, and two articulations
apoyando (hard attack) and tirandu (soft attack). The
dimensions are up to D� 5 meaning that four loud ad-
ditional frequencies are added to the basically harmonic
overtone series of the tone. The dimension does not
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depend on volume or articulation very much which is
expected when taking the physics of the guitar into con-
sideration [10.36, 50].

Table 10.3 shows the mean values for three classi-
cal guitars for the two articulations. The Lauenhardt &
Kobs has the smallest values and the Tsuji guitar has the
highest value for apoyando. The subjective evaluation
of guitar builders and experts in relation to these three
guitars correspond to this finding concerning parame-
ters like loudness or presence of the three instruments.
Indeed, the inharmonic components of the guitars are
perceived as a knocking at the tone onset which makes
the sound more prominent or present. Therefore, higher
values of fractal dimension of initial guitar transients
point to a higher perceptual presence.

Further investigations with other instruments con-
firm this finding in general [10.36]. Violins and wind
instruments have a wider range or articulations and
therefore a wider distribution of fractal dimension val-
ues where hard violin attack sounds may have a dimen-
sion up to eight.

10.5.4 Mirliton

Also multiphonics [10.54] or the sound of mirliton, in-
struments where one finger hole is covered by a thin
membrane [10.57] show a higher fractal dimension-
ality. Although not perfectly understood yet, mirliton
instruments, as well as some multiphonic saxophone or
clarinet sounds often show sidebands next to harmonic
partials like

fn;m D 1

.1Cm/
n f0˙m fm

with nD 1; 2; 3 and mD 0; 1; 2; 3 : : : ;

(10.25)

where f0 is the fundamental frequency of the tone,
n f0 are its partials, fm is a modulating frequency,
and m fm are the deviations around the harmonic par-
tials with sideband frequencies decreasing around the
harmonics.

Table 10.3 Mean and standard deviations for the two artic-
ulations for the three guitars

Tsuji Zander Lauenhardt
& Kobs

Apoyando
Mean 2.9 2.5 2.0
Standard dev. 0.75 0.93 0.56

Tirandu
Mean 2.5 2.6 2.3
Standard dev. 0.83 1.3 0.65

This leads to a rough and inharmonic sound with
higher fractal dimensions. Figure 10.17 shows the time
development of a Chinese dizi flute with the mem-
brane unattached (first tone) and the membrane attached
(second tone). Clearly the fractal dimension with the
rougher sound of the attached membrane rises in gen-
eral as well as with articulation.

10.5.5 Musical Density

The fractal dimension may also be used when inves-
tigating art music of the 20th century like free jazz,
free improvised music, contemporary classical music,
or sound-based music like Techno or Dance music.
In many of these styles the temporal development of
musical density is a prominent composition parame-
ter as well as a prominent perception parameter with
sound textures where no melodies, phrases, or ca-
denzas are present. As the perception of density is
perceived instantaneously by listeners it needs to be
considered by composers and musicians alike in these
genres.

As an example, Even Parker’s solo saxophone piece
Broken Wing was calculated in terms of its fractal di-
mension [10.55] as shown in Fig. 10.18. Even Parker
uses extended techniques of saxophone playing like
complex tongue movement at the reed, multiphonics,
and related techniques to arrive at an often nonharmonic
tone production. The piece is perceived as starting with
a low sound event density, then gradually increasing
this and after reaching a maximum gradually becoming
sparser again and finally ending in a low event density.
The plot represents exactly this behavior for the per-

0 1 2 3 4

Fractal dimension

Time (s)

3

2.5

2

1.5

1

Fig. 10.17 Fractal dimension of two sounds of a Chinese
dizi flute of same pitch, first played normally by closing the
mirliton hole completely, second played as mirliton. The
fractal dimension of the rough mirliton sound is consider-
ably higher than with normal playing. Sections in between
are noise with very high fractal dimensions
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formance and is therefore in very good correspondence
with the event density musical feature for the whole mu-
sical piece.

Fig. 10.18 Fractal dimensions of Even Parker’s saxophone
solo piece Broken Wing using extended techniques for sax-
ophone tone production. One can clearly see the in- and
decreasing behavior of the perceived density of the piece
over 460 s J

So the fractal dimension displays many musical fea-
tures:

� Musical density as often used in free improvised,
electronic, contemporary classical, or experimental
music where this parameter is crucial both for com-
position and perception of pieces.� Chaoticity of initial transients as a measure of per-
ceived presence and loudness of the musical tones.� Counting of the numbers of voices in a musical
texture as with homophonic or polyphonic music
of all styles from Jazz, Rock, Metal, Techno, non-
Western, or classical music.

10.6 General Models of Musical Instruments

Now, after our review of the main instrument families
and their synchronization methods, we will sum the
findings into general models to understand the phenom-
ena. This general view has a top-down character and
may not explain all details of the instruments at first.
Still, the models can provide insight into basic aspects
of synchronization.

10.6.1 Phase-Locking

As mentioned in some detail especially in the wind in-
strument section, the different frequencies or modes in
an instrument have frequencies that do not match a har-
monic overtone spectrum precisely and may deviate
from it considerably. So one way of explaining synchro-
nization is in terms of an energy transfer between the
modes due to nonlinearities especially in the generator
region. Then modes that are too slow can be pushed to
catch up with faster modes and modes that are too fast
can be drawn back to arrive at mode-locking and syn-
chronize the phases.

One such general model proposed for wind and
string instruments suggests a coupled equation system
for modes [10.58]. Although a detailed description of
the math is beyond the scope of this paper, the basic
reasoning is that for displacement xi and harmonic ni of
mode i driven by a force F.Pxj/ with eigenvalue �j like
RxiC ki PxiC n2i xi D �jF

�Pxj� : (10.26)

there is a solution that is a modification of the standard
solution as we expect the amplitudes ai and frequen-

cies !i of the modes to change over time by phase ˚i

like

Pai sin .!itC˚i/C ai P̊ i cos!itC˚i D 0 : (10.27)

Using only terms that slowly vary with !, which are
only considered here as only these are able to synchro-
nize adjacent frequencies, we arrive at estimations of
the amplitude and phase variations using

hPaii D �i

!i

˝
F
�Pxj� cos .!itC˚i/

˛� 0:5kiai ; (10.28)

˝ P̊ i˛D� �i

ai!i

˝
F
�Pxj� sin .!itC˚i/

˛C
�
n2i �!2

i

�
2!i

;

(10.29)

where the hi denotes that only slowly varying terms
have been used. Now mode-locking is present when

qjD pi ; (10.30)

and

qnj � pni ; (10.31)

with p; qD 1;2; 3; : : :When assuming a nonlinear cou-
pling function F.Pxj/, we arrive at the equation for
mode-locking

p
�
niC P̊ i

�D q
�
njC P̊j

�D pi! : (10.32)

Here a common frequency ! holds for two modes
ni and nj and its harmonics p and q when P̊ i and P̊j are
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appropriate. So as stated above, the phase changes slow
down or speed up the modes and therefore lock them
together to a common frequency.

Coupled systems of van der Pol oscillators also be-
long to this category as found with the singing voice.
Similar models for musical instruments have been pro-
posed in the literature, either a general view [10.59], or
specifically for organ pipes [10.38], percussion instru-
ments [10.60], and the singing voice [10.11].

10.6.2 Force Function Model

Another approach is a model that assumes a nonlinear
generator and a linear resonator and has been pro-
posed for violin–bow interaction, but was also proposed
to hold for wind instruments [10.48, 49]. This model
has already been discussed above in the bow–string
section. The basic idea is that a force function of non-
linear nature is driving a system where the energy sent
out by the generator (bow or mouthpiece) is traveling
through a resonator (string or tube) and when return-
ing is shaped by the force function again. Because of
the nonlinear nature of this force function a regular mo-
tion appears which at first would also be present in
a linear driver as no nonlinear distortion in the string
or tube is assumed. Still, in addition to regular oscilla-
tion other regimes like subharmonics or double-slip or
scratchy sounds can occur with violins when a param-
eter, the bowing or blowing pressure, reaches a certain
threshold.

This model has analytical power because of the non-
linear driving mechanism, although in many cases the
nonlinear function is not trivially found.

10.6.3 Impulse Pattern Formulation (IPF)

Another model sees musical instruments in terms of
impulses starting from one system like a string, which
travels through the instrument and interacts with the ini-
tial system again in a nonlinear way [10.36, 61]. This
nonlinearity is found mainly in the damping taking into
account the findings for musical instruments that in
a coupled oscillator system the one with less damping
forces the other into its oscillations. This model results
in a logistic map with coupling constant ˛

g.t/D g.t�/� ln
1

˛
g.t�/ ; (10.33)

where a system g at different times g.t/ and a pre-
vious time g.t�/ are interacting in an iterative way.
The logarithm comes from assuming an exponential
decay for the traveling wave due to damping. This
damping may be the turbulent damping of a vortex
as in wind instruments, the damping of a reed, or

it might also be the damping of a wave traveling in
wood.

This model can easily be enlarged to a multiple os-
cillator system where one system sends out an impulse
which is then reflected at multiple points, like a string
sending its energy to the top plate which is then trans-
ferred to the ribs, back plate, enclosed air, etc. Such
a multidelayed version is

g.tC/D g.t/� ln
"
1

˛
g.t/�

nX
kD1

ˇk

˛
eg.t/�g.t�k/

#
;

(10.34)

where ˇk is the k-th impulse damping at the t�k-th step
before the time step t with n+1 back-traveling impulses.

A stability analysis of the two systems shows that
in a system of only one sending oscillator and one re-
flection point, as with wind instruments or bow-string
interaction, a full bifurcation scenario appears as shown
in Fig. 10.19.

Still, when using the multidelayed system and in-
serting the reflection strength found with a guitar these
multiple reflection points stabilize the system and bi-
furcation and noise are no longer present as shown in
Fig. 10.20.

This could explain why in stringed instruments
where the string forces the body into its vibrations
with all possible playing strengths a stable oscilla-
tion appears and no bifurcations, sudden onsets, or
noise can be produced like with wind instruments or
other systems with only two oscillators. The stability
of a stringed instrument system is taken for granted and
explained as a simple linear generator/resonator system.
However, when investigating all instrument types such
a simple relation is no longer present and therefore it is
important to also find a reason for the stability in string–
body interactions.

10.6.4 IPF and Initial Transients

An IPF system is also able to estimate the basic be-
havior of the initial transient of instruments as shown
in Fig. 10.21. Taking different view points of a guitar,
like the string, top plate, back plate etc. the impulse pat-
tern as calculated by the IPF matches the basic behavior
of the guitar parts as calculated by a finite-difference
time domain (FDTD) method of the whole guitar body
shown on the right of the figure. The FDTD displays
the time series of the parts in every detail, while the
IPF only shows the development of the impulses for
the wave shapes to be added later if needed. It appears
that the general length and complexity of the initial
transients of both, FDTD and IPF, are very similar.
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Fig. 10.19 Bifurcation scenario of
the impulse time interval equation of
one time point acting upon another
time point for different values of 1
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converged after the initial transient
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Fig. 10.20 Bifurcation scenario
for the multilayered back-impulse
equations with four back impulses
(nD 4). Here ˇ1 D 0:2, ˇ2 D 0:1,
and ˇ3 D 0:05. 1=˛ is varied from
1< 1=˛ < 2:7

Therefore, the IPF seems to be able also to explain the
initial transient behavior of different guitar parts. As it
does not display the whole time series but only the im-
pulse development it is able to givemore insight into the
general behavior of these parts than the more complex
time series.

10.6.5 Synchronization Conditions

We are now able to summarize the conditions for syn-
chronization as found with musical instruments. Two
of these conditions are known from synergetics and
self-organization, the third one is found with the mul-
tidelayed system of stringed instruments of the IPF
type.

The conditions for synchronization are:

� The less-damped system forces the more strongly
damped system into its vibrations.� The system with lower frequency forces the one
with higher frequency into its oscillation.� The lower dimensional system forces the higher di-
mensional system into its periodicity.

The three general types of synchronization sum-
marized above of phase-locking, force function, and
impulse pattern handle these conditions in different
ways. Phase-locking formulations take damping and fre-
quency relations into consideration. They can also in-
clude higher dimensional systems by coupling more
equations, but this is often demanding in terms of finding
a solution. The force function methods again consider
damping and frequency but do not formulate higher di-
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Fig. 10.21 Comparison between a finite-difference time domain (FDTD) model of a complete guitar geometry for the
different guitar parts in its initial transient phase (left) and the impulse patterns calculated by a multiple-delayed system
for the respective body parts (right). Note that the FDTD results are time series while the IPF series are the development
of impulses without detail on the wave shapes. The FDTD and the IPF correspond very well in terms of length and
complexity of the initial transient phase. (For details see [10.36])

mensional problems. The IPF takes all three into con-
sideration. It also calculates the wave fronts or impulses
and therefore is able to display the basic skeleton of ini-

tial transients. Still, it does not produce a time series at
first which needs to be constructed later using an im-
pulse shape, like a sawtooth, rectangle, sinusoidal etc.

10.7 Conclusions

Synchronization is perceptually important and hard-
wired in the human cochlea [10.62]. The reason for
this might be evolutionary although this is just specu-
lation. The self-sustained oscillation of the vocal folds
is a highly efficient way of producing a tone as it syn-
chronizes the otherwise broadband noise into single
frequencies therefore reducing entropy considerably.
These frequencies stand out above environmental noise
and are therefore a very efficient way to communicate.
So a harmonic overtone structure might be considered
as a by-product of the attempt to efficiently produce
loud sounds. Still then it is appropriate for the human
ear to adapt to harmonic spectra as they are mainly pro-
duced by humans or animals which need to concern us
more than inharmonic spectra of environmental ambi-
ent sounds like produced by wind or water. Indeed we
find, e.g., in research of noise perception that noise of
a tonal quality disturbs us much more than broadband
noise. Also tonal music has been used to simulate in-
telligent beings in some ethnic groups such as spirits or
animistic creatures [10.63]. From this viewpoint musi-
cal instruments imitate intelligent life because of their

harmonic structure and might therefore be considered
as a universal language. Also it is interesting to see that
many musical instruments use a similar driving mecha-
nism like that of the vocal folds which can be modeled
in a similar way.

The converse may also be argued. Musical instru-
ments have been used for the last 40 000 years [10.64]
and one might expect even before that time. If the time
span musical instruments exist would even be so large
as to become salient in terms of evolutionaly changes,
the precise fit of the human ear to musical sounds might
also be an adaptation of the cochlea and auditory path-
way to musical instruments. Then music would be part
of our nature and therefore it would not be astonishing
to find that it is such a prominent feature in practically
all ethnic groups around the world.

All these assumptions are purely speculative in na-
ture. Still, it is interesting to see how important it is
for musical instruments to arrive at a perfect harmonic
overtone spectrum, which is not at all self-explanatory,
and where much effort is put into instrument building
to achieve such a synchronization.
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11. Room Acoustics – Fundamentals
and Computer Simulation

Michael Vorländer

In room acoustics analytical formulas and com-
puter simulations can be used to predict the
acoustics of spaces, not only in terms of rever-
beration but other perceptual aspects, too, which
are related to the perception of music or speech.
In this context the room impulse response is the
function of main interest. It can be measured by
using sophisticated instrumentation and signal
processing, or it can be simulated with computer
models. In the process of auralization the data and
signal processing enables one to listen into the
simulated rooms in order to interpret the sound
in the room aurally. In real-time implementation,
this is a valuable extension of the technique of
virtual reality.
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Room acoustics is a well-established field with fas-
cinating links to architecture and music. Knowledge
concerning sound propagation in spaces, its physics and
its effects on perception, is widely available. Efficient
design tools are available, too, and experience with so-
lutions for various applications is the basis for daily
work in acoustic consulting. After all, room acoustic de-
sign and consulting is a quite straightforward process.
This statement is true if elementary design rules and
creation of acceptable room acoustic conditions are re-
spected. Acceptable acoustic conditions, however, are
not always given in rooms for speech and music, be-
cause standards and guidelines in room acoustics are
not taken into account properly in the first phase of ar-
chitectural design.

When it comes to requirements for excellent acous-
tic conditions, the picture is different. In prestigious
projects the acoustic conditions need to fulfill high stan-
dards. What are these standards? In ISO 3382 [11.1]

definitions and guidelines are given for the measure-
ment and interpretation of room acoustic quantities.
In famous textbooks, the most well known by Be-
ranek [11.2] and Barron [11.3], we find a huge amount
of data for concert halls and opera houses, and these
data indicate target values and tolerance ranges for
successful acoustic designs. Computer methods can
help to optimize the design. Auralization, which is
the most recently developed tool in room simula-
tion, can provide audible results rather than numbers.
Thus, an intuitive interface is provided, which al-
lows the designer to experience the sound and its
character.

In this chapter, the history and fundamentals of
room acoustics are briefly summarized, the state of
the art re-visited, and open questions discussed. These
questions are related to crossdisciplinary research of
classical room acoustics in combination with psychoa-
coustics and the technology of virtual reality.
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11.1 Fundamentals of Sound Fields in Rooms

For a complete understanding of sound propagation
physics we require a wave theoretical approach. Ac-
cordingly, a physically correct description and interpre-
tation in enclosed spaces starts with the solution of the
stationary wave equation with boundary conditions. For
harmonic excitation

pD Opei!t ; (11.1)

the Helmholtz equation

�pC k2pD 0 (11.2)

is solved by using specific wave numbers, the eigenval-
ues kn with the eigenfrequencies

fn D c

2�
kn (11.3)

for each eigenfrequency a characteristic distribution of
the sound pressure in the room occurs. In a rectangular
room, for example, with the dimensions Lx;Ly;Lz.V D
LxLyLz/ and with hard boundaries (RD 1) these eigen-
functions (also called modes) are

plmn .x; y; z/D 8Op cos
�
l�x

Lx

�
cos

�
m�y

Ly

�

� cos
�
n�z

Lz

�
(11.4)

with l;m; n positive integers, and the eigenfrequencies

flmn D c

2

s�
l

Lx

�2

C
�
m

Ly

�2

C
�

n

Lz

�2

: (11.5)

This principle holds for any room shape although the
eigenfrequencies cannot be calculated in a comparably
easy way. In general the number of eigenfrequencies in
an interval between 0 and f drastically increases with f 3,
while the density of eigenfrequencies within frequency
bands increases with f 2.

dNf

df
� 4�V

f 2

c3
(11.6)

Sound fields in rooms are usually excited with broad-
band and transient signals such as speech, music, or
noise. Therefore, the total field is a rather complex
superposition of eigenfunctions. With losses, damping
constants, ı� , can be introduced, and the superposition
reads

p .r0; r// i!
X
�

p� .r0/ p� .r/

K�
�
!2 �!2

� � 2iı�!�
� (11.7)

with 
, in short, denoting any combination of l;m; n,
and the vectors r0 and r the positions of the source and
the receiver, respectively. K� are constants depending
on the relative amplitudes of the modes.

This function, the so-called stationary room trans-
fer function, is a series of overlapping modes
(Fig. 11.1). With increasing frequency the overlap of
complex sound pressure becomes more and more dom-
inant. The result at a specific frequency crucially de-
pends on the relative phases of the modes involved.
Furthermore, the relative phases depend on the complex
reflection factors, on the speed of sound in the room
(depending on temperature and humidity), and on the
exact positions of source and receiver. This data is (a)
not known precisely, and (b) it may slowly vary in time,
for example the room itself may vary slightly simply
in response to persons moving around. After all, ac-
cording to the pioneering work by Schröder [11.4] and
Kuttruff [11.5], the overlap range above the Schroeder
frequency

fSchroederD
s

c3

4Vı�
(11.8)

is quasistochastic. The room transfer function cannot be
used as a basis for evaluation of the quality of the room
response. It can be shown that the specific fine struc-
ture of the stationary room transfer function contains
nothing but an estimate of the reverberation time (see
below).

Typical Schroeder frequencies are given in Ta-
ble 11.1.

Because of the stochastic nature of the transfer func-
tion it is useless to apply wave models for this frequency
range. The apparently exact result is not relevant for ac-
tual transient excitation signals because the stationary
case cannot be excited with these too short signals. For

f /fSchroeder1

dB

Fig. 11.1 Magnitude of a stationary room transfer function
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Table 11.1 Typical Schroeder frequencies

Room Volume (m3) fSchroeder (Hz)
Classroom 500 64
Auditorium 5000 32
Concert hall 50 000 16

0

dB

tT

0

–20

–40

–60

Fig. 11.2 Decay curve of a room

not too small rooms (V > 500m3) these facts apply to
basically the whole audio frequency range.

For interpretation of sound perception in rooms and
for application in architectural design, another concept
is required, which allows derivation of a set of quality
metrics related to psychoacoustic effects in rooms such
as reverberation, loudness, clarity, localization, spa-

ciousness, etc. This is achieved by introducing a phys-
ical concept for the time domain and by interpreting
the propagation of sound by geometrical propagation
of rays rather than of waves.

Wallace Clement Sabine created the first scientific
approach to understanding the acoustics of performance
spaces. His famous collected papers [11.6] form the ba-
sis for room acoustics which we are still using today.
The inter-relation between reverberation and volume
and absorption was clarified and explained empiri-
cally. A little later, in the 1930s, Norris [11.7] and
Eyring [11.8] presented a theory with more correct fac-
tors in the equations, which today, of course, are known
as Sabine’s and Eyring’s reverberation time equations.

The reverberation time is defined as the time elapsed
for a sound decaying by 60 dB after shut-off of a signal
(Fig. 11.2).

With W denoting the acoustic power of a point
source, the intensity I of a ray determined at a distance r
is proportional to the squared sound pressure

I D W

4�r2
/ p2 : (11.9)

With the assumption of incoherent rays, n of them add
to

I D
X

In : (11.10)

The assumption of incoherence would be violated in the
case of stationary signals. Here, however, we assume
broadband transient signals. Using this basic concept,
statistical room acoustics can be introduced.

11.2 Statistical Room Acoustics

The basic assumption of statistical room acoustics is
the existence of a diffuse field. In room sound fields
this does not exist perfectly but the approximation is
a very good guess. In a diffuse field, the angles of in-
cidence at a receiver point are uniformly distributed
in 3-D space. With this assumption it can be shown
that the energy density at all positions in the room
is constant, and all boundaries of the room (walls,
floor, ceiling) are irradiated uniformly from all direc-
tions.

A ray with intensity I0 is traced in a room with vol-
ume V and surface area S. It contributes to the energy

density, w , with

eD e0 D I0
c

(11.11)

w D
P

e

V
: (11.12)

The expectation value of the time between two wall col-
lisions is 1=n, with

nD cS

4V
(11.13)

denoting the mean reflection rate.
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11.3 Reverberation

For the derivation of the reverberation time formula
we assume a room with uniformly distributed and
directional-independent absorption. A diffuse field ex-
ists in the room. The sound field is modeled by rays
filling the whole space, traveling at the speed of sound
and bouncing between the boundaries (Fig. 11.3). Each
ray initially has an energy e0. At a boundary reflection
it loses a portion of (1�˛), so the remaining energy af-
ter the first reflection is e0.1� ˛/. Accordingly, after n
reflections during time t the ray energy is

e.t/D e0 .1�˛/n.t/ D W

4�c3t2
.1� ˛/n.t/ : (11.14)

The expectation value of the number of reflections per
time unit is (11.13)

n.t/D nt : (11.15)

The expectation value for the number of rays arriving at
a receiver at time t during a time interval �t is [11.9]

�N D 4�c3t2

V
�t : (11.16)

This leads to the energy density at a receiver point

w .t/D
P

e.t/

V
D W�t

V
.1� ˛/nt : (11.17)

Re-arranging this equation for t and inserting, for the
reverberation time T , a decay of 60 dB (i. e., a decay of
w .t/ by a factor of 10�6) leads to the famous Eyring

Fig. 11.3 Free paths between subsequent reflections

reverberation formula

T D 24 ln.10/

c

V

�S ln .1� ˛/
� 0:16

s

m

V

�S ln.1� ˛/ : (11.18)

For small absorption coefficients ˛ �� ln.1�˛/ it can
be simplified to

T � 0:16
s

m

V

S˛
: (11.19)

This equation is known as the Sabine equation. It
holds for the large majority of ordinary rooms and per-
formance spaces. Exceptions are spaces of complex
geometry or any other special case in which no diffuse
field can be expected. This may apply to coupled rooms,
long or flat spaces, for example.

In the case of nonuniform absorption the reverbera-
tion formula must be modified by introducing the mean
absorption coefficient or the equivalent absorption area,
A, for N subsurfaces.

˛ D A

S
; AD

NX
iD1

Si˛i (11.20)

In the particle model, the sound can be attenuated by
wall absorption but also by attenuation in the air. Sound
traveling over a distance xD ct is affected by an inten-
sity loss of exp.�mct/. Thus, the reverberation formula
can be further extended to

TSabine � 0:16
s

m

V

S˛C 4mV

D 0:16
s

m

V

ASabineC 4mV
; (11.21)

TEyring � 0:16
s

m

V

�S ln.1�˛/C 4mV

D 0:16
s

m

V

AEyringC 4mV
: (11.22)

It should be noted, however, that the reverberation
formula in Sabine’s or Eyring’s notation are approxi-
mations. The underlying assumption of a diffuse field
is a theoretical model, which exists in rooms only
in approximation. The interpretation of the equivalent
absorption area A also leads to the possibility of con-
sidering it in relation to the mean logarithmic reflection
loss, to the linear reflection loss, or just to the term in
the denominator which expresses the losses associated
with the boundaries. This factor A also appears in the
solution of the sound level in stationary excitation.
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11.4 Stationary Excitation
In the case of a stationary sound power source the ex-
ponential energy propagation over time (11.14) must be
integrated in order to calculate the total energy in the
room. The energy balance is given by the steady state
between the energy injected by the power source and
the energy losses in the boundaries and the air. In this
way the integration can be performed easily, and after
normalization with the source sound powerW it yields

wdiffuse D 4W

cA
e�

A
S : (11.23)

This energy density can be compared with the energy
density of the direct soundwdirect, observed at a distance
r from the source

wdirect D W

4�cr2
: (11.24)

The distance in which the direct and the diffuse field are
equal is called the reverberation distance

drev D
r

A

16�
: (11.25)

The basic findings illustrate the influence of room vol-
ume and absorption on the perceived sound. This is
actually the basic experience while listening in a room.
Humans can estimate the room size and the state of the
room interior (fully furnished, empty, etc.) very well.
When it comes to more specific aspects of sound per-
ception in rooms, however, the sound incident on the
listener must be studied in more detail and in particu-
lar in dependence of the position of the source and the
receiver.

11.5 Room Impulse Responses

In the 1950s, the fine structure of reverberation became
the focus of interest. Lothar Cremer, in the first edition
of his pioneering book [11.10], illustrated sound reflec-
tions using geometric constructions of rays and image
source, a methodology which is still one of the stan-
dard methods in room acoustics today. He had identified
the importance of reflections, their series of arrival,
their density, and their global late decay. With these
findings and with the availability of instrumentation
for impulse response measurement, acoustic consulting
was put on a scientific basis. From the 1950s, con-
sulting firms could rely on a deeper understanding of
sound fields and could advise architects accordingly.
The basis is the room impulse response as illustrated
in Fig. 11.4.

Direct sound
Early reflections

Reverberation

...

Energy

Time

Fig. 11.4 Typical energy room impulse response

According to the concept of geometrical acoustics
the reverberation is generated by subsequent sound re-
flections at the boundaries. A human listener in the
room therefore perceives not just the direct sound but
a series of delayed and attenuated reflections. They are
delayed due to detours through the room and they lose
energy due to the spread of the spherical wave behavior
and to boundary absorption and air attenuation.

If the sound source emits a very short pulse, the
room response contains a series of pulses, the density
of which quadratically increases with time while their
strength decreases quadratically in time and exponen-
tially due to repeated absorption. Eventually, the energy
decay integrated over short time intervals is an expo-
nential function (11.17).

Concerning perception, the first component (the di-
rect sound) determines the source localization. This
effect is called the law of the first wavefront [11.10],
or the precedence effect [11.11]. The reflections that
arrive not later than 50�80ms after the direct sound
are perceptually very important. They support the loud-
ness, a certain source widening by localization blur and
they create the sensation of clarity in music perception.
The reflections that arrive later than 80ms are inter-
preted as reverberation. They create an impression of
the room size and of the so-called listener envelop-
ment (LEV; spatial impression). A strong reflection that
significantly exceeds the exponential trend of the re-
verberation tail is considered an echo, which is usually
a dramatic room defect.
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t = 0

Level

Decay slope

Background
noise

Time

Fig. 11.5 Typical level versus time curve by using
a switch-off of a random noise signal

The function of energy versus time depends on the
positions of the source and the listener. The exponen-
tial envelope of the reverberation tail may be constant
throughout the room but this does not at all hold for the
early part.

11.5.1 Room Acoustic Measurements

In classical reverberation time measurement a noise
source (loudspeaker excited with random noise) is
switched on for a time sufficient to obtain an excitation

a) b)
dB

Decay no. 1

Time

0

Impulse response

Time
dB

Decay no. 2

Time
0

Squared

Time
dB

Decay no. n

Time
0

Reverse-time
integration

Time
dB

Ensemble average
decay curve

Time

dB

Logarithmic

Time

Fig. 11.6a,b Classical versus impulse
response method. (a) In the classical
method the expected decay is found
by ensemble averaging of a number
of individual decays based on noise
excitation. (b) By application of the
impulse response method the expected
decay is found by postprocessing of
the impulse response

in steady state. Then the source is switched off, and the
decay of the sound level is observed.

As seen from Fig. 11.5, the stationary level (11.23)
and the decay time (11.18) are obtained from the sta-
tionary excitation level and from the slope after switch-
off. Statistical signal characteristics require averaging
over several excitations until a stable and smooth mean
decay curve appears.

In modern digital measurement methods, however,
it is possible to obtain the room impulse response as
a primary deterministic result. The reverberation time is
calculated by postprocessing (Fig. 11.6). This approach
requires more sophisticated equipment and signal pro-
cessing but it is much more effective and theoretically
more elegant.

According to Schroeder [11.12], the expected de-
cay resulting from an infinite number of averages in
one particular observation point may be obtained by
processing the impulse response between the excitation
signal (loudspeaker) and the observation point (micro-
phone) directly and without tedious averaging.

This situation can be accounted for with a known
impulse response h.t/, between source and receiver.
When a room is excited by stationary white noise for
a time sufficient to obtain stationary conditions and the
noise is thereafter switched off at time tD 0, the ex-
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pected level at any time t > 0 will be

L.t/D 10 log

2
4N0

1Z
t

h2.�/d�

3
5 ; (11.26)

where N0 is a constant specifying the signal power per
unit bandwidth of the excitation signal.

Various methods may be applied to obtain the
impulse response h.t/ or the transfer function H.!/
(which is linked to the impulse response by Fourier
transformation). All such methods may be used if they
are able to demonstrate reliable results within normal
measurement conditions, i. e., conditions that are linear
and time-invariant.

When an octave-band or fractional-octave-band fil-
ter is a part of the measured system, (11.26) will
describe the expected decay according to the classi-
cal method for the applied filter band. Accordingly, the
level plot can be evaluated for determination of the re-
verberation time.

The dynamic range necessary for reverberation time
measurement is very high. As for level measurements,
the upper limit for the time integral in (11.26) shall
be limited in order to reduce the contribution from un-
wanted noise.

L.t/D 10 log

2
4N0

t2Z
t

h2.�/d�

3
5 (11.27)

Usually t2 is set to the time where the level of the expo-
nential decay in the impulse response h2.t/ is equal to
the extraneous background noise level. Different meth-
ods are described in the literature to compensate for
the noise and the truncation in the integration inter-
val [11.13]. If an evaluation range of 30 dB is used,
and T30 is to be measured, the decay curve must
be evaluated from linear regression between an up-
per limit of �5 dB and a lower limit of �35 dB. To
add a safety margin and to avoid a truncation error,
�40 or �45 dB dynamic range is required to ensure
an undistorted decay curve down to �35 dB. Other
definitions for reverberation time measurements are
T20, T40, etc.. The early decay time (EDT) is evalu-
ated from the initial part of the decay between 0 and
�10 dB.

With strategies for subtracting the noise floor it is
possible to extend the evaluation range. Estimation of
the noise floor energy C can be performed by taking
the first part of the impulse response, before the direct
sound, or the late part which should show a constant
short-time average energy. In this case, (11.27) changes

to

L.t/D 10 log

2
4N0

t2Z
t

h2.�/d� CC

3
5 ; (11.28)

with C denoting the energy of the noise contribu-
tion. This procedure, however, requires manipulation of
the impulse response with some arbitrarily chosen pa-
rameter. If the noise content remains in the measured
response, backward integration will lead to a curved
decay of two slopes. But even in this case the correct
decay slope can be extracted, by using a nonlinear re-
gression, as shown by Xiang [11.14].

All measurement methods can be based upon
a common scheme of impulse response and transfer
function determination. In the following part of this
chapter, the fundamentals of modern impulse and cor-
relation techniques are described.

The room is excited by a deterministic signal s.t/,
and the impulse response h.t/ is calculated from the
response to this excitation, g.t/. In modern digital meth-
ods the excitation signal is usually distributed over
a longer period of time to facilitate high total en-
ergy. This procedure will enhance the dynamic range
and reduce the influence of extraneous noise. Most of
the methods may be described as FFT (Fast Fourier
Transform), de-convolution, or correlation techniques
applied to the measurement and processing of the im-
pulse response. Usually results in building acoustics are
expressed in one-third octave or octave bands. These fil-
ters can be included in the excitation signal, or in the
signal processing of the received response.

The signal path expressed in the time domain reads
(Fig. 11.7)

g.t/D s.t/ h.t/D
1Z

�1

s.�/h.t� �/d� : (11.29)

Exactly the same expressed in the frequency domain
reads

G.!/D S.!/ �H.!/ : (11.30)

H ( f )

LTI

*

·

F F
S ( f ) G ( f )

h (t)
g (t)s (t)

Fig. 11.7 Signal transmission through a linear time-
invariant (LTI) system
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While the key equation of a formulation in the fre-
quency domain is

H.!/D G.!/

S.!/
; (11.31)

the same can be expressed in the time domain by so-
called de-convolution

h.t/D g.t/ s�1.t/ (11.32)

with s�1.t/ being the signal with the inverse spectrum
1=S.!/. s�1.t/ is also called the matched filter. If S.!/
is a white spectrum, (11.32) can also be re-arranged into

h.t/D g.t/ s.�t/D
1Z

�1

g.�/s.tC �/d� ; (11.33)

which means that h.t/ is obtained from crosscorrelation
of s.t/ and g.t/.

Obviously, the three equations above are absolutely
equivalent for broadband white excitation signals. Dif-
ferences, however, can be found in characteristics of the
signal in relation to the capability of the components
of the measurement chain and in relation to sensitivity
against nonlinear distortions of time variances.

It is worth mentioning that the equations must be
programmed in discrete form and be represented in the
memory of a computer with a finite length. The inte-
gration will be read as summation, and the limits of the
summation are finite. Accordingly, the excitation signal
must have a certain length: a period. Now, if a repetitive
excitation signal is used, the spectrum of the excitation
will consist of narrow spectral lines where the distance
between adjacent lines �f will be given as the inverse
of the time for one repetitive period Trep

�f D 1

Trep
: (11.34)

In order to ensure that all modes of the room are excited
the repetitive period must not be shorter than a certain
fraction of the reverberation time for the room being
measured. If, for example, the decay time of the im-
pulse response is significantly larger than one period of
the signal the tail of the impulse response appears as
equivalent noise overlap in the subsequent periods. This
effect is called time aliasing, and is similar to frequency
aliasing, which happens if spectra are measured with
too low a sampling rate. To be on the safe side, Trep > T
should be chosen.

The periodic nature of the source signals, however,
offers a very big advantage. A repetition of the sig-
nal should give exactly reproducible results, measured

and compared from one period to the next. This allows
for the application of synchronous averaging, a proce-
dure which reduces the effective background noise level
by 3 dB per doubling of the number of averages. The
reason is that the exactly repeated periods of the test
signal add up in phase while the background noise is
not correlated between the different periods and adds
up energetically only. This averaging process is an ad-
vantage of deterministic signals in general. The gain in
signal-to-noise ratio, with N denoting the number of av-
erages, is �av D 10 logNdB.

11.5.2 Digital Measurement Techniques

The three methods for determination of impulse re-
sponses expressed in (11.31)–(11.33) are described in
more detail in this section.

The FFT technique is based on spectral division.
There are two variants, the first of which uses any exci-
tation signal, possibly from an arbitrary stationary noise
source, and the other uses a deterministic source signal
which is synchronized with the A/D sampling. Some
traditional FFT analyzers operate with asynchronous
noise sources.

With an asynchronous signal source the complex
transfer function defined by (11.31) can be computed
using the cross- and autocorrelation spectra between in-
put and output channel, for instance from

H.!/D S�.!/G.!/

S�.!/S.!/
D �SG.!/

�SS.!/
(11.35)

With deterministic and repeatable excitation, however,
the measurement is straightforward and uses the formu-
lation in the frequency domain. The input and output
signal are measured simultaneously, transformed by
FFT, and processed by complex division to obtainH.!/
(11.31). The most important requirement is that the
source signal must have sufficient energy in the whole
frequency range. Weak signal-to-noise ratios may cause
errors in the spectrum division. Any broadband sweep,
time-stretched pulses, or pseudorandom noise can be
used.

After processing the spectrum division in the fre-
quency domain, the impulse response is calculated
finally by inverse Fourier transformation (Fig. 11.8).

The construction of a constant-envelope sweep with
arbitrary spectral distribution, for instance, is possible
when the group delay’s inclination, or in other words,
its derivative, is proportional to the expected energy
jH.!/j2 at each frequency [11.15]. For a discrete FFT
spectrum, this means that the group delay has to in-
crease according to

�G.!/D �G.! � d!/CC � jH.!/j2 (11.36)
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Fig. 11.8 Typical 2-channel FFT instrument

following a recursive structure of �G! �G.! � d!/ in
the FFT spectrum, and C denoting a normalization con-
stant composed of the sweep’s length divided by its total
energy (!s is the sampling frequency)

CD �G.!end/� �G.!start/R!s=2
!D0 jH.!/j2

: (11.37)

This type of signal is known from traditional sweep
measurements and the tuned narrow-band filter. How-
ever, processing is much more sophisticated compared
to the traditional narrow-band technique and it is possi-
ble to obtain the complex transfer function and accord-
ingly the impulse response. The result is processed by
a matched filter for de-convolution in the time domain
(11.32). The matched filter is the excitation signal in
reverse order

s�1.t/D s.Trep� t/ : (11.38)

An important point and a significant advantage of the
sweep is that the problem of time aliasing can be sig-
nificantly reduced by cyclic shift of the signal and
extension by inserting zeros. The matched filter is then
treated accordingly in the reversed way. Furthermore,
Müller [11.15], Farina [11.16], and Dietrich [11.17]
discussed the fast simultaneous measurement of the
linear transfer function and nonlinear indicators like
distortion products. Procedures for signal processing
in the swept-sine technique can also be formulated in
the frequency domain. If the matched filter convolu-
tion is performed by FFT, this technique is similar to
the 2-channel FFT technique, but the differences (and
disadvantages) can be found in the periodicity and the
cyclic processing.

Another technique, the maximum length sequence
(MLS) technique, became popular in the 1990s. The
technique is a a special form of correlation measure-
ment for obtaining impulse responses of LTI systems
according to (11.32). The room is excited by a sta-
tionary MLS signal s.t/, and the output signal g.t/ is
processed by crosscorrelation with the excitation sig-
nal.

Maximum length sequences are a special kind of
correlation signal useable in the technique described
above. The sequences are periodic binary pseudos-
tochastic signals with an autocorrelation function al-
most identical to a periodic Dirac pulse. They are
generated by use of a shift register with feedback loops.
The exact feedback procedure is given by number-
theoretical prescriptions [11.18].

The procedure of the MLS technique can be sum-
marized as follows. The LTI system is excited with
a stationary periodic sequence. In order to avoid time
aliasing the period must be larger than the impulse
response of the system as given, for instance, by
the reverberation time. Crosscorrelation is used to
extract the impulse response from the measured se-
quence.

ŒsMLS.t/ h.t/� sMLS.�t/
D sMLS.t/ sMLS.�t/ h.t/
D �ss.t/ h.t/ : (11.39)

The important advantage of maximum length sequences
is the availability of a fast correlation algorithm, the
so-called fast Hadamard transformation, FHT. More
elaborate investigations are found in Rife et al. [11.18],
and practical aspects are discussed in [11.19].

11.5.3 Perception-Based Parameters
Obtained from Impulse Responses

The subjective impressions were correlated with the
physical properties of room impulse responses. One of
the first observations concerning early reflections was
made by Thiele [11.20] in 1952, who provided the ba-
sis for objective descriptors of the early-to-late energy
integral ratio (Deutlichkeit). This was finally possible
with the availability of multichannel equipment in an-
echoic rooms. Today, we consider the concept of early
decay time as well known. This finding was given by
Vilhelm Jordan [11.21] who discovered the relationship
between early reverberation and subjective reverber-
ance. Furthermore, during this period there were also
studies on correlation of subjective impressions and
objective parameters. Numerous publications appeared
from research groups led by Erwin Meyer et al. [11.22–
26].

In the following some of the quantities are intro-
duced which were tested in laboratory environments,
and applied in measurements in halls. The integrals are
taken over the sound pressure impulse response h.t/, of
the room with regard to particular source and receiver
positions. It should be noted that the squared response
h2.t/, is proportional to the energy density.
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Strength

GD 10 log

R
1

0 h2.t/dtR
1

0 p210m.t/dt
(11.40)

with a reference to the sound pressure of the sound
source used in a free field in 10m distance, p210.

Speech Intelligibility: Deutlichkeit

DD
R 50ms
0 h2.t/dtR

1

0 h2.t/dt
: (11.41)

Transparency of Music, Clarity

C80 D 10 log

R 80ms
0 h2.t/dtR
1

80ms h
2.t/dt

: (11.42)

Apparent Source Width (ASW)

LF D
R 80ms
5 h2

1
.t/dtR 80ms

0ms h2.t/dt
; (11.43)

with p2
1

denoting the squared sound pressure impulse
response obtained with a gradient (dipole) microphone.

Listener Envelopment, Late Lateral Strength

LGD 10 log

R
1

80 h2
1
.t/dtR

1

0 p210m.t/dt
: (11.44)

11.5.4 Music Perception
and Architectural Design

At the beginning of the 1970s many modern concepts
for good room acoustics related to performance of clas-
sical music, opera, and speech in theaters were proven
in theory and accepted as best practice. At that time,
however, many halls were designed with modern ar-
chitecture and construction methods. Usage of open
concrete, mostly large flat and smooth surfaces, large
and wide halls, particularly fan-shaped halls were pre-
ferred. And some of these halls did have their critics,
although reverberation time, sound level, and clarity
were found to be around the right order of magnitude.

James West [11.27] stated in 1966 that concert
halls with good acoustics (Musikvereinssaal Vienna and

Boston Symphony Hall) have a small width-to-height
ratio. In 1968, Harold Marshall [11.28] confirmed that
spatial impression is created by side wall reflections
which are particularly strong in narrow halls. In the
early 1970s, Michael Barron [11.29] in Southampton
and P. Damaske and Yoishi Ando [11.30] in Göttingen
identified the importance of lateral reflections as being
underestimated. They pointed out the relevance of early
lateral reflections for spatial impression. It affects the
precision of source localization and gives an impression
of diffuse sound incidence. Spatial impression still to-
day is the most difficult component of multidimensional
hearing in rooms (Hörsamkeit).

A fan-shaped hall shows indeed a lack of early lat-
eral sound. A consequence was to implement side walls
with segments of tilted angles, terraces, or vineyard ar-
eas, in order to split side wall reflections and to direct
them to the audience at lateral angles.

After the 1970s, acousticians and architects could
rely on quite stable and complete knowledge of the gen-
eral principles of room shape and its effect on early
and late reflections. The first issue of the book by
Heinrich Kuttruff, published in 1972, already contained
state-of-the-art knowledge of room acoustics [11.31].
Thereafter, although further detail could be added
the general insight into room acoustics was com-
plete.

It is interesting to note that the findings in room
acoustic research were directly reflected in the hall
shapes built. Jürgen Meyer [11.32] evaluated 157 halls
with a seating capacity > 1000. He pointed out that the
majority of room shapes were rectangular, fan-shaped,
hexagonal, or arena style. Thus, hall shape has a large
bearing on acoustic performance. Many details such as
surface corrugations, stage, balcony and reflector de-
sign are important as well, as well as consideration of
the directional radiation of musical instruments.

Finally, an extended issue of the international stan-
dard ISO 3382, Measurement of the reverberation time
of rooms with reference to other acoustical parameters
was developed and published in 1996 [11.1]. It not only
contained guidelines for measuring reverberation time
in auditoria but definitions of the other room acoustical
criteria listed above.

11.6 Computers in Room Acoustics

The introduction of computers in acoustic measure-
ments enabled the use of sophisticated impulse re-
sponse measurement techniques for both real-room
measurements and scale models. Impulse responses

could be measured with high reproducibility and, thus,
comparability. The first ISO 3382 already contained
a hint that broadband excitation and postprocessing
should be applied to obtain impulse responses [11.1].
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Fig. 11.9 Computer model of a room with a source (�) and
a set of receivers (brown spheres)

Use of computers in room acoustics progressed
greatly after 1985, during a period corresponding to the
development of simulations. This development brought
them to a level that allowed their application in con-
sulting. Independently, Dirk van Maercke in Greno-
ble [11.33] (the first software listed was originally de-
veloped as EPIKUL at KU Leuven),Michael Vorländer
in Aachen [11.34], Bengt-Inge Dalenbäck in Gothen-
burg [11.35], and Graham Naylor and Jens Holger
Rindel [11.36] in Copenhagen worked on algorithms
for simulating room acoustics on the basis of archi-
tectural CAD input data. These and other programs
are still being used with success today. Round-robin
tests [11.37–39] showed their efficiency and as well
the limits of computer simulation of room acoustics.
This led, among other findings, to the definition and
implementation of scattering coefficients [11.40] in
simulation methods. Similarly to observations in real
sound fields with purely specular reflections (rooms
with large flat concrete walls), it was noted that artificial
decays based on purely specular models sound unnatu-
rally cold and contrasted.

In room acoustic computer simulation a geometric
model of the room is built using polygons (Fig. 11.9).
The polygons are the portions of planes which form
the room boundaries. Sound sources and receivers are
considered to be small compared to wavelengths. The
computer algorithm consists of equations of linear al-
gebra for solving the problem of intersection of rays
(vectors) with polygons (planes). The method is used
for calculation of ISO 3382 criteria such as reverbera-
tion time (T), early decay time (EDT), definition (D),
clarity (C80), center time (CT), lateral energy fraction
(LF), or for auralization. The latter means that the com-
puter results are reproduced binaurally through the D/A
converter in the sound card.

Two principles are typically implemented, ray trac-
ing and image sources. They are complementary in their
pros and cons. Today, simulated room acoustics are
applied in various fields with great success. Their well-

developed algorithms help to create realistic acoustics
during architectural planning. Acoustic simulation tools
are also used for designing sound reinforcement sys-
tems in churches, stadiums, train stations, and airport
terminals.

It is important to highlight the differences in the
physical meaning of ray tracing and image sources. Ray
tracing describes a stochastic process of particle radi-
ation and detection. Image sources are geometrically
constructed sources that correspond to specular paths
of sound rays. Often, image sources are constructed by
using rays, beams or cones, via a kind of ray tracing.
Nevertheless, they are still image source models. The
fundamental difference between image sources and ray
tracing is the way contributions in impulse responses
are calculated. Ray tracing only yields low-resolution
impulse response data like envelopes in spectral and
time domains. Image sources (classical or via tracing
rays, beams, cones, etc.) may be used for exact con-
struction of amplitude and delay of reflections with
narrow-band resolution depending on the filter speci-
fications for wall reflection factors, for instance.

11.6.1 Image Sources

We assume smooth walls which reflect the sound waves
specularly with a reflection coefficient of one. In this
case the sound paths between sources and receivers are
unique solutions and use virtual (image) sources. This
approach also solved the wave equation. In the case
of reflection coefficients < 1 the approach is a quite
good approximation. The main problem in this case is
the assumption of plane-wave reflection coefficients in
contrast to the spherical wave reflections in the precise
wave approach. After all, the approximation is suffi-
ciently correct if the source and the receiver are not
closer to the boundaries than a few wavelengths.

Firstly, for a given room they must be constructed.
The original source is mirrored at all wall polygons.
In Fig. 11.10, the image source S1 is created by con-
structing a perpendicular line between the source, S,
and wall 1 and by continuing to the same distance be-
hind the wall. The same is done for all walls. This
yields the first-order image sources. With those the mir-
roring is continued to achieve the second-order image
source, and so on. The order of an image source de-
flects the order of the reflection, i. e., the number of
walls which were hit during the propagation between
the sound source and the receiver.

Secondly, an audibility test must be performed.
The result depends on the receiver position, and it
is required for identification of the meaningful image
sources. Each source is considered as the last element of
a chain of image sources. At its indices we can identify
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Wall 2

Wall 1
S

S1

S12

Fig. 11.10 Image source construction

the walls which were sequentially hit during the sound
propagation in the room. This sequence must be phys-
ically consistent so that free lines of sight are present
between the subsequent points on the polygons where
the walls are hit.

A sequence of an i-th-order image source has i in-
dices

S! Sn1 ! Sn1n2 ! Sn1n2n3 !
: : :! Sn1n2:::ni�1 ! Sn1n2:::ni : (11.45)

The possible number of permutations and thus the im-
age source number, NIS, to be constructed for a room
with nw polygons is

NIS � .nw� 1/nt (11.46)

with ntD i denoting the order of image source involved
up to a time t in the impulse response (11.15). Of this
extremely large number of image sources, however, just
a very small portion is actually audible. To check this,
the audibility test is introduced as follows (Fig. 11.11).
We consider an example in a 2-D plane.

We start the process by checking S12 exemplarily.
The receiver point, R, is connected to S12. Its last in-
dex (no. 2) denotes the last wall (no. 2) involved in the
sequence of reflections. If the intersection point, P12, of
the straight line connecting R�S12 is located in the wall
polygon no. 2, it’s correct. Then we proceed by con-
necting the intersection point with the mother source of
S12, i. e., S1 (the one with the same set of indices except
the last). If the intersection point, P1, of the straight line
connecting P12�S1 is located in wall polygon no. 1, it’s
correct. As soon as one intersection point is located out-
side the polygon, the source is found to be inaudible.
This applies in the example to S21, because P21 is not
inside polygon 1. This means that this reflection path
is blocked by the room edges or by an obstacle in the
room (in the case of concave rooms).

Accordingly, the core subroutine of the image
source algorithm is the point-in-polygon test. It is cru-
cial that the audibility is checked for the actual receiver

Wall 2

Wall 1
S

R
S1

S12

S21

S2

P1

P12

P21

Fig. 11.11 Image source audibility test for the sources S12
and S21. S21 is inaudible at R

position. Generally, image source cannot be excluded,
except for constraints in the room geometry and imag-
ing zones built by the polygon edge [11.41].

The audible image sources are postprocessed to ac-
count for their contributions to the impulse response in
terms of amplitude and delay. The following factors in-
fluence the contribution of the image source number j
(j is the sequence of wall reflections represented by
n1n2 : : : ni, see (11.45)).

Hj D
e�jkrj

rj
Hsource.�; �/Hair.rj/

�HRTF.#; '/
njY
i

Ri (11.47)

In this equation, Hj is the complex spectral component
of the image source j. It contains the delay expressed in
phase lag, the amplitude of spherical wave spread, the
source spectrum expressed by the sound pressure radi-
ation in source coordinates .�; �/, the air attenuation
over the traveled distance rj, the spatial listener sensi-
tivity expressed by the head-related transfer function in
receiver coordinates .#; '/, and the multiplied complex
reflection coefficients Ri of the walls involved. Usually,
however, the reflection coefficients are considered to be
real-valued and taken from RDp1�˛.

The impulse response obtained by using image
sources may look like the example shown in Fig. 11.4.
The temporal resolution in the impulse is just limited by
the precision of the distance between the image source
and the receiver, which is a pure construction of straight
lines. The accuracy in the impulse response in terms of
the temporal series is very high. The accuracy of the
amplitudes of the reflections depends on the input data
used for the walls and the medium, the source, its di-
rectivity, and the listener head-related transfer function
(HRTF).
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Fig. 11.12 Ray-tracing example and
algorithm flow diagram

However, because of the problem of the rapidly
growing computational effort, the image source algo-
rithm is applicable to low reflection orders only. The
long computation time means it is not useful for cal-
culation of the reverberation tail. A very serious short-
coming is the prerequisite of pure specular reflections.
So, the image source algorithm is a good choice for cal-
culating the early specular part of the impulse response
precisely.

11.6.2 Ray Tracing

Obviously there remains the problem of calculating the
late part of the impulse response and the scattered and
diffracted components. A well-established method in
this respect is stochastic ray tracing (Fig. 11.12). The
goal is to estimate the impulse response envelope over
short time intervals without aiming at the exact fine
structure formed by reflected, scattered, and diffracted
sound. This approach is justified in the regime of reflec-
tion overlap within reasonable intervals of human tem-
poral perception abilities. This statement simply means
that humans cannot perceive the specific fine structure,
so that an approximation by a statistical approach is suf-
ficient. It is crucial, however, that the temporal, spectral,
and spatial envelopes are correct. The corresponding av-
erages are usually taken over 10ms, critical frequency
(or one-third octave) bands, and 5ı, respectively.

In ray tracing, it is assumed that a sound source emits
rays or particles at tD 0. In the following, the concept of
a particle is used, which is in line with the wave-particle
dualism of wave physics, too. It is crucial that numer-
ous particles are emitted, and the results obtained are
interpreted as a statistical mean of events. Events in this
respect are reflections and detections are receivers, for

example. Each particle is traced during its run through
the room. The mathematics for this is quite similar to
that described above for image source: vector algebra
and intersections of vectors with planes are the basis,
and the point-in-polygon test is the most relevant part.

Each time a particle hits a wall polygon, the colli-
sion point and the angles of the incident vector with the
plane are calculated. Then the reflection is modeled by
inverting the vector direction following a specular re-
flection, or by a random scattering process. In the latter
case Lambert’s law is often applied, which states that
independent of the incidence angle the reflection angle
is distributed according to a cosine function.

Absorption is modeled by reducing the energy by
a factor of (1�˛). The stop criterion of tracing one par-
ticle is defined by the maximum time in the impulse or
by using a minimum energy. Absorption modeling can
also be implemented by randomly deleting the particle
if a random number z 2 Œ0; 1� is smaller than the absorp-
tion coefficient ˛. After the stop criterion is reached or
the particle is deleted, the next particle is emitted from
the source. This way the sound radiation into the full
space, for example omnidirectionally, represented by
some 10 000 particles is modeled. The particles are reg-
istered at receivers by counting the energy and arrival
time.

The temporal resolution is limited by the fact that
a finite number of particles are traced. Late reflections
are thus represented just by a few particles, or just by
one. The probability of later reflections represented by
a particle is less than one. Therefore, the impulse re-
sponse is not meaningful but randomly sparse. This is,
by the way, a phenomenon similar to the effect of back-
ground noise limiting the meaningful temporal range of
the impulse response.
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Fig. 11.13a,b Postprocessing of ray-tracing results into color maps of the ISO 3382 criteria D50 (a) and lateral energy
fraction (b)

11.6.3 Hybrid Models

Because of the contradictory advantages and disadvan-
tages of ray tracing and image sources an effort was
made to combine the advantages in order to achieve
high-precision results without too much complexity or
computation time. Either ray tracing or similar algo-
rithms such as radiosity were used to overcome the
extremely high calculation time inherent in the image
source model for simulation of the late part of the
impulse response (adding a reverberation tail), or ray
tracing was used to detect audible image sources in
a kind of forward audibility test. The idea behind this
is that a ray, beam, or cone detected by a receiver can
be associated with an audible image source. The order,
the indices, and the position of this image source can
be reconstructed from the ray’s history by storing the
walls hit and the total free path. Hence the total travel
time, the direction and the chain of image sources in-
volved can be addressed to the image source. Almost
all other algorithms used in commercial software are in
a way dialects of the algorithms described above, and
they differ in the way the mixing of the specular with
the scattered component is implemented. The specific
choice of dialect depends on the type of results wanted,
particularly in terms of accuracy, spatial, and temporal
resolution.

11.6.4 Wave Models

The boundary element method (BEM) and the finite el-
ement method (FEM) are also well-known algorithms

in acoustics. In FEM, the field space for the acoustic
problem must be discretized into suitable volume ele-
ments. Such mesh models are also available in the time
domain, for example the finite-difference time-domain
method (FDTD). Recent algorithmic implementations
made use of the fact that FDTD requires updates of
one mesh node at the actual time step just from the
neighboring nodes at the last time step. Accordingly,
the processing can be parallelized to a great extent, and
the advantage of parallel computing leads to accelera-
tion of the simulation by orders of magnitude.

The same speed increase was demonstrated for
the acoustic radiance transfer method, which is based
on discretization of the room boundaries and formu-
lation of the integral radiation functions between the
surface elements [11.42]. This method is very simi-
lar to the analytic approach of the energy radiosity
method [11.31], but it can be extended to account for
reflection phases and diffraction effects. Furthermore,
significant parallel processing can be used due to the
basically independent computation of algorithmic sub-
routines.

Actually high-speed wave model algorithms can
exceed the Schroeder frequency. But the physical rele-
vance of wave modeling above the Schroeder frequency
is doubtful due to the stochastic nature of the pressure
field. Therefore, all algorithms described above yield
very similar impulse responses when it comes to per-
ception.

The perception of room acoustics can best be as-
sessed by listening to the results rather than by compar-
ing color maps of ISO 3382 criteria (Fig. 11.13).
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11.7 Auralization

The principle of auralization is illustrated in Fig. 11.14.
It shows the basic elements of sound generation, trans-
mission, radiation, and reproduction [11.43].

As soon as the interface between source signal and
the propagation path is clearly defined, the acoustic
situation can be projected into a model of signal pro-
cessing. Provided the transfer functions of the elements
are known by calculation or measurement, the signal
transmitted in the room is processed by convolution
(Fig. 11.15). The transfer function is accordingly the
transfer function of a filter, and its representation in the
time domain is nothing but the room impulse response
h.t/.

This looks simple at first sight, but the task involves
creation of a filter representing as many as possible
features of the real signal path or multiple paths. To
illustrate this task in more detail, some examples are
given in the following sections. It is clear, however, that
the requirements on the signal representation (band-
width and sampling rate, for instance), on the accuracy
of the data given, on the transmitting system, and on
the quality of the audio reproduction system might be
quite specific. Perception of sound signals has multiple
dimensions, some of which are listed below:

� Kind of sound generation� Direction of the event� Movement of the source� Own movement, environment (kind, shape, and size
of the room).

The auralization filter must cover all relevant as-
pects of the specific case.

Impulse responses for auralization purposes must
be generated with a temporal resolution adequate for
the sampling rate of the test signals. A standard au-
dio sampling rate of 44:1 kHz is usually used. In room
acoustics, music or speech may be sampled at half
that rate which still enables signals to be used with
frequency components up to 10 kHz. This upper limit

Sound generation Sound propagation Sound reproduction

Musical instrument
Voice

Room response Loudspeakers
Headphones

Fig. 11.14 Principle of auralization

Filter: h(t)
∞

–∞

s(t) g(t)
g(t) = s(t)*h(t) = ∫s(τ)h(t–τ)dτ Fig. 11.15 Convolution of signal s.t/

with a room impulse response h.t/

is also typically the limit of knowledge of absorption
coefficients. Accordingly, the time resolution of the im-
pulse response is less than 50�s, which illustrates the
demands on the simulation. Conventional ray tracing
cannot be used since the statistical approach requires
temporal histograms. The number of rays would be
much too high if the (very small) time intervals must be
filled with reflections. Conversely, image source algo-
rithms are well qualified, at least up to a certain length
of the impulse response.

It is clear that auralization involves binaural hear-
ing. It’s true that monoreproduction gives an impression
of the simulated sound, but a very important fea-
ture of hearing in rooms is then omitted. In binaural
technology, interaural delay and diffraction around the
head are elementary parameters. Assuming linear sound
propagation, both are included in the HRTFs or in cor-
responding HRIRs (head-related impulse responses).
HRTF data are usually measured with probe micro-
phones and a group of test subjects, or they can be
measured with dummy heads.

Because of the fact that the later part of the impulse
response doesn’t need to be created with the same ac-
curacy as the early part hybrid methods are often tried
with a separation of the simulation into two or more
steps. This is justified by the low energy contained in
the late part and by masking. In auralization tests with
running speech or music the later part of the reverber-
ation tail is masked and noticeable only with impulsive
or rhythmic signals. The early part is considered im-
portant up to a length of some hundred milliseconds
at most. Methods for simulation of exact binaural im-
pulse responses are described above. The fine structure
in the late response is stochastic and can be taken, for
instance, from a stochastic sequence of Dirac pulses.
Octave band filters and summation enable transition
into narrow-band or broadband sound pressure signals.

The appropriate playback arrangement is either
headphone presentation or free-field reproduction with
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loudspeakers and crosstalk cancelation. The equaliza-
tion of the headphone or the loudspeakers is extremely
important if the sound localization and spatial impres-

sion are to be created correctly. However, binaural
technology has been well investigated and can be ap-
plied for these purposes.

11.8 Current Research Topics

Room acoustics is still not a solved problem. In spite
of the standards and design tools there is still a need
for research and transfer of knowledge to other en-
gineering disciplines. Still too many meeting rooms,
classrooms, auditoria, offices, train or metro stations,
and airports have unacceptable acoustic conditions.
Some recent research activities are described in the ex-
amples below.

11.8.1 Room Acoustics and Psychoacoustics

Densil Cabrera et al. asked why reverberance must be
based on a level decay rather than on a loudness de-
cay [11.44]. Time-dependent loudness also includes
spectral masking as the temporal effects of cochlear
sound processing. Models from psychoacoustics are
available [11.45] and have already been adopted in
a standard [11.46].

In fact, their loudness decay rates are well corre-
lated with subjective reverberance. Furthermore, loud-
ness decays can include signal properties if the decay
curve is not derived from the impulse response but from
signals convolvedwith impulse responses. Accordingly,
the reverberance can be expressed in two aspects: (a) the
sound reverb in signal transients and its effect on the sig-
nal modulation and (b) the decay after the final chord.

Concerning binaural aspects, hearing models of bin-
aural processing are a powerful tool to evaluate local-
ization, diffuseness, and spaciousness. Based on the Jef-
fress model of cross-correlation [11.47], diverse model
approaches exist (Lindemann [11.48], Dau [11.49],
Breebaart [11.50], van Dorp Schuitman [11.51], among
others) and those will be used increasingly in room
acoustic research.

11.8.2 Room Acoustic Measurements

A rather new field of research is the evaluation of
measurement techniques (typically application of ISO
3382) concerning measurement uncertainty. The mea-
surement uncertainty can then be compared with the
just-noticeable differences (JND) in order to identify
the significance of results. With the framework of the
Guide to the expression of uncertainty in measure-
ment (GUM) [11.52] it is possible to investigate the
sources of errors influencing a measurement result and

to specify the quantitative influence of each source
of error on the overall uncertainty. In room acoustics,
placement and directivity of dodecahedron loudspeak-
ers were found to be crucial, as well as microphone and
dummy head specifications [11.53, 54].

The relation between the subjective impression and
in situ diffusivity at listener positions is an old prob-
lem and had already been described in the 1950s by
Thiele. Directivity diagrams (hedgehog plot) illustrate
the distribution of distinct specular and smooth dif-
fuse sound incidence. But measurement of a detailed
directional distribution is tedious and uncertain when
it comes to specification of highly directional micro-
phones. An innovative approach was introduced by
Lokki and Pätynen at Aalto University in Helsinki, who
use a loudspeaker orchestra which can provide repro-
ducible situations on the stage as concerns the source
positions and the directional radiation. Furthermore,
they analyze the impulse responses with microphone
arrays and spatial decomposition in order be able to re-
produce virtual orchestra sounds for listening tests and
sensory evaluations [11.55].

11.8.3 Virtual Room Acoustics

The basic algorithms of computer models were devel-
oped in the 1990s. Also at that time, the importance
of scattering was recognized, thus leading to imple-
mentation of hybrid models. Their main feature is
that deterministic specular components in the impulse
responses are calculated separately from stochastic (dif-
fusely scattered) parts. Both parts are combined in the
end. It is important to mention that the physical sound
field can be separated into those two parts as well.
Auralizations using such kinds of hybrid model are in
perceptive aspects close to recordings. To quantify the
differences and to understand the reason for differences,
though, is subject to research.

Besides the development of algorithms describing
the physical sound propagation in rooms, many ideas
from the field of computer graphics were also applied
to room acoustic modeling, such as space partitioning
or other methods to speed-up the algorithmic kernel
for finding the ray intersection point with polygons.
Because of severe differences of (narrow-band) light
propagation in contrast to broadband sound propaga-
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Fig. 11.16 Audiovisual real-time simulation of concert hall
acoustics (photo by Peter Winandy)

tion and differences in the ratio of room and object sizes
in comparison to wavelengths, the algorithms used for
creation of computer images cannot be applied in room
acoustics. Nevertheless, data management and dynamic
object handling developed in computer graphics makes
real-time auralization possible (acoustic virtual reality)
(Fig. 11.16).

In a consortium of the Universities of Berlin,
Aachen, Ilmenau, Oldenburg, and the Negev, Israel,
several aspects of perception in room acoustics, and fur-
thermore recording and reproduction of spaces is being
investigated from various viewpoints [11.56].

The research group followed a coordinated effort
to improve the complete signal chain from the numeri-
cal modelling, the data acquisition within numerical or
real sound fields, the coding and transmission to the
electro-acoustic reproduction by binaural technology or
by sound field synthesis. A novel approach for the com-
parative evaluation of simulated environments did not
only perceptively validate all improvements along the
signal chain; it also allowed an evaluation of the plausi-
bility and/or the authenticity of virtual room acoustic
environments as a whole. Moreover, it brought forth
better physical measures to predict the qualities of nat-
ural acoustic environments as well.

Another very interesting auralization project was
presented by Woszczyk in 2009. Virtual Haydn [11.57]
involved seven historic pianos, which were recon-
structed by highly renowned artisans. They were played
in nine virtual rooms created to represent rooms from
Haydn’s time, i. e., rooms in which Haydn could have
played.

11.8.4 Array Technologies
in Room Acoustics

The development of linear, circular, and spherical ar-
rays for 3D sound field analysis inspired many inves-
tigations in room acoustics. Arrays are used for spatial
decomposition and beamforming, thus for decomposi-
tion of complex sound fields into plane or spherical
waves. Those waves of course stem from reflections.
The advantage is that not only the temporal and spec-
tral cues of room sound fields are captured, but their
directional distribution as well. And apart from the pos-
sibility of multichannel sound recording, this technique
is very interesting for analysis of room sound fields and
reflection patterns.

One of the first findings with linear arrays was that
clarity, C80, is very sensitive to small changes in the mi-
crophone position. If impulse responses are evaluated
for adjacent array microphones just a few centimeters
apart, clarity data differ more than the just notice-
able difference [11.58]. This would indeed mean that
the subjective impression of clarity differs significantly
within an area of one concert hall seat. This does not
match the listening experience at all, and accordingly
the definition of the clarity index creates a too sensitive
result.

The next example is application of the concept of
wave field analysis (WFA), to room acoustics. In this
way, rooms can be compared in regard to their wave
propagation patterns [11.59], which gives a valuable
insight into the spatial wave incidence and, thus, the
amount of distinct specular wave fronts and diffuse
components.

11.9 Final Remarks

In room acoustics, several dimensions of the overall lis-
tening impression were identified which show a good
correlation with corresponding objective measurement
data. It can be summarized that the three most important
factors (loudness, reverberance, and spatial impression)
explain most of the statistical variance when comparing
the acoustic conditions in auditoria. Aspects of scatter-
ing and diffusivity and their relation to surface design

are still under investigation, as well as robust descrip-
tors of stage acoustics.

Apart from the definition of the most relevant per-
ceptual factors, another crucial point is the listener’s
sensitivity to changes in a sound field in regard to
those subjective aspects (just-noticeable differences)
and to the robustness and significance of measurement
results.
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Cooperation of room acoustics with psychoacous-
tics and audio engineering will stimulatemore ideas and
innovation in research and concert hall design.

Room acoustics today is far from being black
magic. Instead, there is a strict scientific interdisci-

plinary concept which will be further developed. Meth-
ods, knowledge, and guidelines from classical room
acoustics will also be used for other purposes than
acoustics in performance spaces, such as for train sta-
tions or airports, factory halls and offices.
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This book section deals with signal processing tech-
niques from the perspective of computational system-
atic musicology. Recent developments in the field have
opened up major opportunities for researchers with
technical backgrounds to pursue new ways of analyz-
ing music using digital signal processing techniques.
Traditionally, the primary work of systematic musicol-
ogy focused on the manual analysis of music scores.
In classical music, where the field of musicology orig-
inates from, the concept of work is based on music
scores. While the score defines the work of a composer,
the performance of these works is considered interpre-
tation and thus of secondary interest. In contrast, the
concept of work for many non-Western music genres as
well as pop music and jazz is mainly defined through
the actual sound of a performance or recording. Dif-
ferent rock bands, for example, use exactly the same
chord progression, but the sound of these progressions
is so unique that one often can tell the song before the
singer starts. One cannot understand the fundamentals
of this culture by just analyzing scores, and signal pro-
cessing techniques are now used as an objective method
to analyze the tempo, tonality, and timbre of this music,
among many other features.

The underlyingmusic analysis tools, which were in-
troduced to better understand music, have meanwhile
found their way into the music industry. Music stream-
ing services use them to classify songs according to user
preferences to maintain a competitive edge. The shift
from storing music on individual media (e.g., vinyl,
CDs) to large databases makes big data analyses possi-
ble, as media can now be accessed digitally. Instead of
analyzing a few works by hand, general musical trends
can be investigated by automatically analyzing a very
large corpus of work using batch processes.

Meanwhile, signal processing tools are seeing an in-
creased use in investigations of classical music as well,
because there is an emerging focus on understanding
the interpretation of works. This trend has to do with
the fact that the historic body of classical music works
no longer grows, and many major compositions have
been analyzed multiple times. In contrast, the practice
of interpreting these works is still a developing culture,
leading to new opportunities to analyze works.

Moreover, signal processing methods have become
important in organology, the science of musical instru-
ments. It is common practice to develop a mathematical
model of a musical instrument in order to understand
how it operates and understand why certain trends oc-
cur. In this book section, we will cover one-dimensional
approaches, where the acoustic propagation is simu-
lated along one axis, for example along the resonator of

a wind instrument, as well as three-dimensional meth-
ods, where the sound can travel across all three spatial
dimensions.

Most chapters in this section deal with acoustical
analysis methods, but techniques to process or synthe-
size sounds are also covered. Historically, systematic
musicology has solely worked with passive methods,
where the researcher merely observes his or her ob-
ject of study. Meanwhile active research schemes have
become more popular; for example, in Simha Arom’s
approach to experimental ethnomusicology he performs
together with indigenous musicians to examine if his
theories hold up to a practical test. Digital signal pro-
cessing and synthesis methods can be instrumental in
active research methods, for example in the virtual
recreation of a historic music performance in a concert
venue that no longer exists. This can be accomplished
using wave field synthesis techniques in order to under-
stand why the composer chose a given instrumentation
in this venue.

The book section is organized as follows:

Chapter 12 covers the fundamentals of music studio
technology. It deals with the whole studio produc-
tion chain from capturing the signals using different
microphone techniques, storing them on various ana-
log and digital media, to different methods of playing
back the signals using standard loudspeaker arrange-
ments. In addition, the chapter outlines the complex
signal processing techniques in studios that formed the
artistic sound concepts of popular music. Practical in-
troductions to digital signals, cables and connectors,
and music synthesizers complete this reference on stu-
dio technology.

Chapter 13 deals with delay lines and digital waveg-
uides. Both methods are used to understand sound
propagation along a one-dimensional axis. This chap-
ter covers the fundamentals including finite impulse
response (FIR) filters, linear interpolation, sound reflec-
tion, lossy wave propagation, and comb filter effects.
After explaining mathematical fundamentals, the chap-
ter focuses on the acoustic simulation of a plucked
string instrument by simulating the acoustic behavior
of a damped string that is terminated at both ends after
being plucked in its initial state.

Chapter 14 gives a mathematical introduction to the
fundamental concepts of convolution, Fourier analysis,
and cross-correlation. All three concepts are impor-
tant signal processing methods used to analyze and
synthesize sound. Convolution is used to simulate the
transformation of a signal by a linear time-invariant
acoustical system, Fourier analysis is used to under-
stand how a signal behaves in terms of frequency, and
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cross-correlation is used to compare the similarity of
two systems.

Chapter 15 describes signal processing methods
used to separate individual sound sources from a mix-
ture. The techniques described in this chapter are funda-
mental to analysis of the complex sounds of ensemble
music, where more than one musical instrument or
voice is involved. Within the chapter, the repeating pat-
tern extraction technique (REPET) is introduced, which
detects periodic functions, e.g., in the form of beat pat-
terns, establishes a model of the repeated patterns, and
then segregates these pattern from the acoustic back-
ground using time/frequency masks. Another focus of
this chapter is multipitch streaming to extract pitch con-
tours of overlaid instruments. The contours are used to
construct harmonic masks to segregate the individual
instruments. The chapter concludes with the description
of techniques to align the sound of a recorded perfor-
mance to the underlying musical score.

Chapter 16 covers optical recognition methods
to automatically extract music scores. Optical mu-
sic recognition (OMR) is an instrumental process for
archiving historic scores based on a symbolic notation.
OMR provides a basis for automatic music analysis us-
ing the converted scores, where the extracted scores
can be easily sonified using a music synthesizer. OMR
has its roots in optical text recognition, but is affected
by additional challenges that mainly result from the
circumstance that music symbols, e.g., notes and staff
lines, overlap, while text characters are generally iso-
lated. The chapter provides an overview of different
techniques to overcome the resulting technical chal-
lenges.

Chapter 17 deals with adaptive digital music sys-
tems. While it is often easier and therefore advanta-
geous to describe a system mathematically using linear
time-invariant systems, there are clear limitations to this
approach. In general, musical instruments are nonlinear,
time-variant systems, for example the bore of a wind
instrument using keys to produces different pitches. In
some cases, time-variant systems can be approximated
using a sequence of time-invariant systems, but in many
other cases only adaptive systems can simulate the
behavior of time-variant systems with sufficient com-
plexity. This chapter focuses on a number of techniques
including Kalman filters and autoregressive moving av-
erage (ARMA) processes to provide expressive control

of digital music systems in the joint time/frequency
space.

Chapter 18 covers the fundamentals of wave field
synthesis (WFS). WFS is an advanced method that
simulates how sound propagates in three-dimensional
space. It builds on the Huygens–Fresnel principle,
which states that any given wave front can be de-
scribed through the superposition of elementary spher-
ical sound sources, and the Kirchhoff–Helmholtz in-
tegral. The latter demonstrates that by controlling the
pressure and velocity along the boundaries of an en-
closed space any three-dimensional sound field can be
synthesized within it. This assumption works as long
as the volume inside the enclosure is source-free. The
chapter introduces the theoretical framework for WFS
and discusses the practical approach and limitations of
rendering sound fields using a two-dimensional array of
loudspeakers as elementary sound-pressure sources.

Chapter 19 introduces the finite-difference method
(FDM) in the context of musical acoustics. The FDM
is a popular tool to describe a set of differential equa-
tions by discretizing a space and approximating these
equations with difference functions. This method can be
used for example by discretizing a geometrical model of
a room using a constantly spaced grid (e.g., 10 cm along
all three Cartesian coordinates). The difference equa-
tions are then solved numerically at the grid positions.
The method is a useful tool where the environments are
too complex to solve analytically and the dimensions
for the desired frequencies are too small to use geo-
metrical methods like ray tracing. This is the case for
low frequencies in a small room or for the geometry
of many musical instruments that are discussed in this
chapter.

Chapter 20 discusses the fundamental problems,
solutions, and applications of real-time sound process-
ing. Classical applications where real-time processing
is needed are digital music keyboards, live sound effect
processors, and virtual reality systems. The chapter
covers the main challenges for the design of real-time
algorithms to minimize latency and cost of the compu-
tational operations. Common real-time algorithms will
be explained based on software for field programmable
gate array (FPGA) hardware of mobile devices. Mobile
devices are becoming increasingly important for musi-
cological research in the form of mobile field recorders,
digital tuners and loudness meters, among other tools.
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12. Music Studio Technology

Robert Mores

Music studio technology is reviewed with re-
spect to the different tasks involved in recordings,
broadcasts, and live concerts. The chapter cov-
ers microphones and microphone arrangements,
signal preconditioning and sound effects, and
matters of digitalization. It also covers equipment
technology such as mixing consoles, synthesiz-
ers and sequencers. Historical and contemporary
audio formats are reviewed including the issues
of restoration. Practical matters such as signals,
connectors, cables and grounding problems are
addressed due to their significance to sound qual-
ity. The general trend towards audio networks
is shown. Finally, speakers, reference listening
and reinforcement systems are outlined, including
some of the multidimensional formats.
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This book chapter on music studio technology gives an
overview of the state of the art in recording and repro-
duction.Music studios are usually specifically equipped
to serve a dedicated task, like the recording of differ-
ent genres, speech production, film sound production,

synchronization, broadcast, sound reinforcement in live
concerts, sound design, or art work. Therefore, Fig. 12.1
is only a rough overview of the most common elements
of the workflow and equipment typically used for live
concerts, broadcasts, or recordings.
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In the studio or on the stage, there is usually only
a limited demand for local amplification or individ-
ual effects where the audio signals are taken. Most of
the signals are still analog and are converted to digi-
tal format in the control room after some noise-gating
or dynamic compression. Analog mixing consoles are
still popular in live performances and work without
an analog–digital converter. First, the mixing console,
whether analog or digital, preconditions any incoming
signal, such as levelling, dynamic control, or equal-
ization. Second, it facilitates enhancements, such as
effects, or reverberation (Sect. 12.2). Third, it allows for
the grouping of several sources and for panning to var-
ious channels for sound reinforcement or monitoring.
For recording tasks, audio signals are stored individu-
ally or in groups before being postprocessed in terms of
enhancement, mixing, or panning. Mastering is the final
step in productions to customize formats or to com-
pensate for limitations of preferred listening situations.
Mastering might be done by means of the same mix-
ing console, apart from extensive coding tasks. Today’s
desktop computing power allows for integration of all
mixing console tasks together with the recording, the

digital version of the noise gate, dynamic compression,
and mastering and coding – all on one computer. This
is common practice in small productions and a compet-
itive challenge for professional producers.

This chapter describes the equipment and methods
used in the presented workflow and is structured as fol-
lows:

1. Microphones and microphone arrangements
2. Signal preconditioning and effects
3. Digitalization
4. Mixing consoles
5. Synthesizer and sequencer
6. Historical and contemporary audio formats and

restoration
7. Signals, connectors, cables and audio networks
8. Speakers, reference listening and reinforcement.

Some emphasis is given to microphones, signaling
and formats because these issues are likely to be rele-
vant in the projects and studies of musicology students,
such as field work recording or retrieval of historical
archives.

12.1 Microphones and Microphone Arrangements

There are two defining properties of microphones.
Depending on its construction, a microphone can be
sensitive to pressure or to pressure difference. Within
pressure-sensitive microphones, the membrane, or di-
aphragm, faces the soundfield on one side and a ref-
erence pressure of an enclosed volume on the other
side, effectively measuring absolute pressure indepen-
dent of direction. In pressure-gradient microphones the
diaphragm is exposed to the soundfield on both sides,
which explains the sensitivity towards gradients nor-
mal to the plane of the diaphragm and the insensitivity
towards in-plane gradients, see Fig. 12.2. The second
property relates to the converter principle. Dynamic
microphones follow the inverse principle of loudspeak-
ers. The membrane drives a coil in a magnetic field

and the induced signal is strong enough to be transmit-
ted without in-microphone amplification. In condenser
microphones the metalized diaphragm, together with
a plate form the two sides of a capacitor and ex-
citation of the diaphragm, will change the gap and
therefore the capacitor’s electrical parameters. The ca-
pacitor is usually DC-charged and the weak signal
must be amplified within the microphone while the
power for this task is facilitated by battery or a re-
mote supply, see Sect. 12.7.2. In piezomicrophones
the crystalline structure contains microscopic dipoles
where pressure-induced deformation will bring about
a weak signal that must be amplified. And, reaching
even further in the past, carbon microphones employ
the pressure-dependent resistance of anthracite to mod-
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Table 12.1 Main parameters of microphones of specific directivity

Directivity Omnidirectional Cardioid Supercardioid Hypercardioid Figure-of-eight
Sensitivity s.�/ 1.0 0:5C 0:5 cos.�/ 0:366C0:634 cos.�/ 0:25C 0:75 cos.�/ cos.�/
Directivity � 1.0 3.0 3.732 4.0 3.0
Beam angle �3 dB – 65:5ı 57:5ı 52:4ı 45ı

Beam angle �6 dB – 90ı 77:8ı 70:5ı 60ı

Sensitivity 90ı 0 dB �6 dB �9 dB �12 dB �1 dB
Sensitivity 180ı 0 dB �1 dB �12 dB �6 dB 0 dB

Cardioid + cardioid = omnidirectional Cardioid – cardioid = figure-of eight Omnidirectional + figure-of-eight = cardioid

a) c)b)

Fig. 12.3a–c Polar diagrams for microphones of varying directivity combined

ulate a DC source at low quality, e.g., high distortion
ratio, low signal-to-noise ratio or a strongly limited
frequency band. Rare examples of instrumentation use
modulation of a laser beam as a principle. Some other
instrumentation tasks feature a heated wire for mea-
suring particle velocity at low frequencies. The phys-
ical principle behind this instrumentation is that the
heated wire will be cooled down by particle move-
ment.

Directivity factors can be further varied by con-
struction (Fig. 12.2; Table 12.1) or by mutual addition
or subtraction of signals from several microphones
(Fig. 12.3).

Illustrations and directivity parameters presume
perfect geometry. However, the outlined directivity pat-
terns come close to reality only for low frequencies.
Higher frequencies suffer from shadow, interference
and bending effects (Fig. 12.4 for the MK 5 con-
denser microphone from Schoeps). In principle, the

frequencies affected are inversely proportional to the
size of the membrane and microphone. The smaller
the microphone, the higher the fidelity at high frequen-
cies.

The directivity type conversions illustrated in
Fig. 12.3 presume perfect coincidence. However, two
microphones cannot be in the same place at the same
time. The distance between them will introduce comb
filter artefacts. Figure 12.4 also indicates linearity
over a wide range of frequencies. Manufacturers usu-
ally measure the frequency response on axis, � D 0.
Other directions reveal frequency dependent attenua-
tion. Consequently, the change of color/timbre is well
perceivable for microphones when held off-axis. While
striving for linearity, there are two major compen-
sation issues. Pressure-gradient microphones respond
with a leveraged bass range when held within the near-
field of a source, the so-called proximity effect. In
soloist microphones, for instance, this is usually com-
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Fig. 12.4a,b Frequency-dependent directivity of a MK 5 microphone in its pressure-sensitive (a) and its pressure-
gradient (b) mode

pensated for. The other major effect is that pressure-
sensitive microphones respond with a leveraged treble
range in the near-field. This is again compensated for in
some microphones.

12.1.1 Coincident versus Spaced
Microphone Arrangements

Multichannel recording facilitates spatial hearing while
employing three basic principles of binaural listening:

(i) Direction-dependent intensity differences at the
ears, or interaural intensity difference (IID)

(ii) Direction-dependent propagation delay, which is
particularly dominant while localizing the first
wavefront (precedence effect), or interaural time
difference (ITD)

(iii) Directional color as determined by the shape of the
head and the pinna.

A coincident setup follows principle (i) as mi-
crophones are arranged very close to each other to
minimize propagation delay while the intensity dif-

α

d
MS XY AB

Fig. 12.5 Coincident and spaced
microphone setup for stereo

ference will be achieved only by directionality of the
microphones. Space between microphones introduces
propagation delay to employ principle (ii) and it is
the art of the recording engineer to translate source
width and room dimensions into appropriate spacing.
A dummy head employs all three principles.

12.1.2 Two-Dimensional
Microphone Arrangements

The dimensions of recording and reproduction corre-
spond to each other. Stereo or Dolby surround are
two-dimensional and both microphone and loudspeaker
arrangements are aligned with the surface plane. The
left (L) and right (R) channels of a stereo mix are ob-
tained from mid (M) and side (S) signals or from X and
Y signals in coincident setups or from A and B signals
in spaced setups (Fig. 12.5). The preferred angle ˛ in
XY arrangements is derived from the �3 dB crossover
point of the cardioid directivity pattern, but other di-
rectivity patterns and other angles are used as well,
e.g., ˛ D 131ı for cardioid, 115ı for supercardioid, and
105ı for hypercardioid. Spacing d in AB arrangements
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varies from 17 cm to a few meters.

LD MC Sp
2

RD M� Sp
2

M D LCRp
2

(12.1)

L and R result from the addition and subtraction of M
and S (12.1). Reverse mixing re-establishes the omni-
directional M signal and is therefore a perfect mono
downmix. XY signals directly correspond to L and R,
and a mono downmix results in a wide subcardioid.
A downmix of AB stereo results in comb filter artefacts
and therefore in more or less annoying changes of tim-
bre.

All three arrangements facilitate adaptation to the
source width. If the contribution of S in (12.1) is cho-
sen to be larger in relation to M, the captured sound
source will appear wider. Likewise, such zooming ef-
fects will be obtained by larger ˛ in XY arrangements
and by a larger space d in AB arrangements.

A crossed figure-of-eight allows panning. Addition
and subtraction will directly result in virtual figures-
of-eight that are shifted by 45ı (see the Blumlein
arrangement in Fig. 12.6). Directions in between can
be obtained by respective weighting factors. An ad-
ditional coincident omnidirectional microphone, when
combined with the Blumlein arrangement, will facili-
tate beam forming and panning. Both can be done even
in the aftermath of recordings.

Arrangements for stereo recordings that combine
spacing with the directivity of pressure-gradient micro-
phones are shown in Fig. 12.7. The center C in the

α = 90°

Crossed figure-of-eights (Blumlein) Double MS

Sum

Difference

a) b)

Fig. 12.6 (a) Blumlein and (b) double
MS microphone setup

d

d = 30 cm

α = 90°

d = 17 cm

α = 110°
d

d

Decca–Tree ORTF

NOS

a) b)

Fig. 12.7 (a) Decca tree, (b) NOS, and
(c) ORTF microphone setup for stereo

Decca tree is partially mixed to the left and right chan-
nels for stereo, and is routed directly to the center in sur-
round recordings. Office de Radiodiffusion-Télévision
France (ORTF) and Nederlandsche Omroep Stichting
(NOS) arrangements are national standards but widely
used in broadcast.

Arrangements for surround recordings are shown
in Fig. 12.8. The most popular approaches are opti-
mized cardioiid triangle (OCT), Ideale Nierenanord-
nung (INA, english: ideal cardioid arrangement), and
the Williams [12.1] arrangement. Spacings a, b, c and
d range from 8 to 116 cm and are specified for the in-
dividual arrangements and for individual angles ˛ and
ˇ while following [12.2–4]. The three-microphone ar-
rangement is supplemented by additional microphones
for the surround channels. Established arrangements are
the Hamasaki square, 4 cardioids spaced 1 to 3m and
far from the front microphones, or the IRT-cross, 4 car-
dioids spaced up to 1m.

12.1.3 Three-Dimensional
Microphone Arrangements

The principle of coincident arrangements can be ex-
tended to the third dimension. Using a double MS ar-
rangement in the horizontal plane and a third figure-
of-eight for the vertical direction establishes the three
orthogonal directions. Virtually any direction can be
achieved, again by multiplexing and by using weighting
functions. Such arrangements can also be considered as
sensing zeroth-order pressure with the omnidirectional
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for (a) stereo and
(b) surround

microphone and first-order gradient pressure in three di-
rections with the figure-of-eight microphones. Further
orders can be developed and a higher spatial resolution
obtained by using the Fourier–Bessel series as weight-
ing factors in superimposed spherical harmonics, while
also requiring more microphones. Three-dimensional
systems of first order require four channels, and sys-
tems of second and third order require nine and 16 chan-
nels, respectively. Coincidence of the multiple micro-
phones is a challenge. A smart solutionwas proposed by
Gerzon in 1975 [12.5], that uses four pressure-gradient
microphones arranged in a tetrahedron such that the
membranes are in plane with the imaginary surfaces of
the tetrahedron (Fig. 12.9). This soundfield microphone
outputs the A-format set of signals LF (left front), RF
(right front), LB (left back) and RB (right back). The
B-format is obtained by the matrix (12.2) and can be ro-
tated by angle ' and tilted by angle ˚ , (12.3).

W D LFC LBCRFCRB

2

X D LF� LBCRF�RB
2

Y D LFCLB�RF�RB
2

Z D LF�LB�RFCRB

2
(12.2)

W 0 DW ; Y 0 D Y cos�CX sin�

X0 D X cos� cos'C Y sin� cos'C Z sin '

Z0 D Z cos' �X cos� sin ' � Y sin� sin ' (12.3)

The B-format can be projected to stereo by (12.4),
where the imaginary part of the signal is obtained by
the Hilbert transformation and a� denotes the conjugate

complex of a. Microphones with more channels support
derivation of higher-order ambisonics (HOA). For in-
stance, the 32-channel Eigenmike (Fig. 12.9d) supports
third-order supercardioid.

LD aXC b�WC c�Y

RD a�XC bW � cY
aD 0:0928C j0:255 ; bD 0:4699C j0:171

cD 0:3225C j0:00855

(12.4)

Spherical microphone arrays target sound sources
and their polar diagrams (Fig. 12.10). Captured data
facilitates modelling of the source and playback via
a dodecahedron speaker, or other equally-spaced loud-
speaker arrangements on spherical grids. Such playback
in a real acoustical environment emulates the original
sound source in that environment. Spatial resampling
on the basis of Fourier transforms is facilitated by the
equally spaced grid in the spherical arrangements so
that the number of playback speakers may deviate from
the number of microphones used in the recording. The
captured source can also be listened to within virtu-
ally created acoustical rooms. For a tutorial on virtual
acoustics, see [12.6].

Plane microphone arrays in rectangular, circular or
helical arrangements are often used as acoustical cam-
eras to identify sources of noise. Such cameras can also
be used to identify the origin of sound radiation from
a shell or a body or from an instrument or a singer.
From the sound captured at the microphone array, the
surface excitation can be traced back so that the ra-
diation pattern can be fully described, at least for the
spatial window covered by the array [12.7].
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Fig. 12.9a–d Microphone arrangement (a) with three figures of eight, (b) with four gradient pressure microphones in
tetra-hedron geometry, (c) the corresponding soundfield microphone manufactured by TSL Products and (d) the 32-
channel Eigenmike (permission granted by mhacoustics)

a) b) Fig. 12.10a,b Microphones on
an equally-spaced spherical grid:
(a) geometry and (b) application
(© ITA RWTH Aachen University)

12.2 Signal Preconditioning and Effects

Signal preconditioning, such as noise gating, compres-
sion, or equalization, but also signal enhancement and
effects have been implemented with the help of ana-
log components and mostly in dedicated standalone
equipment for a long time, while modern digital sig-
nal processing emulates such signal conditioning and
modification.

12.2.1 Noise Gate, Compressor,
and Expander

A noise gate mutes the signal in times of silence so
that underlying noise cannot be heard anymore. Noise
gating also reduces total noise, because individual con-
tributions in mixes of several channels are likely to
be noise-free. The controllable threshold level should
be set just above the individual noise level so as to
still allow pianissimo passages to be gated. Compres-
sion is necessary where the signal’s dynamic range
is larger than what can be captured or can be ade-
quately processed, or larger than can be appropriately
reproduced. For instance, brass instruments or percus-
sions reveal a large dynamic range of 40 dB and up in
practice. Microphones are capable of processing such
a dynamic range, too. Compression effectively applies
a high gain factor for low input levels, and – begin-

ning from an adjustable limiter level – a lower gain
factor for high input levels. There is usually a soft
transitional crossover between the two linear ranges.
Controllable attack and release times define the tempo-
ral dynamics and require masterful adjustment, because
unfavorable settings cause audible distortion, artefacts,
or roughness. Expansion is the supplementary, or re-
verse, processing step to increase the dynamic range.
Here, the gain increases with the input level, and thresh-
olds and temporal dynamics can likewise be controlled.

12.2.2 Levelling

Input levelling is an important preconditioning mea-
sure. Source levels and impedances depend on the
source type (microphone converter principle, see above,
or the type of pickup), and the range of levels addition-
ally depends on the musical performance and the setup.
Input levels that are too high will cause clipping and
therefore distortion, while input levels that are too low
are at risk of suffering from a signal-to-noise ratio that
is too low during pianissimo passages. Input levelling
therefore adjusts the anticipated input range to the range
of the subsequent signal processing. In practice, the set-
ting will be done after observing musicians during their
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Table 12.2 Digital word formats and their dynamic range

Format Minimal amplitude Maximal amplitude Max. dynamic range
(dB)

16-bit fixed point �1 : : :C 1 �32 768 : : :C32 767 90.3
20-bit fixed point �1 : : :C 1 �524 288 : : :C524 287 114.4
24-bit fixed point �1 : : :C 1 �8 388 608 : : :C8 388 607 138.5
32=40-bit floating point ˙1:175�10�38 ˙3:403�1038 1529
64-bit floating point ˙2:225�10�308 ˙1:798�10�308 12 318

Table 12.3 Equalizer bands according to DIN 45651 and DIN 45652

Octave band center frequency fO
(Hz)

Third band center frequency fO
(Hz)

Bandwidths B
(Hz)

31.5 25 31.5 40 22.4 – 28 – 35.5 – 45
63 50 63 80 45 – 56 – 71 – 90
125 100 125 160 90 – 112 – 140 – 180
250 200 250 315 180 – 224 – 280 – 355
500 400 500 630 355 – 450 – 560 – 710
1000 800 1000 1250 710 – 900 – 1120 – 1400
2000 1600 2000 2500 1400 – 1800 – 2240 – 2800
4000 3150 4000 5000 2800 – 3350 – 4500 – 5600
8000 6300 8000 10 000 5600 – 7100 – 9000 – 11 200

16 000 12 500 16 000 20 000 11 200 – 14 000 – 18 000 – 22 400

fortissimo performance. The observed upper limit will
be kept clear by some headroom and will be set com-
fortably below the technical upper limit of subsequent
circuits. The peak program meters (PPM) used for ob-
servation usually follow a logarithmic scale and provide
a visual overload warning. All of this is true for ana-
log mixing consoles and analog recordings. It is good
practice to condition input signals before analog to dig-
ital conversion as well. Even though the dynamic range
within digital systems might be quite large – depending
on the word length and on the arithmetic format (Ta-
ble 12.2) – the analog-to-digital converter has its own
dynamic range due to the inherent noise and quantiza-
tion error.

12.2.3 Equalization

Equalization is another important preconditioning mea-
sure. Individual instruments or voices might suffer from
unbalanced timbre. Sometimes microphone positions
suffer from local excess due to standing waves or there
is some impact or other noise from the surroundings to
be diminished. Equalization is also relevant for output
signaling, for instance, to ultimately balance mastered
sound or to compensate for room acoustical deficien-
cies when working with public address (PA) systems.

Equalization has its origin in the analog domain
where usually first- to fourth-order filters have been
used to achieve 6�24 dB attenuation per octave, respec-
tively. Active filters also allow amplification, and the
so-called peak filters are defined by their center fre-

quency f0 and gain. Full-parametric filters also facilitate
the control of the Q-factor, QD f0=B with bandwidth
B. Shelving filters control the low- and high-frequency
end of the audio band, rather than specific spots within
the audio band. Digital implementations usually fol-
low the analog model. Graphical equalizers are banks
of filters of fixed frequency and bandwidth to control
gain and attenuation for specific frequency bands in the
range of˙12 dB to˙15 dB. Filters are arranged in such
a way that neutral settings result in a unity frequency
response. Typical implementations of graphical equal-
izers follow the definition of frequency octave bands
or of musical thirds, according to DIN 45651 and DIN
45652 (Table 12.3). In practical applications therefore,
the 10-band equalizers cover the range 22:4�22 400Hz,
in octaves, and 27-band equalizers cover the range to
35:5�18 000Hz, in thirds.

12.2.4 Metering and Instrumentation

While the PPM is obligatory in mixing consoles, there
are further instruments to assess signal quality. The
vector scope superimposes the left and right channel
in a vector space, i. e., the amplitude of one channel
is plotted versus the amplitude of the other channel.
This indicates the correlation or decorrelation of the
two channels. For the sake of spaciousness, individual
channels in stereo or Dolby surround formats should
be strongly decorrelated. Metering allows the control
of microphone setup and cabling, since reverse polarity
and other failures in a switch matrix are spontaneously
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Fig. 12.11a,b Vectorscope plot of a decorrelated stereo signal (a) and a signal that is fully panned to the right channel (b)

identified. Mixing results can be visually inspected for
a desired degree of decorrelation.

In Fig. 12.11, a spacious stereo signal is represented
on the left side. Signals panned to either side are rep-
resented on either diagonal axis (Fig. 12.11b), mono
signals are represented on the vertical axis, and mono
signals with a reversed polarity on either channel are
represented on the horizontal axis. In a corresponding
manner, surroundmeters prompt the correlation in com-
bination with the signal level for all the five channels in
relation to each other.

12.2.5 Distortion, Harmonizer,
and Enhancer

Distortion is occasionally a desired enhancement of
sound. Strictly speaking, distortion is a widely used
term and deserves a structured approach. Linear dis-
tortion is achieved by linear operations or processing
and is reversible, e.g., by equalization. Nonlinear dis-
tortion is the result of nonlinear operations or pro-
cessing and is irreversible. Nonlinear distortion can be
further differentiated into harmonic and nonharmonic
distortion. Harmonic distortion may result from op-
eration along a nonlinear amplifier characteristic or
from clipping (Fig. 12.12). Nonharmonic distortion
adds spectral components that do not follow the se-
ries of overtones that are usually found in natural
sounds.

The effect of clipping can be calculated analytically
using Fourier series. Note that multitudes of the fun-
damental frequency are developed, which are perceived
as harmonics belonging to the fundamental tone. Here,
the three-fold, five-fold and further odd-numbered mul-
titudes of the fundamental at 500Hz are created. The

saturation of tubes has a similar effect. However, there
is a transitional crossover that effectively weakens the
development of higher orders. Saturation at the preamp
tube causes what musicians call distortion, while sat-
uration at the output stage is called overdrive. Tubes
are likely to create asymmetric clipping, which pro-
motes even-order harmonics. These even-order har-
monics match the first, second and third octave of the
fundamental (2-fold, 4-fold, and 8-fold), and the fifth
in the next but one octave above the fundamental (6-
fold). Therefore, the added components fit the musical
scale well, which is perceived as a warm and rich en-
hancement of tone. Harmonizers develop even-order
harmonics rather than odd-order harmonics. So-called
enhancers and harmonizers use high-pass or band-pass
filters to selectively generate higher-order harmonics.
The tune parameter facilitates selection while the drive
controls the power dosage.

Harmonic distortion can be measured by the distor-
tion factor k,

kD 100%

s
U2

2 CU2
3 C : : :U2

n

U2
1 CU2

2 CU2
3 C : : :U2

n

D 100%

s
U2 �U2

1

U2
; (12.5)

where U is the root mean square (RMS), of the signal
voltage and Ui is the RMS voltage of the i-th harmonic.
The equation suggests that there is nothing else than
harmonics in the sound. However, the general form
U2 �U2

1 in (12.5) implies nonharmonic noise, too, in
compliance with DIN IEC 60268-2 and AES17. The to-
tal harmonic distortion (THD) is the same measure and
often denoted in dB. An alternative approach relates the
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Fig. 12.12a–d 500Hz sinus (a), and its spectrum without clipping (b) and with clipping (c,d)

harmonics to the fundamental rather than to the total
signal, according to IEEE 1241.
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(12.6)

These measures usually qualify the linearity of ampli-
fiers or transformers, and k, or THD, should then be as
low as possible. While measuring harmonic distortion,
however, k would represent the wanted distortion effect.
Finally, nonharmonic distortion can be achieved, for in-
stance, by operating circuits outside their specification,
or by adding a chaotic rule set in digital feedback loops,
for instance, by operation at supply voltages that are
below specification. Nonharmonic components do not
comply with the definition of k or THD, but should
in general be quantifiable by respective measurement
equipment.
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Fig. 12.13a–c Spectral presentation of superimposed signals, (a) superposition of a broadband source signal and its
delayed version having the same level, the two-sided arrow indicates the variation resulting from a modified delay,
(b) superposition when the delayed signal is 6dB lower than the source signal, (c) for the phaser effect a low delay is
periodically varied over time

12.2.6 Delay Effects, Flanger, and Phaser

Delay and superposition of signals cause manifold per-
ceptual changes of sound in terms of both timbre and
localization. The addition of a signal and its delayed
representation cause a comb filter effect, or amplifi-
cation and damping with spectral regularity. Delay by
�t will cause elevation of frequencies fpeak D n=�t and
depression at fdip D .2n� 1/=2�t (Fig. 12.13). Such
a delay is naturally existent with the well-known echo in
any acoustical room and human listening is conditioned
to this.

Comb-filter effects are easily audible. Experts can
identify the existence of an echo even at levels as low
as �18 dB. Figure 12.13b shows a delayed signal at
�6 dB.

The parameters to delay effects are: signal delay,
level differences, number of delayed signals, time-
variance of the delay (modulation), spatial directions of
a signal and its echo, and the use of feedback. Feedback
returns part of the outcome of the delayed signal back to
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Table 12.4 Sound effects based on delay and their param-
eters

Effect Delay Modulation Feedback
Echo > 100ms No Yes
Double
tracking

20 : : : 40ms No No

Multitrap
delay

Several individually
adjustable delays

Yes/no Yes/no

Chorus 15 : : : 30ms Yes No
Flanger 1 : : : 10ms Yes Yes

the input. These parameters rule the perception of tim-
bre and space. Echoes can even cause the perception of
pitch, especially if signals are broadband signals with
little or no tonality. The variation of these parameters
results in widely used effects. Echoes use fixed delays
above 100mswith feedback (Table 12.4). Double track-
ing is used on voice signals and works with delays at
the threshold to echo. Multitrap delay uses feedback
and modulation to generate nonperiodic patterns and
rhythms. For the chorus and the flanger effect, a low de-
lay is periodically varied over time (modulation), which
effectively expands and compresses the grid of multiple
zeros in the spectral domain. The flanger effect typi-
cally works with feedback and with a lower delay than
the chorus effect. The flanger effect creates a complex
timbre with some tonal character and often sounds like
a passing jet, while the chorus effect creates a darker
timbre, spaciousness, and fullness of sound.

The phaser effect also has a grid of zeros that is
expanded and compressed across the frequency axis,
however, the zeros are not equally spaced (Fig. 12.13).
The delayed signal passes few or multiple stages of
allpass filters, each representing an individually con-
trollable shift of phase.

12.2.7 Reverberation

In natural rooms, early reflections are usually distinct
and often separately distinguishable. Reflected sound
is fed back into the room and repeated reflections will
finally dissolve into a diffuse sound, or reverberation.
Reverberation is a desired sound enhancement and hu-
man listening is used to it. Recordings might already
contain a balanced portion of reverberation or reverber-
ation might be added during sound postproduction after
recording in a less reverberant – or dry – studio. In the
predigital era, reverberant rooms or tunnels, together
with a speaker and several microphones, were used to
create reverberation. In the 1950s, a 2m2 reverb plate
made of steel was used in many studios together with
input and output transducers to create mono or stereo

reverberation. Today, reverb springs are still commonly
used in vintage guitar amps.

An example of an early digital reverb is Schroeder’s
circuit with four parallel feedback loops with recip-
rocally allocated peaks and notches, followed by two
allpass filters [12.8]. This prototype and its descendent
variations, as well as the widely used Lexicon mod-
els 224L, 480L, and 960L all have in common that
individual parameters of the reverberation are control-
lable. Examples are room type (church, hall, chamber),
reverberation time, structure of early reflections, low
frequency reverb (bass multiply), critical frequency for
high-frequency attenuation (roll-off), spectral decline
of reverberation time (treble decay), and delay be-
tween direct signal and reverberation signal (predelay).
Time-variant random modification of delay or timbre
emulates movement and the liveliness of reverbera-
tion.

Another digital technology for reverberation is sam-
pling. The impulse response of a room can be in-
strumentally sampled and then convoluted with a dry
source signal. Such samples contain the true response of
a natural room like a fingerprint. Convolution requires
substantial calculation power, for instance, � 3�1010
operations per second for a 5 s impulse response sam-
pled and convoluted at 48 kHz. Fast convolution al-
gorithms [12.9] help to reduce the number of oper-
ations but even then convolution-based reverberation
only worked on dedicated hardware in the 1990s (Sony
DER-777, Yamaha SREV1). Today, sample-based re-
verberation also works on desktop computers and audio
work benches (AWB). The sampling approach, in its
simplicity, has only a few parameters to control, e.g.,
predelay and reverberation time.

In the production workflow, reverberation serves
different objectives. Dry sources – sound sources with
little or no reverberation – such as a synthesizer sound
or a spot microphone need additional reverb. Rever-
beration technology is also used to enhance or correct
the reverberation that comes with the recorded natu-
ral reverberation. Sound engineers are cautious not to
take too much natural reverberation during the record-
ing, because there is no convincing way of eliminating
surplus reverb. Adding reverb, however, is convenient.
Reverb is eventually used to emphasize individual in-
struments, such as a snare drum or guitar. Finally,
reverberation is used to fuse the final mix by a common
virtual room. In film sound productions, reverberation
is used to match voice and sound effects with the ambi-
ent noise or with the visual impression of a film scene.
For dubbing tasks, reverberation is the key to retrospec-
tively place the dubbing voice into the given scene of
the actor in an authentic way.
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Reverberation equipment most commonly pro-
cesses mono, stereo, or surround signals. For stereo
signals, a mono signal is derived from the input signals
and the reverb is added to both channels.

12.2.8 Vocoder

Vocoders were initially engineered in the telecommuni-
cations industry to encode speech signals for efficient
transmission. But early in the 1940s, vocoders were al-

ready being used to enhance sound. The main idea is
to decompose the source and filter parameters of the
glottis and the vocal tract to finally transmit parameters.
These are used to recompose the voice signal based on
a common model. The parameters are: voiced/unvoiced
sound, pitch frequency and formant frequencies. On the
parametric level, individual components can be sub-
stituted. For instance, a guitar can be played to drive
a human voice.

12.3 Digitalization

Digitizing signals is a two-step procedure: first, taking
samples from a signal at constant time intervals �t, or
at constant rate fs D 1=�t, and second, quantizing the
sample amplitude in the value domain with a specific
resolution, the quantum q. Therefore, the digital signal
is discrete in two domains (Fig. 12.14).

For every sample taken, the digital representation of
the signal contains a superposition of the original sig-
nal x.n�t/ and the quantization error. The digital sound
vector xŒn�D x.n�t/CqŒn�will eventually be converted
back to the analog domain for playback. The quantiza-
tion noise, which is part of the digital signal, will then
be converted as well and will be part of the played back
audio signal. This quantization error is usually statisti-
cally independent from the input signal and therefore
the sign of the maximum q=2 noise contribution in in-
dividual samples is random. As shown in Fig. 12.14 the
sign might change rapidly, effectively causing noise of
high frequency, or less rapidly, causing noise of rela-
tively low frequency. The spectral density is therefore
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Fig. 12.14 Analog signal x.t/, its digital representation xŒn�
and the quantization noise qŒn�

assumed to be uniform from DC to fs=2. And the en-
ergy contained in the noise signal is equivalent to q2=12,
while the energy of the signal xŒn� is equivalent to the
square of the efficient level expressed in multiples of
q. Since signals peak at maximum ˙qk�1 for bipolar
representations of amplitude and for word size k, the
ratio of signal to quantization noise is limited by the
signal character and the word size. Roughly, each of
the k bits contributes 6 dB to the signal-to-noise ratio
(SNR). A 16-bit audio format has a potential of 96 dB
SNR. However, this maximum value is not achieved
since:

1. The careful sound engineer will allow some head-
room during recording

2. Signals are transient or they strongly decline and
therefore contain little average energy

3. The dynamics of a musical piece already demands
a good portion of the total dynamics and silent pas-
sages suffer from a lower SNR

4. Each digital processing step and its inherent round-
ing implies supplemental quantization noise.

In the time-domain, the sampling of a signal can be
considered as some kind of gating. An ideal sampling
model begins with the multiplication of the input signal
with a periodical Dirac impulse. System theory suggests
that suchmultiplication in the time domain is equivalent
to a convolution in the frequency domain. The Fourier
transform of a periodic Dirac impulse is a spectrally
periodic Dirac impulse and, if convolved with a band-
limited input signal, forces periodicity of the spectrum
of the sampled sound.

This principle is visualized in Fig. 12.15 and for-
mally expressed by

xs .t/ D x .t/ � ıPER;t ;

l FT l FT l FT
Xs .f / D X .f / ˝ �PER;fs ; (12.7)
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with the Fourier transform (FT) mutually relating the
time domain and the frequency domain with each
other.

The nature of sampling not only implies periodic-
ity of spectral components, but also their superposi-
tion. Figure 12.16 shows an example of a signal with
properly limited bandwidth that results in no overlap
(Fig. 12.16a) and an example of an inadequately lim-
ited bandwidth resulting in overlap (Fig. 12.16b). Such
overlap is easily audible. Therefore, the basic sampling
theorem of Shannon asks that the maximum frequency
of the analog input signal, fa, is limited to half of the
sampling frequency fs.

fs 
 2fa (12.8)

A priori band limitation of signals is usually
achieved with antialiasing filters, with the cut-off fre-
quency set at fs=2. However, the desired attenuation can
only be achieved to a certain degree. For instance, the
typical fourth-order low pass filter has an attenuation of
only 27 dB at fs, i. e., 3 dB at the cutoff-frequency (fs=2)
plus 6 dB per order one octave above fs. High-end studio
equipment not only uses well-defined antialiasing filters

but also the shape of the samples to control out-of-band
noise. The sampling model above can be extended by
convolving each Dirac sample with a certain impulse
shape, i.t/, which in return implies a multiplication of
the periodical spectrum with a weighting function I.f /,
which is, again, the Fourier transform of the impulse
shape i.t/.

x Œn� D x .t/ � ıPER;t ˝ i .t/ ;

l FT l FT l FT l FT
XA .f / D X .f / ˝ �PER;fA � I .f / : (12.9)

Figure 12.17 illustrates such an extension using the
abstract rectangular shape for i.t/, effectively shaping
the spectrum with the corresponding Fourier transform,
a sin.f /=f function, while the zero crossings can be de-
fined by the impulse width.

12.3.1 DM and SDM

Besides these so-called Nyquist samplers, oversam-
pling technologies are widely used today, for in-
stance delta modulation (DM) or sigma-delta modu-
lation (SDM). Instead of the two-fold sampling fre-
quency (12.8), DM and SDM use oversampling, i. e.,
a 32-, 64-, 128-, or 256-fold sampling frequency. The
principle of periodicity remains. However, the size of
the periodically multiplied spectral slices – as defined
by the sampling frequency – is much wider, and there-
fore, the problems around the antialiasing filter are
much more relaxed and noise is effectively reduced.

The principle behind DM is that the absolute value
of an input is not quantized but the difference between
successive samples. Therefore, the word size does not
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need to cover the full input range, but only the expected
maximum difference between samples. This is also the
basic principle of data compression by prediction. Here,
the word size is even reduced to only one bit through
oversampling, or in other words, the sampling rate is so
high that the difference between successive samples is
less than a bit. The analog input signal a in Fig. 12.18 is
compared with the signal d, which is constructed step-
wise to follow signal a. Signal b directly outputs the
result of the comparison between a and d (Fig. 12.19).
Signal b is latched by a flip-flop to finally constitute
the digital signal c. The level-converted digital signal
c0 controls the integrator to further follow signal up-
wards or downwards, as a result of comparison. In the
receiver, the corresponding level conversion and inte-
gration steps will constitute the same signal d, which
will represent signal a after some additional low-pass
filtering.

DM has been extensively used in speech transmis-
sion. Its signal fidelity is limited by the slope, which
is in return predefined by the converter and integra-
tor’s time constant. Slope overload is avoided by an

extension of the sampling principle, where several pre-
defined slopes can be iteratively adapted to the input.
Adaptive delta modulation (ADM) is widely used to-
day.

Another way to prevent slope overload is to use an
additional integrator – or sigma – before signal compar-
ison (Fig. 12.20 for SDM). The additional integrator in
the signal chain asks for an additional complementary
differentiation step, which is obtained by omitting the
integration step on the decoder side. While the density
of ones and zeros in a DM bit stream represents the pos-
itive and negative slopes of the analog signal, in a SDM
bit stream it represents the absolute signal level of the
analog signal.

In terms of noise, SDM has an additional advantage
over DM. While the transfer function of the input signal
is unity, the transfer function of the quantization noise
is H.z/D 1� z�1, due to the feedback loop. This im-
plies high-pass filtering of the quantization noise. For
instance, in systems with a sampling of 128 �20kHz, the
noise at 20 kHz is additionally reduced by 26 dB and the
noise at 5 kHz is reduced by 40 dB. SDM systems are
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usually implemented in three cascades and the result-
ing low-pass filter of the order of three attenuates noise
by 78 dB at 20 kHz and by 120 dB at 5 kHz.

The SDM bit stream can be stored directly, e.g., in
the superaudio CD format (SACD). However, it must
usually be converted to linear formats of, for instance,
16, 20, or 24 bits by decimation in order to allow for

standard signal processing and mixing technologies to
be applicable. While the aliasing problem is more re-
laxed with SDM, the art of achieving fidelity lies in the
decimation filter, which can vary from simple averaging
to sophisticated higher-order approximation of the un-
derlying input signal. Decimation reduces the sampling
rate while increasing the word size.

12.4 Mixing Consoles

Mixing consoles are used to mix a larger number of
input signals to fewer output signals, such as stereo
channels or PA channels. They are typically arranged
in a group of input signal channels, one for each input,
a set of signal channels to arrange subgroups, and signal
channels for mastering the outputs. An 8-4-2 console
has 8 input channels, 4 subgroups and 2 master chan-
nels. In split consoles, all channels are dedicated to one
task and are separately organized, while inline consoles
combine input and subgroup tasks within one signal
channel and are able to process two signals simultane-
ously.

An input signal channel typically comprises an
input gain control, equalization, a control for effect
send, monitor send, and auxiliary send, panning and
a fader for the mix. The input gain adjusts the in-
put level. For instance, a microphone signal at �50
to �30 dBu will be amplified to studio reference level
at C4 dBu (1:23V) or C6 dBu (1:55V). For dBu, see
Sect. 12.7.2. The reference is 0 dBuD 0:775V. Equal-
ization has been adressed in Sect. 12.2.3. In mixing
consoles, typically only two or three frequency bands
will be controlled. The signal is then amplified and
spectrally shaped, if necessary, and is ready for the mix
and for further processing. The signal will be used for
musicians’ monitoring, for effects, for recording or will
be assigned to subgroups. Some signals require delay
rather than additional effects, for instance spot micro-
phones, or delay lines in a PA setup where PA speakers

far from the stage must be delayed according to the
Haze effect to avoid irritating the source location. For
all of these purposes, auxiliary outputs, but also specific
effect-send and monitor-send outputs are provided and
controlled by dedicated faders. Signals returned from
effect channels can often be inserted inline within the
signal channel. So-called inserts deliberately detour the
signal over an external device. A panning fader directly
maps the signal to the stereo master channels. The slid-
ing fader finally controls the level and therefore the
contribution to the mix within a group or the master sig-
nal. Consoles differ in the way the auxiliary outputs are
arranged in relation to the fader. There are prefader and
postfader outputs, sometimes with options. The signal
flow within the consoles is arranged by matrices and
busses.

Subgroup signal channels are similarly arranged.
However, they usually do not have equalization, but
rather additional inputs and inserts. Subgroups are di-
rectly panned to the stereo master channels and con-
trolled by sliding faders. Stereo panning principally em-
ploys both binaural factors for localization, interaural
time differences (ITD) and interaural level differences
(ILD). However, in mixing consoles, the level differ-
ence is commonly the only employed principle due to
the desired monocompatibility because stereo signals
with time differences between the two channels would
cause undesirable comb-filter effects in mono down-
mixes. There is no standard on how to dose the level for
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Table 12.5 Standards for metering signals

DIN scale NORDIC scale British scale EBU scale Digital peak meter
Standard DIN IEC 60268-10

type I
DIN IEC 60268-10
type IIa

DIN IEC 60268-10
type IIb

IEC 60268-18

Scale range �50 : : :C5 dB �42 : : :C12 dB 0 : : : 7 �60 : : :C9 dB
Reference level 0 dB 0 dB 6 C9 dB 0 dB
Reference voltage 1:55V 0:775V 1:94V 2:18V
Integration time 5ms 5ms 10ms 10ms 1 sample/10 ms
Hold time 1:7 s 1:7 s 2:8 s 2:8 s 1:7 s

the left and right channel in relation to a linear panning
scale. In the middle position, where �3 dB would seem
appropriate, some consoles set the level at �4:5 dB for
both channels.

The master channels are organized as stereo chan-
nels in most cases. They are equipped with a sliding
fader, additional inserts, and level metering. The most
common forms of level metering are the volume unit
meter (VU) and PPM. A VU meter is usually imple-
mented in the form of a coil instrument and roughly
images subjective loudness. It has a range of�20VU to
C3VU, with the reference of 0VUDC4 dBu (1:23V).
The VU meter is calibrated to sinusoids and is slowly
acting. The integration time is between 35ms and
300ms and is therefore not a good choice to control
digital clipping. PPM is a better choice for controlling
transient overload, since the integration time is between
5 and 10ms. Some PPMs are equipped with a fast

option of only 0:1ms. There are several different Eu-
ropean traditions and standards for metering, which are
summarized in the DIN IEC 68268-10 (Table 12.5).

A talkback channel from the control room to the stu-
dio or to the stage is a common feature in the master
signal channel as well as headset monitoring.

Digital mixing consoles in professional environ-
ments are standalone devices, like the analog mixing
consoles, and often supplemented by modern hard-
disc recording systems. In semiprofessional environ-
ments they might be represented by as little as specific
software that runs on a standard desktop computer
with external microphone preamps and external ADC
and DAC devices. The digital console offers flexibil-
ity in terms of configuration, complexity and signal
processing steps. However, the shared processor and
memory resources must be carefully assigned and mon-
itored.

12.5 Synthesizer and Sequencer

A synthesizer is known to be an electronic system to
create sound. The history of synthesizers began with
hardware-only systems, such as the Theremin, the Trau-
tonium or the Hammond organ in the 1930s and evolved
to computer-based software systems, such as Reactor or
Max/MSP. Synthesizers are used for both emulation of
existing instruments and creation of fancy new sounds
or timbres. Often enough, the creativity of technicians
and musicians brought along instruments with original
sound characteristics, such as the Moog and its little
brother, the Minimoog. Early synthesizers were mono-
phone and had to be played manually for every single
performance, in the 1970s polyphone systems and sys-
tems with program and storage capacities facilitated
complexity and reuse.

In correspondence with musical instruments and
natural sound creation, the electronic sound creation of-
ten follows the source-filter model: a generator process
followed by filtering and eventually followed by a res-
onator or a model of radiation.

For pitched musical sounds, the source is gener-
ally an oscillator that generates an impulse train, for
instance the jet stream cycle at the reed, the glottis or
the labium, or the Helmholtz motion of a bowed string.
Even the plucked string generates an impulse train at
the bridge. Sharp impulses inherently host a wide spec-
trum and the repetition of pulses causes the repetition
of impulses in the spectrum or the harmonic structure
of pitched sound (12.7). These impulses are not nec-
essarily of the same level. The form of the individual
impulses rules the general spectral decline (12.8). The
plugging or bowing position on a string already intro-
duces formants, irrespective of additional subsequent
spectral shaping by resonances or damping. The re-
sulting envelope represents the outcome of the filter
part. For voice, the related formants host the vowel
quality, for musical instruments the envelope hosts the
timbre.

Synthesizers use similar construction principles; the
basic elements are oscillation, filters, and modulation.



Music Studio Technology 12.5 Synthesizer and Sequencer 237
Part

B
|12.5

0 500 1000 1500 2000 2500 3000 3500

Signal level

Frequency (Hz)

8

7

6

5

4

3

2

1

0

Fig. 12.21 Harmonic spectrum of
a 200ms long section of sound for
the note g played on a cello, radiated
sound recorded by microphone and
the approximation of the spectral
envelope by linear prediction (LP) of
order 8

Oscillators might generate harmonic wave shapes
or impulse trains. As already outlined, impulse trains
inherently host a harmonic structure. Periodical func-
tions, such as a saw tooth or a rectangular function
host a harmonic structure, too, as the commonly known
Fourier correspondences suggest. A voltage-controlled
oscillator (VCO) usually generates a harmonic wave
shape while the frequency is controlled by an input volt-
age. Therefore the pitch can be controlled or the sound
can be modulated, e.g., by vibrato. Oscillators can be
built by analog circuits or by digital loops.

Filters allow equalization, spectral shaping, phase
modulation, or the construction of specific formants.
For instance, the spectrum of the cello in Fig. 12.21 can
be interpreted as having two formants. Time-invariant
filters can be used to create the flanger or the phaser
effects, see Sect. 12.2.6. Again, filters can be imple-
mented in analog and digital fashion.

In a modulator, the multiplication of signals results
in spectrally wide or less distinct signals, or in a fre-
quency shift. The effect depends on the frequency of
the modulating signal sm.t/ and of the modulated audio
signal sa.t/.

s .t/D sa .t/ sm .t/D sa .t/ Osmcos .!tC�/ (12.10)

FM synthesis has its origin in broadcasting and has
been used for sound synthesis since the 1980s.With FM
synthesis the argument of the trigonometric function is
modulated rather than the amplitude.

s .t/D Os sin .!ctC I sin .!at// (12.11)

This standard notation is quoted to understand the na-
ture of frequency modulation. In practical application,
the trigonometric function in the argument of the other

trigonometric function is directly replaced by an audio
signal, which in return might represent superimposed
harmonic functions. The nature of the nested function
is such that modulation creates a series of sidebands
at multiples of !a around the carrier with frequency
!c. The amplitudes of the sidebands are determined by
Jk.I/, the k-th Bessel function of first kind, while I is
the modulation index and a parameter to the synthesis.
A main sound effect of FM synthesis is vibrato. Another
effect is the creation of a harmonic structure to sounds
that only come along with a fundamental frequency.

Additive synthesis is the principle of piecewise con-
struction from elementary periodical functions and al-
lows for the creation of a harmonic structure. For exam-
ple the Hammond organ uses tone wheels for the fun-
damental tone and each of its harmonic overtones. The
player controls the timbre by activating respective regis-
ters. The Hammond organ by construction hosts a sum-
mation point for many signals. Today’s digital versions
of a Hammond organ reuse the additive method.

In subtractive synthesis, a spectrally wide signal is
disposed to achieve the desired sound. Referring to the
cello example, repetitive sharp impulses initially host
all harmonic overtones without spectral shaping and the
following filter, the one that approximates the envelope
in the above example, introduces the formants and ef-
fectively subtracts all harmonic overtones above 3500
Hz, which finally brings the synthesized sound close to
its natural paragon. The Moog synthesizer uses the sub-
traction method.

In granular synthesis, sound elements of smallest
possible size in the time and the frequency domain are
used to construct sound. The grains consist of a har-
monic signal windowed by a Gaussian envelope, for
instance. The widely-used short-time Fourier transform
(STFT) also uses windowing for the sliced input vector,
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and the output coefficients reveal how well the win-
dowed input relates to a harmonic signal. In contrast,
the inverse transform or synthesis rebuilds the original
signal by adding all tiny elements together. In (12.12)
the window can be thought of as being applied to the
sliced input familiar in STFT. It can also be thought of
as being applied to the harmonic function, representing
a grain. The same is true for synthesis. The windowed
complex harmonic function serves as a grain for synthe-
sis, while the coefficients F.!/ select the type of grain
and control the weight.

FT F .!/D
Z

windowed
input‚ …„ ƒ

f .t/w .t� �/ ej!tdt analysis

IFT f .t/D
Z

F .!/w .t� �/ ej!t„ ƒ‚ …
windowed
weighting
function

d! synthesis

(12.12)

Such composition allows for the synthesis of tones
with harmonic overtones, since grains can be concate-
nated in an overlapping fashion to establish continu-
ous pure tones. But transients can also be created in
the same manner since transients can be transformed
into the frequency domain as well. Strictly speaking,
the granular synthesis is a special form of the ad-
ditive method. The analysis/resynthesis method can
also be applied with other transforms, such as the
wavelet transform, or with analysis methods that de-
compose into a representation of noise plus transients
plus sinusoids.

For the sampling method, samples of desirable
sounds are taken by recording and are used as ele-
mentary functions in an additive and/or parameterized
approach. Resampling is one of the methods used to ad-
just the pitch for a given sample. Pitch and envelope are
typically controlled separately.

In physical modelling synthesis, physical repre-
sentations of a musical instrument are used to create
sound numerically. This might be a discrete geomet-
rical model with physical properties using numerical
methods such as the finite element method (FEM), finite
difference method (FDM) or boundary element method
(BEM). Alternatives are the above-mentioned source-
filter method and the wave-propagation model.

The reader is referred to Poli [12.10] for an
overview of musical signal representations.

The objective of synthesizing soundswith fidelity or
creating sounds of sensation deserves a brief discussion.

First, Fig. 12.21 shows – on purpose – the envelope of
the nonregular harmonic spectrum of a real instrument.
The approximated envelope does not represent the ir-
regularities in the structure. Fluctuations in the tone
cause an ever-changing sound texture and the analyzed
spectrum changes for every section of sound. Irregular-
ities and fluctuations are well perceivable to listeners
and significantly add to the desired senstion of tone.

These, however, ask for additional rule sets or mod-
elling under the synthesis paradigm. Second, the noise
floor, or in general the nontonal components in a sound
are not yet covered by the sinusoids. Such components
must again be modelled separately.

Third, the harmonic spectrum is not as regular as
it first appears. The stiffness of strings, for example,
causes a frequency shift upwards for higher overtones.
This is significant. For example, in the middle register
of a piano, the frequency of the 17th harmonic is already
a factor of 18 above the fundamental rather than a factor
of 17. Such effects again ask for extended modeling.

Fourth, the above-mentioned components and
methods are likely to produce sounds where the par-
tials are in a coherent relation to each other. Coherence
implies stationary phase conditions between signals.
For instance cos.!t/ and cos.2!t/ are coherent, as
are cos.!t/ and sin.3!t/. Loops or mutually syn-
chronized loops typically produce statically arranged
sounds, which are likely to cause only little sensation.
Breaking up the coherence again requires additional
rule sets.

Finally, digital modelling ignores the impact of
impedance. Digital signals can be copied without los-
ing power. This is not possible for analog signals. The
source impedance is a major factor for signals under
load. For instance, the tone wheel of the Hammond or-
gan carries a sinusoid wave shape and the digital model
of it therefore only loops a digitized sinusoid. On the
real instrument, however, pressing a key implies that
a short-circuit coil will be opened and the induced volt-
age faces the high impedance of the open-circuit coil at
a particular instance, which causes the well-known dirty
sound attack of the Hammond organ. Modelling a sig-
nal by levels, i. e., voltages or currents, is not enough to
emulate such effects.

12.5.1 MIDI

In studios, a variety of control signals are used to re-
motely control devices or to switch signals. Among
these control-signal-only formats is the Musical In-
strument Digital Interface (MIDI). It does not carry
audio signals, but key parameters of sound, such as
pitch, onset and dynamics. It was designed to interface
musical instruments, in particular synthesizers, but mi-
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Table 12.6 MIDI control signals for nD 0 to 15 individual channels. Data bytes cover the range 0 to 127 (always headed
by 0)

Status C MIDI
channel

Data byte 1 Data byte 2 Action Description

8n kk vv Key off Stop playing note kk
apply release velocity vv

9n kk vv Key on Start playing note kk
apply dynamic level vv

An kk vv Polyphonic aftertouch Apply dynamic level vv to the already played note kk
Bn cc vv Control change Change operational Status cc of a controller to the

value vv
Cn pp Program change Assign musical instrument pp to channel n
Dn vv Monophonic aftertouch Apply dynamic level vv to all notes in channel n
En vv ww Pitch bending Pitchwheel Status set to the value wwvv (14 bit)
F0. . . 7 xx System message Specific control data xx for up to eight devices

grated into other applications, such as effects, sampling,
fading, panning and even the control of lightshows.
Composing, arranging and music writing have taken ad-
vantage of the direct back-path from keyboard to music.

MIDI is a serial interface operating at 31 250 bps
and using DIN5 connectors. A control command con-
sists of three bytes that need a total of 960�s for
transmission. For example, the three bytes are (i) on-
or off-keying, (ii) key/note and (iii) dynamic level (Ta-
ble 12.6).

Apart from the essential control data for the music
to be played, there is a wide range of sound controls
specific to the employed devices (Bn in Table 12.6).
Among the 127 mostly predefined commands are the
control of the modulation wheel, pedal, portamento,
sostenuto, legato, harmonic content, attack time, release
time, brightness, stereo balance and effect control, i. e.,
depth of tremolo, chorus or phaser. MIDI also facilitates
synchronization of devices so that several playback de-
vices, synthesizers, keyboards and recording devices
can act together. The MIDI clock subdivides each beat

of a predefined beats per minute (BPM) into 96 ticks.
The limits of MIDI are the control of scales when not
tempered and the speed of control. Standard MIDI files
(SMF) are indicated by the *.mid or *.kar extension.
MIDI may also be captured in RIFF-RMD files with the
extension *.rfi or within the Extensible Music Format
(XMF). The sample dump standard (SDS) combines
MIDI together with linear PCM audio for coordinated
playback and synthesis.

Sequencers are, in principle, recording and play-
back devices for sequences of MIDI control signals,
e.g., the complete arrangement of a song. Hardware se-
quencers are standalone devices with control through
front-panel functions and a keyboard. Sometimes a se-
quencer is already hosted within a keyboard. Software
sequencers work on the basis of computers and go be-
yond programming, recording and playback, since they
also employ graphical interfaces for editing and audio
sample processing. Such a combination of editing au-
dio and MIDI together is referred to as a digital audio
workstation (DAW).

12.6 Historical and Contemporary Audio Formats and Restoration

This section reviews historical audio formats and
restoration methods for the study and research of au-
dio archives. Basically, historical formats are analog,
while contemporary data formats are digital, as further
discussed below. There are, of course a few exceptions
to this rule. For instance, at the beginning of the 20th
century, piano music by Mahler, Strauss and other
composers was recorded using punch cards and these
digital recordings can still be reproduced on the so-
called pianola.

12.6.1 Historical Audio Formats

Wax cylinder, shellac and vinyl records share the same
idea of grooving the analog signal into material, a me-
chanical representation of the signal. Formats and tech-
nologies have changed over the course of 100 years
(Table 12.7). Admittedly, these formats are not widely
used today but they retain their importance due to the
heritage of historical recordings.

Recording on steel wires began in 1889 with wires
1mm thick at a recording speed of v D 20m=s. From
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Table 12.7 Important historical storage formats

Substrate Year Size Speed Channel/groove
Wax cylinder 1902–1929 10:5� ; 5:1 cm 160 rpm 1 Vertical
Shellac 1904–1960 ; 1000=1200 78 rpm Vert. or horiz.
Vinyl Since 1930 ; 1200 33 1=3 rpm 1 Horizontal
Vinyl Since 1949 ; 700 45 rpm 1 Horizontal
Vinyl Since 1958 ; 700=1200 45=33 1=3 rpm 2 Diagonal ’x’

a) b) c)M M

H H

M

H

Fe2O3

CrO2

Fe

Fig. 12.22 (a)MagnetizationM versus magnetic field intensity H for different tape coatings, (b) remanent magnetization
M versus magnetic field intensity H and signal modulation, (c) id., but with a biased modulating signal to shift the
modulation into the linear region

1930 to 1954 the BBCworked with Poulsen’s steel band
machine. The 3000m long steel band was 3mm wide
and 0:08mm thick. The speed was 1:5m=s, delivering
4 kHz bandwidth and a dynamic range of 25�30 dB.

Storage of analog signals on magnetic tape
promised improved sound quality. However, magneti-
zation implies the problem of nonlinearity. The magne-
tization of a tape in relation to the magnetic field is non-
linear. The magnetization follows a hysteresis function
when excited by a bipolar magnetic field (Fig. 12.22).

Important for the nonlinear effects of recording in
combination with playback is the remanence of the
magnetic tape. The remanence is the magnetic strength
that remains in the tape after releasing the magnetic
field (values at H D 0 in Fig. 12.22a). An input signal
that drives the magnetic field will result in a recorded
signal that is distorted due to nonlinearity (Fig. 12.22b).
Typically, a third harmonic will develop. To avoid such
nonlinearity, a bias signal with a frequency well above
the audio frequency band is added to the input sig-
nal during recording. The operating range is effectively
shifted towards the linear region of the remanence curve
(Fig. 12.22c). Nonlinearity cannot be fully avoided but
a properly adjusted bias can reduce the distortion factor
significantly. Adjusting the bias for minimum distor-
tion, however, reduces the output signal during play-
back and so the achievable dynamic range, especially
for higher frequencies of the audio signal. Therefore,
a sound engineer in those days had to compromise be-
tween a high dynamic range and low distortion. For
this purpose, professional recording systems facilitated
manual control of the bias amplitude.

The high-frequency content of an audio signal al-
ready has a similar effect to the bias signal and the two
work together in terms of an effective bias. On the other
hand, high-frequency components of an audio signal
suffer from too much bias. The HX Pro System was one
of the approaches to adjust the necessary bias in relation
to the recorded input signal. Another important impact
factor to bias adjustment is the type and the quality
of the tape used. Professional recording machines can
measure the necessary bias. In summary, analog tape
recordings reveal individual quality in terms of dynamic
range and distortion.

Magnetic tape playback suffers from several losses.
First, the air gap between the tape and playback head is
approximately 1�m. The physical size of one wave of
a 15 kHz signal recorded on a tape at v D 4:75 cm=s
is only 3:17�m. An air gap of 3�m would dampen
the signal by roughly 50 dB. Second, the size of the
gap in the playback head will define losses. The damp-
ing follows a sin.x/=x curve with the zeros at multiples
of beff=�, where beff D effective head gap, �D geo-
metric size of the wavelength on the tape, typically
2:5�12�m in the recording head and 1:5�6�m in the
playback head for professional systems. Third, a mis-
matched position or angle of the head gap will introduce
further losses. Therefore, working with old recordings
may require adjustments on the playback head. Fourth,
tapes are rolled on a reel and the tape sections that
are layered upon each other will mutually magnetize
each other. The resulting pre- and postecho can be
heard. This copy effect depends on the frequency and is
strongest for frequencies at about 400�1000Hz. Mag-



Music Studio Technology 12.6 Historical and Contemporary Audio Formats and Restoration 241
Part

B
|12.6

netic density grows with frequency therefore the copy
effect also grows with frequency. However, the dis-
tance between the layers in relation to the physical
size of a recorded wavelength raises with frequency
and therefore the copy effect again declines with higher
frequencies.

Playback of tapes of unknown origin implies fur-
ther uncertainties. Usually, high-frequency components
are amplified for recording up to C20 dB. Such pre-
emphasis and the complementary de-emphasis during
playback should match each other. However, the pre-
emphasis selection is subject to the tape quality and
the tape speed v , according to different standards, and
it will be aligned to an assumed amplitude statistics
of the input signal (Table 12.9). As there are differ-
ent filter time constants defined for de-emphasis, there
should be clarity about the tape type used and the
standard followed during recording to match the de-
emphasis. The often used dynamic compressor Dolby
B is yet another recording feature that adds uncertainty
since it asks for complementary expansion during play-
back. In summary, without knowledge of the specific
recording parameters, the playback may differ from the
intended recording in terms of spectral balance and
dynamic.

There are tapes from 1=4 to 2 in width for tape
speeds v from 1.875 to 30 in=s (Tables 12.8 and 12.9).

Table 12.8 Magnetic tape widths and track numbers

Tape Tracks
Compact cassette
3:81mm

Consumer: 2 plus 2 (reverse)
Philips: 1 plus 1 for timecode
Tascam: 2 plus 1 for timecode =4=8

1=400 1 track
NAB: 2/2 plus 1 for timecode
DIN: 2
4

1=200 2=4=8
100 4=8
200 16=24

Table 12.9 Tape speeds and time constants for bias modu-
lation

Tape speed � Standard � (�s)
treble

� (�s)
bass

15 in=s NAB 50 3180
38:1 cm=s DIN 35 –
7:5 in=s NAB 50 3180
19:05 cm=s DIN 70 –
3:75 in=s NAB 90 3180
9:53 cm=s DIN 90 3180
1:875 in=s DIN (Fe2O3) 120 3180
4:75 cm=s DIN (CrO2) 70 3180

In the 1980s digital audio tape (DAT) formats were
also used. R-DAT is based on video recorders with ro-
tating heads, with the following operating modes:

1. 2 channels 16-bit linear at 48 kHz sampling rate
2. 2 channels 16-bit linear at 32 kHz
3. 12-bit nonlinear at 32 kHz
4. 4 channels 12-bit nonlinear at 32 kHz
5. 2 channels 16-bit linear at 44:1 kHz playback only.

The format extensions DA-88 and ADAT facili-
tate 8-channel recording. The parity protected 30ms
frames host supplementary data such as search IDs. S-
DAT stands for digital audio recording with stationary
heads. The digital compact casette (DCC) is the con-
sumer format and is based on the compact cassette at
v D 1:875 in=s. It uses MPEG 1 coding to reduce the
linear 16-bit=48kHz format down to 384 kbps for two
channels. The tape hosts 8 channels plus 1 supplemen-
tary data channel, and another 8 plus 1 channels in the
reverse direction. The professional extensions digital
audio stationary head (DASH) and ProDigi work at high
tape speeds to record 2 to 64 linear channels on 1=4,
1=2 and 1 in tapes. The data format works with inter-
leaving and channel coding, so that the digital tapes can
be manually edited in the same way as analog tapes.

12.6.2 Restoration

Restoration may be necessary when working with his-
torical recordings. The reasons for derogated sound
quality are damaged media, unprofessional storage or
limitations or problems with the recording or playback
equipment. This section gives a brief overview of typi-
cal problems and methods, although practical work in
this field is usually assigned to professionals. Work-
benches or software packages for restoration are often
based on audio workbenches and comprise manual or
automatic detection of distorted signals and tools for
repair. A monitoring function allows control of the
restored signals but also of discarded components to en-
sure that not too much of the desired sound gets lost.

The analysis identifies the type and duration of im-
pairments, e.g., noise, tonal components, transients or
typical background noise. Noise originating from the
signal chain or the medium can be spectrally analyzed
and a predicted spectrum will be subtracted from the
signal. Passages of silence allow extraction of a finger-
print of the noise, which is more precise than a predic-
tion. Subtraction always affects the sound, and there are
specific denoisers for speech and for music. The typical
downside of denoising is a loss of brilliance. Artefacts
such as ringing or tonal components can be avoided by
carefully selecting thresholds and parameters.
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Scratches, clicks and cracks are classified by level
and duration. Scratches have a large impulse level and
are several milliseconds long in duration. They result,
for instance, from mechanical damage on cylinders,
shellac or vinyl. Noise from dust in the grooves of these
media can be reduced by wet playback. Clicks are of
lower level and shorter in duration. Crackles have low
levels but come at a high rate. Impulse shapes are al-
ready characterized for common problems and can be
automatically identified. Descratchers, declickers and
decrackers cut out the disturbing impulse and restore
the resulting gap by interpolation, polynomial fit or us-
ing the B-spline method.

Pop noise resulting from close-up speech or singing
is often simply reduced by high-pass filtering. Clipping
artefacts may result from poor input adjustment and
a declipper will restore the waveform by lowering the
level and interpolating the impacted section. Overem-
phasized voiced dental fricatives or sibilant noise are
reduced by a de-esser which consists of an amplifier
in parallel with a limiter, where the threshold and fre-
quency can be adjusted.

The power supply often causes noise in ampli-
fiers and recording equipment. Poor ground loops cause
humming and power dimmers cause buzzing. A de-
buzzer will employ comb filters to reduce the tonal
components of 50 or 60Hz supply systems and respec-
tive multiples of these frequency components.

Tape-recording azimuth errors are caused when the
recording head and the playback head are not well
aligned to each other. Such differences on the order of
tens to hundreds of microseconds between tracks ad-
versely affect the stereo image and the treble range.
These differences can be analyzed by correlation. Mod-
ern deazimuth tools can even detect differences as low
as a small fraction of one sample and can compensate
for the difference by internal oversampling. Preferably,
the mismatched alignment is compensated for during
playback by individually adapted adjustment of play-
back heads, even if the setting is abnormal.

Temporary dropouts may result from erosion of
the magnetic coat on a tape, from kinks or from poor
splicing. Such impairment will be compensated for by
manual levelling.

12.6.3 Contemporary Digital Formats

Contemporary digital formats for storage on hard disc,
optical disc or flash memory are strongly related to
specific coding technologies. The overwiev of these is
organized along three issues: audio quality, data type
and data embedding. In terms of quality, coding re-
duces the necessary storage volume and is likely to
reduce the sound quality as well. Second, there are

different types of formats, such as raw sound data,
sound data with fully embedded description for archives
and formats for streaming or broadcast. Third, there
are container formats that link between several audio
components or between audio, video, presentations and
project data. Other context formats are, for instance,
proprietary formats to capture sessions in specific pro-
duction environments.

To begin with the first issue, sound quality in dig-
ital formats, the prominent parameters to mention are
the word size and sampling rate. As outlined above,
each bit contributes to potentially 6 dB dynamic range.
Linear data formats, or linear pulse code modulation
(PCM), hold such data sample by sample. These for-
mats can be edited sample-wise. Linear PCM is often
hosted in WAV files and it is also the format of the com-
pact disc. Lossless coding reduces the data rate with
virtually no loss of audio quality. Only some procedures
use calculations that ask for rounding, which is equal
to introducing an additional quantization step, includ-
ing quantization noise. An example of lossless coding
is the predictive coding that uses signal differentiation,
complemented by signal integration in the decoder. The
format is called differential PCM (DPCM). A deriva-
tive of this method additionally adapts differentiaton
increments to the type of input signal and is called
adaptive DPCM (ADPCM) (ITU-T G.726) [12.11]. An-
other example is redundancy reduction by entropy, or
variable-length coding, e.g., Huffman coding. The word
size is not fixed, but varies with the probability of occur-
rence. Frequently appearing values are coded by short
words, effectively reducing the data volume. Examples
of respective formats are Free Lossless Audio Codec
(FLAC), Apple lossless, Windows Media Audio Loss-
less and MPEG4-ALS.

Lossy coding discards components that seem irrel-
evant to human listening. Decoded data will therefore
reveal technically observable differences to the original
audio sample, but hopefully no perceptual differences.
While the linear format captures the dynamic range ac-
cording to the word size across the entire band from
0Hz to half of the sampling rate, human listening is
limited and the dynamic range depends on frequency.
Figure 12.23 indicates the threshold of human listening
according to ISO R226 [12.12]. The word size can be
reduced for a wide range of frequency bands because
the quantization noise cannot be heard. Furthermore,
pure tones in a signal mask spectrally adjacent bands
(Fig. 12.23, lines). In these adjacent bands, the word
size can be even further reduced. Additionally, there are
dynamical masking effects in the range of 10 to 20ms
that encourage segment-wise scaling of segments. Scal-
ing is equivalent to achieving full-scale levelling for
each segment, effectively reducing quantization noise.
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Fig. 12.23 Hearing threshold according to ISO R226:2003
(brown) and masking effect (yellow) of a pure tone (black
dot)

Of course, such scaling will be reversed in the decoder.
To facilitate word size reduction in spectral bands, the
input signal is segmented into 32 (MPEG-1 layer 1) or
576 (MPEG-1 layer 3) bands by filter banks. These pro-
cessing steps are supplemented by nonlinear quantiza-
tion (dynamic compression), reducing the redundancy
between stereo channels and final Huffman coding.

AAC and AC-3 coding follow the same method
of tolerating psychoacoustically irrelevant quantiza-
tion noise to minimize data volume. Instead of a fil-
ter bank, the discrete cosine transformation (DCT)
is used, the spectral resolution of which will be dy-
namically matched to the input audio characteristics.
Additional features of AC-3 coding are: dithering, spec-
tral band expansion, karaoke mode and more. HE-ACC
(or ACC+) and HE-ACC v2 (or ACC+ v2) use spectral
band replication (SBR) to achieve very low data rates,
namely 32 to 80 kbps and 16 to 40 kbps, respectively.
Instead of encoding all tonal components of a sound,

Table 12.10 Digital audio streaming formats

Format File extension Coding Audio channel Sample rates
(kHz)

Bit rates
(kbps)

Channel coding

MPEG-1 .mpeg .mpg MPEG-1
layer 1

1–2 32=44:1=48 Fixed 32 : : : 448

MPEG-1 .mpeg .mpg MPEG-1
layer 2

1–2 32=44:1=48 Fixed 32 : : : 384

MP3 .mp3 MPEG-1
layer 3

1–2 16 : : : 48 Fixed/var.
32 : : : 320

MPEG-2 .mp2 MPEG-2 BC 1–5 16 : : : 48 8 : : : 160
MPEG-2
ATDS/ADIF

.aac .adif .3gp

.m4a
ACC 1–5 (48) 8 : : : 96 Wide area/local

AC3 (Dolby
Digital)

.ac3 ATSC/5
2

1–5 32=44:1=48 Fixed/scalable
32 : : : 640

Wide area/local

DTS (Digital
Theatre System)

.dts dts (APT-X100) 5.1 48=96 Fixed
255 : : : 1510

Local

only tonal components of low frequency are encoded
plus a rule set on how the tonal components of high fre-
quency can be replicated from the encoded components.

The digital theatre system (DTS) format is defined
for use in cinemas and home theatres. The code comes
along with a timecode to allow for synchronization with
the film, even when played from a separate CD or DVD
player. The advanced DTS-HD can host linear lossless
formats of 5.1 channels at 192 kHz or 7.1 at 96 kHz,
with data rates up to 24Mbps.

The second issue is the type of format. Basically,
there are formats that are composed in a way to facili-
tate the sharing or archiving of audio data, and formats
that facilitate broadcasting or streaming. Formats for
data sharing and archiving typically embed associated
metadata and only limited means of error protection.
The amount of embedded metadata and the size of the
data file are limited in some formats. Streaming formats
follow the idea of an endless stream. They are equipped
with powerful error correction, or channel coding, to
facilitate forward-error correction (FEC) upon recep-
tion over long-distances and transport over channels of
vague transmission quality. Often, the streaming for-
mats are able to host more than just one stereo stream or
just one 5.1 audio stream. They might contain an entire
program of a broadcaster. Finally, metadata is usually
not part of the stream but rather linked to the stream and
hosted in separate files, or separate streams. The audio
data stream, however, will embed enough supplemen-
tary information on a regular basis to allow a decoder
to jump in at any time and start its decoding pro-
cess after a negligible initialization period. Examples of
audio streaming formats are briefly summarized in Ta-
ble 12.10, audio file formats are listed in Table 12.11.

In terms of sharing or archiving audio data, many
audio file formats emerged from the 1985 Interchange
File Format (IFF) and the later Resource Interchange
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Table 12.11 Digital audio file formats

Format File extension Coding Application
WAVE .wav Linear PCM, DPCM Studio, consumer
BWF .wav Linear PCM, MPEG plus metadata Studio, broadcast
RF64 .wav Linear PCM plus metadata Studio, broadcast
AVI .avi Diverse audio and video codecs Consumer, studio
AIFF .aiff .aifc .afc Linear PCM Studio

File Format (RIFF). The common idea is that a preced-
ing header provides information about the type of data
(audio, video, pictures or text), then about the format,
and then details of the data, which follows in a larger
data field. The widely-used WAVE format is a specific
RIFF format. It holds linear PCM but sometimes also
DPCM and is limited to 4GB of data.

The Broadcast Wave Format (BWF) was developed
for exchange between broadcasters. The format identi-
fies the production and informs about the digital rights
of use. Extensions and supplements of this format now
facilitate the recording of a coding history together with
the data, but also the linking of formats for concatenat-
ing files of limited size. RF64 is a standardized format
to overcome the limitation of 4GB [12.13]. RF64 is not
limited to just one audio mix and just PCM coding. It
may host up to 18 channels and non-PCM coded data.
Audio Video Interleaved (AVI) is also a specific RIFF
format, but seldom used for just audio alone. The Au-
dio Interchange File Format (AIFF) Is based on IFF and
only admits linear PCM, while the extension AIFF-C
also admits lossy coding. It also features the support of
markers, loop-identifiers, MIDI-data and commentary
for handy editing tasks.

The third issue is the scope of the data format and
how data is embeded. The formats described above all
have in common that they describe one single presen-
tation, independent of the type – file or stream – even
if they are already composed of audio and video and
other content. So-called container formats not only host
media of different type but also independent presen-
tations, supplementary timecodes, structural data, text
and markers. Container formats more easily link to ex-

Table 12.12 Digital audio container formats

Format File extension Objects Application
Quicktime .mov .qt Multimedia Consumer
MPEG-4 .mp4 Multimedia Consumer
MPEG-4 Audio .m4a .m4b .m4p ACC audio Consumer
OMFI .omf Video, audio, project data Studio
AAF, MXF .aaf .mxf Multimedia Studio
AES-31 Fat32 files Audio and project data Studio
WMA ASF .wma .asf Multimedia Consumer
Real Media .ra .rm Multimedia Consumer
OGG, Matroska .ogg .ogm .mka .mkv Audio, video, text Consumer
OpenMg .oma .omg ATRAC audio, DRM Consumer

isting technology platforms, such as players or audio
production environments, and facilitate compatibility,
see Table 12.12.

Quicktime, introduced by Apple in 1991, was one
of the earliest formats. The package includes the data
format and the encoder, but also the player, authoring
and streaming technology. It is hierarchically organized
to facilitate any desired link between granular data enti-
ties. The encoding of Quicktime 7 supports linear PCM,
MP3, AAC, ADPCM and Apple lossless.

MPEG-4 is based on Quicktime but follows an
object-oriented approach to govern independent or syn-
chronized streams ofmedia, or to conductmedia synthe-
ses or content analyses. The associated Delivery Multi-
media Integration Framework (DMIF) covers the chan-
nel coding and other transport issues for broadcast or
streaming, so there is a modular approach for the tasks
of data organization and of transport. MPEG-4 audio
supports ACC coding with options for low delay and
spectral band replication as well as for parametric stereo
to further compress data (HE-AACv2). With paramet-
ric stereo, the redundancy between channels is ana-
lyzed and modelled. Determined model parameters will
conduct the resynthesis of the stereo image for the in-
coming audio data. Synthesis is supported by the code-
fined Structured Audio Orchestra Language (SAOL),
the Structured Audio Sample Bank Format (ASBF) and
a text-to-speech algorithm. Data streams and synthe-
sized entities together compose a complex scene, for
instance for films, in a compact way while still keeping
the individual entities apart and controllable during play.

Open Media Framework Interchange (OMF or
OMFI) is a proprietary format and widely used in post-
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production environments by AVID and Digidesign. The
further evolved Advanced Authoring Format (AAF)
and Material Exchange Format (MXF) target the in-
terchange of data for video production. The AES31
format extends the features towards production is-
sues even further. Examples are track numbers, cuts
and overlays, or control information for automa-
tion.

Windows Media Audio (WMA) covers a family of
audio encoders and describes file and stream proper-
ties, content description andmarker objects. Real Media
came as a platform covering format, encoding, stream-

ing server and media-client technology; it was widely
used between 1995 and 2000. OGG is an open-source
format specified in RFC3533, capsuling audio, video
and text. Likewise, Matroska is an open-source for-
mat. OpenMG is proprietary and supports digital rights
management (DRM) and encryption. SDIF was defined
for composition, production and research. There are
descriptors for pitch, energy, spectral coefficients, en-
velopes, synthesis. It supports matrices and the choice
between fixed and floating-point numbers. Entities are
IFF-like organized together with time-tags to guarantee
synchronicity.

12.7 Signals, Connectors, Cables and Audio Networks

The transport of audio signals between devices in a pro-
duction chain has its own history and complexity. First
of all, there are usually control signals and also supply
signals next to or superimposed to the audio signals for
remote operation. The benefits, but also the problems,
of using as few cables as possible created a variety of
technical solutions. Additionally, the analog audio sig-
nal is more and more replaced by digital signals on a va-
riety of alternative copper or fiber links, with a strong
trend towards Internet Protocol (IP) technology.

12.7.1 Cables, Fibers,
and Wireless Local Connections

The physical link has an impact on the forwarded signal.
A cable is, physically speaking, a circuit of a spatially
expanded capacity and a likewise expanded inductance.
Therefore, cables have intrinsic impedance that depends
on frequency. The spectral deficiencies of cables usually
do not emerge due to the low frequency of audio.

However, cables are susceptible to external noise
and distortion. Any electromagnetic field in close prox-
imity will induce currents that will be superimposed
on the wanted audio signal. Sources of distortion are
radio broadcast, mobile devices, power transformers,
switched electrical loads or local thunderbolts. Twisted
cables are more robust against such unwanted electro-
magnetic interference (EMI) than parallel cables, since
the twist flips the orientation of the wire pair within
a given electromagnetic field and therefore flips the po-
larity of induced levels every few inches along the cable.
A homogenous twist will therefore compensate locally.

Shielding is another protective measure. The braids
usually applied around the signal wires protect against
the electrical component, but not against the magnetic
component of a field. Protection against the electrical
field is only in effect if the braid is properly termi-
nated by grounding. Grounding, in almost all examples

of studio technology, is a simple low-impedance con-
nection between the cable shielding and local ground.
Broadband shielding requires a termination resistance
that matches the impedance of the shielding, otherwise
most of the signal energy will be reflected at the point
of termination and will remain on the shielding, where
it feeds back to the wires.

Symmetric signals are another means of protection.
For any audio signal to be transmitted, its polarity-
reversed representation will be generated, either by
high-quality transformers or by differential amplifiers.
The symmetric pair of signals will be transmitted and
in the receiver the difference of these signals will bring
about the audio signal and at the same time suppress
the common-mode signals resulting from external dis-
tortion. Efficient common-mode suppression requires
low-impedance drivers and high-impedance receivers
to reach 30�40 dB in standard technology and it ad-
ditionally requires adaptive circuits to reach 100 dB in
professional equipment.

Digitalization aggravates distortion artefacts, be-
cause time-discrete sampling potentially shifts high-
frequency distortion into the audible band. The princi-
ple of spectrally periodic perpetuation not only applies
to the wanted audio component in a signal but also
to all components irrespective of their spectral origin
(Figs. 12.15 and 12.16). So even if the monitoring of an
arriving analog audio signal seems to be fine, originally
nonaudible components will be contained in the digi-
tal representation after sampling. The antialiasing filter
will only attenuate such distortion for high frequencies.
Digitalization therefore asks for awareness of poten-
tial sources of distortion, especially in the frequency
range of 20�150 kHz, which is well within the operat-
ing range of professional audio preamps, and in which
the antialiasing filter does not have a strong attenuation.

Digital signal transmission on cables is less suscep-
tive to distortion. However, noise always causes some



Part
B
|12.7

246 Part B Signal Processing

residual bit errors. In local installations the bit error rate
(BER) is typically between 10�12 and 10�8. This seems
small, but on a gigabit Ethernet connection with BER
D 10�9 this is equivalent to one bit error every second.
Channel coding technologies allow for compensation
to achieve quasi-error-free (QEF) transmission. How-
ever, coding implies significant delay and contradicts
requirements of real-time applications.

Optical fibers are not susceptible to electromag-
netic interference, but to damping. Glass fibers only
have about 1 dB attenuation per km and 1 dB loss per
connector, but they are not practical in nonstationary
environments. For instance, the popular 50=125 micron
multimode fibers (50�m core with 125�m cladding)
are used in MAD optical, but also in LAN computer
networks (Sect. 12.7.9). Polymer optical fibers (POF)
are more practical in nonstationary and in rugged en-
vironments and are used in semiprofessional applica-
tions, but they have a considerable attenuation of about
0:2 dB=m. They are typically not used across a building
or between buildings. For an overview on copper and
optical links see [12.14].

FM-modulated radio links in the ultra high fre-
quency (UHF) band (300�3000MHz) have been pop-
ular for a long time to connect microphones with
a mixing console. The typically used frequency range
of 790�814MHz is now dedicated to LTE networks
and cannot be used anymore. Frequency reallocations
within the broadcast market and rededication of band-
width from broadcast to mobile communications are
heterogeneous across Europe. This reorganization will
last beyond 2017. Wireless applications will eventually
relocate into diverse gaps. A license-less band across
Europe is defined at 863�865MHz, while the wider
bands in the former TV channels 61–63 and 67–69 for
professional users ask for licenses. At the same time,
the wireless link for microphones has become digital.
For instance, some microphones now use modern dig-
ital modulation techniques, such as frequency-hopping
spread spectrum, and these operate in the unlicensed 2.4
and 6GHz bands.

12.7.2 Signals and Grounding

Analog audio signals are referenced to a specific level to
be compatible between components. Power adjustments
refer to 0 dBm, which is 1mW power or 0:775V at an
impedance of 600�. The commonly used voltage ref-
erence reuses the 0:775V level to define 0 dBu. The so-
called line level of inputs and outputs is usually defined
at 0 dBDC4 dBuD 1:23V, or atC6 dBuD 1:55V.

The phantom supply for microphones and external
equipment is symmetrically fed into the signal wire pair
and is defined at 48V (Fig. 12.24).

6.8 kΩ

6.8 kΩ

Shielding

Signal (+)

+48 V

+48 V

+48 V

0 V
0 V

Signal (–)

Fig. 12.24 Phantom supply to remote microphones and de-
vices

Digital signal levels are defined by the respective
standards of the corresponding digital links, such as
Ethernet and others.

An example of such external equipment is the di-
rect injection box (DI-box). These are widely used to
convert asymmetric signals, such as those from a gui-
tar pickup, into symmetrical signals (Fig. 12.25). If
this conversion is done by differential amplifiers, an
extra power supply is required and is conveniently co-
transmitted on the symmetrical line that links with the
mixing console. DI boxes also address the problem of
grounding. The quality of grounding depends on match-
ing impedances and the thoughtful selection of a sparse
set of grounding points to avoid ground loops. Loops of
grounded shielding should be prevented since the area
enclosed in such loops relates to the level of immis-
sion. Star configurations have no such enclosed area,
but a central grounding point. Therefore, the option of
omitting the grounding in DI boxes is helpful in prac-
tice.

12.7.3 Digital Connections

In terms of digital connections, there is a wide variety
of technical solutions. Some systems target studio-only
applications, basically replacing signal lines by digital
lines. Some systems target digital workflows and trans-
missions beyond a studio. Some systems are open and
flexible to allow for optional replacements of modules;
some proprietary systems are not.

12.7.4 The OSI Model

The open standard interconnection (OSI) structure for
communications is useful to understand the scope and
potential of solutions. The reader is briefly introduced
to its seven layers. The physical layer represents the
physics of transmission, which covers cables, antennas,
fibers, modulation, connectors and clock regeneration.
It works on a bit level, without any comprehension
of meaning. The data link layer works with frames or
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blocks of data ensuring the proper delivery between two
connected points. This implies the error-detection or
error-correction, flow control, monitoring of sequences
of frames and losses. On this layer, a lost or erro-
neous frame might be automatically repeated by request
(ARQ) which raises the matters of memory in the
transmission device, and of delay introduced by the re-
transmission and its protocol.

The network layer is responsible for establishing
the route across the multitude of point-to-point connec-
tions within smaller networks but also across the world.
In the world of connected computers, or productivity,
this is called routing, while in telecommunications it
is called circuit switching. In broadcast, data sinks and
sources are rather stationary and the routes are still kind
of hard wired by installation. The transport layer cov-
ers issues of quality of service (QoS) while restoring
sequences, managing alternative routes and fees. The
session layer might link more than two parties together.
It organizes transmission jobs over time and quarantine
services in case of absence. Data sharing is organized in
larger segments and associated protocols silently ensure

Table 12.13 OSI layered communication model and well-established protocols

OSI layer Established data networks protocols
7 Application Simple Mail Transfer Protocol (SMTP), File Transfer Protocol (FTP), virtual terminal (TELNET), Network File

System (NFS)
6 Presentation
5 Session
4 Transport Transmission Control Protocol (TCP), User Data Protocol (UDP), Real-Time Protocol (RTP), Real-Time Trans-

port Control Protocol (RTCP)
3 Network Internet Protocol (IP)
2 Data link Logical link control with medium access frames (MAC) for Ethernet, token-ring, token-bus etc.
1 Physical Token-ring, token-bus, wireless LAN (WLAN), fiber-distributed digital interface (FDDI), Ethernet

reasonable connectivity in times of temporary discon-
nections.

The presentation layer covers everything concern-
ing the meaning or presentation of data, such as the
form factor, data compression, encryption and keyboard
mapping. In terms of audio, the form factor answers the
question of audio channels involved and the type of data
and stream (Tables 12.10 and 12.11). The application
layer is not the application software but the entity that
manages resources in a system, such as memory and
I/O entities. It handles rights of access, data constancy,
and operational tasks, such as remote jobs or data bank
services.

Table 12.13 shows the layers and the well-estab-
lished protocols associated with these layers. Clearly,
digital workflows in modern audio productions demand
professional and seamless systems at all levels.

12.7.5 Stereo Digital Audio Links

In 1985 the AES3 standard evolved on the basis of
Sony’s SDIF link. The family of two-channel standards
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based on AES3 is ANSI S4,40, EBU Tech. 325-E, ITU-
R BS.64, BS 7239, DIN 60958 and IAJ CP-120 [12.15].
They have differential, symmetrical signal transmis-
sion at 2�7V level on 110� shielded cables with
XLR connectors in common. One of the differences is
that the EBU standard asks for galvanic isolation with
the help of transformers. The physical layer therefore
specifically defines levels for digital transmission while
reusing existing cables and connectors. The data link
layer is also specific. Blocks of 192 frames are transmit-
ted in a specifically defined structure (Fig. 12.26). The
data frame structure and data rate directly correspond to
transmitting uncompressed native audio in linear PCM
format. Data rate R and sampling rate fs are therefore
strictly related: RD fs C 32, for the number of chan-
nels C. The use of auxiliary bits and interpretation of
amended check bits vary from standard to standard.

Extensions and variations to this standard relate to
the evolution of supplementary control signals and to
migration into other applications. For instance, AES18
facilitates the user bit to carry radio data system
(RDS) data or MIDI signals organized in frames of
192 bits under control of the widely applied HDLC
protocol. AES3-id promoted 75� coax cables and
video-compatible signal levels to migrate into video
applications. While IEC 60958 Type I (professional)
is fully compatible with AES3, IEC 60958 Type II
is the consumer version known as S/PDIF which dif-
fers in terms of electrical specifications and the use of
amended check bits. This widely applied digital inter-
face uses 0:5V on 75� cables and cinch connectors.
TOSLink or S/PDIF optical work on plastic optical
fibers (POF) at maximum distances of 10m, while us-
ing the same data frame. AES3 family links are also
used to transmit multichannel compressed audio instead
of uncompressed stereo, following IEC 61937. SDIF-2
and SDIF-3 use separate links for two channels and for
the system clock. These are not derivatives of AES3.

12.7.6 Multichannel Digital Audio Links

The multichannel audio digital interface (MADI) is
specified in AES10 [12.16]. It reuses the AES3 sub-
frame structure for individual channels but organizes 56
or 64 of these within each MADI frame to transport 64
audio channels at fs D 48 kHz, or 32 audio channels at
fs D 96 kHz, with 16, 20, or 24 bit word size. The re-
sulting data rate of RD 125Mbps restricts the MADI
coax to quite narrow electrical specifications to facili-
tate links of up to 50m. MADI optical works on 50�m
glass fibers to bridge up to 2000m.

There is a variety of proprietary digital serial
and parallel links to carry multichannel audio. The
ADAT lightpipe (ODI), Mitsubishi digital interface
(PD, ProDigi), Roland R-bus, and Tascam digital inter-
face TDIF-2 are merely specified to link multichannel
recording equipment over short links.

Multichannel audio can also be embedded within
video signals. The serial digital interface (SDI) and HD-
SDI take up to 16 channels that are organized in the
vertical blanking interval of the video signal while us-
ing the same AES3 subframe format.

12.7.7 High-Speed Digital
General Purpose Links

Another class of links is distinguished by a high data
rate, by support of various formats of video and audio,
by connecting many systems and by synchronous trans-
mission capability.

The IEEE Firewire interface connects up to
63 devices at data rates of 400, 800, 1600 or
3200Mbps [12.17]. Links are physically limited to
a few meters, suggesting usage within racks. Only low
data rates would allow usage across a studio. With its
synchronous transmission mode, Firewire can serve as
a digital signal line for audio or video. While i.Link is
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Fig. 12.27 Word clock distribution in
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Firewire plus Sony’s video transport layer, mLAN is
Firewire plus Yamaha’s audio transport layer. The re-
lated audio and music transmission protocol supports
16 channels of 96 kHz audio at 24 bit word size, as
well as compressed formats and metadata. Devices with
mLAN connectivity require Firewire ports with an open
host controller interface (OHCI).

The high-definition multimedia interface (HDMI) is
a general purpose video and audio link that allows syn-
chronous transmission between devices. It transports
a wide range of compressed and uncompressed video
and audio formats. In terms of audio links, it can host
8 channels at 192 kHz at 24-bit word size, or 8 chan-
nels SACD. HDMI can carry streams such as MPEG
or other digital video broadcast (DVB) streams. It is
preferably employed in presentation context rather than
in production environments.

In summary, the AES3 family and the other fami-
lies of audio links have similar data link layers that are
combined with a variety of physical layers. From the
OSI perspective, the data link layer and the presenta-
tion layer are unfavorably related with each other, since
the data rate is directly derived from the sampling rate.
Such strict relation between link and presentation is un-
usual in data networks. Furthermore, transport, routing
and session layers are not specified for any of the men-
tioned AES3 family members. The transport layer is
only marginally defined in an application-specific way
for HDMI and Firewire. The OSI perspective makes it
clear that these digital links are much more signal line
replacements than general purpose data connections.

12.7.8 Synchronization

Mixing consoles, recording equipment, analog-to-
digital (ADU) converters and digital effects must be
synchronized to the same sampling frequency not only
nominally, but also physically. With only the nominal
accuracy of a quartz crystal in the range of ˙300 ppm,
the systems would gradually drift apart and sam-
pled words would get lost. Such coherent operation
is mandatory in live performance, live broadcast and
recording. In order to synchronize studio equipment,
there are several types of clock sources and concepts.
A professional clock source is a device that also gen-
erates a timecode and that may even be linked with
a global time domain, such as DCF77 or GPS. In video
productions, video black & burst is a preferred clock
source that is derived from the video line frequency and
image frequency.

Conceptually, if only a few components are to
be synchronized, the ADU might be used for direct
control of the mixing console and the recording de-
vice if the three components are not already integrated
within one audio workbench (AWB). Professional pro-
ductions have a wider scope in terms of functionality
and workflow and require a synchronization strategy
for each production. Figure 12.27 illustrates an exam-
ple using both the concepts of word clock distribu-
tion amplifiers (DA) and word clock daisy chaining,
while employing different formats at the same time,
AES11, video format and an explicit word clock for-
mat.
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12.7.9 Ethernet and IP-Based Links

Postproduction and playback do not require the co-
herent operation of systems, since the recording/
production and the consumption are not committed to
the same progression of time. Audio can be played
back, listened to and processed without any problem if
the presentation rate slightly deviates from the original
sample rate of the recoding session. Second, parallel
workflows encourage file sharing, rather than sharing
of signals. Third, multisite productions and broadcast
encourage the use of established data networks. These
three reasons drive the use of IP-based links in audio
production.

Employing general data network technology in au-
dio implies both inheriting the mass market advantage
but also the QoS limitations. Data packet networks
work on the basis of probabilistic access, where the
availability might be high but the latency times and
loss rates are typically high as well. Capacity is not
guaranteed in data networks. This is one of the rea-
sons why some systems reuse parts of the general
data network technology but still define a specific data
link or transport layer to follow the concept of signal
distribution with defined QoS. These systems take ad-
vantage of economies of scale while reusing Ethernet
technology.

AudioRail reuses the physical layer of Ethernet and
a specific link protocol to host 32 channels at 48 kHz or
16 channels at 92 kHz sampling rate, with 24-bit word
size. It only carries native audio data but not any sup-
plementary control data or MIDI.

Rocknet is another proprietary system that uses the
Ethernet physical layer, however with XLR connectors.
It supports up to 160 channels at 48 kHz and at 24 bits
word size over a single CAT-5 cable. Additionally, the
devices support redundant cabling and redundant power
supply.

Cobranet reuses both, Ethernet’s physical and data
link layer. The proprietary protocol specified on top of
this facilitates unicast and broadcast transmissions of

Table 12.14 ISO perspective on existing Ethernet- and IP-based audio links

OSI layer Audiorail
Rocknet

Cobranet
Ethersound

Dante Ravenna Audio over IP

7 Application
6 Presentation
5 Session
4 Transport RTP over UDP

plus PTPv2
AoIP over RTP
over UDP

3 Network IP IP IP
2 Data link Ethernet Any LAN Any LAN/WAN Any LAN/WAN
1 Physical Ethernet Ethernet Any LAN Any LAN/WAN Any LAN/WAN

up to 64 channels. Cobranet facilitates sample clock
extraction from data. MIDI and control data can be
transmitted together with the audio data, for instance
for remote control tasks.

Ethersound also reuses an Ethernet physical layer
and data frame. It is organized as a strict synchronous
network with fixed capacities for 64 channels at 48 kHz
or 16 channels at 192 kHz. Likewise, Ethersound has no
potential of carrying general purpose data together with
the audio data.

Dante differs from the three Ethernet-based systems
in that it works on top of the network layer. It works on
any IP based system and can be switched across wider
networks. Audio traffic can be mixed with other traf-
fic, but this must be operationally managed in terms of
performance. Latency is in the sub-ms range and deter-
ministic, because Dante uses voice over IP (VoIP) QoS,
which is already provided in modern switches. WLAN
is not recommended, and typically, IP will locally oper-
ate on top of Ethernet.

Ravenna, like Dante, works on top of the IP pro-
tocol. So while in most cases of local area networks
Ethernet will be the option of choice, Ravenna is not
so restricted. It can be established together with already
existing IP networks in a building, and it even works
across wide-area networks (WAN). Quality of service
must be cared for by statistics in operation and mainte-
nance. This is possible since today’s routing IP devices
support traffic shaping and traffic-specific control of
QoS.

Ravenna directly supports AES3 subframes, but
also any other format, such as a 32-bit floating point.
It also provides synchronization across devices through
the [12.18]. Precision Time Protocol (PTPv2) is a sep-
arate protocol devoted for real-time IP traffic. PTPv2
provides means for synchronizing local clocks to a pre-
cision in the lower nanoseconds range provided that all
participating switches natively support PTPv2.

The European Broadcasting Union promotes a gen-
eral approach of audio over IP (AoIP). The framework
is defined by EBU Tech 3326 [12.19] and recommends
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Table 12.15 Descriptions of analog and digital links for
a typical mixing console (Fig. 12.28)

A Analog symmetric audio input, XLR-3-F
B Analog symmetric audio output, XLR-3-M
C AES3 digital audio I/O on 25-Sub-D
D TDIF-1 digital audio I/O on 25-Sub-D
E Timecode input on XLR-3-F
F MIDI out on 5-pin DIN connector
G MIDI in on 5-pin DIN connector
H USB link to computer
I Word clock (WCLK) output on BNC
J Word clock (WCLK) input on BNC
K AES3 Digital audio output on XLR-3-M
L IEC 60958 Type II output on cinch
M IEC 60958 Type II input on cinch
N AES3 Digital audio input on XLR-3-F

jitter buffering, FEC and error concealment to com-
pensate for the unpredictable QoS in unmanaged IP
networks. For a tutorial see EBU Tech 3329 [12.20].

The OSI perspective finally allows one to distin-
guish between classes of systems. Table 12.14 gives
an overview of the structured layers. Without specifica-
tions for layers 5 to 7, all of these systems come without
session management, coding for presentation or format,
access rights management, digital rights management
(DRM) or data consistency management. Future sys-
tems will incorporate these aspects to facilitate seam-
less workflows between live performance/recording,
postproduction and distribution/broadcast.

12.7.10 Connectors

Connectors form part of the physical layer, since they
codetermine the mounted type and amount does of
wires or fibers. The identified connector not always

E

C D

A

B

F G H I J K L M N

Fig. 12.28 Rear side of a digital mixing console and its
typical connectivity (© Yamaha, for descriptions see Ta-
ble 12.15)

1
3
2

Pin Microphone
AES/EBU

Speaker
Female

2

3

1

Male

1

3

21 shielding – phase
2 + phase + phase
3 – phase not used

Fig. 12.29 Male and female XLR-3 connectors and pin-
ning for symmetrical microphone, speaker and digital
AES/EBU links

directly determine the type of link associated with it,
because widely spread connectors have been reused for
other links. For instance XLR, the classical microphone
connector, is also used for the digital AES/EBU link
(Fig. 12.28 for an overview).

Figure 12.29 sketches the popular 3-pin XLR
(XLR-3) connector and its pinning. The XLR-5 connec-
tors carry stereo signals (Canon’s X-series latched con-
nectors (XL), with resilient connector filling (XLR)).

12.8 Loudspeakers, Reference Listening and Reinforcement

The fidelity of sound reproduction is defined by the
quality of speakers, while the quality of the spacious-
ness and envelopment is defined by the speaker ar-
rangement within a given room and the match of this
arrangement with the underlying principle of the mi-
crophone arrangement used.

12.8.1 Loudspeakers

Similar to microphones, there are various principles
of conversion. First, classical electrodynamics is used
in speakers to convert electrical signals into mechani-
cal displacement, or to sound. A current-carrying coil

within a magnetic field B will experience the Lorentz
force

FD I .l�B/ (12.13)

given the length l of the coil-wire. In speakers, the coil
is conducted in a gap of a strong magnetic field such
that the effect is maximized and that the coil experi-
ences a degree of freedom in the direction of force.
This force will cause displacement of the coil, which
in return drives a membrane. Large displacements are
possible, which is of particular importance for low fre-
quencies. However, large displacements also constitute
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Fig. 12.30a,b Operational principle
of (a) electrodynamic and (b) electro-
static speakers
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Fig. 12.31 (a) Acoustically short-
circuited loudspeaker, (b) loudspeaker
in a baffle, (c) loudspeaker in a closed
box in front of a rigid wall

inhomogeneous conversion since the coil might leave
the magnetic field, at least partially. This is one of the
reasons for nonlinearity in speakers. Second, ribbon
speakers use the same electrodynamic principle but the
current directly flows through a plane membrane. Third,
electrostatic speakers employ the force that is in effect
on an electrical charge Q

jFj D QU

d
(12.14)

with the voltage U and the physical distance d between
electrodes. Flipping the polarity of the charge will not
flip the force direction (see the magnitude for force in
(12.14)). Therefore, for bipolar audio signals, a high
DC voltage is used to bias the system (Fig. 12.30). The
electrostatic principle will typically facilitate only small
displacements of the membrane or diaphragm.

Another conversion principle uses the piezoelec-
tric effect, however reversely operated when compared
with the piezomicrophone (Sect. 12.1). The voltage
across the crystalline structure will cause deforma-
tion and therefore displacement. The displacement is
very small and therefore these converters are used for

high-frequency applications or for buzzing in low-end
applications. Other principles use ionized air and again
others use structure-borne sound across large plane pan-
els, so-called distributed-mode loudspeakers (DML).

All the conversion principles have in common that
the typical arrangement implies only one degree of
freedom and therefore the speakers typically radiate
a figure of eight, potentially short-circuiting acousti-
cally (Fig. 12.31a). The air that is pushed away at the
front side of the speaker is simply pulled in at the
back side and reversed. The effect of short-circuiting is
frequency-dependent and can be prevented by using an
extended baffle (Fig. 12.31b). Now the pressure wave
has to travel around the baffle to be compensated by
a matching sink. Travel time is twice the distance d at
the speed of sound c�340m=s. The critical frequency
below which the radiation suffers by 6 dB=octave is

f0 D c

4d
: (12.15)

A closed box has the effect of an infinitely ex-
tended baffle, since the direct acoustical short-circuit
is prevented (Fig. 12.31c). However, loudspeakers are
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Fig. 12.32a,b Soundfields from lines
of loudspeakers separated by distance
d with (a) interference (d > �=2) and
(b) plane wavefronts (d < �=2)

usually placed within buildings and in many cases in
front of walls. The travel time of a pressure wave to the
wall behind and back to the plane of the speaker cone is
twice the distance d at speed c and defines frequencies
of compensation.

fn D c .1C 2n/

4d
; nD 1; 2; 3; : : : (12.16)

At these frequencies, the radiated power is much lower,
at least for listeners on axis. When listening off-axis,
the geometry constitutes derivatives of the simple form
in (12.16).

In most electrodynamic speakers, the membrane is
a cone, further defining nonlinearity but also the radi-
ation beam. The membrane is not completely stiff and
the cone geometry will increase stiffness only to a cer-
tain degree. An impulse generated at the center will
need time to travel across the membrane. The vibra-
tional modes of the membrane therefore codetermine
the general frequency response of a speaker. The radi-
ation pattern of speakers constitutes narrow beams for
high frequencies and wide beams for low frequencies.
Sound pressure measurements are usually only done on
axis and are no reference to the spaciously integrated
total radiation power.

The electrodynamic principle is also used in horns,
which are usually designed to radiate sound of higher
frequencies. The horn geometry is typically designed
such that the cross sectional area grows exponentially
along the horn in order to gradually adapt the driver
impedance to air impedance.

If several speakers are driven by the same signal,
the geometrical arrangement again constitutes cases
of attenuation and amplification, of interference and
plain wavefronts. In cases where the distance d be-
tween speakers is more than half of the wavelength
� the superposition of pressure waves gets a destruc-
tive component. The relation of d to � defines the

direction ˛ with respect to the normal axis in which
individual waves have a phase shift of �=2, or � , effec-
tively compensating for each other (see the minimum in
Fig. 12.32a). This is true also for phase shifts of 3=2�,
5=2� and so on. The general relation for the off-normal-
axis angle reads,

˛n D arcsin
�
.1C 2n/ �

2d

�
d >

�

2
I nD 1; 2; 3; : : :

(12.17)

In cases of d smaller than half of the wavelength
�, (12.16) cannot be solved and circular wavefronts
of the elementary sound sources jointly establish
a plane wavefront according to Huygens’ principle
(Fig. 12.32b). For a given loudspeaker arrangement
with a distance d between loudspeakers, sound compo-
nents below a critical frequency will be radiated in the
form of a plane wave.

fcrit D c

�crit
D c

2d
; dD �crit

2
(12.18)

At the same time, sound components above the critical
frequency will suffer from interference. The principle
of establishing plane wavefronts is followed in line
arrays (LA) and in wave field synthesis (WFS). But
the principle also applies to two-way or three-way
speakers, where speakers are distant to each other but
the spectral range they serve is not separated without
a crossover. Certainly, any listening room raises further
and even more complex scenarios of interference due to
multiple reflections.

12.8.2 Reference Listening

Reference listening addresses several issues beyond
the sound quality of the speakers. How well does the
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Fig. 12.33a–c Recommended loud-
speaker arrangements according to
(a) DIN 15996 and (b,c) ITU-R
BS.775-1

speaker arrangement match the underlying principle of
microphone arrangement? How well does the gener-
ated soundfield represent the fictional soundfield that
was intended by an audio designer? While for stereo
and DTS there are reference listening arrangements
and standards, for many of the three-dimensional and
application-specific formats standards currently evolve.

12.8.3 Two-Dimensional Loudspeaker
Arrangements

According to DIN 15996, stereo playback is rec-
ommended with the two speakers separated by bD
3�4:5m and the listener position at a distance of lD
.0:9˙0:3/b. The ideal arrangement is equilateral, how-
ever there is some tolerance defined, ı D 60ı˙15ı

(Fig. 12.33a). Reference arrangements for 5.1 and 7.1
according to ITU-R BS.775-1 incorporate the origi-
nal stereo triangle and all speakers are on a circle
(Fig. 12.33b and 12.33c). Dolby Digital is the consumer
market format to capture stereo and multichannel au-
dio with and without the low-frequency effects channel
(LFE), respectively 5.0 and 5.1 (Table 12.10).

Another reference for stereo is ITU-R BS.1116-1.
This standard also specifies listening conditions beyond
the loudspeaker geometrical setup, such as operational
ranges for loudspeakers and for room-acoustical pa-
rameters. In terms of sound quality assessments there
are specific recommendations, such as ITU-R BS.1284-
1 [12.21] and handbooks on general methodology for
sound quality evaluation [12.22]. More specifically, the
EBU Tech. 3286 [12.23] specifies parameters for the
quality assessment of stereo sound. Among these are
spatial impression (subparameters: homogeneity of spa-
tial sound, reverberance, acoustical balance, apparent
room size, depth perspective), stereo impression (sub-
parameters: directional balance, stability, sound image
width, location accuracy), transparency, sound balance,
timbre and more. So there is nuanced expert knowledge
shared by audio engineers and equipment OEMs if it
comes to stereo.

Wave field synthesis (WFS) employs the outlined
planar wave propagation principle to control a two-
dimensional soundfield. Loudspeakers are densely
spaced, for instance at dD 17 cm to achieve plane
waves for frequencies below fcrit D 1000Hz. A listen-
ing arrangement can easily ask for several hundred
speakers. With WFS, a pressure wave front can be
formed to simulate source positions that lay behind the
row of loudspeakers (see source 1 in Fig. 12.34). This
is achieved by appropriately delayed loudspeaker sig-
nals. The operational technology even allows to model
sound sources that are in front of the line (see source 2
in Fig. 12.34). Likewise, the acoustical room and its real
reflections can be modelled as well by treating reflec-
tions as additional sound sources.

WFS modelling is a complex task even for station-
ary sources and listener positions, since the directivity
of the speakers codefine the synthesis operators [12.24]
and directional room-impulse responses must be gen-
erated for each pair of listening position and sound
source, which can be done by parameterized recordings
from circular microphone arrays [12.25].

The two-dimensional sound representation in WFS
and the modelled source distance are convincingly per-
ceived when high-fidelity impulse responses are used.
Even more complex is the model for sources in motion.

1

2

Fig. 12.34 Wave field synthesis
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Fig. 12.35 22.2 Loudspeaker arrange-
ment according to Hamasaki

Moving sound sources are so impressive nowadays that
only little effort has been made to achieve high-fidelity
input parameters. WFS today is often used for fictional
sound and audio drama, while relatively large PA speak-
ers are spaced at dD 1m. The resulting fcrit D 170Hz
does not really facilitate plane waves for speech and
music. WFS therefore is more commonly operated as
a multichannel surround system for applications with-
out preferred listening direction.

12.8.4 Three-Dimensional Loudspeaker
Arrangements

There are various loudspeaker arrangements that con-
sider elevation in sound reproduction. The intentions
differ from application to application. In music record-
ing, the envelopment is strongly enhanced by reproduc-
ing ceiling reflections, while in cinema, discrete sound
sources fictionally move above, but also possibly below
the audience.

Auro 3D addresses elevation in two versions. The
Auro 3D 9.1 proposal targets the home theatre and is
identical with the 5.1 arrangement (Fig. 12.33b) for the
base level and it uses four more speakers for the up-
per level, one above each of the side channels. When
standard formats such as 4.0, 5.1, 6.1, or 22.2 are used
in cinemas, the arrangement of speakers is adapted to
the much larger listening area. In particular, the side
channels LS and RS are distributed over multiple loud-
speakers along the side, and even from the rear. In the
Auro 3D 11.1 for cinema applications, this is also the
case, and the side is even extended towards the back
side. The upper level has the same format as the lower
level. In addition, there are speakers in the ceiling (voice
of God). Auro 3D is a complete systemwith its own the-

ory to support direct upmixing of stereo or 5.1 to the 9
or 11 spatial channels. The conversion engine creates
multiple decorrelated channels from the few inputs. It
can also convert to three-dimensional (3-D) headphone
representations.

The Hamasaki 22.2 arrangement [12.26] was de-
veloped in the context of high-definition television
(HD-TV) and is standardized [12.27]. It facilitates el-
evation, both above and below the audience, but also an
improved resolution in the front (Fig. 12.35).

The 5.1 multichannel file and streaming format has
also been used to accommodate elevation in the form of
2C2C2 channels. Dabringhaus promoted this format
of 2 front, 2 rear, and 2 elevated front channels, working
for a maximum of room ambience and auditor envel-
opment with a minimum number of channels [12.28].
This format reuses the 5.1 technology both in produc-
tion and in consumer electronics. It is not widely used
but the concept is convincing, because the multichannel
recording can directly be projected to the loudspeaker
arrangement at a nuanced expert level. Sound engineers
familiar with stereo recording can directly project the
outcome of their microphone arrangement. Listening to
2C2C2 is a convincing experience and there is a selec-
tion of fine recordings of classical music.

Ambisonics is the keyword of 3-D spatial represen-
tation. The loudspeaker arrangement complements the
3-D coincident microphone arrangement, or A-format
and B-format, as outlined in Sect. 12.1.3. Coinci-
dent loudspeakers are not possible and near-coincident
speakers are typically approximated by dodecahedrons.
Ambisonics arrangements are typically equally spaced
on a spherical grid. The soundfield must be encoded
for the specific number of channels on the grid. Tech-
nologies in this field facilitate conversion of standard
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Fig. 12.36 Planetarium in Kiel, Germany – an example of
individual 3-D auralization

formats to ambisonics, but also the creation of virtual
acoustical spaces.

There is also a wide range of application-specific so-
lutions for exhibitions, fairs, museums and shows. For
instance, in the Kiel planetarium, the position of speak-
ers is codetermined by building construction. There are
three levels, with 14 speakers on the ground level and
7 speakers on each of the upper layers (Fig. 12.36).
Input to the system is a matrix of sound sources and
time-dependent vectors. Standard 5.1 and stereo pan-
ning technologies have been combined to seamlessly
move individual sound sources across the sky.

Headphones are also widely used for reference lis-
tening. The advantage is that the soundfield is free
of disturbing reflections from walls, or more gener-
ally speaking, there is no acoustical interference from
the listening room that would degrade the room acous-
tics contained in the presented sound. However, there
are also problems and disadvantages. First, for stereo,
the geometry strongly differs from the intended 60ı

arrangement. While in reference stereo both channels
reach both ears, under headphone conditions the chan-

a)

Point
source

R2

R

A 4A

b)

Line
source

R2

R

A

2A

Fig. 12.37a,b Spherical and cylindri-
cal sound radiation

nels and ears are strictly separated. The stereo image
is much wider and strongly deviates from the intended
scene. This does not mean that such wide stereo is
disliked. Second, the headphone is in many cases equiv-
alent to a pressure chamber, introducing additional
rules for equalization. Third, for many samples and
for many people, the so-called in-head localization is
very annoying. The sound source might well be spa-
tially discriminated, but it is inside rather than outside
the head. Interaural time difference (ITD) and inter-
aural intensity difference (IID) which are usually the
main factors for spatial discrimination do not neces-
sarily translate in a standardized form for every shape
of the head. Microphone arrangements that imply an
equivalent ITD have an advantage for headphone lis-
tening (e.g., ORTF in Fig. 12.7), even though they are
problematic in mono downmixes. Reflections from the
torso are likewise important to translate the soundfield
into a real-world experience, but these reflections are
missing in headphone listening, too.

Dummy head recordings simulate the real-world lis-
tening scenario since ITD and IID apply, but also the
shadow of the head and the form of the pinna and
concha. But even with the dummy head, in-head local-
ization remains a problem for many people, because
dummy head parameters only approximate the aver-
age listener. Based on anechoic dummy head record-
ings, there also exist direction-specific head-related
transfer functions (HRTF). Algazi et al. provided an
extended reference library of spatial high-resolution
HRTFs [12.29]. There is also a general model derived
from this data [12.30]. However, again it is only by
chance that the perceived direction of a sound source
will match the true direction of the dummy head in
the original recording setup. Given these restrictions,
there are technologies that translate 5.1 formats to the
two-channel format for headphone listening. Some of
these even allow the head to be moved, while the virtu-
ally created reference 5.1 monitoring remains statically
fixed with respect to the room.

Perceived elevation in binaural listening is strongly
determined by the pinna and cochna shape. Reference
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HRTF recordings inherently incorporate this and this
know-how is used to encode 3-D audio in such a way
that it can be represented on the two channels for
headphone listening. The pinna and cochna shape can
also be used to directly model elevation in individual
HRTFs [12.31].

12.8.5 Reinforcement

Line arrays of speakers are another example of es-
tablishing plane wavefronts and are widely applied in
reinforcement systems or PA systems. Solitary speakers
radiate spherically, with a loss of �6 dB sound pressure
level (SPL) for each doubling of distance R, beginning
with the frequency-dependent far-field. Line arrays, as
they approximate ideal line sources, radiate cylindri-
cally with a loss of only �3 dB SPL (Fig. 12.37 for
a comparison of geometry).

The transition from cylindrical to spherical radi-
ation, or from near-field to far-field, is given at the
distance

rtransition D 3fl2

2

s
1� 1

.3fl/2
(12.19)

–3 dB

Fig. 12.39 J-curved line array with the straight section cre-
ating cylindrical waves to reach far listeners

for line arrays of limited length l and frequency f in
kHz [12.32]. Figure 12.38 illustrates this frequency de-
pendency for a 2:3m long line array.

The reduced loss of SLP for line sources can also be
expressed by a focused beam. This advantage is used
in PA systems where a wide auditory space has to be
covered at possibly comparable SPL for listeners in the
front and in the rear. Figure 12.39 illustrates a J-curved
line array where far listeners are reached by cylindrical
waves, while nearby listeners are not.

References

12.1 M. Williams:Microphone Arrays for Stereo and Mul-
tichannel Sound Recording, Vol. 1 (Editrice Il Rostro,
Segrate 2004)

12.2 U. Herrmann, V. Henkels, D. Braun: Comparison of
5 surround microphone methods. In: 20. Tonmeis-
tertagung (Bildungswerk des Verbandes Deutscher
Tonmeister, Verlag K. G. Saur, München 1999)
pp. 508–517

12.3 M. Williams, G. Le Dû: Microphone array analysis for
multichannel sound recording. In: 107th AES Con-
vention Preprint 4997 (1999)

12.4 G. Theile: Natural 5.1 music recording based on
psychoacoustic principals. In: AES 19th Int. Conf.:
Surround Sound – Techniques, Technol. Percept.,
Elmenau (2001)

12.5 M.A. Gerzon: The design of precisely coincident mi-
crophone arrays for stereo and surround sound. In:
50th Convention of the Audio Engineering Society
(Mathematical Institute, University of Oxford, Ox-
ford 1975), pp. Preprint L–20

12.6 M. Vorländer: Auralization: Fundamentals of
Acoustics, Modelling, Simulation, Algorithms and
Acoustic Virtual Reality (Springer, Berlin 2008)
pp. 1–335

12.7 R. Bader: Reconstruction of radiating soundfields
using minimum energy method, J. Acoust. Soc. Am.
127, 300 (2010)

12.8 M.R. Schroeder: Natural sounding artificial rever-
beration, J. Audio Eng. Soc. 10(3), 219–223 (1962)

12.9 W.G. Gardner: Efficient convolution without input-
output delay, J. Audio Eng. Soc. 43(3), 127–136 (1995)



Part
B
|12

258 Part B Signal Processing

12.10 G. de Poli (Ed.): Representations of Musical Signals.
Proc. Int. Workshop, Sorrento 1991) pp. 1–478

12.11 CITT G.726, Recommendation: General Aspects of
Digital Transmission Systems; Terminal Equipments
40, 32, 24, 16 kbit/s adaptive differential pulse code
modulation (ADPCM) (The International Telegraph
and Telephone Consultative Committee, Geneva
1990)

12.12 DIN EN ISO 226:2006-04 (E): Acoustics – Nor-
mal Equal-Loudness-Level Contours (Beuth, Berlin
2006)

12.13 EBU – TECH 3306, Technical Specification:
MBWF/RF64:An Extended File Format for Audi
(European Broadcasting Union, Geneva 2009)

12.14 ISO/IEC 11801, International standard: Informa-
tion Technology – Generic Cabling for Customer
Premises, 2nd edn. (International Organization for
Standardization, Geneva 2002)

12.15 AES3, AES standard for digital audio engineering:
Serial transmission format for two-channel lin-
early represented digital audio data (Audio Engi-
neering Society, New York 2009)

12.16 AES10-2008 (r2014): AES Recommended Practice for
Digital Audio Engineering – Serial Multichannel
Audio Digital Interface (MADI) (Audio Engineering
Society, New York 2008

12.17 IEEE 1394, IEEE Sandard: IEEE Standard for a High-
Performance Serial Bus (Institute of Electrical and
Electronics Engineers, Piscataway 2008)

12.18 IEEE 1588, IEEE Standard: IEEE Standard for a Preci-
sion Clock Synchronization Protocol for Networked
Measurement and Control Systems (Institute of
Electrical and Electronics Engineers, Piscataway
2008)

12.19 EBU – TECH 3326, Technical Specification: Audio
Contribution over IP, Rev. 4 (European Broadcast-
ing Union, Geneva 2014)

12.20 EBU – TECH 3329, Tutorial: A Tutorial on Audio Con-
tribution over IP (European Broadcasting Union,
Geneva 2008)

12.21 ITU-R BS.1284-1, Recommendation: General Meth-
ods for the Subjective Assessment of Sound
Quality (International Telecommunications
Union—Radiocommunication, Geneva 2003)

12.22 S. Bech, N. Zacharov: Perceptual Audio Evaluation –
Theory, Method and Application (Wiley, Chichester
2006)

12.23 EBU document Tech. 3286: Assessment Methods for
the Subjective Evaluation of the Quality of Sound
ProgrammeMaterial – Music (European Broadcast-
ing Union, Geneva 1997)

12.24 D. de Vries: Sound reinforcement by wavefield syn-
thesis: adaptation of the synthesis operator to
the loudspeaker directivity characteristics, J. Audio
Eng. Soc. 44, 1120–1131 (1996)

12.25 E.M. Hulsebos, D. de Vries: Parameterization and
reproduction of concert hall acoustics measured
with a circular microphone array. In: AES Conven-
tion, Munich (2002), Paper 5579

12.26 K. Hamasaki, T. Nishiguchi, R. Okumura,
Y. Nakayama, A. Ando: A 22.2 multichannel
sound system for ultra-high-definition TV (UHDTV),
SMPTE Motion Imaging J. 117(3), 40–49 (2008)

12.27 ST 2036-2, Standard: Ultra High Definition Televi-
sion – Audio Characteristics and Audio Channel
Mapping for Program Production. (Soc. of Motion
Picture and Television Eng., White Plains, New York
2008)

12.28 W. Dabringhaus: 2+2+2 – kompatible Nutzung des
5.1 Übertragungsweges für ein System dreidimen-
sionaler Klangwiedergabe klassischer Musik mit
drei stereophonen Kanälen, (The 5.1 reproduction
chain gives us the chance to be used as a true
threedimensional sound-reproduction system for
classical music with three pairs of loudspeakr-
ers). In: 21. Tonmeistertagung (MM-Musik-Media-
Verlag, Hannover 2000)

12.29 V.R. Algazi, R.O. Duda, D.M. Thompson, C. Aven-
dano: The CIPIC HRTF Database. In: Proc. 2001 IEEE
Workshop Appl. Signal Process. Audio Electroacoust
(Mohonk Mountain House, New Paltz 2001) pp. 99–
102

12.30 V.R. Algazi, R.O. Duda, R. Duraiswami,
N.A. Gumerov, Z. Tang: Approximating the head-
related transfer function using simple geometric
models of the head and torso, J. Acoust. Soc. Am.
112, 2053 (2002)

12.31 V.C. Raykar, R. Durais, B. Yegnanarayana: Extract-
ing the frequencies of the pinna spectral notches
in measured head related impulse responses,
J. Acoust. Soc. Am. 118, 364 (2005)

12.32 M. Urban, C. Heil, P. Bauman: Wavefront sculpture
technology, J. Audio Eng. Soc. 51(10), 912–932 (2003)



Delay-Lines a
259

Part
B
|13.1

13. Delay-Lines and Digital Waveguides

Gary Scavone

A digital delay line is a particular type of finite
impulse response (FIR) filter that has many useful
applications in audio signal processing. Simply
put, signals that are input to a delay line reappear
at the output after a specified time period (in
samples). Delay lines are often implemented to
support delay times that can vary dynamically.
As well, delay times corresponding to noninteger
sample lengths can be approximated.

Time delay of signals is fundamental to signal
processing systems. In this chapter, we focus on
applications in digital audio signal processing and
in particular, the modeling of wave propagation
in air and in strings. The fundamentals of delay
lines will be introduced and their implementa-
tion detailed, including common fractional-delay
filtering techniques. Feedforward and feedback
comb filters are simple signal processing structures
built with delay lines and they exhibit charac-
teristics that not only make them interesting for
delay-based audio effects algorithms, but also as
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simple models of acoustic wave propagation. Fi-
nally, the use of delay lines to simulate wave
propagation in one-dimensional waveguides will
be introduced with a focus on the synthesis of
plucked string instrument sounds.

13.1 Digital Delay Lines

For an input signal given by the time series xŒn� with
sample indices nD 0; 1; 2; : : : and a delay-line length
of M samples, the delay-line output is defined by the
difference equation

yŒn�D xŒn�M�; nD 0; 1; 2; : : : ;

where xŒn� is equal to zero for sampled time step indices
of n< 0.

The functioning of a delay line can be visualized as
in Fig. 13.1, assuming M D 4 and a discrete-time unit
impulse input signal defined as

ıŒn�D
(
1; nD 0

0; n¤ 0 :

For every time step n, the signal value in the last (right-
most) memory location is output from the delay line,

the remaining stored values are propagated to adjacent
memory locations (to the right), and a new input sample

1 0 0 0n = 0:  1 0

0 1 0 0n = 1:  0 0

0 0 1 0n = 2:  0 0

0 0 0 1n = 3:  0 0

0 0 0 0n = 4:  0 1

x[n] y[n]

Fig. 13.1 Signal flow in a digital delay line of lengthM D 4
samples
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is written to the first (left-most) memory location. Thus,
the sample value of 1 that is input at time nD 0 will ap-
pear at the delay-line output at time step nD 4. For this
particular example, all subsequent inputs and outputs to
the delay line are zeroes. In this way, the finite length
impulse response of the lengthM D 4 digital delay line
is given by hD f0; 0; 0; 0; 1g.

It is straightforward to apply standard filter analy-
sis methods to investigate the behavior of digital delay
lines in the frequency domain. For example, application
of the z-transform to the difference equation above re-
sults in a transfer function for this system of

H.z/D Y.z/=X.z/D z�M :

The frequency magnitude response, determined by
replacing z with ej! and evaluating the magnitude
for 0� ! � � (corresponding to frequencies from 0
to fs=2 Hz at the sample rate fs, where ! D 2� f =fs
is the normalized discrete-time radian frequency), is
equal to one across all frequencies. This should not
be surprising considering that the delay line does not
change the input values in any way aside from delay-
ing them in time. The phase response for the exam-
ple M D 4 delay-line system is shown in Fig. 13.2,
plotted both in radians (a) and as phase delay in
samples (b), from which its linear phase response is
clear.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

a) Phase (radians)

Normalized frequency

0
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–6
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–12
–14

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

b) Phase delay (samples)
7
6
5
4
3
2
1
0

Fig. 13.2a,b Phase response of a digital delay line of
length M D 4 samples: (a) phase in radians; (b) phase de-
lay in samples

z–Mx[n] y [n]

Fig. 13.3 The block diagram representation of a digital de-
lay line of length M samples

In digital filter block diagrams, the digital delay line
is typically represented as shown in Fig. 13.3, where the
length of the delay is given by the exponent of z.

13.1.1 Delay Line Implementation

The delay-line visualization of Fig. 13.1 implies a sig-
nificant computation burden associated with its imple-
mentation. That is, from the description above it might
seem that every signal value stored in the delay line
must be copied over to an adjacent memory location for
every new input/output value. However, digital delay
lines can be very efficiently implemented in computer
programming environments, requiring only sufficient
memory and one or two memory pointers. For example,
the fixed-length M D 4 digital delay line can be imple-
mented with just four samples of memory storage and
a single pointer as demonstrated in the following Mat-
lab example:

N = 60; % time steps to compute
x = [1, zeros(1, N-1)]; % unit impulse
M = 4; % delay line length
delayline = zeros(1, 4);
ptr = 1;
y = zeros(1, N); % output signal

for n = 1:N,
y(n) = delayline(ptr); % read output
delayline(ptr) = x(n); % write input
ptr = ptr + 1; % increment pointer
if ptr > M, % check pointer limit

ptr = 1;
end

end

The approach demonstrated above also supports dy-
namically variable delay-line lengths. The example will
work for any value of M in the range 1�M � 4. It is
only necessary to allocate enough memory to support
the maximum desired delay-line length. The example
above does not support a delay-line length M D 0. For
that to work, it is necessary to use and increment two
pointers, one each for the input and output memory
locations. Memory allocation can be a relatively time
consuming operation in a real-time synthesis environ-
ment. Thus, in situations where the delay length may
change over time, a large buffer of some maximum size
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z–M2

x [n–M1] x [n–M1–M2]

z–M1 z–M3x[n] y [n]

Fig. 13.4 The block diagram representation of a tapped
digital delay line with two internal output taps

is usually created during program initialization (for ex-
ample, the fourth line of the Matlab example could be
changed to delayline = zeros(1, 50) to sup-
port values ofM in the range 1�M � 50).

13.1.2 Tapped Delay Lines

There are often contexts where it is desirable to access
the contents of a delay line at one or more intermedi-
ate delay length values. Such a system is referred to as
a tapped delay line. The block diagram of Fig. 13.4 il-
lustrates a tapped delay line of total lengthM1CM2C
M3 samples and two taps located at delay lengths of
M1 and M1CM2 samples. In general, a tap delay line
is implemented as a single buffer in memory but with as
many read pointers as taps. Such functionality could be
added to the Matlab example above using a new pointer
for each intermediate tap length.

13.1.3 Delay-Line Interpolation

The delay lines discussed thus far have had lengths
given by an integer number of samples. In many con-
texts, especially when the delay length can change
dynamically, it is necessary to compute the output of
a delay line for lengths that correspond to some fraction
of a sample. For example, if a delay-line length was to
be slowly increased from 30 to 32 samples over a time
of one second, it would be necessary to perform this
increase at small increments (perhaps 0.1 sample incre-
ments or less) in order that the change be smooth and
free of audible artifacts.

While signal values in a delay line are stored at
integer multiples of the sample period Ts D 1=fs, it is
possible to apply interpolation techniques to approxi-
mate values between those in memory. A large body of
literature exists on such interpolation techniques [13.1].
The most common interpolation techniques used in

z–M

z–1 –1

Δ

y[n] y [n–M–Δ]

Fig. 13.5 A linearly interpolated delay
line

conjunction with delay lines are first-order linear inter-
polation and allpass interpolation.

Linear Interpolation
Linear interpolation is an efficient technique for deter-
mining sample values at fractional delay-line lengths.
Intermediate values between two neighboring samples
are found by effectively drawing a straight line connect-
ing those two samples and returning values at desired
positions along that line.

Let � be a number between 0 and 1 that indicates
how far to interpolate a signal y between time steps n
and n� 1. The linearly interpolated value yŒn��� be-
tween known values yŒn� and yŒn� 1� is given by

yŒn���D .1��/ � yŒn�C� � yŒn� 1�
D yŒn�C� � .yŒn� 1�� yŒn�/ :

This operation is equivalent to a first-order FIR fil-
ter. The use of linear interpolation at the output of
a delay line is diagrammed in Fig. 13.5. The frequency
magnitude response and phase delay for a linear inter-
polation filter is shown in Fig. 13.6 for fractional delays
between 0 and 1. The ideal interpolation filter would
have a constant magnitude of one and a constant phase
delay exactly equal to� across all frequencies. In other
words, the filter would time-shift its input by the desired
amount without modifying the gain, irrespective of the
signal frequency content. From Fig. 13.6, it is apparent
that linear interpolation becomes less accurate at higher
frequencies, though this nonideal behavior varies with
�. As an example, when �D 0:5 the phase delay is
exact across all frequencies but higher frequency com-
ponents are attenuated (their magnitude response falls
well below 0 dB).

Linear interpolation is also known as first-order
Lagrange interpolation. Higher order Lagrange inter-
polators can be more accurate but are less efficient to
implement.

Allpass Interpolation
Allpass filters have a unity magnitude response but
variable phase delay properties. This makes them po-
tentially useful for fractional-delay filtering, as they
are guaranteed to pass signals without attenuating their
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Fig. 13.6 (a) Frequency magnitude and (b) phase delay for
linear interpolation with fractional delays between 0 and 1

magnitude. The problem then becomes one of finding
an allpass filter with the desired phase delay property.

The difference equation for a general first-order all-
pass filter is given by

yŒn�D a � xŒn�C xŒn� 1�� a � yŒn� 1�
D a � .xŒn�� yŒn� 1�/C xŒn� 1� :

Its transfer function is

H.z/D aC z�1

1C az�1
;

from which the phase delay can be estimated for low
frequencies as [13.2]

�†H.e
�j!/

!
� 1� a

1C a
as !! 0 ;

where †H.e�j!/ is the phase response of H.z/ at nor-
malized discrete-time radian frequencies ! D 2� f =fs,
with sample rate fs. Thus, the allpass coefficient a can
be determined for a given desired fractional delay � as

aD 1��
1C� :

The phase delay of the first-order allpass filter for
fractional delay values between 0.1 and 2 is plotted in
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Fig. 13.7 Phase delay for first-order allpass filters with
fractional delay settings between 0.1 and 2
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Fig. 13.8 Impulse response of first-order allpass filters
with fractional delay settings of �D 0:1, 0.4, 0.7, and 1.0

Fig. 13.7. From the plot, it is clear that the phase de-
lay of the filter is not constant across all frequencies
(other than for�D 1), with the phase delay converging
to one at fs=2 for all fractional delay values. A gen-
eral rule of thumb is to choose values in the range
0:3 ��� 1:3 to obtain more constant phase delay re-
sponse at lower frequencies, together with the fastest
decaying impulse response, which is desirable to min-
imize transient effects when dynamically changing the
fractional delay length. The transient responses of first-
order allpass filters used to implement several different
fractional delay values are shown in Fig. 13.8. Note how
values of � closer to 0.0 have significantly longer tran-
sient tails.

A block diagram for a first-order allpass interpo-
lation filter at the output of a delay line is shown in
Fig. 13.9. For values of �> 1, a unit of delay can be
subtracted from the adjoining delay line.
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z–M

z–1

a

z–1

–
y[n] y [n–M–Δ]

Fig. 13.9 A first-order allpass
interpolated delay line

z–M

b0

bM
x[n] y [n ]

Fig. 13.10 A feedforward comb filter block diagram

First-order allpass and linear interpolation both in-
volve the same level of computational complexity,
though allpass interpolation does not introduce higher
frequency attenuation. That said, linear interpolation
provides the shortest transient response when changing
� values and its phase delay is generally flatter out to
higher frequencies. As well, linear interpolation can be
used to arbitrarily interpolate between sample values in
a delay line at any instant in time, which is not pos-
sible with allpass interpolation filters because of their
transient response behavior (they must be warmed up
before reaching their steady-state response). Thus, there
are trade-offs and the best choice will depend on partic-
ular algorithm constraints.

13.1.4 Comb Filters

Comb filters are simple signal processing structures,
made with delay lines, that have applications in many
digital audio effects algorithms, including flanging and
artificial reverberation. They get their name from the
shape of their frequency magnitude responses, as will
be shown below.

The signal processing block diagram for a feedfor-
ward comb filter is shown in Fig. 13.10. The difference
equation for the filter is

yŒn�D b0xŒn�C bMxŒn�M� ;

from which its transfer function is determined as

H.z/D b0C bMz
�M :

The frequency magnitude response of the feedforward
comb filter is thus given by

ˇ̌
H.ej!/

ˇ̌D ˇ̌b0C bMe�j!M
ˇ̌
; �� � ! � � ;

bM = 0.3
bM = 0.9
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Fig. 13.11 Magnitude response of a feedforward comb fil-
ter withM D 5, b0 D 1, and bM D 0:3 and 0.9

z–M
–aM

b0
x[n] y [n ]

Fig. 13.12 A feedback comb filter block diagram

which is plotted in Fig. 13.11 for M D 5, b0 D 1, and
bM D 0:3 and 0.9. The maximum gain is 6 dB (or a lin-
ear gain of 2), which occurs at frequencies for which
the output from the delay line is in phase with the di-
rect path. In between these frequency values, the two
signals are out of phase and thus destructively interfere
with each other, to an extent controlled by the coeffi-
cient bM.

The frequencies of the notches in Fig. 13.11 occur
at the roots of the transfer function H.z/. For b0 and
bM positive, there are M notches evenly spaced in fre-
quency from fs=.2M/ to fs Hz at increments of fs=M Hz.
If either b0 or bM is negative, the notches are shifted in
frequency to start at 0Hz and increment by fs=M Hz.
Note that the frequency axis of Fig. 13.11 is normalized
from 0 to fs=2 Hz.

The block diagram of a feedback comb filter is il-
lustrated in Fig. 13.12. The difference equation for this
filter is given by

yŒn�D b0xŒn�� aMyŒn�M� :
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For stability, the coefficient aM must have a magnitude
< 1. The transfer function of the feedback comb filter
is

H.z/D b0
1C aMz�M

;

from which the amplitude response is found as

G.!/D ˇ̌H.ej!/ˇ̌D
ˇ̌
ˇ̌ b0
1C aMe�j!M

ˇ̌
ˇ̌ ;

�� � ! � � :

The magnitude response of a feedback comb filter is
shown in Fig. 13.13 for M D 5, b0 D 1, and aM D�0:3
and �0:9. The frequencies of constructive feedback can
be found from the roots of the denominator of the trans-
fer function. The maximum gain is b0=.1C aM/, which
involves constructive feedback at the same frequencies

aM = –0.3
aM = –0.9

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Fig. 13.13 Magnitude response of a feedback comb filter
with M D 5, b0 D 1, and aM D�0:3 and �0:9

where the notches were found in the feedforward comb
filter.

13.2 Simulating Sound Wave Propagation

Sound is transported through air via waves that travel
at an approximate speed of 341 meters per second (at
room temperature). As a result, there is a time (or prop-
agation) delay for sound to travel from an emitting
source to a listener some distance away. This is most
obvious when the distance between a sound source and
listener is large, for example when observing fireworks
from a few kilometers away. But these inherent time
delays are equally important for various acoustic phe-
nomena over shorter distances as well. For example,
the propagation delay for sound waves traveling inside
a clarinet controls the resulting frequency of reed os-
cillations, or the sounding frequency of the instrument.
When the effective length of the clarinet is shortened
by opening holes along its length, the distance traveled
by the waves inside the air column decreases and the
sounding frequency increases.

Given what has previously been said about delay
lines, it should come as no surprise to learn that delay
lines are commonly applied in audio signal processing
contexts to simulate sound wave propagation. A given
distance d between source and listener will result in
a time delay of d=c seconds (where c is the speed of
sound propagation). In a discrete-time signal processing
context, this time delay must be related to the sample
period Ts D 1=fs, where fs is the sample rate in samples
per second. Thus, the length of a delay line in samples
M needed to simulate sound propagation over a distance
d is given by M D d=.cTs/. Note that the quantity cTs

represents the distance traveled by sound in a single
sample period, which is about 7mm at a sample rate
of 48 000Hz.

Sound waves emitted by a source will generally de-
crease in pressure level (and thus perceived loudness) as
the distance from the source increases. For waves trav-
eling in an open space or a large room, this decay or
attenuation is due in part to the spreading of wavefront
energy over a larger and larger spherical surface area as
it propagates away from the source, as well as losses
due to molecular interactions in air. For waves traveling
in a confined space, such as a uniform pipe, there will
be losses due to interactions with the surrounding walls,
though not necessarily any attenuation due to wavefront
spreading (if the wavefronts are assumed to be planar,
which is typically the case in uniform pipes). Thus, an
accurate simulation of sound travel must incorporate
some distance-dependent gain control.

A distributed simulation approach would make use
of gain factors g to represent the loss experienced over
the distance traveled per unit delay, as diagrammed
at the top of Fig. 13.14. For efficiency, these factors
can be commuted (assuming linearity) and implemented
at a single (or just a few) discrete locations in the
system (as shown in the bottom of Fig. 13.14). In real-
ity, these losses will be frequency dependent (typically
more losses at higher frequencies) and thus more accu-
rately represented with appropriately designed digital
filters.



Delay-Lines and Digital Waveguides 13.2 Simulating Sound Wave Propagation 265
Part

B
|13.2

z–M gM

gg
.  .  . .  .  .

g
z–1 z–1 z–1

x[n] y [n ]

Fig. 13.14 Damped traveling-wave
simulators with losses per unit sample
(top) and with commuted losses
(bottom)

Fig. 13.15 Floor reflection illustration

13.2.1 Wave Reflections

If a traveling wave encounters a change in the physical
properties of the medium through which it propagates,
the wave will be perturbed where the change occurs.
This perturbation generally involves some level of re-
flection, absorption, and transmission at the boundary.
For example, if a wavefront impinges on a perfectly
rigid surface, all of the wave energy will be reflected
from the surface. However, if the surface is instead
covered with a layer of absorbing material, only a por-
tion of the wave energy will be reflected, with the
remainder being trapped and damped within the mate-
rial. The extent of such reflection can be characterized
by a reflection coefficient (R), which specifies the ra-
tio of reflected to incident wave energy. Materials that
are very reflective will have a value of R close to 1,
while R will be close to zero for materials that are
very absorptive. In general, the reflection coefficient
will be frequency dependent. In other words, materials
will normally reflect or absorb waves of differing fre-
quencies by different amounts.

z–Mr

z–Md

gd

gr

x[n] y [n ]

z– (Mr–Md)

z–Md

gd

gr /gd

x[n] y [n ]

Fig. 13.16 Floor reflection block
diagrams

Wave reflection from surfaces will also depend on
the shape of the surface. If an acoustic wave encounters
a rigid wall that is flat over at least several wavelengths
in all directions, the wavefront will be reflected from
that surface at an angle equal to its angle of incidence
(referred to as specular reflection). Conversely, a wall
that is very uneven will reflect a wavefront in many di-
rections (referred to as diffuse scattering).

Waves can be guided within structures of uni-
form geometry, a common musical example being the
roughly cylindrical air column of a clarinet. Wave
reflection will occur in such waveguides at any geo-
metrical discontinuity, such as the location of an open
hole. Wave components will be partly reflected at such
a discontinuity and partly transmitted through it into
the surrounding air, with lower frequency components
generally being more strongly reflected than higher fre-
quency components. The size of the hole will control
the frequency-dependence of this behavior.

Figure 13.15 illustrates a source–listener arrange-
ment with sound wave reflection from an assumed rigid
floor of infinite extent. In this case, two propagation
paths exist for sound wave travel between the source
and listener. The system of Fig. 13.16 (top) provides
a signal processing block diagram to simulate the sound
wave propagation using digital delay lines. The scale
factors gd and gr account for losses over the respec-
tive direct and reflected paths due to air absorption and
spherical spreading. If the floor had a reflection coeffi-
cient less than one, this could also be included in the
gr factor. The height of the source and listener will
control the time delay between the arrival of the di-
rect and reflected waves. The delay common to the two
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paths can be pulled out and implemented separately,
as illustrated in the lower part of Fig. 13.16. In this
case, the length of the delay line for the reflected path
must be adjusted by subtracting from it the common
delay length and its attenuation factor appropriately
scaled.

The portion of the signal processing block diagram
within the dashed lines at the bottom of Fig. 13.16 is
a feedforward comb filter. This simulated system re-
sults in a feedforward filter structure because none of
the propagated sounds return to the listener. Thus, de-
pending on the distance between the direct and reflected
paths, certain frequency components in the sound will
be destructively canceled at the listener position, which
would correspond to the notches in the frequency re-
sponse of the feedforward comb filter. In this way, the
feedforward comb filter is a computational physical
model of a source–listener arrangement involving a di-
rect and single reflected path.

Another simulated source–listener arrangement is
shown in Fig. 13.17, where the emitted sound is as-
sumed to propagate back-and-forth between two par-
allel rigid walls of infinite extent. The corresponding
signal processing block diagram is shown in Fig. 13.18.
In this case, the sound is reflected back to the listener
in a repeated fashion, thus the resulting filter structure
has a feedback path. The portion of the signal process-
ing structure within the dashed lines in Fig. 13.18 is
a feedback comb filter. If the distance between the two
walls is d and the listener is located at the wall opposite
the source, the length of the initial delay line is M1D
d=.cT/, while the delay line in the feedback loop will be
of lengthM2D 2d=.cT/ (because the sound will return
to the listener after propagating to the opposite wall and
back). The gain factors would have to be determined

z–M1

z–M2

g1

g2

x[n] y [n ]

Fig. 13.18 Block diagram for simu-
lation of reflections between parallel
walls

Fig. 13.17 Illustration of reflections between parallel walls

based on losses corresponding to air attenuation. If the
walls were not assumed rigid, their reflection coefficient
would also need to be included. As seen with the feed-
back comb filter, certain frequency components will
feedback in phase with the emitted sound, producing
room resonances at frequencies that are evenly spaced
across the spectrum based on the distance between
the walls. Such a phenomena is referred to as flutter
echo. Thus, the feedback comb filter can be regarded as
a computational physical model of a series of echoes,
exponentially decaying and uniformly spaced in time.

Signal processing structures using delay lines have
been widely explored to simulate much more complex
room acoustics scenarios and artificial reverberation
algorithms [13.3–7]. The fields of room acoustics mod-
eling and artificial reverberation are well beyond the
scope of this chapter but the underlying concepts are
the same. In general, most artificial reverberation work
has focused more on achieving flexible, efficient, and
good sounding results without concern for accurately
modeling particular room geometries.
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It is clear that delay lines provide an efficient way to
simulate traveling-wave propagation. The concept of
a digital waveguide derives more specifically from the
discrete-time solution to the general one-dimensional
(1-D) wave equation. Digital waveguides have been ex-
plored with great success over the past 30 years to
achieve high-quality sound synthesis of musical in-
struments [13.8–17]. This brief treatment will focus
on applications to plucked string instruments, though
much research has been conducted on the use of digital
waveguides in wind instrument modeling and synthesis
as well [13.18–24].

13.3.1 1-D Traveling Waves

To first approximation, wave motion on a stretched
string can be reasonably well approximated as 1-D,
such that the string is considered to move only within an
x–y plane. Lossless one-dimensional wave propagation
along a stretched string is described by the 1-D wave
equation as

@2y

@t2
D c2

@2y

@x2
;

where cDp�=� is the speed of wave motion on the
string, � is the string tension, and � is the mass den-
sity of the string. A particular solution to this equation
was published by d’Alembert in 1747 having the gen-
eral form

y.t; x/D yr
�
t� x

c

�
C yl

�
tC x

c

�
;

for arbitrary functions yr.�/ and yl.�/. The subscripts r
and l refer to right and left, respectively, because a func-
tion of .t�x=c/ can be interpreted as a fixed waveshape
traveling to the right (in the positive x direction) over
time and a function .tC x=c/ can be interpreted as
a fixed waveshape traveling to the left (in the nega-
tive x direction) over time, both with speed c. As such,
this solution describes traveling waves moving in op-
posite directions along a one-dimensional string, the
superposition of which results in the observed physical
displacement of the string. Note that it is theoretically
possible to have only a single traveling-wave compo-
nent present on the string, though a real string must
be of finite length and thus fixed at one or both ends.
A wave component that propagates into a fixed or free
end will be reflected back in the opposite direction (as
further described below).

To develop a discrete-time model or simulation of
traveling-wave motion, it is necessary to sample the

traveling-wave amplitudes in both time and space. The
temporal sampling interval is Ts seconds, which corre-
sponds to a sample rate fs D 1=Ts samples per second.
The spatial sampling interval is given most naturally
by X D cTs, or the distance traveled by a wave in one
temporal sampling interval. In this way, each traveling-
wave component moves left or right one spatial sample
for each time sample.

The time and spatial sampling is accomplished with
the following change of variables

x! xm D mX

t! tn D nTs ;

where n and m are integer indices of time and space,
respectively. The traveling-wave solution then becomes

y .tn; xm/D yr
�
tn � xm

c

�
C yl

�
tnC xm

c

�

D yr

�
nTs � mX

c

�
C yl

�
nTsC mX

c

�

D yrŒ.n�m/Ts�C ylŒ.nCm/Ts� :

This representation can be further simplified by sup-
pressing explicit reference to Ts and defining

yC.n;m/D yr.nTs;mTs/ ;

y�.n;m/D yl.nTs;mTs/ ;

where the superscripts ‘C’ and ‘�’ denote wave travel
to the right and left (or Cx and �x directions), respec-
tively. The resulting expression for physical displace-
ment at time index n and location index m is given as
the sum of the two traveling-wave components

y .tn; xm/D yC.n�m/C y�.nCm/ : (13.1)

The term yrŒ.n�m/Ts�D yC.n�m/ can be inter-
preted as the output of an m-sample delay line of input
yC.n/. Similarly, the term ylŒ.nCm/Ts�D y�.nCm/
can be interpreted as the input to an m-sample de-
lay line with output y�.n/. The physical wave variable
(string displacement in this case) is given by the super-
position of the two traveling-wave components. Thus,
we can accurately model one-dimensional motion on
a string using two systems of unit delays, to model left-
and right-going traveling waves, with delay-line values
summed at corresponding spatial locations to obtain
physical outputs, as depicted in Fig. 13.19.

In most modeling contexts, the calculation of phys-
ical output values can be limited to just one or two
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y+(n –1) y+(n –2)

y–(n +1) y–(n +2)

y+(n –3)

y (nTs, 3cT )y (nTs, 0)

y+(n).  .  . .  .  .z–1 z–1 z–1

y–(n +3)y–(n).  .  . .  .  .z–1 z–1 z–1

Fig. 13.19 Discrete-time simulation
of ideal, lossless wave propagation
with observation points at xD 0 and
xD 3X D 3cTs

y+(n –M)

y (nTs, ξ)y(nTs, 0)

y+(n).  .  . .  .  .z–M

y–(n +M)y–(n).  .  . .  .  .z–M

Fig. 13.20 Digital waveguide sim-
ulation of ideal, lossless wave
propagation using delay lines

discrete spatial locations. Individual unit delays are
more typically combined and represented by digital de-
lay lines, as shown in Fig. 13.20.

Any ideal, lossless, one-dimensional waveguide can
be simulated in this way. The model is exact at the sam-
pling instants to within the numerical precision of the
processing system. The delay lines can be initialized
with displacement data corresponding to an initial pluck
waveshape, though the waveshapes must be bandlim-
ited to less than half the sampling frequency to avoid
aliasing (as in all discrete-time systems).

13.3.2 Lossy Wave Propagation

Real wave propagation is never lossless. Sound waves
in air lose energy via molecular frictional forces. Me-
chanical vibrations in strings are dissipated through
yielding terminations, the viscosity of the surrounding
air, and via internal frictional forces. In general, these
losses vary with frequency.

Losses are often well approximated by the addition
of one or more terms to the wave equation. In the sim-
plest case, we can add a frequency-independent force
term that is proportional to the transverse string veloc-
ity (@y=@t),

�
@2y

@x2
D � @

2y

@t2
C�@y

@t
;

where � is a resistive proportionality constant. That
is, the force lost to internal damping in the string
is assumed to scale linearly with velocity. Assuming
the resistive coefficient is relatively small, the follow-
ing general class of solutions to this equation can be

found

y.t; x/D e�.�=2�/x=cyr.t� x=c/
C e.�=2�/x=cyl.tC x=c/ :

The sampled solution is then

y.tn; xm/D gmyC.n�m/C g�my�.nCm/ ;

where

gD e��Ts=2�:

Thus, a small decay factor should be inserted between
each unit delay, as illustrated in Fig. 13.21.

Because the system is linear and time-invariant, the
loss terms can be commuted and implemented at dis-
crete points for efficiency as previously discussed in
Sect. 13.2. In the more realistic situation where losses
are frequency dependent (and typically of lowpass char-
acteristic), the g factors are replaced with frequency
responses of the form G.!/. These responses can like-
wise be commuted and implemented at discrete spatial
locations within the system.

13.3.3 Reflections

Thus far, we have only considered wave propagation
along a uniform, one-dimensional string of undefined
length. In an anechoic or nonreflecting waveguide,
waves traveling in only one direction may exist and can
thus be simulated with just a single delay line. But in
real situations, the media in which waves travel are of
finite length and reflections occur at the boundaries that
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y (nTs, 2cT )y(nTs, 0)

y+(n).  .  . .  .  .z–1 z–1 z–1

gy–(n).  .  . .  .  .z–1 z–1 z–1

Fig. 13.21 Discrete-time simulation of
lossy wave propagation

y (ξ, nTs) –1–1

z–M

z–M

Fig. 13.22 Digital waveguide simulation of 1-D wave
propagation on a string fixed at both ends

give rise to waves traveling in two directions per dimen-
sion.

If we consider a string to be rigidly fixed at a posi-
tion L, the boundary condition at that point is y.t; L/D 0
for all time. From the traveling-wave solution to the
wave equation, we then have yr.t�L=c/D�yl.tCL=c/,
which implies that displacement traveling waves reflect
from a fixed end with a change of sign (or a reflection
coefficient RD�1). Thus, a displacement wave com-
ponent traveling into a rigidly fixed boundary at xD L
will be completely reflected back from that boundary,
though it must be inverted when reflected back so that
the boundary condition y.t; L/D 0 is satisfied. The sim-
ulation of displacement wave motion in a string rigidly
terminated at both its ends (and without losses) is illus-
trated in Fig. 13.22.

In general, any change in the physical properties of
the string (such as a diameter change) will cause wave
scattering, which involves partial reflection and partial
transmission at the boundary in such a way that energy
is conserved.

13.3.4 The Plucked String Model

Finally, a full plucked string model is obtained by
adding loss filters to the rigidly terminated string model
from above and providing an initial displacement con-
dition before the model is computed, as illustrated in
Fig. 13.23. For example, if we assume the string is ini-
tially plucked by pulling it upward at a position xD L=4
and then releasing it, this condition would be simu-
lated by initializing the internal elements of the upper

–1 –1

z–M1

z–M2

z–M2

z–M1

H1(z) H2(z)

H1(z) H2(z)

Fig. 13.23 Digital waveguide simulation of lossy wave
propagation on a string fixed at both ends (with initial dis-
placement)

and lower delay lines with values corresponding to that
shape (1=2 of the displacement for each delay line,
since the physical displacement of the string is given by
the sum of the two traveling-wave components at any
given position). For the moment, we will not be con-
cerned with the details of the loss filters, though they
would have a lowpass characteristic with a cutoff fre-
quency that depends on the number of samples in each
delay line (thus, the length of the simulated string).

The plucked string digital waveguide model above
is typically modified in several ways to better corre-
spond to the physical reality of plucked string instru-
ments. In general, the majority of the sound produced
by string instruments does not come directly from
the string itself because strings do not transfer their
vibrations well into the surrounding air (one might sim-
ply say that they cannot push the air in an efficient
way). Rather, some of the string energy is transferred
through one of the string terminations (the bridge) into
a soundboard that can better transform the mechanical
vibrations of the string into sound pressure fluctuations
in air. Thus, the bridge termination of the string is not
perfectly rigid as originally assumed but in fact can vi-
brate in a way that allows some of the string energy
to leak into the body and then be radiated into the air.
Rather than be represented by a reflection coefficient
of �1, the bridge termination should be modeled by
a frequency-dependent filter, Hb.z/, that simulates this
behavior.

The output of the model is taken from both sides of
the bridge filter as shown in Fig. 13.24a, which corre-
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–1

z–M

z–M

Hs(z)

Hs(z)

Hb(z)

–1

a)

b)

z–2M

Hs
2

Hb(z)

Fig. 13.24a,b Digital waveguide simulation of lossy wave
propagation on a string with output through a nonrigid
bridge. (a) Two delay line implementation. (b) Simplified
(commuted) and more efficient implementation

sponds to the physical motion of the bridge. Because
the system is linear, this structure can subsequently be
simplified by rearranging and combining the two de-
lay lines and the two string loss filters as illustrated in
Fig. 13.24b.

The model output as calculated in Fig. 13.24 rep-
resents the motion of the bridge in response to vi-
brations of a plucked string. To accurately represent
the sound from a string instrument, this output should
then be input to a filter representing the vibrational
response of the instrument body and its subsequent ra-
diation of sound into the air. The body response is
typically given by its time-domain impulse response,
which can be measured or simulated. For example,
one can tap lightly on the bridge of an instrument
and record the resulting sound at some position away
from the instrument in an anechoic room. The time
samples of this recording, normally several tens of thou-
sands of samples long, become the coefficients of an
FIR bridge-to-air filter. Every output sample from the
digital waveguide string model is then filtered by this
body filter. As all parts of the model are assumed to
be linear, however, it is possible to rearrange the body
and string responses using an approach referred to as
commuted synthesis [13.10]. In linear systems, the or-
der of operations can be changed without affecting the
overall output. For the plucked string model, commu-
tivity thus allows the body impulse response to be used
as the input to the delay line representing the string,
with some prefiltering to account for pluck position.
This results in significant computational savings be-

0.5
Wavetable (z–M)

z–1

Fig. 13.25 The Karplus–Strong algorithm (reproduced
from [13.25])

cause implementation of the long FIR body filter is
avoided.

A variety of further simplifications are often ex-
ploited for computational efficiency. For example, the
bridge, loss filters, and nut multiplier (the �1 scalar)
are typically commuted together and the output taken
from only one side of this filter. The resulting single
loss filter can be designed based on a desired string de-
cay rate [13.2]. Also, the resulting output of the system
continues to sound like a plucked string for almost any
sort of initialization of the delay line values. That is,
any sort of wide-bandwidth input (including a single
impulse in only one memory location of the delay line)
will produce the sensation of a plucked string sound.
These simplifications do not necessarily have physical
justifications but are made for efficiency and because
the resulting auditory result remains convincing.

At this point, it is interesting to consider the sig-
nal processing block diagram of Fig. 13.25 proposed by
Karplus and Strong [13.25] to produce surprisingly rich
and natural plucked string sounds. Karplus and Strong
had been experimenting in the late 1970s with varia-
tions on wavetable synthesis in an effort to find efficient
ways to achieve more interesting sounds. Wavetable
synthesis generally involves the storage and subsequent
playback, at varying rates (or frequencies), of a single
period of a periodic sound. Perfectly periodic sounds do
not sound natural and thus, Karplus and Strong added
an operation at the output of the wavetable (Fig. 13.25)
involving a simple averaging of the current and previ-
ous outputs, to change the content of the table over time.
This operation is defined by the difference equation
yŒn�D 0:5.xŒn�CxŒn�1�/, a first-order FIR filter that is
equivalent to a linear interpolation filter with �D 0:5
(with a frequency response as shown in Fig. 13.6).
Karplus and Strong suggested initializing the wavetable
with noise. By comparing Figs. 13.24 and 13.25, we
see that the Karplus–Strong model can be interpreted as
a simplified computational physical model of a plucked
string, a result that was noted by Jaffe and Smith [13.2].

The Matlab code below, a minimally altered ver-
sion of the delay line implementation provided in
Sect. 13.1.1, implements the Karplus–Strong plucked
string algorithm.
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fs = 44100;
N = fs * 4; % compute 4 seconds
M = 60; % fixed delay line length
delayline = 2 * rand(1, M) - 1;
ptr = 1;
y = zeros(1, N); % output signal
xm1 = 0; % previous delay output

for n = 1:N,
x = delayline(ptr); % delay output
y(n) = 0.5 * (x + xm1); % do average
xm1 = x; % save last output
delayline(ptr) = y(n); % feedback
ptr = ptr + 1; % increment pointer
if ptr > M, % check pointer limit

ptr = 1;
end

end
soundsc( y, fs );

This section only touched upon the basics of mu-
sical instrument modeling and digital waveguide syn-
thesis. Many more extensions have been proposed to
account for numerous physical phenomena. For exam-
ple, bending stiffness in strings results in dispersion,
or a frequency-dependent speed of wave propaga-
tion, and this effect can be modeling using allpass
filters [13.26]. The analysis and synthesis of trans-
verse, longitudinal, and torsional string vibrations in
multiple dimensions coupling at the bridge is re-
ported in [13.27, 28]. The bowed string interaction
has been studied in depth and efficient models devel-
oped in [13.29, 30]. Finally, digital waveguide mod-
eling of wave propagation in two-dimensional (2-D)
and three-dimensional (3-D) systems, such as in drum
membranes, was first proposed by [13.31, 32]. The in-
terested reader should consult the references provided
in this chapter, as well as the comprehensive overview
of [13.17].
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14. Convolution, Fourier Analysis, Cross-Correlation
and Their Interrelationship

Jonas Braasch

The scope of this chapter is to derive and explain
three fundamental concepts of acoustical signal
analysis and synthesis: convolution, Fourier trans-
formation, and cross-correlation. Convolution is
an important process in acoustics to determine
how a signal is transformed by an acoustical sys-
tem that can be described through an impulse
response, a room, for example. Fourier analysis
enables us to analyze a signal’s properties at dif-
ferent frequencies. This method is then extended
to Fourier transformation to convert signals from
the time domain to the frequency domain and vice
versa. Further, the method of cross-correlation is
introduced by extending the orthogonality rela-
tions for trigonometric functions that were used
to derive Fourier analysis. The cross-correlation
method is a fundamental concept to compare two
signals. We will use this method to extract the
impulse response of a room by comparing a signal
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14.3.1 Example: Extracting a Convolved

Impulse Response ............................. 282
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measured with a microphone after being trans-
formed by a room with the original, measurement
signal emitted into the room using a loudspeaker.
Based on this and other examples, the mathemat-
ical relationships between convolution, Fourier
transformation, and correlation are explained to
facilitate deeper understanding of these funda-
mental concepts.

In this chapter, we introduce and discuss three re-
lated methods to analyze and process time-based func-
tions and systems: convolution, Fourier analysis, and
cross-correlation. All three methods are of funda-
mental importance when examining acoustical sys-

tems such as musical instruments, concert venues,
and electroacoustic systems, among many other acous-
tical applications. These techniques are also essen-
tial to understand how the auditory system processes
sound.

14.1 Convolution

D’Alembert [14.1] was the first to publish an equation
representing the convolution integral. A few years later,
Laplace [14.2] used convolution to calculate the mean
of a distribution – see [14.3] and [14.4]. Doetsch [14.5]
and others laid the mathematical foundation to use the
convolution operation to process signals. In the 1980s,
computers were available to convolve audio signals
with longer impulse responses in the frequency do-
main [14.6].

Convolution is a mathematical process in the time
domain that describes a system with a defined impulse
response as shown in Fig. 14.1.A signal passing through

the system is transformed by convolution with the sys-
tem’s impulse response. A good example for such a sys-
tem is an acoustical enclosure, such as the music per-
formance space shown on the left in Fig. 14.2. A room
has a characteristic impulse response, as shown on the
right in Fig. 14.2, which determines much of what we
hear when we speak or play an instrument in the afore-
mentioned space. To hear this impulse response, we can
excite the room with a very short impulsive signal such
as a handclap, a balloon pop or a starter pistol.

An important property of the type of system we are
investigating is that the duration of the impulse response

© Springer-Verlag GmbH Germany 2018
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δ (t)

δ (t) h (t)System

h (t) (example) Fig. 14.1 Impulse
response h.t/ of
a system as the
system’s output
to an impulsive
input signal s.t/

is usually longer than the brief impulse. The duration of
the impulse response of a typical church, for example,
is in the order of several seconds. The central point that
will allow us to grasp the concept of convolution is to
understand how the system will respond to input sig-
nals of longer duration and how we can describe this
mathematically.

To illustrate the general problem, let us next assume
that we have two consecutive handclaps that gener-
ate an impulse response in a room (Fig. 14.3a) where
the two resulting impulse responses overlap in time
(Fig. 14.3b). Now we need to find a method describing
how to overlap the impulse response of the first signal
with that of the second. For this purpose, we mathe-
matically define the handclap as an impulse. We will
then see that we can describe any complex signal as
a series of such impulses over time. The Dirac delta is
strictly mathematically speaking not a function, but to
intuitively understand the Dirac delta it is often repre-
sented as

ı.t/D
(
1 for tD 0

0 for t¤ 0
: (14.1)

a)

Time

b) Amplitude

R1

R2

D

Source Receiver

Diffuse reverb

D
R1 R2 Rn Rn+1

Fig. 14.2 (a) Example
sound pathways, including
one direct D and two wall
reflections R1 and R2,
between source and
receiver in a room,
forming the room impulse
response shown in (b)

δ (t) h (t)System

Anechoic Reverberant

1. Handclap

2. Handclap

Total signal
+ +

No temporal overlap Temporal overlap

Fig. 14.3 Example of acoustically exciting
a room with two successive handclaps. The
left graphs show the time courses of the two
handclap source signals individually (two top
graphs) and as a total signal (bottom graph).
The right graphs show the same signals but
measured at a distance where the signals are
affected by the room impulse. In this case, the
two handclaps overlap in sound (bottom-right
graph)

It is an impulse of infinite amplitude. Mathematically,
only the distribution of the Dirac delta is defined, setting
the area over the Dirac delta to be one

AD
1Z

�1

ı.t/dtD 1 : (14.2)

(The other commonly used delta function is the Kro-
necker delta, defined as

ı.t/D
(
1 for tD 0

0 for t¤ 0
; (14.3)

with amplitude of 1.)
According to Fig. 14.1, the response of the room to

the impulse signal ı.t/ is

h.t/D  fı.t/g ; (14.4)

where  is the system response.
If we assume that the response of a room can be

treated as time invariant, we will get the same impulse
response h.t/ for a time-shifted impulse ı.t� �/; the
impulse response is simply shifted by the same time in-
terval �

h.t� �/D  fı.t� �/g : (14.5)

Since the room is a sufficiently linear system, a change
of the amplitude a of the input impulse ı.t� �/ will
change the amplitude of the impulse response in the
same way

ah.t� �/D  faı.t� �/g : (14.6)
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A = 1
f (t)

s (t)

δ (τ– t)
tτ

Fig. 14.4 Determining the value of a signal s.t/ using
a Dirac delta function ı.t/ with area A of 1

tp

f (t)
s (t)

h(t–τ)
tτ

Fig. 14.5 Relationship between the signal s.t/ and the
flipped impulse response h.t/ in the convolution process

The example of two consecutive impulses from
Fig. 14.3 can now be written as

a1h.t� �1/C a2h.t� �2/D
2X

nD1

anh.t� �n/

D
2X

nD1

an fı.t� �n/g D
2X

nD1

 fanı.t� �n/g

D  
(

2X
nD1

anı.t� �n/
)

D  fa1ı.t� �1/C a2ı.t� �2/g ;
(14.7)

by using the principle of superposition. Superposition
is defined as

 

(
NX

nD1

ansn.t/

)
D

NX
nD1

an fsn.t/g D
NX

nD1

angn.t/

(14.8)

and can be generally applied to linear time-invariant
(LTI) systems. As the name indicates, an LTI system
�fs.t/g D g.t/ must meet the criteria of linearity to-
ward an amplitude change a, i. e., ag.t/D �fas.t/g, and
time invariance toward a time shift � , i. e., g.t� �/D
�fs.t� �/g.

Next, we analyze the system response �fs.t/g for
a more complex input signal s.t/ by taking advantage
of the fact that we can represent any signal as a series
of adjacent amplitude-weighted Dirac delta functions.
Because the Dirac delta has a defined area under the
integral, we can use it to determine the value of a signal
s.t/ at any time instance t we want

s.�/D
1Z

�1

s.t/ı.� � t/dt : (14.9)

The signal s.�/ represents the value of the signal s.t/ at
time � (Fig. 14.4).

We can also exchange t and � and write

s.t/D
1Z

�1

s.�/ı.t� �/d� : (14.10)

This new equation basically describes how we resyn-
thesize the signal s.t/ from many delta impulses ı.t��/
that are amplitude weighted with s.�/. Since we know
the response of the system to every delta function in
time, we can substitute ı.t/ with h.t/ to obtain the
system response to a complex time signal s.t/ using
a process defined as convolution

g.t/D
1Z

�1

s.�/h.t� �/d� : Convolution (14.11)

Convolution is often denoted as g.t/D s.t/ h.t/
(where the asterisk should not be mistaken for the mul-
tiplication sign). Figure 14.5 depicts the idea of the
convolution process. At any time instance � , we not
only see the current signal s.�/ but also signal compo-
nents back in time tp, all weighted by the time-reversed
impulse response h.t� �/, and this time reversal lends
its name to convolution.
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14.2 Fourier Frequency Analysis and Transformation

In 1822, Jean-Baptiste Joseph Fourier [14.7] described
his analysis method, now known as Fourier analysis, to
understand heat flow. A modern overview of the dis-
crete Fourier transformation, which is commonly used
for digital signal processing applications, can be found
in [14.8]. This book also discusses the fast Fourier
transformation (FFT). The FFT is a discrete Fourier
transformation (DFT) method to save computational
costs by using sparse matrices that contain mostly zero
elements to reduce the computational load. The FFT
method requires that the signal length be a power of
two.
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Fig. 14.6a–d The solid
black line in (a) shows an
example of a saxophone
waveform .f0 D 440Hz/
with the individual mag-
nitudes c0n D

p
a2nC b2n

of the partial tones shown
in (b). (c,d) show the
periodic functions for
each partial tone sepa-
rated into the sine and
cosine components. The
gray line in (a) shows
the reproduction of the
saxophone waveform as
the sum of the partial-tone
components

Convolution has a very interesting property: it be-
comes simple multiplication in the frequency domain.
Since multiplication and conversion to the frequency
domain are computationally less expensive than con-
volution, computer-based systems often take this ap-
proach. Before we can demonstrate how convolution in
the time domain converts to multiplication in the fre-
quency domain, we need to review general frequency
analysis and conversion of signals based on the Fourier
theorem (often referred to as synthesis).

Let us start with frequency analysis based on the
Fourier series for periodic signals. A periodic signal s.t/
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Fig. 14.7a–c Filter properties of a sine function. (a) shows the frequency spectrum of a Gaussian broadband noise signal.
(b) depicts the spectrum of the same noise signal after it has been convolved with a 10-period-long 1 kHz sine tone.
(c) shows the same condition, but this time the 100-period-long 1 kHz sine tone was used as the filter

can be defined in the time domain as

s.tCT/D s.t/ 8t 2 Re : (14.12)

The variable T is the period of the signal, which in-
dicates that the signal repeats itself every T seconds.
For practical purposes, let us take the sample of a saxo-
phone tone s.t/ shown in Fig. 14.6a (black solid line)
as a periodic signal and determine the amplitudes of
the tone’s individual harmonics shown in Fig. 14.6b.
Let us assume that we know the fundamental frequency
f0 D 1=T of the tone. Since it is a wind instrument, we
can also assume that the frequencies of the higher har-
monics fn are integer multiples of the fundamental tone
nf0. According to Fourier’s theorem, we can now rep-
resent each harmonic sn using a combined sine/cosine
term

sn.t/D an cos.2� fnt/C bn sin.2� fnt/ : (14.13)

Remember that the sine and cosine functions are es-
sentially the same except for a 90ı phase shift. Con-
sequently, the sine function represents the signal com-
ponent for a 0ı phase shift and the cosine function for
a 90ı phase shift with respect to the sine function. The
variables an and bn represent the amplitudes of each of
the two trigonometric functions. Often the angular fre-
quency !, which is defined as ! D 2� f , is used instead
of the linear frequency f to avoid having to carry the
term 2� along.We can represent the whole periodic sig-
nal as the sum over all partial tones – see gray line in
Fig. 14.6a. The Fourier series is defined as

f .t/D a0C .a1 cos.!t/C b1 sin.!t//

C .a2 cos.2!t/C b2 sin.2!t//

C .a3 cos.3!t/C b3 sin.3!t//C : : : (14.14)

The a0 term is the DC bias, the constant, average-valued
offset of the function. Figure 14.6c,d shows the individ-
ual partial tone components of the equation above for
the saxophone waveform.

14.2.1 Filter and Orthogonality Properties
of Sine and Cosine Functions

The next question we must ask is how we can analyze
a periodic signal s.t/ to determine the amplitude coeffi-
cients an and bn. In this context we need to understand
that a sine or cosine acts as a filter if we convolve it with
a signal; For example, if we take a Gaussian noise sig-
nal and convolve it with a sine signal of frequency fc,
only the single component of the Gaussian noise at this
particular frequency will remain. Figure 14.7 shows an
example of a Gaussian noise signal (Fig. 14.7a) that is
filtered with two sine signals of different duration but
the same frequency fc D 1 kHz. Figure 14.7b shows the
result for the short filter (10msD 10 periods), which is
noticeably wider in frequency than the signal for the
long filter (100msD 100 periods) shown in Fig. 14.7c.

Based on this filter property, we can now use the
sine and cosine functions to filter out each partial tone
for the given fundamental frequency f D f0; For ex-
ample, if we multiply the saxophone sample s.t/ with
the sine function of the fundamental frequency and
integrate it over one period T D 1=f0, we will obtain
another sinusoidal function with an amplitude corre-
sponding to the intensity of the saxophone tone at that
frequency and phase corresponding to the sine signal.
If we apply the cosine function at f D f0, we also fil-
ter out the fundamental, but now obtain a sinusoidal
function that corresponds with the phase of the cosine
signal.

Mathematically, the filter properties of sine and co-
sine functions are described by their orthogonality to
each other. For two sine signals, we find the orthogo-
nality

2�Z
0

sin.kx/ sin.lx/dxD �ıkl for k; l 2 NC;

(14.15)
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with xD !0t. The variables k and l are harmonic indices
in the form of positive integers, formerly denoted as n.
The delta function here is the Kronecker delta, which is
defined as

ıkl D
(
1 for kD l

0 for k¤ l
: (14.16)

Basically, two sine functions are orthogonal to each
other, which means their product when integrated over
one period 2� is zero, unless both signals have the same
frequency. In the latter case the product is � . From
a filter perspective, we can assume that the first sine
function is the signal we would like to analyze and the
second sine function is the filter. We will obtain a resid-
ual only if the filter is tuned to the same frequency as
the signal. In all other cases, the filter is looking at fre-
quencies where there is no energy in the signal and so
there is no residual.

We also find a similar relationship for the cosine
function

2�Z
0

cos.kx/ cos.lx/dxD �ıkl for k; l 2 NC :

(14.17)

For the product of a sine function with a cosine func-
tion, the two functions are always orthogonal to each
other, even if they share the same frequency

2�Z
0

cos.kx/ sin.lx/dxD 0 for k; l 2 NC : (14.18)

Using these three orthogonality relationships, we can
determine the amplitude coefficients an and bn

an D 1

�

2�Z
0

s.x/ cos.nx/dx for n
 0 ;

bn D 1

�

2�Z
0

s.x/ sin.nx/dx for n
 1 ; (14.19)

with xD !0t. The cosine and sine functions act as
phase-sensitive filters. The following relationship can
be used to determine the DC component a0

2�Z
0

cos.0x/dxD
2�Z
0

dxD 2� : (14.20)

The calculated coefficients an and bn can then be used
to resynthesize the periodic signal s.t/

s.x/D a0
2
C

1X
nD1

.an cos.nx/C bn sin.nx//: (14.21)

The requirement for periodic signals to perform Fourier
analysis should also be discussed. In theory, the Fourier
series applies to periodic signals, but in practice ape-
riodic signals can be analyzed by approximating f0 to
zero, which of course prolongs the period 2� f0 toward
1 (xD !0t, T!1). In a practical application, of
course, the integration window needs to be limited and
the length of the sine and cosine filters then determines
the frequency bandwidth of the extracted signal.

In the next section, we will explore how convolu-
tion in the time domain transforms into multiplication
in the frequency domain. In order to demonstrate this,
we need to represent the Fourier series using complex
exponential functions

s.x/D
1X

nD�1

cne
inx : (14.22)

The complex exponential function, also called the Euler
identity, is defined as

einx D cos.nx/C i sin.nx/ ; (14.23)

with i denoting the imaginary unit. Using the definition
of the complex exponential function, we can express the
cosine and sine functions in the following way

cos.kx/D
�
1

2

�
eikxC e�ikx

��
and

sin.kx/D
�
1

2i

�
eikx � e�ikx

��
: (14.24)

Now we can insert these two terms to derive the Fourier
series representation using complex exponential func-
tions

s.x/D a0
2
C

1X
kD1

.ak cos.kx/C bk sin.kx//

s.x/D a0
2
C

1X
kD1

�
ak

�
1

2

�
eikxC e�ikx

��

C bk

�
1

2i

�
eikx � e�ikx

���

s.x/D
1X

nD�1

ckeikx

with ck D 1

2
.ak � ibk/ ; c�k D 1

2
.akC ibk/ ;

and k 
 0 :

(14.25)
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The complex amplitude coefficient ck can then be deter-
mined using this formula

ck D 1

�

2�Z
0

s.x/e�ikxdx ;

s.x/D
1X

kD�1

cke
ikx : (14.26)

We can also describe the complex amplitude coefficient
ck using the magnitude c0k and phase 'k as

ck D c0ke
i'k ; (14.27)

with magnitude

c0k D
q
a2k C b2k (14.28)

and phase

' D arctan

�
bk
ak

�
: (14.29)

For continuous frequency signals, the Fourier transfor-
mation is typically written as

S.f /D
1Z

�1

s.t/e�i2� ftdt ; (14.30)

and the inverse Fourier Transformation is defined as

s.t/D 1

2�

1Z
�1

S.f /ei2� ftdf : (14.31)

The term 1=2� is a normalization factor to ensure that
a Fourier-transformed signal recovers its original am-
plitude when retransformed into the time domain using
the inverse Fourier transformation.

14.2.2 Convolution in the Frequency
Domain

In this section, we will demonstrate that convolution
in the time domain becomes multiplication in the fre-
quency domain. As mentioned above, the process of
multiplication of Fourier transforms is a computation-
ally less expensive operation than convolution. For this
reason, computers typically perform convolution in the
frequency domain.

Our proof starts with the convolution in the time do-
main

g.t/D s.t/ h.t/D
1Z

�1

s.�/h.t� �/d� : (14.32)

In the next step, we replace the signal h.t� �/ with the
inverse Fourier-transformed signal in the frequency do-
main H.f /. We will see later that this will help us to
separate t and �

g.t/D
1Z

�1

s.�/

0
@ 1

2�

1Z
�1

H.f /ei2� f .t��/df

1
A d� :

(14.33)

The exponential function provides the fortunate feature
that the term .t��/ is now in the exponent of the signal
and we can separate the two variables using a mathe-
matical property of the e-function e.xCy/ D exey, in our
case substituting xD i2� ft and yD�i2� f � . We sepa-
rate the t and � terms using the relation ei2� f .t��/ D
ei2� fte�i2� f�

g.t/D
1Z

�1

s.�/

�
0
@ 1

2�

1Z
�1

H.f /ei2� fte�i2� f�df

1
A d� :

(14.34)

Next, we change the order of integration, which we can
do as long as the double integral converges

g.t/D 1

2�

1Z
�1

1Z
�1

s.�/H.f /ei2� fte�i2� f�d�df :

(14.35)

Then, we move out of the inner integral those terms that
do not depend on � to obtain

g.t/D 1

2�

1Z
�1

1Z
�1

s.�/e�i2� f�d�H.f /ei2� ftdf :

(14.36)

It can now be seen that the inner integral is the Fourier
transform of s.�/, and we substitute the term accord-
ingly with S.f /

g.t/D 1

2�

1Z
�1

S.f /H.f /ei2� ftdf : (14.37)

The inverse Fourier transform of G.f / is written as

g.t/D 1

2�

1Z
�1

G.f /ei2� ftdf : (14.38)
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Since both integrals representing g.t/ have the same
form, the integrand of the first equation S.f /H.f / must
equal the integrand of the second equation G.f /. Con-
sequently, we have proved that

G.f /D S.f /H.f / : (14.39)

We have shown that convolution in the time domain be-
comes multiplication in the frequency domain

g.t/D s.t/ h.t/ !G.f /D S.f /H.f / : (14.40)

This relationship is called the convolution theorem for
the Fourier transform.

14.3 Cross-Correlation

The method of correlation was first introduced by Bra-
vais in 1846 [14.9] to determine the error probability
of a position in space. Forty years later, Galton [14.10]
introduced the method of correlation to understand evo-
lutionary processes, realizing that it could be applied to
any set of variable pairs. Pearson [14.11] later proved
that the method introduced by Bravais is the best fit to
data with a linear relationship. Moreover, he introduced
the Pearson product-moment correlation coefficient to
measure the linear correlation between two variables,
normalizing the degree of correlation between�1 (fully
negative correlation) and C1 (fully positive correla-
tion). Pearson [14.11] and Stanton [14.12] provide de-
tailed overviews on the development of the correlation
method. Norbert Wiener [14.13] laid the groundwork
for the application of the cross- and autocorrelation
functions to the analysis of time series, connecting
the time-domain-based autocorrelation function to the
frequency-domain-based power spectrum.

The cross-correlation method is a very powerful
tool to compare the similarity of two signals. When
we introduced Fourier analysis, we evaluated the sim-
ilarity of two sine and cosine functions with different
frequencies by multiplying them and integrating over
their product. There we found that the sine and cosine
functions (as well as sine and cosine functions of differ-
ent frequencies) are orthogonal to each other

TZ
0

cos.!t/ sin.!t/dtD 0 ; (14.41)

with ! D 2� f and f D 1=T . However, at the same time,
we agreed that cosine and sine functions are basically
the same function, differing only by a phase shift of �=2

cos.!t/D sin
�
!
�
tC �

2

��
: (14.42)

In order to compensate for the phase shift, we now use
a time delay � to provide a tool to make our comparison
function invulnerable to time and phase shifts between
the two compared functions

�.�/D
TZ

0

cos.!t/ sin.!.tC �//dt ; (14.43)

with the results �.� D 0/D 0 and �.� D T=4! ' D
�=2/D 1. Nowwe generalize the equation above to any
two input functions x.t/ and y.t/ and use the f ! 0 limit
to define the cross-correlation

�x;y.�/D
C1Z

�1

x.t/y.tC �/dt : Cross-correlation

(14.44)

For �.�/jmax, the variable � indicates for which time
shift between the two functions they become most
similar. The autocorrelation is a special case of the
cross-correlation where both input signals x and y are
identical

�x;x.�/D
C1Z

�1

x.t/x.tC �/dt : Autocorrelation

(14.45)

The cross-correlation and the convolution are very sim-
ilar functions that differ only in the sign of the second t.
This becomes apparent if we use the variable conven-
tion from the previous equation for the convolution

g.�/D
C1Z

�1

x.t/y.� � t/dtD
C1Z

�1

x.t/y.�tC �/dt :

Convolution

(14.46)

We can extend the cross-correlation function to the nor-
malized cross-correlation function by dividing by the
energies of both signals under analysis

�N.�/D
R

C1

�1
x.t/y.tC �/dtqR

C1

�1
x2.t/dt

R
C1

�1
y2.t/dt

:

Normalized cross-correlation (14.47)
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Fig. 14.8a–f Cross-correlation of two sinusoidal signals. The top row shows two 100Hz signals ((a) sine signal; (b) co-
sine signal) that only differ by a 90ı phase shift. The center row shows the autocorrelation function of both signals
((c) sine signal; (d) cosine signal), which turn out to be identical. Note that both functions have a peak value of 1 at an
internal delay � of 0ms. (e) depicts the cross-correlation function between the sine and cosine signal (dotted line) versus
the autocorrelation function of the sine signal. (f) shows the cross-correlation function of two sine signals with different
frequencies (100 and 200Hz)

For the normalized cross-correlation function, the
possible range of �.�/ is restricted to values between
�1 (fully inversely correlated) and 1 (fully correlated).
A maximum value of 0 for �.�/ indicates that the two
signals are fully uncorrelated. Consequently, a correla-
tion value of 1 means the signals are identical at the
time-shift delay � , a value of �1 means they are identi-
cal but out of phase, and a value of 0 means they have
no overlap in area.

Next, we use the normalized cross-correlation func-
tion to reexamine the orthogonality properties of
trigonometric functions. Figure 14.8a,b show 100Hz
sine and cosine signals with duration of 0:1 s each. Both
functions only differ in their phase. The autocorrelation
function is depicted directly below each signal. Not sur-
prisingly, the two sinusoidal signals are most identical

to themselves without a temporal shift (� D 0). The rea-
son the functions roll off to either side is because the
signals no longer fully overlap in time. If the signals had
been continuous, their autocorrelation functions would
not roll off with � . The autocorrelation goes to zero
once one of the signals has been shifted beyond its du-
ration (� > 0:1 s or � < �0:1 s). The local maxima in
the autocorrelation functions occur each time the com-
parison signal is shifted by an integer multiple of the
period T .

Now let us compare the sine and cosine signals
with each other using the normalized cross-correlation
function. The dotted line in Fig. 14.8e shows the re-
sult. Now the maximum is at 2:5ms rather than at
0ms. Compared with the previously discussed auto-
correlation functions, the whole function is shifted by
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Fig. 14.9a–e Example
of extracting an im-
pulse response using
the cross-correlation
method. (a) shows an
artificial impulse response
with a direct sound at
0:01 s followed by four
reflections. (b) shows
the measurement signal,
a 1 s Gaussian noise
burst. The noise burst’s
autocorrelation func-
tion is basically a delta
function with a peak at
0ms and residual noise
elsewhere (c). (d) shows
the measurement signal
after it has been convolved
with the impulse response.
(e) shows the impulse
response after it has been
extracted from the con-
volved signals by means
of cross-correlation with
the original, nonconvolved
measurement signal

2:5ms, which is a quarter of the period T D 10ms and
corresponds to a phase shift of �=2 or 90ı. Without
the shift of the cosine function (� D 0ms), the inte-
grated product of the sine and cosine signals is 0,
which explains why both signals were orthogonal to
each other in Fourier analysis. However, if we con-
sider sine signals with different frequencies (100 and
200Hz), shifting one of the functions no longer works
to obtain a significant cross-product. In fact, the latter
would always remain zero if both functions were con-
tinuous.

14.3.1 Example: Extracting a Convolved
Impulse Response

The main aim of this section is to understand the re-
lationship between convolution and cross-correlation.
Stan et al. [14.14] provide a detailed overview on stan-
dard methods to measure the impulse response of rooms
and acoustic systems.

We end this chapter with a practical example
of measuring an impulse response with a combined
convolution/cross-correlation approach to shed more

light on the properties of both methods. Let us assume
that we would like to measure the hypothetical room
impulse response shown in Fig. 14.9a. One way of
measuring a room impulse response is to place a micro-
phone at one position in the room as the receiver and
then to excite the room with an impulse sound source
(eg, a balloon pop or starting pistol) at a second po-
sition (Fig. 14.1). An alternative method that leads to
better signal-to-noise ratios is to use a loudspeaker to
play back a known, continuous signal such as the broad-
band noise signal x.t/ shown in Fig. 14.9a. A Gaussian
noise signal has the advantage of having a delta func-
tion as its autocorrelation function for a continuous
signal. Also, its power spectrum is constant, implying
equal probabilistic energy at all frequencies (hence why
its autocorrelation is a Dirac delta). This feature will
become important for our method later on. The auto-
correlation function of a Gaussian signal with restricted
duration contains residual noise beside the delta peak,
but is similar to the continuous signal case otherwise
(Fig. 14.9c). When we record this signal coming from
the loudspeaker position with the microphone at the re-
ceiver position, we obtain the source signal convolved
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with the room impulse response

g.t/D
C1Z

�1

x.�/h.t� �/d�

D
C1Z

�1

h.�/x.t� �/d� ; (14.48)

as shown in Fig. 14.9d. Nowwe cross-correlate the con-
volved signal with the original noise burst x that was
played back from the loudspeaker

�x;g.k/D
C1Z

�1

g.nC k/x.n/dn ; (14.49)

with the variables n and k also representing time, and
insert the equation for g.t/ into this equation to substi-
tute g.t/

�x;g.k/D
C1Z

�1

C1Z
�1

h.�/x.nC k� �/d�x.n/dn :

(14.50)

We can now move x.n/ into the inner integral, because
it does not depend on �

�x;g.k/D
C1Z

�1

C1Z
�1

h.�/x.nC k� �/x.n/d�dn :

(14.51)

Next, we will substitute mD k� � , which does not
change the infinite boundaries of the integral. In the
same step we also change the order of the integrals

�x;g.k/D
C1Z

�1

C1Z
�1

h.k�m/x.nCm/x.n/dndm :

(14.52)

Since h.k�m/ does not depend on n, we can move the
variable out of the inner integral

�x;g.k/D
C1Z

�1

h.k�m/

C1Z
�1

x.nCm/x.n/dndm :

(14.53)

Now, it becomes clear that the inner integral is the au-
tocorrelation function of our excitation signal x and we
can replace it with the symbol for autocorrelation �x;x

�x;g.k/D
C1Z

�1

h.k�m/�x;x.m/dm : (14.54)

Our result shows that the cross-correlation between the
convolved signal g.t/ and the excitation signal x.t/ re-
sults in the convolution of the autocorrelation function
for the excitation signal x with the impulse response h.
In our special case, the autocorrelation function of the
excitation signal was

�x;x.m/D ı.m/ ;
which we can insert into our equation

�x;g.k/D
C1Z

�1

h.k�m/ı.m/dm : (14.55)

We integrate over the delta function the same way we
have done before to blend out h.k/ and obtain

�x;g.k/D h.k/ : (14.56)

This result enables us to measure a room impulse
response using a continuous signal and at the same
time avoid potentially unstable methods such as de-
convolution or division of two frequency functions.
Figure 14.8e shows the practical result of this method
for a 1 s Gaussian noise signal as excitation signal. The
method allows us to extract the impulse response, but
we have additional, residual noise between the reflec-
tions. This noise can be reduced by taking a longer
excitation signal, and in practical measurements signals
in the order of 1min are often used.
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15. Audio Source Separation in a Musical Context

Bryan Pardo, Zafar Rafii, Zhiyao Duan

When musical instruments are recorded in iso-
lation, modern editing and mixing tools allow
correction of small errors without requiring a group
to re-record an entire passage. Isolated recording
also allows rebalancing of levels between mu-
sicians without re-recording and application of
audio effects to individual instruments. Many of
these techniques require (nearly) isolated instru-
mental recordings to work. Unfortunately, there
are many recording situations (e.g., a stereo
recording of a 10-piece ensemble) where there
are many more instruments than there are micro-
phones, making many editing or remixing tasks
difficult or impossible.

Audio source separation is the process of ex-
tracting individual sound sources (e.g., a single
flute) from a mixture of sounds (e.g., a record-
ing of a concert band using a single microphone).
Effective source separation would allow applica-
tion of editing and remixing techniques to existing
recordings with multiple instruments on a single
track.

In this chapter we will focus on a pair of source
separation approaches designed to work with mu-
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sic audio. The first seeks the repeated elements
in the musical scene and separates the repeat-
ing from the nonrepeating. The second looks for
melodic elements, pitch tracking and streaming
the audio into separate elements. Finally, we con-
sider informing source separation with information
from the musical score.

One of the great advances of the 20th and 21st cen-
turies has been the introduction and refinement of audio
recording and the audio editing techniques recording al-
lows. Remixing, editing, and remastering in the studio
has enabled the creation of new genres of music (e.g.,
musique concrete, modern hip hop). When instruments
are recorded in isolation, modern editing and mixing
tools allow correction of small errors in music record-
ings without requiring a group to re-record an entire
passage (e.g., a single missed note in the flute part).
This also allows rebalancing of levels between musi-
cians without re-recording (e.g., increasing the volume
of the flute compared to the trumpet) and application
of audio effects to individual instruments (e.g., adding
reverberation to the vocals, but not the bass).

Many of these editing techniques require (nearly)
isolated instrumental recordings. One cannot edit out
a missed note in the flute, if that note is also recorded on
the adjacent microphone for the violin. Unfortunately,
there are many recording situations (e.g., a stereo
recording of a 10-piece ensemble) where there are many
more instruments than there are microphones. Thus,
instruments are not recorded in isolation. Also, many
legacy recordings are only available in the final stereo
(two-channel) or mono (one-channel) mixture and the
original premixed tracks are not available. All of these
situations make many editing or remixing tasks difficult
or impossible.

Audio source separation is the process of extract-
ing individual sound sources (e.g., a single flute) from

© Springer-Verlag GmbH Germany 2018
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a mixture of sounds (e.g., a recording of a concert band
using a single microphone). Effective source separation
would allow application of editing and remixing tech-
niques to existing recordings with multiple instruments
on a single track.

There have been many source separation ap-
proaches developed for general audio signals. Examples
of general source separation algorithms include inde-
pendent component analysis (ICA) [15.1], nonnegative
matrix factorization (NMF) [15.2], nonnegative tensor
factorization (NTF) [15.3], probabilistic latent com-
ponent analysis (PLCA) [15.4], and robust principal
component analysis (RPCA) [15.5]. While all of these
have been applied to music, most do not leverage any
particular features of music to aid in the separation pro-
cess.

One element of a music scene which is highly
salient is the repeating structure found in the music.
Schenker asserted that repetition is what gives rise to
the concept of the motive [15.6]. Ruwet used repetition
as a criterion for dividing music into small parts, reveal-
ing the syntax of the musical piece [15.7]. Ockelford
argued that repetition and imitation is what brings order
to music [15.8].

Computational audio researchers have found repet-
itive elements in music audio useful for many pur-
poses. Common applications include music sum-
marization, e.g., see Bartsch [15.9], Cooper and
Foote [15.10] and Peeters [15.11], audio segmenta-
tion [15.12], beat estimation [15.13], finding drum
patterns in the audio [15.14], and structural analy-
sis [15.15]. For a thorough review on music struc-

ture analysis, the reader is referred to [15.11, 16,
17].

The idea that repetition can be used for source
separation is supported by recent findings in psycho-
acoustics. McDermott et al. established that the human
auditory system is able to segregate individual sources
by identifying them as repeating patterns embedded in
the acoustic input, without requiring prior knowledge
of the source properties [15.18]. Given this, could rep-
etition in music be used as a basis for automatically
separating the audio into a repeating background (e.g.,
a salsa montuno) and a varied foreground (the lead
salsero sala singer)?

Another salient feature of a musical scene is
melody. Bregman [15.19] shows that humans often link
together distinct sound elements (e.g., notes) in time
to produce perceptually salient entities called auditory
streams. These streams often correlate strongly with
melodies. Many trained musicians are able to segregate
several melodies into independent elements they can at-
tend to. Can a machine do the same? Often, a musical
score can aid the trained musician to perform this task
better. Can a score provide similar aid to an auditory
streaming algorithm?

In this chapter we will focus on a pair of source
separation approaches designed to work with music
audio. The first seeks the repeated elements in the
musical scene and separates the repeating from the non-
repeating. The second looks for melodic elements, pitch
tracking and streaming the audio into separate elements.
This second approach is then informed by a musical
score to improve performance.

15.1 REPET

In this work, we begin with the observation that pas-
sages in many kinds of folk and pop music can be
understood as a background component that is gener-
ally repeating in time, with a superimposed foreground
component that is generally variable in time (e.g.,
a repeating accompaniment superimposed with varying
vocals or a solo instrument). On this basis the repeating
pattern extraction technique (REPET) was proposed.
REPET is an intuitive approach for separating the re-
peating background from the nonrepeating foreground
in an audio mixture. The basic idea is to identify repeat-
ing elements in the mixture by measuring self-similarity
along time, derive repeating models by averaging the
repeating elements over their repetition rates, and ex-
tract the repeating structure by comparing the repeating
models to the mixture.

A number of experiments have shown that REPET
can be effectively applied to separate pop songs into
their music accompaniment and singing voice. Unlike
other approaches for source separation, REPET does
not depend on special parametrizations, does not rely on
complex frameworks, and does not require external in-
formation. Because it is only based on repetition, it has
the advantage of being simple, fast, blind, and therefore
completely and easily automatable. More information
about REPET, including source code, audio examples,
and related publications can be found at [15.20].

15.1.1 Original REPET

The original REPET algorithm was designed to sepa-
rate the repeating background from the nonrepeating



Audio Source Separation in a Musical Context 15.1 REPET 287
Part

B
|15.1

foreground in an audio mixture (e.g., the music ac-
companiment from the singing voice in a pop song) by
identifying a period and modeling a segment for the pe-
riodically repeating patterns [15.21, 22].

The method can be summarized in three stages
(Fig. 15.1):

� Identification of a repeating period� Modeling of a repeating segment� Extraction of the repeating structure.

Repeating Period Identification
In the first stage, the time-domain signal (top left of
Fig. 15.1) is transformed into a time–frequency rep-
resentation known as the spectrogram by using the
short-time Fourier transform (STFT). A spectrogram
represents sound as a two-dimensional structure, where
the vertical axis shows frequency from low (at the bot-
tom) to high. The horizontal axis shows time, from left
to right. The spectrograms in Fig. 15.1 use red to indi-
cate high energy and blue to show low energy.

The autocorrelation of each frequency channel is
then computed. An autocorrelation measures the sim-
ilarity of a signal with a delayed version of itself
given different delays. The peak of the autocorrelation
function indicates the period at which the sound re-
peats. To identify periodicity in the mixture, the beat
spectrum [15.13] is derived from the spectrogram by

Mixture

Spectrogram

Spectrogram
Repeating spectrogram

Spectrogram
Time–frequency mask

Median
Repeating segment

Beat spectrum

Repeating background

Spectrogram

Fig. 15.1
Overview of
the original
REPET: (1) com-
putation of the
beat spectrum
and identification
of a repeating
period (top row);
(2) filtering of the
spectrogram and
modeling of a re-
peating segment
(middle row);
(3) derivation
of the time–
frequency mask
and extraction
of the repeat-
ing background
(bottom row)

computing the autocorrelation over time for every fre-
quency channel and averaging the autocorrelations over
the frequency channels. This is shown in the upper right
of Fig. 15.1. Here, a peak is a candidate period at which
the audio may repeat.

If periodically repeating patterns are present in the
mixture, the beat spectrum forms peaks that are period-
ically repeating at different period rates, unveiling the
underlying periodically repeating structure of the mix-
ture, as shown in Fig. 15.1. A best-fit repeating period
can then be identified from the beat spectrum, man-
ually or by using an automatic period finder [15.21,
22].

Repeating Segment Modeling
In the second stage, the repeating period is used to find
the period of the underlying repeating structure in the
recording. This typically correlates to a pattern a few
seconds long, such as a 4-chord repeating riff in a folk
song. A model of what is repeating in the music is built
by segmenting the audio at the points where the pattern
repeats (middle panel of Fig. 15.1). The median value
of the sound across all repetitions is then used to model
the canonical repeating sound, as shown in Fig. 15.1.

This approach assumes the nonrepeating fore-
ground (e.g., vocals or an instrumental soloist) has
a sparse and varied time–frequency representation com-
pared with the time–frequency representation of the
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repeating background. Therefore, time–frequency bins
with small deviations at their repetition rate would most
likely represent repeating elements and would be cap-
tured by the medianmodel. Conversely, time–frequency
bins with large deviations at their repetition rate would
most likely be nonrepeating elements (i. e., the nonre-
peating musical foreground) and would be removed by
the median model.

Repeating Structure Extraction
In the third stage, the repeating segment is used to
derive a repeating spectrogram by taking, for every
time–frequency bin, the minimum between the repeat-
ing model and the mixture spectrogram at period rate.
This assumes the mixture spectrogram is the sum of
a nonnegative repeating spectrogram and a nonnega-
tive nonrepeating spectrogram. Thus, the mixture at any
given time and frequency is assumed to always be as
loud or louder than the individual mixture components
(i. e., the repeating components are assumed not to can-
cel out the nonrepeating components).

The repeating spectrogram is then used to derive
a time–frequency mask by dividing, for every time–
frequency bin, the repeating spectrogram by the mixture
spectrogram, as shown in Fig. 15.1. The rationale is
that time–frequency bins that are likely to repeat at
their repetition rate in the mixture spectrogram would
have values near one in the time–frequency mask and
would be weighted toward the repeating background.
Conversely, time–frequency bins that are not likely to
repeat at their repetition rate in the mixture spectrogram
would have values near zero in the time–frequency
mask and would be weighted toward the nonrepeating
foreground.

The repeating background can then be obtained by
multiplying, for every time–frequency bin, the time–
frequency mask with the mixture. The nonrepeating
foreground can be obtained by simply subtracting the
repeating background from the mixture.

Experiments showed that REPET can be effec-
tively applied to separate pop/rock song clips into their
accompaniment music and singing voice [15.21, 22].
They also showed that REPET can be combined with
other methods to improve background–foreground sep-
aration; for example, it can be used as a preprocessor to
pitch detection algorithms to improve melody extrac-
tion [15.22], or as a postprocessor to a singing voice
separation algorithm to improve music–voice separa-
tion [15.23]. Experiments further showed that REPET
can be effectively applied to [separate the] accompa-
niment music and singing voice of separate full-track
real-world songs, by simply applying the method along
time via a sliding window [15.22]. There is, however,
a trade-off for the window size in REPET: if the win-

dow is too long, the repetitions will not be sufficiently
stable; if the window is too short, there will not be suf-
ficient repetitions [15.22].

15.1.2 Adaptive REPET

Adaptive REPET is an extension of the original REPET
and is designed to handle a varying periodic back-
ground, i. e., when the repeating period and/or the
repeating patterns change over time (e.g., the succes-
sion of two homogenous sections in a song, such as
a verse followed by the chorus), without the need for
segmenting or windowing the audio [15.24].

As with the original REPET, the method can be
summarized in three stages (Fig. 15.2):

� Identification of the repeating periods� Modeling of a repeating spectrogram� Extraction of the repeating structure.

Identification of Repeating Periods
In the first stage, the signal is transformed into a spec-
trogram. To identify local periodicities in the mixture,
the beat spectrogram [15.13] is derived from the spec-
trogram by computing a beat spectrum for every time
frame by sliding a window along time. In other words,
each column in the beat spectrogram represents a beat
spectrum at a given time.

If periodically repeating patterns are present in the
mixture, the beat spectrogram forms horizontal lines
that are periodically repeating vertically, correspond-
ing to the succession of peaks in the concatenated beat
spectra, unveiling the underlying periodically repeating
structure of the mixture, as shown in Fig. 15.2. If varia-
tions of periodicity happen over time in the mixture, the
horizontal lines in the beat spectrogramwill show varia-
tions in their vertical periodicity. The repeating periods
can then be identified from the beat spectrogram, for all
the time frames in the mixture spectrogram, manually
or by using an automatic period finder [15.24].

Repeating Spectrogram Modeling
In the second stage, the repeating periods are used to
model an initial repeating spectrogram by taking, for
every time frame in the mixture spectrogram, the me-
dian of the time–frequency bins at their period rate, as
shown in Fig. 15.2.

The original REPET assumes that there is a single
large period (e.g., the length of a measure) for all the
repeating elements in the audio. The adaptive REPET
considers each time frame individually (a single frame
lasts roughly 20�40ms) and tries to find similar frames
separated from the current frame by some period (e.g.,
2 s). If similar frames are found at this period (e.g.,
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Mixture

Spectrogram

Spectrogram
Repeating spectrogram

Spectrogram
Time–frequency mask

Median
Repeating spectrogram

Beat spectrogram

Repeating background

Spectrogram Fig. 15.2 Overview
of adaptive REPET:
(1) computation of the
beat spectrogram and
identification of the
repeating periods (top
row); (2) filtering of
the spectrogram and
modeling of a repeating
spectrogram (middle
row); (3) derivation of the
time–frequency mask and
extraction of the repeating
background (bottom row)

similar frames at �4 s, �2 s, C2 s), the repeating spec-
trogram model for the current frame is built from those
frames. Once this is done, it moves forward to the next
time frame and tries to find a period at which the content
of the new frame repeats. This period may or may not
be the same as the previous time frame (e.g., a period of
1:9 s instead of 2 s). This lets it handle periodically re-
peating structures that vary slowly over time and also
structures that are composed of interleaved repeating
patterns of different periods (e.g., minimalist music).

Repeating Structure Extraction
In the third stage, the initial repeating spectrogram
is used to derive a refined repeating spectrogram by
taking, for every time–frequency bin, the minimum be-
tween the initial repeating spectrogram and the mixture
spectrogram. The repeating spectrogram is then used to
derive a time–frequency mask by dividing, for every
time–frequency bin, the repeating spectrogram by the
mixture spectrogram, as shown in Fig. 15.2.

The repeating background can then be obtained by
multiplying, for every time–frequency bin, the time–
frequency mask with the STFT of the mixture and
transforming the result back to the time-domain. The
nonrepeating foreground can be obtained by simply
subtracting the repeating background from the mixture.

Experiments showed that adaptive REPET can be
effectively applied to separate full-track real-world
songs (e.g., a whole studio recording) into their accom-

paniment music and singing voice, unlike the original
REPET which would only be meaningful for short ex-
cerpts [15.24].

15.1.3 REPET-SIM

REPET-SIM is a generalization of the REPET approach
that was designed to handle nonperiodically repeating
structures, i. e., when the repeating patterns happen in-
termittently or without a clear periodicity (e.g., repeated
piano stabs in a jazz combo that use the same chord
voicing, but whose rhythm varies). This is done by
using a similarity matrix to identify the repeating ele-
ments [15.25].

As with the previous two methods, the method can
be summarized in three stages (Fig. 15.3):

� Identification of the repeating elements� Modeling of a repeating spectrogram� Extraction of the repeating structure.

Repeating Element Identification
In the first stage, the signal is transformed into a spec-
trogram. To identify similarities in the mixture, the
similarity matrix [15.26] is derived from the spectro-
gram by computing the cosine similarity between any
two pairs of time frames.

If repeating elements are present in the mixture, the
similarity matrix would form regions of high and low
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Mixture

Spectrogram

Spectrogram
Repeating spectrogram

Spectrogram
Time–frequency mask

Median
Repeating spectrogram

Similarity matrix

Repeating background

Spectrogram
Fig. 15.3
Overview of
REPET-SIM: (1)
computation of
the similarity
matrix and iden-
tification of the
repeating ele-
ments (top row);
(2) filtering of
the spectrogram
and modeling
of a repeating
spectrogram
(middle row); (3)
derivation of the
time–frequency
mask and ex-
traction of the
repeating back-
ground (bottom
row)

similarity at different time indices, unveiling the under-
lying repeating structure of the mixture, as shown in
Fig. 15.3. The repeating elements can then be identi-
fied from the similarity matrix, for all the time frames
in the mixture spectrogram, manually or by using an
automatic peak finder [15.25].

Repeating Spectrogram Modeling
In the second stage, the repeating elements are used to
model an initial repeating spectrogram by taking, for
every time frame in the mixture spectrogram, the me-
dian of the time–frequency elements at their repetition
rate, as shown in Fig. 15.3.

Compared with the other REPET methods (original
and adaptive) that look for periodic similarity between
events in the audio scene, REPET-SIM looks only for
similarity, so that it can handle nonperiodically repeat-
ing structures, i. e., when the repeating patterns happen
intermittently or without a clear periodicity.

Repeating Structure Extraction
In the third stage, the initial repeating spectrogram
is used to derive a refined repeating spectrogram by
taking, for every time–frequency bin, the minimum be-

tween the initial repeating spectrogram and the mixture
spectrogram.

The repeating spectrogram is then used to derive
a time–frequency mask by dividing, for every time–
frequency bin, the repeating spectrogram by the mixture
spectrogram, as shown in Fig. 15.3.

The repeating background can then be obtained by
multiplying, for every time–frequency bin, the time–
frequency mask with the STFT of the mixture and
transforming the result back to the time-domain. The
nonrepeating foreground can be obtained by simply
subtracting the repeating background from the mix-
ture.

Experiments showed that REPET-SIM can be ef-
fectively applied to separate full-track real-world songs
into their accompaniment music and singing voice, also
compared with the adaptive REPET [15.25]. Experi-
ments also showed that REPET-SIM can be effectively
applied to separate two-channel mixtures of one speech
source and real-world background noise into their back-
ground noise and clean speech, by applying the method
online for real-time computing [15.27].

Note that FitzGerald proposed a method very simi-
lar to REPET-SIM for music–voice separation [15.28].
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15.2 Pitch-Based Source Separation

The previous sections focused on performing source
separation using cues related to the repetitive, rhyth-
mic structure of the music audio. Another fruitful ap-
proach is to use the melodic content as embodied by
the pitches present in the audio. We now turn to this
approach.

Pitched musical instruments (e.g., brass, wood-
winds, strings, and keyboard instruments) are harmonic
sound sources. Most of the energy in a harmonic sound
is located at frequencies that are integer multiples of
the fundamental frequency (F0). For example, if a piano
plays a single note at AD 440Hz, most of the energy
in the sound will be concentrated at 440Hz, 880Hz,
1320Hz, and so on. While F0 is a physical attribute
and pitch is a perceptual attribute of a sound, for a har-
monic sound, its pitch can be reliably matched to the
F0. Therefore, we do not differentiate F0 from pitch in
our discussions here.

Pitch information helps to separate harmonic
sources from a mixture of sounds. In this section, we
present our work on pitch-based source separation of
audio mixtures composed of harmonic sound sources.
Typically, this means separation of instruments from
a music recording containing multiple concurrent in-
struments.

The first step is to estimate the pitches of these
harmonic sources from the mixture [15.29]. This is
called multipitch estimation (MPE). A frame is typ-
ically a 20�40ms time window. MPE is typically
performed in each individual time frame of the audio
mixture. The second step is to connect the pitch es-
timates in different frames to form pitch trajectories,
each of which corresponds to a source [15.30]. This is
called multipitch streaming. The last step is to extract
the harmonics from the pitch estimates of each source
and reconstruct the source signal. In the following, we
describe the three steps separately.

15.2.1 Multipitch Estimation

Multipitch estimation is the task of estimating pitches
and the number of pitches in each frame of a har-
monic sound mixture. In music information retrieval,
the number of pitches is also called polyphony. Many
methods have been proposed in the literature. Some
do not employ any preprocessing of the signal and
work with the full time domain or frequency domain
signal [15.31–40]; others reduce the signal to a more
compact representation such as employing an auditory
filterbank as the front end [15.41–44] or representing
the spectrum only with significant peaks [15.45–47].
Our method falls within the second category. More

specifically, we represent the power spectrum of the au-
dio mixture with both significant peaks and nonpeak
regions and propose a maximum likelihood method to
estimate the pitches and the polyphony from the peak–
nonpeak-region representation [15.29].

Peak Detection
For harmonic sounds, significant spectral peaks ideally
correspond to harmonics of the pitches. Therefore, de-
tection of these peaks would help us infer the pitches.
Taking one frame of the audio signal, we first perform a
Fourier transform [15.48] to turn the audio into a spec-
tral representation. The middle top panel of Fig. 15.1
shows a spectrogram. Here, each column of the image
is the spectral representation of a single time step (typ-
ically a 20�40ms window).

Spectral peaks at each time slice are detected by the
peak detector described in [15.49]. Basically, there are
two criteria that determine whether a local maximum
in the spectrum should be labeled as a peak. The first
criterion is global: the local maximum should not be
less than some threshold (e.g., 50 dB) lower than the
maximum of the spectrum across all frequencies in that
time step. The second criterion is local: the local maxi-
mum should be locally higher than a smoothed version
of the spectrum by at least some threshold (e.g., 4 dB).
Finally, the peak amplitudes and frequencies are refined
by quadratic interpolation [15.50].

We define the nonpeak region as those frequencies
that are further than a quarter tone from any of the
detected spectral peaks. Although the nonpeak region
cannot tell us where the pitches should be, it can tell us
where the pitches should not be. Pitches are not likely
to be located at frequencies whose harmonics are in the
nonpeak region.

Likelihood Function
We propose a maximum likelihood method to estimate
the set of pitches from the peak–nonpeak representa-
tion of the mixture spectrum. The likelihood function
is defined as the multiplication of the peak-region like-
lihood and the nonpeak-region likelihood, assuming
conditional independence of peaks and the nonpeak re-
gion given the pitches. The peak region likelihood is
defined as the probability of occurrence of the peaks,
given an assumed set of pitches. The nonpeak region
likelihood is defined as the probability of not observ-
ing peaks in the nonpeak region, given an assumed set
of F0s. The peak region likelihood and the nonpeak re-
gion likelihood act as a complementary pair. The former
helps find F0s that have harmonics that explain peaks,
while the latter helps avoid F0s that would predict har-
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monics where none are observed (i. e., in the nonpeak
region).

To define the peak-region likelihood, we charac-
terize each peak by its frequency and amplitude. We
further consider the probability that each detected peak
is a normal peak or a spurious peak. By normal we
mean the peak is generated by some harmonic of the
underlying pitches; and by spurious we mean the peak
is due to other factors such as side-lobes, peak detection
errors, etc.

We train the parameters of the likelihood functions
using training data with ground-truth pitches and de-
tected peaks and nonpeak regions. Two kinds of training
data are used. The first kind is a set of isolated notes
from the University of Iowa Musical Instrument Sam-
ples (MIS) dataset [15.51]. They are used to train the
parameters of the nonpeak region likelihoodmodel. The
second kind is a set of randomly mixed chords using
these isolated notes. They are used to train the parame-
ters of the peak-region likelihood model. Ground-truth
pitches are detected using the YIN [15.52] pitch track-
ing algorithm on isolated notes before mixing the iso-
lated notes together. Peaks and the nonpeak region are
detected using the proposed method.

Pitch and Polyphony Estimation
Given the set of detected peaks, frequencies within one
semitone around each peak are considered as possible
pitches (i. e., possible F0s). The underlying pitches in
this frame are thus assumed to compose a subset of
these frequencies. This helps to constrain the set of pos-
sible hypotheses to reasonable ones, given the data. The
task of the maximum likelihood estimation is thus to
find the subset of potential F0s that gives the highest
likelihood to having generated the observed peaks in
the spectrum.

It is, however, intractable to enumerate all these sub-
sets. A typical scene may have 50�100 peaks. The set
of all subsets of 100 peaks has 2100 elements and is
not tractable to fully search. We therefore propose an
iterative greedy search strategy [15.29]. We start from
an empty subset to represent the estimated pitches. At
each iteration, we add the one pitch estimate that most
increases the likelihood of the subset. This strategy
only enumerates a very small amount of subsets, as the
choice of latter pitches depends on the choice of ear-
lier pitches. However, the computational complexity is
significantly reduced from exponential to linear with re-
spect to the number of peaks.

An important question for this iterative greedy
search process isWhen should we stop? In other words,
how many pitches should we estimate in each time
frame. Ideally, we hope that the likelihood function can
take care of this problem and stop the process when the

likelihood no longer increases on adding a new pitch.
However, similar to many other maximum likelihood
estimation problems, there is an overfitting problem.
The likelihood typically increases with the number of
pitches, although the increase becomes slower. We use
a simple thresholding method to address this problem.
We do not stop the iterative process until the number
of pitches in the subset reaches a predefined maximally
possible polyphony (e.g., 9). We then calculate the like-
lihood increase from 1 pitch to the maximally possible
polyphony as the maximally possible likelihood in-
crease. We then estimate the polyphony as the number
of pitches that first surpasses 88% of the maximally
possible increase. The threshold was tuned on a train-
ing set of musical chords with polyphony from 1�6.
This simple polyphony estimation method is shown
to work well on both musical chords and real music
pieces.

Pitch Refinement
Pitches and polyphony estimated in individual frames
may contain errors that make the pitch contours non-
smooth over time. By utilizing contextual information,
it is possible to fix these errors and improve the pitch
estimation accuracy.

We use a moving average to calculate the refined
polyphony estimate with a triangular moving window
with size of 19 frames. We also build a pitch histogram
with a granularity of a semitone by counting the pitch
estimates within the window and rank the pitches by
their weighted counts according to the window. The top
several pitches are returned as the refined pitches with
equal weights, where the number is equal to the refined
polyphony estimate. In experiments we show that this
refinement step removes many insertion and deletion
pitch estimation errors and significantly increases the
estimation accuracy [15.29].

15.2.2 Multipitch Streaming

The pitches estimated in the previous section can help
us separate harmonic sources in each individual frame.
However, to separate the source signal over multiple
frames, we need to connect these pitches into streams,
each of which corresponds to a source. This is the
multipitch streaming problem. Researchers have pro-
posed using frequency–amplitude continuity to stream
pitches [15.31, 36, 53, 54], but this approach only works
within a note where the pitch does not change abruptly.
For streaming pitches into noncontinuous pitch con-
tours, we proposed the first method [15.30]. The basic
idea is to use the timbre information. Notes performed
by the same instrument have similar timbre compared
to those performed by different instruments. Therefore,
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we associate each pitch estimate with a timbre fea-
ture vector and perform clustering on the timbre feature
vectors. Ideally, each cluster will correspond to one
source and their pitches form the pitch stream of that
source.

Timbre Features
We need to calculate a timbre feature vector for each
pitch estimate in each frame and this feature should be
calculated from the mixture signal directly. In our work
we use two kinds of features. The first is called har-
monic structure and is described in [15.49]. It is defined
as a vector of relative logarithmic amplitudes of the har-
monics of a pitch estimate. The harmonics are at integer
multiples of the pitch. We use the first 50 harmonics to
create a 50-dimensional timbre vector. We choose this
dimensionality because most instruments have less than
50 prominent harmonics. For each harmonic, we use the
peak-finder from [15.49] to see if there is a significant
peak within a musical quarter-tone. If no peak is as-
sociated, the magnitude of the harmonic is set to 0 dB,
otherwise it is set to the value of the nearest peak. Then,
the representation is normalized. This feature has been
shown to be similar for notes played by the same instru-
ment within a narrow pitch range, while it is different
for different instruments.

Another feature is called the uniform discrete cep-
strum (UDC) [15.30]. It is calculated by taking the
discrete cosine transform of a sparse log-amplitude
magnitude spectrum where the nonzero elements are
the harmonics of the pitch. This feature lies in the
cepstral feature category and represents the spectral en-
velope of the harmonics of the target pitch. However,
unlike other cepstral features such as the ordinary cep-
strum or mel-frequency cepstral coefficients (MFCC),
UDC can be calculated from the mixture spectrum di-
rectly for the target source, without resorting to source
separation. UDC has been shown to outperform other
cepstral representations and the harmonic structure
feature in an instrument recognition task of musical
chords [15.55].

Constrained Clustering
Given the feature vector of each pitch estimate, we per-
form K-means clustering on the pitches, to minimize
the timbre inconsistency within each cluster. However,
results show that there are two kinds of common errors.
In Fig. 15.4b, a number of pitches are clustered into
the wrong trajectory. For example, the pitches around
Musical Instrument Digital Interface (MIDI) number
55 from 14:8 to 15:8 s form a continuous contour and
are all played by the bassoon. However, in the clus-
tering, some of them are assigned to the saxophone.
In another example, from 16:8 to 17:6 s, the K-means
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Fig. 15.4a–c Comparison of the ground-truth pitch
streams (a), K-means clustering (K D 2) results (i. e., only
minimizing the objective function) (b) and the proposed
method’s results (i. e., considering both objective and
constraints) (c). Both the K-means and the proposed
method take the ground-truth pitches as inputs, use 50 d
harmonic structure as the timbre feature and randomly
initialize their clusterings. Each point in these figures is
a pitch. Different instruments are marked with different
markers (circles for saxophone and dots for bassoon)

clustering places two simultaneous pitches into the sax-
ophone stream. This is not reasonable as the saxophone
is a monophonic instrument.

If we know that different sources do not often per-
form the same pitch at the same time and all sources are
monophonic,we can impose two kinds of constraints on
some pairs of the pitches to improve clustering: Amust-
link constraint is imposed between two pitches that
differ less than�t in time and�f in frequency. It speci-
fies that two pitches close in both time and frequency
should be assigned to the same cluster. A cannot-
link constraint is imposed between two pitches in the
same frame. It specifies that two simultaneous pitches
should be assigned to different clusters. These must-
links and cannot-links form the set of all constraints.
Figure 15.4c shows the result obtained from our pro-
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posed algorithm, considering both the objective and
constraints.

Iterative Algorithm
The formulated constrained clustering problem has two
properties that mean existing constrained clustering al-
gorithms [15.56–58] cannot be applied: 1) constraints
are inconsistent with each other as they are imposed on
pitch estimates that contain errors; 2) almost every pitch
estimate is involved in some constraint. We therefore
propose a new algorithm. It starts from an initial parti-
tion that satisfies a subset of all the constraints. Then it
iteratively minimizes the objective function while incre-
mentally satisfying more constraints. While the details
of the algorithm can be found in [15.30], here we state
its two important properties: 1) it always converges;
2) the timbre inconsistency objective function mono-
tonically strictly decreases while the number of satisfied
constraints monotonically increases.

15.2.3 Constructing Harmonic Masks

Given the estimated pitch stream for each harmonic
source, we build a soft frequency mask around its har-
monics to separate its magnitude spectrum from the
mixture spectrum [15.59]. We then combine the sep-
arated magnitude spectrum with the phase spectrum of
the mixture signal and perform an inverse Fourier trans-
form to calculate the time-domain signal. Finally, the
overlap-add technique [15.48] is applied to concatenate
the current frame to previously separated frames.

To calculate the frequency masks for sources, we
first identify their harmonics and overlapping situations
from the estimated pitches. Each frequency bin is then
classified into three kinds according to the number of
harmonics that involve this frequency bin:

� Nonharmonic bin� Nonoverlapping harmonic bin� Overlapping harmonic bin.

For a nonharmonic bin, the masks are designed
to evenly distribute the mixture energy to all active
sources. For a nonoverlapping harmonic bin, the mix-
ture energy is solely distributed to the source whose
harmonic involves the bin.

The mask design for overlapping harmonic bins
is the most difficult. One can calculate an average
harmonic structure template for each source from the
harmonic structures of its estimated pitches and then
use the template to design the mask value at different
harmonics [15.49]. This method considers the timbre
model of the sources. A simpler method is to distribute
the mixture energy to overlapping harmonics, in the in-
verse proportion to the square of the harmonic indices.
This method does not model the timbre of sources, in-
stead, it makes a general assumption that the harmonic
amplitude decays at the same rate with respect to the
harmonic index, regardless of pitch and instrument that
produced the note. This is a very coarse assumption but
it provides a simple and relatively effective way to re-
solve overlapping harmonics.

15.3 Leveraging the Musical Score

Previous sections described source separation algo-
rithms that depend on repeating (rhythmic) content and
pitch-based (melodic) content to perform separation.
We now consider the case where one can improve
a source separation algorithm by using information
in addition to the audio recording. For many mu-
sic pieces, music scores are widely available. In this
scenario, score information can be leveraged to help
analyze and separate the audio signal. More specifi-
cally, if the audio performance is faithful to the score
and the audio and the score are aligned (i. e., synchro-
nized), the score can tell us what pitches are likely
being played at a time of the audio. This can greatly
improve the accuracy of melodic, pitch-based source
separation. We can use the score-provided pitch infor-
mation to separate the harmonic sources in the audio.
Such a system is called a score-informed source sepa-
ration system.

In this chapter, we describe our work on an online
score-informed source separation system called Sound-
prism [15.59]. Soundprism first aligns the audio with
the score, then estimates the precise pitches based on
the score-provided pitches in each frame and finally
separates audio sources in the frame. All of these op-
erations are performed in an online fashion, i. e., it
processes the audio frame-by-frame in a serial fashion,
without having the entire audio available. Figure 15.5
illustrates the system overview of Soundprism.

15.3.1 Audio-Score Alignment

The first stage of Soundprism is online audio-score
alignment, also called score following. The score fol-
lower takes a piece of polyphonic music audio and its
electronic score (e.g., MIDI) as input. It then outputs
a score position for each time frame in a sequence. We
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Fig. 15.5 System overview of
Soundprism

propose a hidden Markov process model to do so, as il-
lustrated in Fig. 15.6. The n-th time frame of the audio
is associated with a 2-dimensional hidden state vector
sn D .xn; vn/>, where xn is its score position (in beats)
and vn is its tempo (in beats per minute [BPM]). Each
audio frame is also associated with an observation vari-
able yn, which represents the magnitude spectrum of the
time frame. Our aim is to infer the current score position
xn from current and previous observations y1; : : : ; yn. To
do so, we need to define a process model to describe
how the states transition, an observation model to eval-
uate hypothesized score positions for the current audio
frame, and to find a way to do the inference in an online
fashion.

Process Model
A process model defines the transition probability from
the previous state to the current state, i. e., p.snjsn�1/.
This tells us how the score position and tempo changes

Musical score
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Fig. 15.6 Illustration of the state space model for online
audio-score alignment

from one frame to another and the probability of the
change. We use two dynamic equations to define this
transition. While the detailed equations are ignored
here, the basic idea is that the change of score posi-
tion is determined by the tempo and the time interval
between two adjacent frames. Also the tempo changes
randomly around the previous tempo assuming a Gaus-
sian distribution if the score position just passed a note
onset or offset and does not change otherwise.

Note that we do not introduce randomness directly
in score position. This is to avoid disruptive changes
of score position estimates. In addition, randomness is
only introduced when the score position has just passed
a note onset or offset. This is because it is rather rare
that the performer changes tempo within a note. Sec-
ond, on the listener’s side, it is impossible to detect the
tempo change before hearing an onset or offset, even if
the performer does make a change within a note. There-
fore, changing the tempo state in the middle of a note is
not in accordance with music performance, nor does it
have evidence to estimate this change.

Observation Model
The observation model evaluates how well a hypoth-
esized state (score position and tempo) can explain the
observation, i. e., p.ynjsn/. In this work, we use the mul-
tipitch likelihood model as described in Sect. 15.2.1.
The basic idea is that if the score pitches at the hypoth-
esized score position fit well to the magnitude spectrum
of the current frame yn, then the hypothesis is good.
To calculate the multipitch likelihood, we just plug the
score pitches into the likelihood function described in
Sect. 15.2.1.

Clearly the observationmodel itself is not enough to
estimate the hidden state (e.g., the score position), as the
score may show the same pitches at different positions.
In addition, the tempo dimension of the state does not
play in the observation model. These problems, how-
ever, are addressed when the observation model and
process model work together. The process model, con-
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sidering the tempo dimension and the continuity of state
changes, would only favor hypothesized states whose
score position is close to the previous score position.
This is the key idea of the hidden Markov process
model.

Our observation model only considers informa-
tion from the current frame and could be improved if
considering information from multiple frames. Ewert
et al. [15.60] incorporate interframe features to utilize
note onset information and improve the alignment accu-
racy. Joder et al. [15.61] propose an observation model
which uses observations from multiple frames for their
conditional random field-based method. In the future
we want to explore these directions to improve our
score follower.

Inference
Given the process model and the observation model, we
want to infer the state of the current frame from current
and past observations. From a Bayesian point of view,
this means we first estimate the posterior probability
p.snjy1; : : : ; yn/, then decide its value using some cri-
terion like maximum a posteriori (MAP) or minimum
mean square error (MMSE). For hidden Markov pro-
cesses, this posterior probability at the current frame
can be updated from the previous frame. Therefore, we
can estimate the posterior probability and the hidden
states in an online fashion.

Here we use a bootstrap filter, one variant of par-
ticle filters [15.62, 63] to do the online update of the
posterior probability. The process starts from an initial-
ization ofM particles. Their score positions are all set to
the beginning of the score and their tempi are uniformly
distributed between half and twice of the score-notated
tempo. These particles represent an initialization of the
posterior probability. To update the posterior probabil-
ity when a new audio frame comes in, the particles are
first moved using the process model, i. e., the score po-
sitions and tempi of the particles are changed. Then the
observation likelihood of each particle is calculated us-
ing the observationmodel, which indicates the fitness of
the particle to the current audio frame. The likelihood is
set as the weight of the particle. These particles are then
resampled with replacement according to their weights
to generate a new set of M particles. Particles that do
not fit to the current frame are less likely to remain in

the new particle set, while particles that are a better fit to
the current frame may retain multiple copies in the new
particle set. A small random perturbation is imposed
on these copies to prevent degeneracy of the particles.
Now the new set of particles represent the new poste-
rior probability. The average value of these particles is
output as the estimate of the hidden state in the current
frame.

The set of particles is not able to represent the dis-
tribution if there are too few and is time-consuming to
update if there are too many. In our work we tried to use
100, 1000, and 10 000 particles. We find that with 100
particles, the score follower is often lost after a number
of frames. But with 1000 particles, this rarely happens
and the update is still fast enough. Therefore, 1000 par-
ticles are used in this chapter.

15.3.2 Pitch Refinement
and Source Separation

Given the aligned score position for each audio frame,
we know what instrument is playing what pitch in this
frame from the score. This is important information for
separating harmonic sources. However, the pitches pro-
vided by the score are integer MIDI pitch numbers.
MIDI pitch numbers indicate keys on the piano key-
board. Typically, MIDI 69 indicates the A aboveMiddle
C. Assuming A440-based equal temperament allows
translation from MIDI pitch to frequency in Hz. The re-
sulting frequencies are rarely equal to the real pitches
played in an audio performance. In order to extract
the harmonics of each source in the audio mixture, we
need to refine them to get accurate estimates of pitches
played in the audio.

We refine the pitches using the multipitch esti-
mation algorithm as described in Sect. 15.2.1, but
restricting the search space within a semitone of the
score-notated pitches. We also assume polyphony is
given by the score.

Given the refined pitches in each audio frame, we
use the same method as described in Sect. 15.2.3 to
construct a harmonic mask for each pitch to separate
the magnitude spectrum. Finally, we apply the inverse
Fourier transform with the phase spectrum of the mix-
ture signal and the overlap-add technique to reconstruct
the separated source signals.

15.4 Conclusions

In this chapter we have outlined how to perform au-
dio source separation on music using the cues of re-
peating musical structure and pitch content. We then

showed how one can augment the pitch-based sep-
aration algorithm by leveraging the information in
a musical score, where available. Moving forward,
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we envision a combination of the score-informed
pitch-based separation with separation based on rhyth-
mic structure. Combining these should allow separa-

tion of musical instruments from an audio mixture
in a large variety of contexts that are currently in-
tractable.
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16. Automatic Score Extraction
with Optical Music Recognition (OMR)

Ichiro Fujinaga, Andrew Hankinson, Laurent Pugin

Optical music recognition (OMR) describes the pro-
cess of automatically transcribing music notation
from a digital image. Although similar to optical
character recognition (OCR), the process and pro-
cedures of OMR diverge due to the fundamental
differences between text and music notation, such
as the two-dimensional nature of the notation
system and the overlay of music symbols on top
of staff lines. The OMR process can be described
as a sequence of steps, with techniques adapted
from disciplines including image processing, ma-
chine learning, grammars, and notation encoding.
The sequence and specific techniques used can
differ depending on the condition of the image,
the type of notation, and the desired output.

Several commercial and open-source OMR
software systems have been available since the
mid-1990s. Most of them are designed to be used
by individuals and recognize common (post-18th-
century) Western music notation, though there
have been some efforts to recognize other types of
music notation such as for the lute and for earlier
Western music.

Even though traditional applications of OMR
have focused on small-scale recognition tasks,
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typically as an automated method of musical entry
for score editing, new applications of large-scale
OMR are under development, where automated
recognition is the central technology for building
full-music search systems, similar to the large-
scale full-text recognition efforts.

16.1 History

Computer-based optical recognition technologies, in-
cluding both OMR and OCR, have been under devel-
opment since the early days of computing technology.
Computerized OCR was first developed in 1951 [16.1]
and sold to large corporations, such as Reader’s Digest
and AT&T, to help process subscription and billing in-
formation [16.2].

Pruslin [16.3] demonstrated the first optical music
recognition system. This system operated on a single
measure of commonWestern music notation (CWMN),
and was capable of recognizing a limited set of mu-
sical symbols. Several years later, Prerau [16.4] in-
troduced the DO-RE-MI OMR system, capable of
recognizing three measures of printed CWMN con-

sisting of a single voice on two staves in a single
font.

The goal of most early OMR development was
a universal recognition system, capable of recogniz-
ing the entirety of music notation output, in much the
same way that early OCR systems were envisioned as
a tool capable of complete and accurate transcription
of all textual documents [16.5, 6]. Despite understand-
ing the limitations of the early OMR systems, Prerau
concludes that the technique should be able to be ex-
panded to the recognition of all printed music [16.7].
This early optimism was driven by a näive (in hind-
sight) understanding of the diversity and complexity
of document contents. For text, page features such as
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columns, figures, tables, footnotes, and even headings
posed a challenge for accurate textual recognition. For
music recognition, the troubles were even more acute
since music notation styles and practices would vary
by composer, publisher, repertoire and historical prac-
tices. By the 1990s, the goal of creating a universal
recognition system had been largely abandoned in fa-
vor of repertoire and application-specific OMR systems
capable of transcribing a well-defined subset of music
documents [16.8]:

[. . . ] in practice, composers and publishers often
feel free to adapt old notation to new uses, and
invent new notation, as they see fit. There are in
fact national dialects of music notation, and mu-
sical works use many different levels of notational
complexity. Thus it may not be possible to devise
a single recognition system capable of recognizing
all music notation. [Pruslin 1966] states that a com-
plete solution to the music recognition problem is
the specification of: which notes are present, what
order they are played in, their time values or dura-
tions, and volume, tempo, and interpretation. This

level of recognition suffices for only some of the ap-
plications listed [later in this paper].

As research and development continued through the
1990s and 2000s, OMR systems were developed to
specialize in transcribing specific repertoires or styles
of notation. In addition to CWMN recognition sys-
tems, repertoire-specific recognition systems exist for
many different music notation styles, including lute
tablature [16.9–11], Byzantine chant [16.12, 13], men-
sural notation, both in print [16.14] and manuscript
sources [16.15], and others.

Several OMR toolkits have also been developed to
help assemble bespoke OMR systems. These toolkits
have been used to build several of the aforementioned
systems, and provide a generalized structure and toolset
from which these customized OMR systems may be
built. Examples of these frameworks include the CAN-
TOR system [16.16] and the Gamera system [16.17].
While these systems present a more flexible approach to
OMR, they require significantly more development ex-
pertise to create and run OMR than turnkey systems and,
as such, are generally only used in research contexts.

16.2 Overview

The recognition process can generally be defined as
identifying and contextualizing from a signal the infor-
mation contained in it. It is a discriminative response
to a specific stimulus that makes it possible to assign
each object to a particular class. Recognizing shapes
and reading are typical recognition processes performed
by humans, and cognitive research has studied the com-
plexity of this task.Marr [16.18], a pioneer in cognitive
science, has proposed a theory of vision describing
it as a bottom-up process, in which an image is first
deconstructed into bidimensional primitives and then
reconstructed as a spatial object. Since then, other stud-
ies [16.19] have shown that such a theory, however
rational, is too restrictive and that a top-down activity
is part of the human recognition processes, in particular
when the subject does not easily understand the scene
or the context. For example, when a human is reading
a highly degraded document, the type of document and
the context will be instrumental clues to deciphering its
contents. For example, knowing that the document is
a string quartet and reading the beginning of the bottom
staff provides the reader with the information that the
content to be read at that place is quite likely to be an
F clef. Studies on human text reading have highlighted
different reading techniques [16.20]. In most cases, the
brain does not operate by letter decoding but rather by

adopting a more global approach based on the linguistic
context. This explains why reading known words within
which letters are missing or are inverted can usually be
achieved without problems. Conversely, when one has
to read an unknown word, reading is performed via let-
ter decoding and assembly.

The goal pursued in optical recognition of music
scores and of documents is similar to the recognition
process as described above. A major problem, however,
is that it is extremely difficult to formalize this process
algorithmically, especially if the aim is to design a sys-
tem that can operate simultaneously with the bottom-up
and top-down analysis mechanisms.

Among the various applications developed in the
field of document recognition, the most advanced ones
are certainly the optical character recognition (OCR)
applications for which many functional and business
solutions already exist. In fact, very early on, the re-
sults obtained in this field allowed complete solutions
to be implemented for the recognition of typewritten
texts or fonts, at least for fairly good documents hav-
ing a relatively simple structure. In most systems, the
recognition is performed by a sequential process of
preprocessing, segmentation, classification and valida-
tion. This approach provides excellent results for two
main reasons: firstly because character segmentation is
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relatively easy and can be done simply by analyzing
verticals projections, and secondly because classifiers
such as neural networks (NN) or k-nearest-neighbor
(k-NN) that are often used in these systems perform par-
ticularly well for this type of operation and on this type
of data.

The results obtained in the recognition of cursive
handwriting, or related tasks, are significantly less suc-
cessful and it is unanimously agreed that this task is
much more difficult [16.21]. In addition, it is strik-
ing to see how difficult it is, if not impossible, to
adapt techniques traditionally used for recognition of
printed texts to the recognition of handwritten text. In

fact, the problem faced with handwriting recognition
is a problem that can be summed up in a well-known
paradox stated by Sayre [16.22]: to recognize, we need
to segment the input signal, but in order to segment
appropriately we need to recognize. The best results
in handwriting recognition were obtained using other
techniques than NN or k-NN that enable validating the
recognition at different linguistic levels. The approach
that has been the most widely used in recent years is
hidden Markov models (HMM), especially because of
their excellent noise absorption capacity and, above all,
because of their linguistic context integration capac-
ity [16.23].

16.3 OMR Challenges

OMR is a special case of document recognition. From
a technical point of view, it has many similarities with
OCR. Many of the challenges encountered in char-
acter recognition also arise with music. A recurring
problem is the quality of documents considered. Some
techniques can show promising results and yield high
recognition rates when the documents considered are
very clean, are straight, and show perfectly printed
symbols. The difficulty of the task, however, increases
dramatically with document degradation, if the docu-
ment is skewed or curved, or if some symbols are poorly
printed or partially deleted. In real-life cases, however,
it is very rare that the documents to be processed are
clean, straight, and perfectly printed. In most cases, we
can expect imperfections of various types. They can be
grouped into two distinct categories: the imperfections
in the document itself and degradation introduced by
the document acquisition phase.

Imperfections in the document can vary from one
type of document to another, from one document to an-
other, and sometimes even from one page to another.
The following problems are commonly encountered:

� Printing imperfections (such as uneven absorption
of ink by the paper)� Partial erasure of symbols� Ink bleed-through from the opposite side of the pa-
per� Stains� Paper degradation (yellowing, foxing, mold and
mildew etc.)� Holes or tears.

An essential step in the recognition process is digi-
tization, where the analog signal (an original document,
a photo etc.) is converted into a digital image. This doc-
ument acquisition phase is not always limited to a single

capture event. In practice it is composed of several suc-
cessive steps, and in the recognition stage the user may
not have a clean and clear image of the original phys-
ical document but only a version that previously went
through different imaging processes. In some cases for
instance, the document is photographed before being
digitized. A source may have been photographed and
then transferred to a microfilm or microfiche, and ulti-
mately only the microfilm is available to be digitized.
Each step of the of document acquisition can introduce
various types of unwanted artifacts:

� Document image skewing� Noise� Bulged or curved appearance of the document im-
age� Nonuniform lighting� Borders around the document image� Partial content of other pages around the document
image.

An important consideration during this phase is
the digitization resolution. The resolution has a direct
effect on the size and definition of details that can
be captured from the physical object. Musical nota-
tion contains specific features that depend on relatively
small symbols, for example staccato, dotted notes and
accidentals. Ng and Boyle [16.24] showed that with
a document scanned at a resolution of 300 dpi, the
distinction between a sharp and a natural could be am-
biguous. Several studies [16.25, 26] have shown that as
a result the appropriate resolution for capturing details
from a music document is higher than that for text.

While OCR and OMR are similar tasks in many as-
pects, they also have fundamental differences that make
OMR a more difficult task than OCR. The first dif-
ference concerns the placement of symbols on a page
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and how they are arranged. Text is, for the most part,
unidimensional. Characters and words are typically
composed in a horizontal line, and each line has no
vertical relationship with the parallel lines above or
below it. This approach is not appropriate for music,
because it is necessary in music to consider both the
vertical and the horizontal dimensions simultaneously.
The addition of the vertical dimension poses challenges
in accurately determining the pitch of a note, for ex-
ample, or the component pitches of a chord, while
simultaneously information embedded in the horizontal
dimension determines co-occurrences of both sounding
and nonsounding events (i. e., notes that sound at the
same time, or ties that control the sounding duration of
a note).

Another difference is the musical characteristic that
symbols are superimposed on staff lines. Superimposi-
tion of the elements is known to be a difficult problem
of recognition of forms [16.27]. Many segmentation
algorithms widely used in textual recognition are inef-
fective with music scores because they operate by edge
detection. Thus, in OMR, the superposition of the sym-
bols makes segmentation a particularly critical phase.
Most musical recognition systems include the removal
of the staff lines, which is particularly difficult when
a musical symbol merges with a staff line, for example

on top of an F clef. In practice, several factors can make
staff line detection and removal difficult:

� The lines are usually not perfectly straight� The line thickness is often variable� The lines may be interrupted at certain points.

Many musical symbols have similar characteristics
to each other (e.g., a half note and a quarter note are
both made of a stem and a note head of the same
size), but must be interpreted in vastly different ways.
The visual difference between a note with a dotted du-
ration and a note with a staccato is simply a slight
shift in the position of the dot, but one means to
lengthen the sounded note, and the other means to
shorten it! This often leads to classification problems.
Many musical symbols are not made of a single graph-
ical element, but are compound symbols composed of
two or more distinct elements. This is the case, for
example, of an F clef, where the entire symbol is com-
posed of three components: a curved line and two dots.
Elements of compound symbols can belong to differ-
ent types of symbols. A small dot can be the point
of an F clef, a point of a dotted note, or a staccato
point. Similarly, a sharp can be part of a key signa-
ture, the accidental of a note, or belong to a figured
bass.

16.4 Technical Background

Several studies cover the early OMR techniques
exhaustively, including Blostein and Baird [16.8],
Selfridge-Field [16.28], Bainbridge and Bell [16.27],
and more recently Rebelo et al. [16.21].

The nature of musical symbols has meant that from
very early on OMR research had to look at struc-
tural recognition methods. The earliest research quickly
showed that a functional recognition approach would
work only for excessively simple cases. In general,
symbols are grouped into two distinct categories: on
one side, the symbolic, which can be treated as char-
acters (keys, alterations, rests etc.), and on the other
side, those that Martin and Bellissant [16.29] name the
iconic, or assembled (e.g., note heads, stems, flags and
beams), which are made of different primitives that may
undergo various transformations and are assembled fol-
lowing certain rules.

Most OMR systems developed to date have more or
less the same pipeline architecture that can be broken
down into distinct phases:

1. Preprocessing of the image
2. Detection and removal of staff lines

3. Segmentation of the objects
4. Reconstruction of musical symbols
5. Classification and interpretation.

In many systems, musical rules are applied to in-
crease accuracy. This can happen during several phases
of the process, but most of the time the rules are ap-
plied during the reconstruction of the musical symbols
from the primitives and during the classification of the
symbols and the interpretation of the music content.

Using grammar to describe the musical notation
and musical knowledge is a common technique [16.30].
Various methods have been proposed to integrate gram-
matical methods developed originally for languages
into the bidimensional space of OMR. The transposition
from one to two dimensions increases the complexity
of the grammar, in both the design of the grammars and
their use. This results in grammars that are either fairly
simple but incomplete, or very complex but challenging
to manage. One approach to simplify the problem is to
have two distinct grammatical levels: low-level gram-
mars, for describing the structure of a musical symbol
constructed from primitives, and high-level grammars



Automatic Score Extraction with Optical Music Recognition (OMR) 16.4 Technical Background 303
Part

B
|16.4

for the description of the organization of musical nota-
tion itself [16.31].

16.4.1 Preprocessing

In many OMR research projects no particular attention
is given to the preprocessing. The reason is that many of
the problems to be solved are common to that faced by
OCR, or even more generally in document recognition.
In most researches a reference is made to the solutions
proposed in these two research areas.

However, some more specific studies focusing on
old documents looked more precisely at the threshold-
ing problem during the binarization phase. This is the
case withMacMillan et al. for the Levy project [16.32].
It shows that in this practical case, it is necessary to use
more advanced methods of binarization. As does Ng
for manuscript sources, MacMillan et al. use some lo-
cally adaptive thresholding algorithms. This technique
allows the binarization to be optimized for document
images with nonuniform lighting [16.33]. Furthermore,
Burgoyne et al. [16.34] found that binarization methods
that worked well for text documents did not work well
for music documents and vice versa.

16.4.2 Staff-Line Detection and Removal

The detection and the removal of the staff lines is a key
phase in OMR systems. This phase is often part of the
preprocessing phase since usually the detection of the
staff lines is used also to correct the skew of the docu-
ment. Ideally, the staff lines are straight, parallel to each
other, have constant thickness, and are horizontal. In re-
ality, for various reasons, the lines may be curved, not
parallel to each other, have varying thickness, and be
skewed. A wide range of solutions has been proposed
of tackle these challenges [16.21, 35]. These include
projections, line tracing, two-dimensional vector fields,
skeletonization, and graph-based approaches.

Once detected, staff lines are usually removed with-
out removing the musical symbols. This step is critical,
in particular with symbols touching the staff lines. In
such cases, the removal of the staff lines may breakup
the musical symbols into smaller pieces, which will
then make their classification difficult without recon-
struction. The difficulty of the task is therefore to find
a solution that does not erase the staff line when it in-
tersects with a symbol.

16.4.3 Recognition Architectures

The techniques used in OMR for locating and classify-
ing symbols varies significantly from system to system
and have evolved considerably since the first systems.

This has been made possible by the considerable and
steady increase of computational resources offered by
new machines. Despite this diversity, some techniques
are recurrent and are to be found similar in many ap-
proaches.

The simplest approach to locating and classifying
the symbols is to look for the connected components
and to classify them. This technology, already used by
Prerau, generally uses simple measures such as the size
of the bounding box of the symbol or the surface of the
symbol. As simple as it is, this approach is still rela-
tively effective because of the morphological diversity
of some musical symbols (including in size) and can
still be used today for a first classification phase.

Another approach widely used for the localization
of the umsic symbols is to look for some easily de-
tectable primitive and then to look around it for other
primitives belonging to the expected symbol. For ex-
ample, Martin and Bellissant [16.29] locate the note
stems and then search for ellipses of note heads in the
adjacent area. Miyao [16.36] uses a similar technique
tailored for recognizing polyphonic passages. First, the
note stems are located together with all the note heads
and with stem flag candidates around each stem. Then,
two neural networks are used to identify from the can-
didates those that are attached to a specific stem. With
Rossant [16.37], vertical segments are not only used
to locate the stems but also a whole series of sym-
bols in which a vertical segment of a certain size is
included: these symbols belong to various categories,
such as notes, accidentals, bar lines, or certain types
of rests. For the remaining symbols, Rossant performs
a template correlation on limited zones: for locating
whole note or half note rests, this area can be lim-
ited to a staff range, whereas the location of the whole
notes, the correlation must be performed on a wider
area.

Fujinaga [16.38] uses mainly vertical and horizon-
tal projections. The symbols are located by vertical
projection of the area between the upper line and the
lower line. Different local projections are used to calcu-
late the height, width, area, and the number of peaks
to the vertical projection of the symbol. The data is
used for classification in conjunction with some syn-
tactic rules. For example, the first symbol on a staff is
expected to be a clef; or a beam of eighth notes can con-
tain only notes, rests or accidental; or a duration dot can
be placed only after a note or rest. Classification is per-
formed using a k-NN classifier together with a genetic
algorithm.

Kato and Inokuchi [16.39] use a blackboard expert
system where knowledge of musical notation is used
in the process to remove ambiguities. The recognition
is performed measure by measure once the clef, the
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key signatures and the time signatures have been rec-
ognized. To allow optimal recognition of the different
musical symbols that differ significantly in their size,
their position, and their possible appearance frequency
or importance, a wide variety of recognition methods
are used. The architecture consists of four separate
modules, which communicate with each other through
a shared common data structure representing a measure.
The role of the various modules is as follows:

1. Extraction of the primitives
2. Reconstruction of the symbols
3. Recognition of the symbols
4. Semantic analysis.

The memory shared by the four modules consists of
five distinct layers representing five different levels of
abstraction for a measure:

1. Pixels of the image
2. Primitives (note heads, stems, accidentals etc.)
3. Musical symbols (reconstituted notes, rests etc.)
4. Musical meaning of symbols (pitch, duration etc.)
5. Possible interpretation of the content of the mea-

surement.

The recognition process is guided by a variable
threshold that controls the recognition. Each layer
makes assumptions that are verified by the upper layer
from a tight line. If an upper layer considers a hy-
pothesis unacceptable, the threshold is released and the
treatment is reperformed at the lower level with the new
threshold. For example, an unrecognized primitive will
be put back in the pixels of the image. A document of
good quality will be recognized with tighter thresholds
and faster than poor-quality paper.

Ng and Boyle [16.24] use an iterative process of seg-
mentation and recognition. Recognition is performed
at different phases of the segmentation process, rather
than requiring all the symbols to be segmented into
primitive or broken signs prior to recognition. The pur-
pose of this method is to avoid over-segmentation of
the symbols. A first pass of recognition is performed
directly after the removal of staff lines based on sim-
ple rules and using a k-NN classifier. For nonrecognized
symbols, different types of subsegmentation and heuris-
tics are performed.

Coüasnon [16.40] proposes a solution that uses
the syntactic structure of musical notation. The idea
is to use the a priori knowledge given by the music
writing rules in order to guide the process of segmen-
tation and labeling of objects. Coüasnon distinguishes
between two types of information: the physical infor-
mation corresponding to the arrangement of notes and
attributes on the partition, and the logical information
corresponding to the transformation of the notes in mu-

sic writing. He defines a grammar that models this
separation into two levels. The terminals of this gram-
mar are the basic entities of the document description
and are recognizable without contextual information in
order to have information on which the recognition pro-
cess can be based. They consist of terminal segments
and symbols. The recognition process is performed in
two phases corresponding to the two levels of infor-
mation: graphic recognition and syntactic recognition.
The first phase deals with the notes and recognizes the
relative positioning of the attributes, while the second
phase recognizes the symbols connected with a voice
(slurs, dynamics etc.) and assigns the notes to the dif-
ferent voices depending on the vertical alignment and
the number of beats per measure. The method specifi-
cally targets orchestral scores, where a distinction must
be made between voices and staves: there may be up to
three voices per staff and, conversely, a voice may be
written on more than one staff.

Bainbridge and Bell [16.31] provide an extensible
solution also based on the use of a grammar. The solu-
tion is meant to allow the recognition of different types
of music notations and not be limited to CWMN. The
system, named CANTOR, consists of distinct modules
to be applied after the removal of stave lines:

1. Primitive recognition
2. Primitive assembly
3. Musical semantics.

Recognition of primitives is defined through a lan-
guage specifically designed for the task. The idea is to
accommodate a wide range of music writing by easily
assigning a primitive recognition for each shape (e.g.,
projections, Hough transform etc.). Assembly of the
primitive, the second module, is based on a slightly
modified definite clause grammar, which has the limited
scope of describing the taxonomy of musical notation.
The purpose of keeping the scope of the grammar lim-
ited is to prevent it from becoming too complex and
difficult to manage. The purpose of the last phase is to
combine the symbols recognized by looking at their po-
sition in order to produce a structure representing the
musical content of the image.

16.4.4 OMR Aggregation

Several researches have tried to improve OMR results
by aggregating multiple commercial OMR tools. This
approach relies on the fact that the commercial OMR
tools all have their strengths and weaknesses and thus
it should be possible to improve the overall recognition
results by comparing the output of several tools. The
first attempts were made by Knopke and Byrd [16.41].
Their approach involves two steps. First, the strengths
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and the weaknesses of each tool that will be used
are evaluated. Then the results of this evaluation are
used for weighting the output of each tool when com-
paring their output and when the tools do not agree.
Bugge et al. [16.42] propose a similar approach together
with the definition of a dedicated format (MusicXiMp-

Le), a subset of the MusicXML file format used for
the alignment of the tool’s output and that is meant
to facilitate the alignment of the data. More recently,
Church and Cuthbert [16.43] have proposed a different
approach that integrates rhythmic analysis in the align-
ment process.

16.5 Adaptive OMR
A wide range of music printing techniques have been
used throughout history [16.44, 45], each having their
own graphic particularities. This has led to the creation
of highly varied music document symbols and notation
practices. For each printing technique, publisher, edi-
tor, composer, or musical repertoire, the appearance of
the notation can vary significantly. Printers often had
their own distinctive font. The font shapes also vary
depending on the size of the book, ranging from small
in-octavo formats to larger in-folio or even in-plano for-
mats. Font designs also have trends and changes occur
over time. For example, the shape of the note heads in
music fonts of the 16th and 17th centuries was gen-
erally diamond shaped. It then gradually changed and
by the 18th century round note heads had become the
trend.

In many OMR systems, the recognition of symbols
is performed using supervised machine-learning algo-
rithms. Supervised learning algorithms require ground-
truth datasets of symbols in order to be trained. For
each ground-truth symbol (e.g., a note head), fea-
tures are extracted and fed to the algorithm for train-
ing. Once trained, the system will be able to iden-
tify similar symbols of the same category. When
building an OMR system, gathering the ground-truth
data for training is a highly time-consuming task
since the amount of data required can be quite high,
the data should ideally come from a wide range of
sources, and each symbol needs to be correctly la-
beled. The high variability in the data makes it un-
realistic to build an OMR system optimized for rec-
ognizing any document, even if targeting documents
from a reduced historical period or one of restricted
type.

A solution for tackling this issue is adaptive
OMR [16.38, 46]. The assumption with adaptive OMR
is that the system is not likely to consistently reach
100% accuracy and that most of the time, OMR work-
flows require human verification and correction to
achieve usable results. In this context, adaptive OMR
uses these correction results as further training data,
feeding them back to the system and retraining the
recognition system. As a result, systems will learn
from their previous mistakes, correctly identifying pre-
viously misrecognized symbols through the expansion
of its training data.

Pugin et al. [16.47] describe how this can be
achieved using maximum a posteriori (MAP) adapta-
tion, a technique widely used in handwriting and speech
recognition. In a preliminary phase, a book-independent
(BI) model is trained using ground-truth data taken
from a selection of different books drawn from different
printers and featuring variations in font shape and size,
and is used as a seed for the recognition system. Thus
the BI model gives acceptable results in general but
is not specifically optimized for a particular source. In
real-world usage, as each page of a book is recognized
and corrected, the BI model is amended and optimized
with MAP adaptation for the symbols in that book. As
soon as the user has corrected the recognition errors on
a newly processed page, that page is used as ground-
truth to adapt the BI model. Eventually, after a user
has corrected a number of pages, a book-dependent
(BD) model emerges that is optimized for a particular
set of sources (e.g., from a specific printer). The BD
model can be saved and used for recognizing similar
documents, creating a more optimal bootstrap than the
general BI model.

16.6 Symbolic Music Encoding

The output of an OMR process is a machine-readable
encoded music score. Whereas for text recognition,
unformatted text files can serve as a basic encoded
output of OCR processes, there is no equivalent for

music encoding. There is no uniformly recognized ba-
sic music encoding scheme equivalent to unicode or
to ASCII (American Standard Code for Information
Interchange). For OMR applications, this means that
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the encoded output has to be structured according to
a defined music code, be it designed specifically for
the OMR application, such as the Liszt format for
the SharpEye commercial application, for example, or
a more generic musical code.

Over the years, hundreds of musical codes have
been proposed, illustrating both the complexity of mu-
sic notation and the wide range of applications codes
can serve [16.48]. Selfridge-Field groups them into
three categories:

1. The codes targeting sound applications
2. The codes targeting notational applications
3. Those targeting analytical or more abstract applica-

tions.

Looking at how note pitches are handled is a sim-
ple way to help understand the difference between these
code categories. In the first category, the most widely
used code is undoubtedly MIDI (Musical Instrument
Digital Interface), whose primary goal was to allow
sound information to be exchanged between instru-
ments. One particularity of MIDI regarding pitches is
that it does not make the difference between, say, an F-
sharp and a G-flat even if they were noted differently
in the score. The second category of codes is meant to
capture visual characteristics of music notation. Musi-
cal codes that belong to this category include DARMS
(Digital Alternative Representation of Music Scores),
one of the oldest computer codes; SCORE, the code
used by the Score music notation software application
developed by Leland Smith; or the notation interchange
file format (NIFF). One particularity of the codes for
notational applications is that they often do not have
a concept of pitch. They do not store the notes by re-
ferring to the pitch name and the octave but instead by
referring to the staff line on which they appear. The C4

(C of the fourth octave) with the treble G-clef will be
coded with the same staff line parameters as an E2 with
the bass F clef. Codes from the later category that target
analytical applications, such as the plain and easy code,
the kern representation, or the Essen associative code
(EsAC), to mention only a few, store the note informa-
tion through its pitch name and its octave.

Codes for notational applications are well suited to
OMR applications. In fact, NIFF was developed with
OMR in mind and is still used by some commercial
software applications. NIFF was designed in the mid-
1990s and subsequently came to be supported by a fair
range of commercial OMR systems, including Sharp-
Eye, SmartScore, and PhotoScore. The use of NIFF
remained limited, however, and it never really took off
beyond its use by commercial OMR applications, which
eventually abandoned it. Nor did another attempt in mu-

sic code definition that was to extend MIDI for OMR
with the expressive MIDI [16.48].

One reason NIFF failed to establish itself as a stan-
dard file format may be that it is a binary format.
(Binary codes had the advantage of being more com-
pact than ASCII codes, but disk space is no longer an
issue for this type of data). But another reason might be
that it is a notational code, with the limitation that only
the graphical component of music notation is taken into
account. In OMR, the recognition task acts as an en-
coding process that moves from a graphical domain to
a logical domain. With a notational code such as NIFF,
the processing of the data remains limited. For example,
the pitch name and the octave of a note can remain un-
known since only the position on the staff line is stored.
In many uses of OMR data, however, further processing
will be desirable in order to move to a code of the third
category, the codes for an analytical or more advanced
application. Typically, this will mean further process-
ing the data in order to determine the pitch names and
the octaves by taking into consideration the clef of the
staff (or possible intermediate clef changes) and the key
signature (or possible accidentals appearing previously
in the measure). When the goal of the OMR process
is the reediting of the original image, then a notational
code can suffice, assuming that the editing tool can
read the notational code produced by the OMR process.
(It should to be noted that such an approach can have
advantages regarding the impact of some recognition
errors. For example, if a clef of a staff was wrongly rec-
ognized, it will have no impact on the accuracy of the
content of the staff itself). This is, however, only one
possible use case of OMR. Typical use cases of OMR
require analytical data, for example to make an ar-
rangement or transposition of the musical content. The
analytical data can be derived from notational codes,
but this is not necessarily trivial to do. It is one reason
why encoding output formats other than NIFF were de-
sirable and why it eventually became obsolete.

One analytical format that is widely used as an out-
put of OMR processes is MusicXML, which is a code
that started as an XML (extensible markup language)
representation of MuseData [16.49]. It was developed
by Michael Good and is now owned by MakeMusic.
MusicXML is primarily an interchange format for ex-
changing music data between computer applications.
This makes it well suited for exporting data from an
OMR system to other types of applications, but it is not
designed to represent and store the information of an
OMR process.

Some XML alternatives to MusicXML were pro-
posed for encoding music notation. One targets a wide
range of applications, including OMR: the IEEE 1599–
2008 standard designed by the IEEE 1599 Working
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Group for XML Musical Application [16.50]. To our
knowledge this standard is not currently used by any
OMR systems.

16.6.1 The Music Encoding Initiative (MEI)

Over the last few years, a community-based project
began to occupy an increasingly important role: theMu-
sic Encoding Initiative (MEI) [16.51]. The project was
started around 2000 by Perry Roland from the Univer-
sity of Virginia. It was directly inspired by the Text
Encoding Initiative (TEI), a leading project in text stud-
ies that became over the years the commonly accepted
standard for representing and encoding texts. MEI
pursues similar goals for musical documents. It is ex-
pressed in the form of an XML schema that defines the
structure of the corresponding XML musical data. The
first version of the MEI schema was released in 2010 in
ODD (one document does it all), which is a schema def-
inition solution developed by the TEI community that
regroups in one document the schema definition and all
the documentation related to it. The MEI schema is reg-
ularly updated to incorporate the latest improvements.

One feature of MEI in contrast to many attempts
to define a musical code is that it is driven by an open
community of contributors representing a wide range of
backgrounds and interests. They include technologists,
musicologists with various repertoires of expertise, and
librarians. Beside the fact that MEI is community
driven, it also has the particularity of accommodating
a wide range of music notation and not being limited
to CWMN – even though this is its first target. This
flexibility is greatly facilitated by its modular approach
and its nonmonolithic design. Each music notation type
can be defined as a separate module, for example, MEI
already includes in its core set of modules specialized
modules for mensural and neume notations. The mod-
ularity of MEI does not serve only the separation of
music notation types. MEI includes distinct modules

for the metadata, for pointers and references, for linking
with facsimile or for the definition of graphics, shapes,
and symbols. Furthermore, each module can be modi-
fied or new modules added, should the default settings
of MEI not be appropriate. This can happen when en-
coding a different notation type or when another type of
application is targeted by the encoding. MEI includes
a so-called customization service that allows part of the
schema to be redefined or new encoding concepts to be
introduced [16.52].

Even though MEI was not designed specifically for
OMR applications, its richness and flexibility makes it
perfectly appropriate for them [16.53]. The aforemen-
tioned module for linking with facsimile images is of
particular interest. It makes it possible to easily and pre-
cisely refer from the encoding to zones in an image. This
is similar to what is achieved with the hOCR format de-
veloped by Google for their open-source OCR project
OCRopus. Since the output is text with OCR, they can
use HTML (hypertext markup language) to mark up the
text output [16.54]. However, the hOCR format enriches
the HTML with additional information on layout, refer-
ring to an image, and data such as character recognition
confidences. This is done in a way that does not affect
the structure of the HTML content, which remains stan-
dard HTML. In a similar (though not identical) way, the
MEI can include additional information, including ref-
erences to image zones without the logical structure of
theMEI to be modified.WithMEI, references to images
work by defining a facsimile subtree in the MEI file that
regroups a set of surfaces (typically each one represent-
ing a page) that will contain a reference to an image and
a list of zones in it. Each zone is identified with a unique
identity to which any element in the encoding (a clef, for
example) can refer. This not only enables robust linking
between the encoding and the image to be generated, but
it also has the advantage of keeping the information con-
cerning the references to the images separate from the
logical musical data.

16.7 Tools

16.7.1 Commercial OMR Software

Although several commercial OMR software packages
have been marketed, currently only a handful products
have stood the test of time. One of the survivors is also
the first commercial OMR software ever published. Ini-
tially under the name MIDISCAN, Musitek released its
product in August 1993 [16.55]. It was renamed later as
SmartScore and its Lite version was bundled with a mu-
sic editing software Finale 2003 in the spring of 2002.

Another popular music editing software Sibelius (now
owned by Avid Technology) uses Photoscore [16.56],
which was originally released by Neutron for the Acorn
system in 1997 (for Windows in 1999 and for the Mac
in 2000). The ScoreMaker by Kawai has been available
on the Windows system (in Japanese only) since 1995
and the capella-scan [16.57] from Germany has been
around since about 2000 [16.58]. According to the de-
veloper, Graham Jones, the development of SharpEye
started in 1996 [16.59], but it has not been updated
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since 2006 (version 2.86) when he transferred rights in
SharpEye to another company [16.60]. All of the com-
mercial OMR software mentioned above are designed
to work with CWMN.

16.7.2 Open-Source Tools
and Toolkits

A few OMR tools are available as open-source. We
can make the distinction between end-user ready-to-use
desktop applications and toolkits available for creating
custom OMR applications.

Desktop Applications
For CWMN, the only open-source tool available is Au-
diveris [16.61]. It is written in Java and is available
under the General Public License (GPL) v2 open-
source license. For text recognition, Audiveris uses the
Google OCR Tesseract engine. The recognition engine
is based on neural networks that can be retrained for
specific sources. Audiveris includes a user interface for
data correction and exports to MusicXML. Version 5 is
currently in preparation.

One open-source OMR project specifically targets
Renaissance music prints: the Aruspix project [16.62].
The project focuses on the development of techniques
and tools for processing early typographic music prints
from the 16th and 17th centuries. The Aruspix soft-
ware application is a desktop application written in C++
(cross-platform) and is available under the GPL v3 li-
cense. Aruspix uses HMM (hidden Markov models) for
the recognition with an original approach without staff
removal [16.14]. It includes a user editor for correcting
the results and an adaptive feature based on MAP adap-
tation [16.47]. Aruspix uses MEI as internal and output
format.

Toolkits
The most widely used toolkit for building OMR sys-
tems is Gamera [16.17, 63]. Gamera is written in C++

and Python and is available under the GPL v2 license. It
is designed as a toolkit for building pattern recognition
systems with a strong focus on document recognition
and OMR in particular. It includes a whole range of
image processing algorithms together with a k-NN clas-
sifier. With this tool, the users can build their own
recognition system by putting together scripts that will
perform selected operations. These can include vari-
ous preprocessing operations, such as noise removal,
blurring, deskewing, contrast adjustment, sharpening,
binarization, and morphology, for example. At the core
of the Gamera system is the segmentation and the clas-
sification. Several algorithms are provided for these
tasks together with a user interface for labeling the
data. Both the image processing and the classifier parts
are easily extendable, if necessary, with either C++ or
Python extensions.

Gamera is distributed with add-on toolkits specif-
ically designed for building OMR applications. The
MusicStaves toolkit implements various algorithms for
removing the staff lines [16.35]. It can be used in
an interactive mode through the Gamera graphical
user interface or in a noninteractive mode from the
command line or scripts. The OTR (optical tablature
recognition) toolkit is a package for the recognition
of lute tablature [16.9, 11]. It includes scripts for the
recognition of French, German, and Italian tablatures,
all being slightly different tablature notations. Gam-
era also includes a Psaltiki recognition toolkit for the
recognition of Byzantine chant notation used in chant
notation of the Eastern churches [16.13]. It also dis-
tributes an OCR toolkit with custom page segmenta-
tion algorithms and heuristics rules for dealing with
diacritics.

Gamera has been used for projects on other mu-
sic notation, including neumes [16.64]. Gamera is also
often used for evaluating research techniques, such as
with Aruspix [16.65] where two OMR approaches are
compared, or on more specific OMR steps such as staff
line removal [16.66–68].

16.8 Future

Recent directions taken in OMR developments together
with changes in technology make it possible to envis-
age completely new OMR paradigms. For decades, the
goal of OMR has focused almost exclusively on pro-
viding image transcriptions for further processing with
external software applications. Commercial OMR ap-
plications are usually desktop software applications that
take an input image and output an encoded score with-

out making further use of the link established between
the image and its content.

Recent advances that can change this paradigm are
manifold. First of all, open-source developments, such
as Gamera, open new perspectives. The OMR technol-
ogy is no longer embedded in a black box but instead
remains open in modules that can be modified and as-
sembled differently according to the needs and type
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of documents to be processed. Many music documents
raise similar though not identical challenges, and being
able to adjust the tools is essential. The aforementioned
Gamera MusicStaves toolkit is a perfect example in that
regard.

Adaptive-OMR design is another direction that
opens new perspectives and that also differs from the
design of most commercial OMR desktop applications.
Having systems that improve themselves over time
is essential for bringing OMR to a next level. Cor-
recting OMR errors is a highly time-consuming task,
and the advantages gained by being able to feed this
knowledge back into the system appear self-evident.
Nonetheless, for years users have been using OMR sys-
tems and correcting their output without exploiting this
data goldmine. This wasteful practice can be changed,
but only if the output of the OMR process preserves
the link between the output data and the image. It ap-
pears that the developments of MEI will play a key
role in this endeavor. Having a standard format for
preserving OMR data will allow the creation of large
datasets. They will be usable for training or improving
any OMR systems, which in turn will greatly facilitate
the development and improvement of OMR technol-
ogy.

One significant technological change that has oc-
curred over the last few years is the emergence of
online applications that can run in web browsers. It is
now possible to develop software applications that run
online without any application or plugin to be down-
loaded and installed locally. This radically changes the
way software applications can be made available to the
users. Over the next few years we can expect to see
online OMR tools appearing that will be a significant
breakthrough from the desktop applications currently
available. In this context, the development of MEI en-
graving tools, such Verovio [16.69, 70] will be essential
for making the OMR output editable online. For OMR,

having online tools will also make it possible to de-
velop adaptive systems where the corrections of one
user can be immediately incorporated into the system
and benefit all users, not only the one who made the
corrections.

Online technology also transforms the way data can
be made available. We now have access to thousands
of images of music sources that are being digitized
and made available by music libraries and archives all
around the world. These images are an unparalleled re-
source for musicians, musicologists, and other scholars
alike. However, only OMR technology can fully revo-
lutionize the way they are made available to the user.
The recent developments of Diva.js [16.71, 72] offer
a glimpse of the future, where the output of the OMR
process in MEI is displayed on top of high-resolution
images directly in the web browser. This is a setup that
is widely known for books but is still lacking for music,
and large-scale online OMR technology is the key to fill
this gap.

As large amounts of score data become available in
symbolic formats, the next challenge is how to effec-
tively use these large corpora of musical data. There
are two basic issues: searching and analysis. Search-
ing music is complex: there are pitches, rhythms, text,
multiple voices sounding simultaneously, chords, dif-
ferent instruments etc. Linking metadata for sources
and works (e.g., date of composition, location, or genre)
and musical content is also essential. Analyzing music
is also challenging given the large amounts of symbolic
data that were not available previously. Thus, there
will be questions such as what are the best ways to
search through these corpora? What should the queries
look like? What kinds of user interfaces are needed for
queries and displays? What types of analysis of music
are possible given these large datasets? The answers to
these and other questions will create new research av-
enues paved with the aid of OMR technology.
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17. Adaptive Musical Control of Time-Frequency
Representations

Doug Van Nort, Phillippe Depalle

In this chapter we consider control structures and
mapping in the process of deciding upon the
underlying sonic algorithm for a digital musi-
cal instrument. We focus on control of timbral
and textural phenomena that arise from the in-
teraction and modulation of stationary spectral
components, as well as from stochastic elements
of sound. Given this observation and general de-
sign criteria, we focus on a family of sound models
that parameterize the stationary and stochas-
tic components using a spectral representation
that is commonly based on an underlying short-
time Fourier transform (STFT) analysis. Using this
as a fundamental approach we build a dynamic
model of sound analysis and synthesis, focus-
ing on a design that will simultaneously lead to
musically interesting transformations of textural
and noise-based sound features while allowing
for control structures to be integrated into the
sound dynamics. Building upon well-established
adaptive algorithms such as the Kalman Filter, we
present a recursive-exponential implementation,
and exploit a fast algorithm derivation in order to
process both additive data and the full underlying
phase vocoder. The model is further augmented to
allow for nonlinear adaptive control, pointing to-
wards new directions for adaptive musical control
of time-frequency models.
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At this point in the field of digital music synthesis and
control, there are many high-quality algorithms avail-
able for sound synthesis and transformation. Similarly,
the issue of mapping and control structures to expres-
sively manipulate these algorithms is also a well estab-
lished field [17.1, 2]. The dominant control paradigm
thus far has been to impose structures onto synthesis al-
gorithms in a top-down fashion, following established
paradigms such as continuous timbre space naviga-
tion [17.3]. However, there exists a largely unexplored
territory that can advance the design of systems for
digital, expressive musical control: the concurrent de-
sign of sound synthesis and control algorithms from

a very low level. Such an approach can allow for nu-
anced manipulation that deeply integrates sonic and
expressive goals, by expressing both the temporal dy-
namics of input gestures as well as how this control
affects the sound over time. This requires one to con-
sider control in a lower-level part of the instrumental
design hierarchy, and to embed this in the descrip-
tion of the underlying sound process. Such an approach
can become particularly powerful in the case of anal-
ysis/transformation/synthesis systems based on spec-
tral models. In this chapter we present a particular
class of adaptive analysis/synthesis systems whose rep-
resentation can function as a hybrid between signal
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and physical modeling approaches, as well as between
source-filter and additive models. The models we de-
velop for sound transformation are novel and interesting
in their own right, allowing for various textural and
spectral effects. However we further reconsider clas-
sic techniques in a new framework not simply for new
transformation possibilities, but extend this by building
the normally higher-level control layer into the model
itself, showing how mapping and control can be con-
sidered at the most atomic level, so that the design of
musical control is deeply tied into the very definition of
the system.

When one considers the type of sound they want
to control they are, at least to some extent, imagin-
ing the space of possible transformations of this sound.
Therefore, it is beneficial to consider the transforma-

tions afforded by a given sound model, in conjunction
with the myriad ways that this model may be controlled.
This chapter will focus on a family of sound models
that parameterize the stationary and stochastic compo-
nents using a spectral representation that is commonly
based on an underlying short-time Fourier transform
(STFT) analysis [17.4]. Using this as a fundamental ap-
proach the chapter presents a dynamic model of sound
analysis and synthesis, focusing on a design that will
simultaneously lead to interesting transformations of
spectral, textural and noise-based sound features while
allowing for control structures to be integrated into
the sound dynamics. This is achieved through a novel
approach based on a recursive-exponential implemen-
tation, augmented to allow for nonlinear adaptive con-
trol.

17.1 State-Space Analysis/Synthesis

The dominant paradigm for understanding a linear sys-
tem (audio filters, the Fourier transform, etc.) typically
lies in the frequency domain through a transfer func-
tion representation, which describes the input/output
relationship that the system will produce. Any such sys-
tem can also be represented as a recursive difference
equation that expresses not just the out-of-time effect
of the system, but the dynamics of this system over
time [17.5]. This is achieved through a state-space rep-
resentation (SSR): rather than model a system in terms
of its transfer-function representation one can express
its actions on a stochastic process yŒn� by way of the
two state-space equations

sŒnC 1�D AsŒn�Cw Œn� and

yŒn�D BsŒn�C v Œn� ; (17.1)

where the sequence sŒn� is the state of the process at
time n, and the upper equation represents the internal
dynamics of the process as governed by dynamics ma-
trix A. The lower equation projects the state vector,
which may be hidden, into a vector of observable out-
put variables using observation matrix B. Both w and
v are assumed to be zero-mean, Gaussian white-noise
processes. The first affects the progression of the state
while the second is additive noise present in the output
process y.

Using the SSR, one can express and modify the
dynamics of a sound transformation system, build-
ing a control structure around this representation. As
we will see, methods for statistical estimation can be
applied to this framework, and can be extended to
modeling in nonstationary and nonlinear environments.

A further advantage is that a physically inspired model
of a control/sound system can be used to constrain the
interaction, so that physical and more abstract signal
models can be used in a hybrid fashion. The approach
presented here takes advantage of this potential for
parameter estimation, accounting for nonlinearity and
model hybridity.

17.1.1 The State-Space Phase Vocoder

In general, the phase vocoder is a widely used tool for
the analysis, transformation and synthesis of audio sig-
nals. It began as an attempt to efficiently code and trans-
mit voice signals using filter banks [17.6], was later
represented by the STFT [17.7] and then began to find
use in musical applications [17.8, 9]. The most com-
mon effects generated by the use of the phase vocoder
are pitch shifting and time scaling, which are achieved
through altering the time/frequency block increment
size between the analysis and synthesis step and then
interpolating. If the step increment for both analysis and
synthesis is subjected to certain constraints based on the
type of windowing function used in the STFT, then the
input signal is perfectly reconstructed upon resynthesis.
However the phase vocoder becomes musically inter-
esting when the signal is distorted by transformations
such as pitch/time scaling, cross-synthesis and others
in which the amplitude and phase of each frequency
bin are modified over time. As the representation itself
is purely deterministic and able to capture the signal
entirely, these distortions are externally applied to the
spectral data in an intermediate (i. e., between analysis
and synthesis) step.
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Now, the creation of an SSR-based phase vocoder
is possible by exploiting a recursive description of the
discrete Fourier transform (DFT), as was presented
in [17.10]. The approach exploits the fact that the com-
plex exponentials of the DFT can be expressed as

ejn� D ej�ej.n�1/� ; (17.2)

for time n and frequency � . Thus the DFT matrix and
its inverse can be expressed as a first-order recursion,
which from the above equations we can see is a ne-
cessity in order to work within this SSR framework.
Therefore the DFT matrix may be represented by the
state matrix A, which becomes a block diagonal ma-
trix consisting of 2�2 rotation submatrices, and can
be thought of as expressing the process of the Fourier
transform in the way one might imagine a heterodyning
filter to act over time in an analog filter-bank DFT im-
plementation [17.11]. The state s in this case is a vector
representing the spectral frames acted on by the DFT
matrix at each time step, while v can be thought of as
an additive output noise similar to the residual found in
the spectral modeling synthesis (SMS) approach [17.4].
This basic representation forms the foundation for the
control/sound models that are derived throughout this
chapter. In [17.12] we presented musically inspired ef-
fects created by exploiting its explicit representation of
spectral dynamics and a stochastic component, known
as the stochastic state-space phase vocoder (SSSPV).
We extended the generic structure of (17.1) by intro-
ducing noise into the state matrix A. This resulted in
modifying the dynamic of the process, which led to
more dramatic effects. Indeed, adding such noise in the
dynamic of the synthesis with different time-varying
behaviors allows for effects such as concurrent random
modulations between partials that can induce jitter and
lead to an influence of a given sound’s texture [17.13].

17.1.2 Related Work

A state-space approach to analysis/synthesis was pre-
sented in [17.14] in which the real and imaginary com-
ponents of p sinusoidal partials, tracked over time, were
represented in the state vector. The observation matrix
summed across the real components of the partials, and
the addition of observation noise generated a sinusoid-
Cnoise resynthesis. The same underlying model was
also used in [17.15], though the spectral components
that were tracked did not necessarily represent par-
tials. Similarly, a recursive state-space formulation is
presented in [17.16] wherein the state is comprised
of the real and imaginary components for N evenly
spaced frequency bins. Thus, this implementationmain-
tains all of the data from the phase vocoder while the

aforementioned work directly tracks partials and so is
a sinusoidal model. The motivation differs in [17.16] as
well, with the goal being the interpolation of missing
audio samples whereas the former two projects were
concerned with building an analysis/synthesis scheme
for audio transformations. The work presented in this
chapter is situated between these two as the motiva-
tion is towards musical transformations, yet preserves
the lower-level representation given by the complete
Fourier spectral frames.

Each of these approaches utilizes adaptive filtering
and estimation to jointly estimate and predict spectral
models of a musical signal that spans from the low level
of spectral envelope and partials up to musical struc-
ture. The unifying characteristics across each is that
they rely on a state-space modeling framework. This
approach to signal representation allows for hybrids be-
tween a signal model and a physical model, as was
shown by [17.17] and [17.18].

17.1.3 Beyond SSSPV: From Effect
to Transformation

The SSSPV can be considered as a phase vocoder
in which a stochastic element has been built into
the representation via a state-space framework. The
focus with this implementation is on the fact that
through the embedding of noise within the system
representation itself (rather than as input to the state
or observation equations) a sound can be resynthe-
sized with an added textural or roughness quality.
While this approach can provide a family of inter-
esting effects, there are some limitations with this
implementation. Primarily, this state-space representa-
tion diverges from a classic phase vocoder in that it
is actually a recursive implementation of the DFT. In
other words, it is only defined for a single analysis
window, and the input signal must be reintroduced at
the boundary between windows. This is not a prob-
lem for this set of noise-based effects, but it inhibits
the implementation of deeper transformations based
on time stretching and pitch shifting across large time
scales.

The use of the state-space representation is inter-
esting with the SSSPV in that it gives access to the
internal dynamics of the analysis/synthesis process for
control and processing. However a deeper reason for us-
ing the state-space approach is that it allows for the use
of tools such as the Kalman filter for parameter estima-
tion. To this end, we build upon the state equations from
(17.1), and using the same underlying spectral model as
in SSSPV, design an STFT-based recursive implemen-
tation that functions as a true phase vocoder, capable of
deeper transformations than noise-based effects.
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17.2 Recursive, Infinite-Length Windows

Creating a state-space recursion based solely on (17.2)
defines a DFT that implicitly assumes a periodic in-
put signal whose fundamental period is defined by the
N input samples. It is further an implicit rectangu-
lar windowing, and by reintroducing the input each N
samples (as in SSSPV) there is no overlap in the anal-
ysis. In order to extend this, we will illustrate how the
STFT can also be expressed with a one-step recursion.
In the process, this will introduce an infinite-length
window into the definition, which provides certain ben-
eficial time-frequency properties; in particular, through
a single-sided exponential window [17.19] hŒm� defined
as

hŒm�D e�muCŒ�m� ; (17.3)

where uCŒm� is the unit step function. The use of this
window allows one to accurately detect the beginning of
signals (due to the discontinuous front edge of the win-
dow) as well as to tune the influence of the past samples
through changing the damping value � > 0. Following
this, the STFT

Xn;k D
1X

mD�1

xŒm�hŒm� n�e�j!km (17.4)

for real input signal xŒm� becomes

Xn;k D
nX

mD�1

xŒm�e�.m�n/e�j!km : (17.5)

The one-step recursion can be derived by looking at the
value

XnC1;k D
nC1X

mD�1

xŒm�e�.m�.nC1//e�j!km ; (17.6)

which expands to

XnC1;k D
nX

mD�1

xŒm�Œe�.m�n/e���e�j!km

C xŒnC 1�e�jwk.nC1/ (17.7)

and thus

XnC1;k D e��Xn;kC xŒnC 1�e�j!k.nC1/ : (17.8)

Therefore the STFT at any given time – when using this
window function – is a product of the exponentially
damped previous time step and the Fourier transform
component from the current time-series value. In light
of the state-space representation developed in the previ-
ous section, we can now rewrite the state equation as

sŒnC 1�D OAsŒn�CDnuŒnC 1�Cw Œn� ; (17.9)

where

OAD e��A and Dn D . NA/n ; (17.10)

with NA defined as the block diagonal from A extracted
and collapsed in order to form a 2N�2 matrix. Finally
uŒn�D ŒxŒnC1� 0�T is the real-valued time series at time
nC 1 and functions as the input vector in terms of the
state-space formalism.

Now, this implementation is an adaptive version of
the STFT in which the infinite-length exponential win-
dow acts as a forgetting factor. This smoothing extends
the previous recursive DFT into an STFT through a con-
sideration of all past sample values. From this point
onward, let us refer to this implementation as the re-
cursive exponential STFT, or RESTFT (RESTFT). Note
that this differs from a standard STFT wherein window
length N is directly related to time-frequency resolution
in that this gives rise to N frequency bins. Instead, in
this case frequency resolution is not directly tied to win-
dow duration [17.20], but rather is a factor both of the
window overlap as well as the damping value �. These
can therefore be adapted based on the transformation
and synthesis requirements.

Now, we may build an adaptive framework on top
of RESTFT using the Kalman filter, in order to param-
eterize the relative sine/noise quality of both attack and
sustain such that one may reestimate these trajectories
under time stretching and other time-varying transfor-
mations. Several algorithms were created in order to
reach this goal, beginning with the creation of the initial
Kalman framework.
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17.3 Kalman Filter-Based Phase Vocoder

Taking full advantage of deeper sound transformations
and control parameter estimation with the RESTFT rep-
resentation requires the implementation of a Kalman
filter (KF). The KF is an algorithm developed in or-
der to optimally estimate the state of a linear dynamical
system perturbed by Gaussian noise [17.21, 22]. Many
variants have been established in order to extend the
tracking, estimation and prediction properties of this fil-
ter to nonlinear and non-Gaussian systems [17.23]. As
the STFT is a linear transform, the standard form of the
KF suffices in order to model the sound process. The re-
sult is a model that allows one to estimate the magnitude
and phase of each bin for every time step, and to extract
both the state and observation noise for individual con-
trol and processing. As is noted in [17.24], in which the
author creates a similar Kalman-based additive model
specialized to damped percussive sounds, the state and
observation noise sources relate to the transient noise
and sustain noise (respectively) of the underlying sound
signal. In this chapter we focus on these noise values,
in order to define novel transformations of the noise
component that adapt to varying time-stretching, such
as one finds in scrubbing-based gestural control.

Now, the Kalman filter is a recursive process
that consists of a time update and a measurement/
observation update. The former first predicts future val-
ues of the state, and the latter then modifies this in order
to provide an adjusted estimate for the current time
step. More precisely, the a priori state estimate Os�

n and
the state covariance estimate P�

n are conditioned on all
prior values as

Os�

n D OAOsn�1CDn�1un�1 and

P�

n D OAPn�1
OATCQ : (17.11)

These are the time update equations. Recall that the
underlying system is perturbed by process and observa-
tion noise w n and v n, which are zero-mean Gaussian
white noise with variance Q and R respectively. The
values Osn and Pn are the a posteriori state and state
covariance values, acquired from the following mea-
surement update equations

Kn D P�

n BT.BP�

n B
TCR/�1 ;

Osn D Os�

n CKn.yn �BOs�

n / ; (17.12)

and

Pn D .I�KnB/P�

n : (17.13)

A heuristic understanding of these equations would
be to first consider the a priori state and covariance es-

timates as predictions based on all past values, with no
noise disturbance; the updated estimates are defined by
adjusting this initial estimate based on the influence of
the innovations sequence �n D .yn�BOs�

n /, which repre-
sents the difference between the observed value and the
ideal noise-free observation. The degree of influence
from the innovation is tuned by the so-called Kalman
gain Kn.

Following [17.24] we extract the residual from the
state-space model in order to drive the resynthesis,
though the extraction method differs as does the under-
lying representation (exponential STFT versus damped
sinusoidal model). Thus the estimated process and ob-
servation noise sources are defined as

Ow n D Osn � OAOsn�1 and Ov n D yn �BOsn : (17.14)

We therefore have an estimate of the state Osn – pro-
viding instantaneous estimates of magnitude and phase
values – which gives rise to estimates of the excitation
noise Ow n and the additive output noise Ov n.

Finally, in order to provide the first a priori esti-
mates, the model must be given initial conditions for
the state and state covariance matrix. In the absence of
any specific knowledge about the signal, we may safely
define these such that

Os0 D 02N�1 and P0 D �2I2N�2N : (17.15)

The value �2	 1 is the state covariance – it reflects
the level of uncertainty in our initial state and governs
the rate of convergence of the filter. If we were abso-
lutely certain that the initial state was identically zero,
we could let �2 D 0 as well. When the state of the input
at time zero is unknown, one may include �2 as a model
parameter that must be tuned. The other parameters are
the noise covariance for the state and process noise val-
ues, the damping value � for matrix OA and the state
size N. The three noise covariance values (�2;Q;R)
influence the ability of the tracking of spectral data,
changing the relative amount of energy that will be
present in the residual signals Ow n and Ov n as compared
to the state estimate Osn. Meanwhile, the values � and
N together define the time/frequency resolution of the
analysis as well as the computational power required
(in the case of N). Therefore, while the Kalman-based
RESTFT will produce a perfect reconstruction of an in-
put signal if there are no modifications to the spectral or
residual data, this is a parametric approach in which the
relative contribution of each time-series Osn, Ow n and Ov n

can be tuned by altering these model parameters.
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17.3.1 Discussion

This KF-based RESTFT framework becomes musically
interesting when used to reestimate state and noise val-
ues after applying time/frequency transformations such
as pitch shifting or time stretching, or when one con-
trols the relative level of each as well as the variance of
the noise processes over time.

By adding a layer of control for such adaptive sig-
nal behavior, one is providing a bottom-up definition
of mapping in which the general dynamic rules are
described, rather than a static parametric mapping func-
tion. In this way, control and mapping are embedded

in the signal definition, and happen at the level of the
sound transformation.

Again, the RESTFT state size is defined by the
number of phase vocoder spectral bins. This state
size is a strong limiting factor for computation of
the analysis, and so we have developed an algorithm
adapted from the control theory literature, the so-
called Chandrasekhar-type recursions [17.25], in order
to make high-quality transformations more feasible by
allowing for more reasonable window (i. e., state ma-
trix) sizes, and therefore higher frequency resolution.
The details of that algorithm may be found in the ap-
pendix.

17.4 Additive Layer and Higher-Level Architecture

The advantages gained by having an adaptive frame-
work based on the Kalman filter can be extended from
the phase vocoder to a higher-level, additive framework
as well. In this implementation, rather than tracking the
state of N evenly spaced frequency bins, we can model
L sinusoidal partials (L	 N in general) so that

xn D
LX

kD1

"
ak;n cos

 
nX

rD0

!k;rC�k
!#

: (17.16)

In terms of the underlying state-space representa-
tion, rather than the time-invariant state matrix defined
by (17.10), the system here is nonstationary with time-
varying state matrix An where the frequency values to
each block diagonal component are given from the L
frequencies f!1;n; : : : ; !L;ng. Therefore the matrix is of
size 2L�2L, where L is generally below 100. Note that
the time resolution is therefore not bound implicitly to
N samples in the same way as with the phase vocoder.
Rather, the time-varying matrix An can be updated as
much (i. e., each sample) or as little as desired, and com-
monly every H samples (i. e., hope size).

Now, note that the infinite-length exponential win-
dows are still used in this analysis, preserving the
time-frequency properties that exist with the RESTFT.
This analysis stage does not do any partial tracking it-
self. Rather, peaks of interest are given to the analysis
system at any time stamp deemed appropriate. There-
fore, another method may be used in order to provide
high-quality partial tracking (e.g., [17.26]) and this in-
formation can be fed to the Kalman-based system in
order to provide a complete set of data on the suggested
location of each partial. The additive Kalman layer,
then, computes a reanalysis that extracts specific mag-
nitude and phase values at each partial while producing
the residual in the process. As with the KF-RESTFT, the
sound’s transient noise is captured by the process Ow n

while the additive noise is represented by Ov n. Therefore,
rather than providing an improved partial-tracking algo-
rithm, this additive implementation is geared towards
providing a more refined analysis of the sine/noise en-
ergy decomposition. This serves the ultimate goal of
improved noise-based transformations, in this case rel-
ative to a parametric additive framework. The overall
sound processing architecture is depicted in Fig. 17.1,
which shows the two analysis/synthesis schemes – KF-
RESTFT and the Kalman-additive model – in parallel.
It is not necessarily suggested that both schemes must
be used in tandem, but rather this illustrates the manner
in which they relate to one another in terms of model,
input and control parameters. In each case, the input
value xn is sent into the analysis. In terms of the additive
model, it is assumed that some other method is used for
determining the list of peaks F� D f!0;� ; : : : ; !L�1;�g
in the peak tracking step. For both the additive and
phase vocoder implementations, a set of model param-
eters must be provided. With the phase vocoder, these
parameters are

� D f�;N; r; �2; qg ; (17.17)

where again the first two influence the time-frequency
resolution and the latter three are the noise covariance
values for the state, process and observation. For the
additive model, the parameter set N� varies slightly

N� D f�;L;H; r; �2; qg ; (17.18)

where L is the number of partials, and H is the hop
size of the peak-tracking analysis. In general, these
model parameters are not controlled online (and so
have no inputs in this diagram), but they may poten-
tially be changed in an adaptive fashion [17.27]. Once
the Kalman-based additive or phase vocoder analy-
ses are complete, they produce state estimates Osn as
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Fig. 17.1 Model architecture for
Kalman-based additive and recursive
exponential STFT models, shown
here in parallel. Amplitude or phase
values may be extracted for processing
during the respective transformation
stages

well as residuals Ow n and Ov n. These are the values that
are more likely controlled, or otherwise transformed
before resynthesis. Thus, any possible control input
would map directly into these values. In the case of
the additive model, the frequency values F� may be

transformed separately, so that partials may be indepen-
dently processed. After time/frequency transformations
are applied to the spectral frames of the state or to the
residual values, the entire process is resynthesized using
the state-space model, by (17.14).

17.5 Sound Transformations

Depending on the type of input signal, these two mod-
els are fairly robust to changes made simply to the noise
covariances. However these values do exhibit an influ-
ence when the signal in question is time stretched, and
so become indirect tuning parameters in adding textural
qualities to the signal. It is shown in [17.24] that in fact
it is only the ratio of the state/observation noise covari-
ances that affect the resultant sound. This ratio changes
the relative influence of the state or observation noise
process over the output, and so this must be tuned in
conjunction with the transformations – whether applied
primarily to the input (state) or output (observation)
residual. At the same time, time-varying modifications
of the partials (in the case of the additive model) can
be achieved without time stretching by focusing on the
frequency trajectories and even the window damping
value �. Therefore, the transformations made possible
with this approach can be broken down into three broad
categories defined by:

� Textural effects achieved through a combination
of processing the two noise time series and time
stretching.� Spectral effects achieved through modifying the
state matrix.

� Cross-synthesis by combining the noise time series
and state matrix values from different input sig-
nals.

As noted previously, the underlying sound model
introduced in this chapter is a combination of a source-
filter and an additive/phase vocoder approach. This fact
is embedded in the above classification of transforma-
tions: the first can be considered a source-filter type
of processing where the noise excitation is transformed
and conditioned by the state matrix filter, while the sec-
ond is primarily focused on additive transformations
such as transposing all or certain partials over time by
altering the damping parameter for the state matrix.
This second class can also exhibit source-filter-type
processing if blocks of the state matrix itself are pro-
cessed (rather than its frequency/damping parameters),
thereby changing the filter response of the model. The
third class combines both of these approaches: the ex-
citation of one sound may be altered and crossed with
another sound whose spectral content has likewise been
processed by altering its state matrix parameters. A full
treatment of these classes is beyond the scope of this
chapter, but the reader can see [17.28] for an expanded
discussion.
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17.6 Adaptive Control of Sound Transformations

The model developed here for sound transformation
is novel and interesting in its own right, allowing for
various textural and spectral effects. However another
reason for reconsidering classic techniques in a new
framework is not simply for new transformation pos-
sibilities, but also to build the normally higher-level
control layer into the model itself, showing how map-
ping and control can be considered at the most atomic
level. The use of the estimation framework afforded by
the Kalman filter was chosen not only for residual es-
timation, but because it can allow for consideration of
control dynamics during the analysis stage in parallel
with sound dynamics. In this way, mapping becomes
an expression of the way control dynamics covary with
and influence sound dynamics, and vice versa. There-
fore we will illustrate an augmentation of the sound
model to include control dynamics. We will first look
at an example based on a simple source-filter model to
make the process clear and to illustrate the modeling of
a time-domain autoregressive moving average (ARMA)
process; a basic control system that can be used modu-
larly to build more complex designs. After this we will
return to a more musically motivated example based on
the RESTFT and physically inspired control dynamics.

Recall that the RESTFT/additive model is based on
a linear state-space equation, which expresses the tem-
poral evolution of the STFT. While it is sufficient to
use a linear model in order to describe the underlying
analysis/synthesis system and certain sound transfor-
mations, as soon as one wishes to express musically
interesting control of the spectral state-evolution, the
system becomes nonlinear very quickly. In this case,
one must expand to a nonlinear state space, and extend
the modeling approach applied to RESTFT accordingly.
This augmentation process begins with the modeling
assumption that the state evolution and observation
equations are governed by some nonlinear functions f
and g such that

sŒnC 1�D f .sŒn�; uŒn�;w Œn�/ and

yŒn�D g.sŒn�; uŒn�;v Œn�/ ; (17.19)

where all input/output parameters maintain their mean-
ing from the previous state-space equations. A direct
application of the previous model is not possible, as the
Kalman filter is defined only for a linear system. How-
ever, several nonlinear extensions to this technique have
been developed, with one of the more popular variants
being the extended Kalman filter (EKF) [17.22]. The
EKF has been used in many applications for nonlinear
state estimation and control, making it a standard for
certain areas such as in design of navigation systems.

The essential idea of this technique is to create a nom-
inal linear trajectory Nsk in state space around the true
state trajectory. This is calculated from the a posteriori
estimate Osk�1 at a previous time step and without input
noise via

Nsk D f .Osk�1;uk�1; 0N�1/ and

Nyk D h.Nsk;uk; 0/ : (17.20)

Once this trajectory is calculated, a local linear es-
timate of the nonlinear state evolution is computed at
each sample and the standard Kalman equations are ap-
plied to this linearized form. To achieve this, a Taylor
series approximation of the nonlinear functions f and g
are calculated as

sk � NskC NAk.sk�1� Osk�1/C NWkwk�1 ; (17.21)

yk � NykC NHk.sk � Osk/C NVkv k�1 ; (17.22)

where NA and NH are the Jacobian matrices for functions f
and g respectively, taken with respect to the state input.
NW and NV are similarly computed, with respect to the in-
put noise processes. Finally, with this local linearization
at each instance – using the nominal state trajectory and
Jacobian matrices – we may use the classic Kalman al-
gorithm to produce state, residual and output estimates
with appropriately modified versions of (17.11) through
(17.13).

17.6.1 Example 1: Control of Modulated
Source-Filter Model

In order to understand the paradigmatically different
nature of this approach to control in comparison to
standard views on parameter mapping, consider the fol-
lowing example system, which begins from the desire
to design a Wacom tablet-based control of a modu-
lated source-filter model. The first step is to express
a second-order infinite impulse response (IIR) filter in
a first-order recursion as a time-domain autoregressive
(AR) process. The initial second-order expression be-
gins with output yŒn� and filter coefficients b1Œn�; b2Œn�
that relate to each other as

yŒn�D b1Œn�yŒn�1�Cb2Œn�yŒn�2�Ca0xŒn� ; (17.23)

where xŒn� is the input source signal and a0 is an input
gain. We may then express the state vector as

sŒn�D

0
BB@
x1Œn�
x2Œn�
x3Œn�
x4Œn�

1
CCAD

0
BB@

yŒn�
yŒn� 1�
b1Œn�
b2Œn� ;

1
CCA (17.24)
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which gives rise to the following state equation

sŒnC 1�D

0
BB@
x3ŒnC 1�x1Œn�C x4ŒnC 1�x2Œn�

x1Œn�
x3Œn�
x4Œn�

1
CCA

C

0
BB@
a0xŒn�
0
0
0

1
CCACw Œn� ;

(17.25)

where again w Œn� is a white noise process. Note that
computing the state at time n requires knowledge of the
state itself, and so a priori values Ox3 and Ox4 are used in
practice.

While this equation already introduces nonlineari-
ties due to the interaction between state values, it is
more intuitive from a musical point of view to con-
trol the center frequency (fc) and bandwidth (Bw) of
the filter. Therefore, using knowledge of the relation-
ship between these parameters for a second-order IIR
filter, we can rewrite the state equation in a more intu-
itive manner – though at the cost of introducing more
nonlinearities. Further, a two-dimensional control in-
put uŒn�D fu1Œn�; u2Œn�g is introduced to influence these
two parameters, so that bandwidth changes linearly
and the center frequency is sinusoidally modulated. To
achieve this mapping we may include the control inside
the state dynamics function. The state vector then be-
comes

sŒn�D

0
BB@

yŒn�
yŒn� 1�
fcŒn�
BwŒn�

1
CCA ; (17.26)

while the new state equation is

sŒnC 1�D0
BB@
��.Ox3ŒnC 1�; Ox4ŒnC 1�/x1Œn�C .Ox3ŒnC 1�/x2Œn�

x1Œn�
x3Œn�C c1Œn�

x4Œn� cos.2 uŒn�n/

1
CCA ;

(17.27)

where

��.a; b/D�2e�a 
fs cos

�
2 b

fs

�
; (17.28)

and

 .a/D e
�2a 

fs ; (17.29)

for any real value a; b where fs is the audio sampling
rate. This new state space has several aspects that a tra-
ditional Kalman filter cannot handle: nonlinear state
dynamics, use of the a priori state values in the state
vector and the inclusion of control input in the state dy-
namics function itself. However, with the use of an EKF
variant, we can estimate the state and control, driving
the system as desired.

Now, with all of the complexity embedded in the
state dynamics, the observation on this state is a simple
projection of x1Œn� onto output zŒn�

zŒn�D 1 0 0 0
�
sŒn� : (17.30)

For this example, the input source xŒn� is white
noise, and so to align with our previous notation let
xŒn�D w Œn�, while again the control input uŒn� comes
from an external control source: the two-dimensional
position data from a graphics tablet (though any contin-
uous control could be used). Given this representation,
the EKF derivation begins with the Jacobian matrix for
the state equation f , which becomes

NAn D

0
BB@
��.Ox3Œn�; Ox4Œn�/  .Ox3Œn�/ @f

@x3
@f
@x4

1 0 0 0
0 0 1 0
0 0 0 1

1
CCA ;

(17.31)

where

@f

@x3
D�2Ox1e

� Ox3
fs cos

�
2 Ox4
fs

�
� 2 Ox2

fs
e

�2 Ox3
fs ;

(17.32)

and

@f

@x4
D 4 

fs
e

� Ox3
fs sin

�
2 Ox4
fs

�
: (17.33)

After estimating the linearized state matrix, one can fur-
ther estimate the state by the linear approximation as
in (17.21), centered about the nominal state trajectory
defined by (17.27). The matrices NW and NV are simply
the identity multiplied by their initial noise covariances,
and the matrix NH remains a simple projection. At this
point, we can use the Kalman filter loop in order to
estimate the state and output, given the control input
values c1 and c2. The a priori prediction at the next
step is computed, in order to be used in the future cal-
culation of the Jacobian matrix for the nonlinear state
dynamics. Therefore, in practice we use a one-step pre-
diction in order to drive the nonlinear control dynamics,
rather than directly affect the Bw and fc parameters. In
this sense the system implements predictive control.
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17.6.2 Example 2: Dynamic Control
of Partials/Residual

We now return to the time-frequency models devel-
oped in this chapter in order to embed control dynamics
within them, towards a more musically inspired ex-
ample. The classic view of analysis/synthesis methods
would consider control input to act on an intermediate
transformation stage, between analysis and synthesis,
as depicted in Fig. 17.1. However, if one were to con-
sider control dynamics in the model during the analysis
stage, then the process would be modeled as the out-
come that occurs from the particular control input that
is enacted at the time of analysis, such as in the previ-
ous example in which the process was considered as
a frequency-modulated source-filter model. This dif-
ference must be considered when planning for the
transformation stage in the context of analysis-synthesis
modeling. In the original Kalman implementation, the
analysis stage was simply modeled as a linear STFT,
and the parameters were modified or substituted after-
wards. Instead, we can augment the initial model to
include potentially nonlinear control dynamics, which
are then estimated during the analysis stage.

Control of State-Space Additive Model
In order to explore an implementation of this instrument
design methodology, we draw upon the first author’s
performance practice of using a Wacom graphics tablet
as an input control device for scrubbing type of in-
teractions [17.1]. This example combines the ARMA
modeling approach and an EKF estimator for con-
trol dynamics (as in Example 1, Sect. 17.6.1) with
the Kalman-based additive sound model. That is, the
latter model is used for the sound analysis/modeling
stage, and is augmented with temporal dynamics for
the control analysis/transformation stage. Therefore
this approach can properly be considered as analysis-
augmentation-transformation-synthesis.

While the full example is beyond the scope of this
chapter (see [17.28] for more), the basic intent is to
build a system that controls timbral/textural character-
istics through gestural dynamics that are built into the
control structure. We can work with the low-level spec-
trotemporal model as expressed by (17.9) in order to
add a control for the separate levels of the sine versus
residual level such as

sŒnC 1�D OA˛sŒn�CDnuŒnC 1�Cˇw Œn� : (17.34)

where ˛ is a 1�N weighting for the partial values and
ˇ is similarly a 1�N weighting for the input residual
value. The overall perceptual effect depends heavily
on the choice of the distribution of the individual

weight values. For example, the individual ˛ weights
can target certain partials, be drawn from another spec-
tral envelope to create cross-synthesis, or control the
odd/even balance, which can have a strong effect on
the perceived timbre. Similarly, the relative balance of
the partial/residual magnitude spectrum over time can
strongly affect the dynamic textural properties of the
sound.

Implementing Control Gestural Dynamics
Consider the use of the velocity from the Wacom tablet
x-y values, conditioned by a leaky integrator, to guide
certain aspects of a sound’s resynthesis. This sort of
gesture requires a sustained motion at a fairly high
speed (which is a function of the integrator’s response
time) in order to maintain the influence. Therefore,
oscillatory motion at regular speeds will result in a sus-
tained value of the control output. A perceptually coher-
ent mapping arises when this controls the stable part of
the spectra, represented by the partial values of the state
vector. For musical reasons, we will also map this mo-
tion to the playback time of the sample being scrubbed.
For this example, assume we condition these dynamics
on the x-position input, and call it c1. In classic instru-
ment design cases, the differentiator and integrator are
thought of as black boxes, only considered in terms
of their input/output effects. However, we can repre-
sent their dynamics as a recursive difference equation
as well, with the velocity found simply by

ıŒn�D kr.c1Œn�� c1Œn� 1�/ ; (17.35)

where kr is the rate of the control signal. At this point,
we can apply the leaky integrator to the velocity, which
can be expressed as

LŒn�D 1

kr
ıŒn�CLŒn� 1� 2 �1

kr� ; (17.36)

where � is the response time of the integrator. There-
fore, from a signal processing point of view, this system
is a first-order filter acting on the velocity of control
input c1. In order to design another expressive control
gesture for y-position input c2 that has considerably dif-
ferent dynamics, we can extend to a second-order filter
and add resonance to the system. Generally speaking
we can condition this input by the equation

zŒn�D b1zŒn� 1�C b2zŒn� 2�C b0c2Œn� ; (17.37)

where z is the system output and b1 and b2 are general
filter coefficients while b0 is the input gain. The tem-
poral behavior of this system depends heavily on these
latter three coefficients. Further, to leverage the dynam-
ics of this system we need to express it in a one-step
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recursion, which we can do by defining an intermediate
equation as

zŒn�D zŒn� 1�C 1

kr
dŒn� ; (17.38)

with new intermediate variable d. Taking this further,
define the general filter coefficients as

b0 D a1
k2r
; b1 D 2� a1 � a2

k2r
;

b2 D a2
k2r
� 1 ; (17.39)

where again a0, a1 and a2 are tunable filter coefficients.
Inserting (17.38) and (17.39) into the general second-
order equation results in a first-order recursion of two
variables defined as

dŒn�D dŒn� 1�C 1

kr
.a1.c2Œn�� zŒn� 1�/

� a2dŒn� 1�/ : (17.40)

Taken together, (17.38) and (17.40) constitute
a state-space form of the general second-order system
with state variables d and z. Further, this particular
choice of b coefficients was made due the dynamics
that it allows for: rather than building up energy, the
conditioned response here is such that fast input con-
trol changes result in an oscillation that converges to
the given value (provided a coefficient values are sub-
ject to certain boundary constraints). From a perceptual
control point of view, this behavior is an interesting ad-
dition to the instrument design when used for control of
the input residual gain.With such a mapping, sharp con-
trol actions result in a high excitation noise level, having
amplitude modulation. Gradual movements have little
or no perceptible modulations, depending on the fil-
ter coefficients. In the context of control dynamics,
Menzies [17.29] has referred to this as a resonant-
follower.

While these two dynamical control systems can be
interpreted as signal processing tools, they also pos-
sess a more intuitive physical interpretation. The leaky
integrator is in fact a spring-damper system, with the re-
sponse time parameter acting as a damping coefficient
on the system. Similarly, the second-order resonant
filter expresses a mass-spring-damper (MSD) system,
which can be checked by discretizing the physical equa-
tion and setting the mass to 1. Thus we can provide
a physically grounded expression by setting the coef-
ficients to a1 D Ks and a2 D Kd, which are spring and
damping constants respectively. Further, the state vari-
ables z and d represent position and velocity, where

this relationship can be seen by comparing (17.35)
and (17.38). Therefore the perceptual effect of build-
ing up energy in the former case or of modulating
response in the later is in fact a product of designing
the physics of a real system that has a resistive (spring-
damper) and resonant (MSD) feel to it. When designing
this physically inspired interaction in tandem with the
signal-focused STFT/additive sound model the result is
a hybrid approach that falls between signal and physical
modeling.

In order to augment the overall system to include
these elements, however, we need to modify the expres-
sion a bit. If we kept (17.40) and (17.38) in their current
form, the output would depend on an intermediate pa-
rameter at the same time step and an a priori estimate
would need to be used. This can be avoided by combin-
ing these equations so that

zŒn�D zŒn� 1�C
�
1� Kd

kr

�
dŒn� 1�

C Ks

kr
.c2Œn�� zŒn� 1�/: (17.41)

This results in a single expression of the second-order
control system in a first-order recursion.

Augmented State Space: Time-Domain
Control, Time/Frequency Sound Model

With this, the mapping and control structures are fully
defined, as seen in Fig. 17.2. However, we must inte-
grate these new equations with the sound model’s state
space. While the essence of what we want to achieve
may be expressed by

sŒnC 1�D OALŒn�sŒn�CDnuŒnC 1�

C zŒn�w Œn� ; (17.42)

this does not represent a full model of the dynamics,
as the control structure must be fully represented in the
state equation. We can achieve this by augmenting the
state vector to include the three control process vari-
ables and the mapping dynamics. At this point, the sys-
tem is thus modeled as an observation of input/output
values, leading to an estimate of sound/control dynam-
ics which in turn are synthesized to produce the final
audio output.

The control-augmented dynamics model is now
nonlinear due to the interaction between state variables.
Because of this, we must use the EKF structure in order
to take advantage of the underlying Kalman framework
for estimating the dynamics. For ease of reading, the
full derivation is presented in the appendix. In short, af-
ter taking into consideration the nonlinear interaction
between control and sound dynamics, we have arrived
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Fig. 17.2 The mapping structure for the given instrument design. X-Y tablet values feed the physically inspired dynamics
of the leaky integrator and mass-spring-damper systems respectively. Time (of contact) is an implicit input that controls
the scrubbing. This control is outside the model and so is not discussed in this chapter, but note that it may control either
sound input u or the model parameters by way of some time-scaling algorithm such as a subtractive optimally localized
averages technique. Finally, the analyzed sound u is an input to the analysis process, which is then affected by the control
dynamics before being resynthesized into output Ou
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Fig. 17.3 Nonlinear state-space system for controlling time/frequency model. Analyzed input sound and control values
are observed, while linear dynamical systems for control/sound are combined into a nonlinear control-sound dynamics
model, augmented by an EKF. This dynamics model predicts the control/sound state value, and this is resynthesized to
produce new sound output

at a complete instrument design that takes into account
gestural dynamics. The layout for the entire instrumen-
tal system is depicted in Fig. 17.3. This example serves
to show the process of designing an instrument that
builds control and sound dynamics together in an esti-
mation framework for control/sound analysis/synthesis.
After designing the dynamics, state-space and extended
Kalman filtering, the system’s runtime behavior is as
follows:

� Sample the control and sound input simultaneously.� Drive the respective control/sound state equations
with these values.� Estimate the intermediate control/sound state vari-
ables using the EKF based on a nonlinear con-
trol/sound interaction model.� Use the estimated state values to drive this non-
linear model, thereby resynthesizing new sound
output yŒn�.
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17.7 Chapter Summary
This chapter has presented a canonical way to build
sound transformation instruments using a combination
of ARMA and time/frequency modeling approaches,
the state-space representation for dynamics, the Kalman
filter for estimation and the EKF for nonlinear control.
The combined use of these tools has led to both a set of
novel algorithms as well as a working methodology for
embedding control-sound dynamics at the sound level
of an instrumental system, so that control structures can
be built from the bottom up in a temporally focused
way. The issues of sound representation and transfor-
mation were thus intersected with that of mapping and
control structure design. We thus examined mapping
from the point of view of a constraint on a dynami-
cal system, expressing the co-evolution of parameters.
This work shifts the focus from modeling parameter
space to modeling the temporal response of action-
to-sound coupling in a way that combines physically
modeled dynamics with abstract time/frequency sig-

nal models. Going beyond the analysis-transformation-
synthesis paradigm, the chapter introduced augmenta-
tion with nonlinear control dynamics, thus allowing for
modeling of the control/sound interaction in a way that
may be customized to contemporary digital musical
performance contexts.

From a design point of view, in using the frame-
work developed in this chapter the actual output may
adhere closely or loosely to the control input, depending
on the noise statistics among other tuning parameters.
One may tune the degree of adherence to the dynami-
cal systems model or add additional control values into
the state vector. While it is beyond the scope of this
chapter, some future directions include a more robust
tuning by adaptively estimating the noise statistics at
the same time as the state dynamics [17.27] or using
the control dynamics residual itself as an interesting
signal to be sonified or mapped to additional sound
parameters.

17.A Appendix 1: Chandrasekhar Implementation

The computation of the state estimate in (17.12) is the
essential step in which the Kalman gain – adapted by
the updated state covariance – determines the amount of
influence that the innovation sequence (i. e., the novel
information) will have on the newly predicted state.
This, as well as the Kalman gain of (17.12) may be fac-
tored differently, so that

OKn D OAP�

n BT ; (17.43)

ORn D .BP�

n B
TCR/ ; (17.44)

Osn D Os�

n C OKn. ORn/
�1�n : (17.45)

The quantity ORn is the variance matrix of the in-
novations sequence �n. Using this factorization, it was
shown in [17.25] that the matrices OKn and ORn may be
computed by utilizing intermediate operations that act
on matrices having a substantially smaller rank – and
so possibly much less computation time. These added
operations are referred to as Chandrasekhar-type recur-
sions. The RESTFT fits this case and so was rewritten
in this form. In particular, intermediate matrices Yn and
Mn arise, which are defined as

Yn D Œ OA� OKn. ORn/
�1B�Yn�1 ; (17.46)

MnC1 DMnCMnYT
nB

T. ORn/
�1BYnMn ; (17.47)

which then are used to redefine the Kalman equations
as a recursion with

OKnC1 D OKnC OAYnMnYT
nB

T ; (17.48)

ORnC1 D ORnCBYnMnYT
nB

Tt : (17.49)

These new equations for Yn;Mn; OKn, and ORn are of
size N�˛, ˛�˛, N�p and p�p respectively, where p is
the output dimension and ˛ is the rank of a matrix equa-
tion defined by the initial state covariance and Kalman
gain matrices [17.25]. As the system observation is of
the scalar audio value in our case, the matrix OKn re-
duces to a column vector while ORn is simply a scalar.
Thus the inversion of this latter value in (17.47) can
be replaced by a simple multiplicative inverse, further
speeding up the calculations, which is particularly time
saving in the Matlab environment. Finally it can be
shown – in this particular case of scalar observation –
that the value ˛ D 1 as well, and so the overall speed
for the calculation of the state estimate and related val-
ues is improved dramatically. Further, note that certain
quantities such as MnYT

nB
T are used several times, so

that they can be stored in memory and only need be
computed once.
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17.A.1 Initial Conditions

The initial values for the matrices OKn and ORn are simply
derived as

R0 D RCBP0BT ; (17.50)

K0 D OAP0BT : (17.51)

However those for Yn and Mn require further
derivation. It is noted in [17.25] that in particular cases
the initial values Y0 and M0 assume a simple form.
When the value Os0 is known with a high degree of cer-
tainty – and one may safely assume that �2 D 0 – then
the values reduce to

Y0 D I2N�2N ; (17.52)

M0 DQ : (17.53)

At the same time, it is proven that if the state matrix OA
is a stability matrix – meaning that its eigenvalues lie
within the unit circle and the state sequence converges
to a stationary process – then the initial conditions take
another form. Our sound model is a limit case of this,

and so we include this as a possible scenario in the al-
gorithm. In this case, the initial values become

Y0 D OAPnB (17.54)

M0 D .rCBPnBT/�1 : (17.55)

As these two scenarios are likely but not guaran-
teed outcomes for any given audio signal, we consider
them both and leave this as an option when conducting
a given analysis. That said, the latter case is generally
a sufficient solution.

Now, this entire derivation has been based on the
assumption that we have a stationary process, with OA
constant over time. This is the case with our imple-
mentation based on the STFT. However, if we wish
to extend this into an additive implementation then the
Chandrasekhar recursions may not be used. Fortunately
this is not a concern, as the need for this fast algo-
rithm arises precisely in the case of having large state
sizes brought on by the STFT. Therefore, fast imple-
mentations are used when they are needed, while the
standard form still works in the additive case where
state sizes are more manageable (e.g., N less than
100).

17.B Appendix 2: Example 2 EKF Derivation

The derivation of the full control structure from the ex-
ample of Sect. 17.6 is calculated as follows here. It
begins by augmenting the state vector to include the
three control process variables. Let

scŒn�D

0
BB@
sŒn�
LŒn�
dŒn�
zŒn�

1
CCA ; (17.56)

which results in the new state equation defined by

scŒnC 1�D Ac;nf .scŒn�/CDc;nucŒn�C zŒn�w Œn� ;

(17.57)

where

f .scŒn�/D0
BBBBBB@

LŒn� 1�sŒn� 1�

LŒn� 1� 2
�1
kr�

dŒn� 1�� 1

kr
.KszŒn� 1�CKddŒn� 1�/

zŒn� 1�C
�
1� Kd

kr

�
dŒn� 1�� Ks

kr
zŒn� 1�

1
CCCCCCA
:

(17.58)

Note that the scalar LŒn� 1� is multiplied across all
values of the state sŒn� 1�, so that the augmented state
vector that results from this function is of size NC3 for
state size N. Further Ac;n is the block-diagonal matrix
OAn with a 3�3 identity matrix added to the diagonal,
with proper zero padding of the first columns and rows
of this new state matrix in order to make it well de-
fined.

Meanwhile, input vector ucŒn� accounts for the cur-
rent sound input value uŒn� as well as the control inputs,
so that

ucŒn�D

0
BB@

uŒn�
c1Œn�

c1Œn� 1�
c2Œn�

1
CCA : (17.59)

Likewise Dc;n extends the matrix Dn in order to ac-
count for the input value’s contribution to the control
dynamics. Thus the control matrix C is added to the
block diagonal of Dc;n, where

CD
0
@1 �1 0
0 0 Ks=kr
0 0 Kd=kr

1
A ; (17.60)
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with zero padding of the first columns and rows of Dc;n

in the same manner as applied to Ac;n. Similarly ucŒn�
is the input value uŒn� padded with zeros, thereby fi-
nalizing this new form of the process equation. The
observation Bc is essentially the same as in (17.1) ex-
cept that it acts on the augmented state vector sc, and
thus has necessary zero padding and identity elements
prepended to the added rows. This newmatrix is needed
to account for the two control values, which are added
to the observation that still includes audio output yŒn�.

17.B.1 EKF for Control/Sound Integration

We must linearize about a nominal state trajectory

NscŒn�DAc;n�1f .OscŒn�1�/CDc;n�1ucŒn�1� (17.61)

and calculate the nominal state based on the a posteri-
ori estimate of the last time step; we also have control
dynamics that are taken into account in making the
state prediction. Given this estimate we can linearize
the state trajectory in a similar fashion to the expression
of (17.21). The primary difference is that we must take
the control into account for the state noise process, and
thus we arrive at

scŒn�� NscŒn�C NAn.sn�1� Osn�1/C NWnw Œn� ; (17.62)

where the two Jacobians are found to be

NAn D

0
BBBB@

OLŒn� 1� OsŒn� 1� 0 0

0 2
�1
�kr 0 0

0 0 1CKd 0

0 0 1� Kd

kr
1� Ks

kr

1
CCCCA
(17.63)

for the process linearization and

NWn D

0
BB@
OzŒn� 1� 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

1
CCA (17.64)

for the linearization of the input residual control ma-
trix. (In practice, the value OLŒn� from NAn is actually
an N�N matrix comprised of copies of OLŒn� where
N is the number of partials, and the same for the Oz
entry of the latter matrix. We express it in this sim-
plified form for clarity of notation, without any loss of
generality.) Using the newly linearized approximation
from (17.62) and the already-linear observation equa-
tion, we can use the standard Kalman loop – in this
case as it was defined for analysis of the additive sound
model.
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18. Wave Field Synthesis

Tim Ziemer

Wave field synthesis enables acoustic control in
a listening area by systematic regulation of loud-
speaker signals on its boundary. This chapter starts
with an overview including the history of wave
field synthesis and some exemplary installations.
Next, the theoretic fundamentals of wave field
synthesis are detailed. Technical implementations
demand drastic simplifications of the theoretical
core, which come along with restrictions of the
acoustic control as well as with synthesis errors.
Simplifications, resulting synthesis errors as well as
the working principles of compensation methods
and their effects on the wave field are extensively
discussed. Finally, the current state of research and
development is addressed.
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18.1 Overview

Wave field synthesis is the concept of creating a desired
sound field within an extended listening area. The ob-
jective is to control the sound field in space rather than
discrete audio channels. This way of thinking has the
objective to overcome the shortcoming of conventional
audio systems, which give minor control over source
width, distance and lateral sources as well as have the
limitation of one single listening position, the sweet
spot. Early wave field synthesis attempts arose in the
1930s [18.1], the time in which also the first stereo con-
cepts came up. The first explicit formulations of a wave
front synthesis concept come from the Delft Univer-
sity of Technology i. e., Berkhout et al. entitled acoustic
control [18.2–4]. The idea of full acoustic control has
nearly unlimited possibilities: a virtual singing bird
could be placed on the shoulder of one listener. And this
effect is not only audible for this very listener; every-
body would localize the birdsong as coming from her
shoulder. A virtual helicopter could circle above their
heads and a virtual car could dash towards a listener.

But as the sound field of the actual physical happening
is recreated, the sound is virtual in terms of artificial
creation, but absolutely real in terms of physical acous-
tics. Thus, a wave field synthesis system could make an
electric piano sound as broad as a concert grand piano,
a car like the Boston Symphony Hall, the cinema like
a solutional cave or a living room like a soccer stadium.

Of course, wave field synthesis can also be used as
the acoustic counterpart to stereoscopic video in movies
and virtual reality applications. Acoustic control also
delivers pragmatic solutions: speech intelligibility of
public announcements in stadiums could be improved
by creating one plane wave instead of using delay lines.
The room acoustics of multipurpose halls could be ar-
tificially adjusted to the specific performance. Noise
disturbance and unwanted echoes could be eliminated
by either creating sound waves directed only towards
the target receiver or by creating cancellation signals
for quiet zones. These objectives sound almost too
good to be true and of course comprehensive acoustic
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control is a challenging goal. At the moment conces-
sions have to be made. Several wave field synthesis
approaches enable acoustic control to a certain de-
gree. The terms wave field synthesis (WFS) and sound
field synthesis (SFS) comprise concepts of wave front
synthesis, higher-order ambisonics (HOA) [18.5–11],
sound radiation synthesis [18.12–15] and other meth-
ods [18.16–20].

The research project CARROUSO, funded by the
European Community from 2001 to 2003, brought
universities and industry partners together to achieve
huge steps in the development and applicability of
wave front synthesis [18.21–23] paving the way for
market-ready audio systems. Today, application areas
of wave field synthesis systems are especially music
playback and concert hall auralization [18.19, 23–25],
network music performance and virtual conference
rooms [18.26, 27], listening room compensation [18.28]
and research [18.8, 9, 29]. Although wave field syn-
thesis is still at a stage of research and development,
several systems are already in use e.g., in cinemas, the-
aters, clubs, themed environments and universities. In
the auditorium of the Technical University in Berlin
a wave field synthesis system amplifies the lecturer
without being too loud in the frontal region and with-
out creating the annoying echo, typical for delay lines
in PA systems. Additionally, a number of music com-

positions has been created for this system. It includes
almost 1000 loudspeakers, individually controlled by
a cluster of computers, just to synthesize the sound
field in the horizontal plane [18.25]. This is a typi-
cal order of magnitude for large rooms. In cooperation
with Fraunhofer IDMT the Audi Q7 was equipped with
a 62-channel wave field synthesis system to auralize
the room acoustics of concert halls or churches for
driver and passengers [18.30]. Systems for entertain-
ment are installed in TV sound boards, clubs, cinemas
and at festivals to create both natural and surreal im-
mersive, spatial sound experiences for every single
listener [18.25, 31].

Implementations come together with problems that
need to be compensated, resulting in limitations con-
cerning the synthesis precision, extent of the listening
area, number and potential positions of virtual sources,
complexity of sound radiation patterns, auralization of
virtual room acoustics or alike. The name already im-
plies that the theoretical fundamentals of wave field
synthesis are the wave equation and its solutions with
appropriate boundary conditions. These are discussed
next, followed by an extensive examination of wave
front synthesis, the most common sound field synthe-
sis approach. Finally, alternative approaches as well as
the current state of research and development are ad-
dressed.

18.2 Wave Equation and Solutions

18.2.1 Homogeneous Wave Equation

The first base equation of the wave field is Euler’s equa-
tion of motion

�0
@�.x; t/
@t

D�rp.x; t/ ; (18.1)

describing the flow of frictionless fluids by means of
time t, position vector x, particle velocity vector�, pres-
sure p, ambient density �0 and the nabla operator r. In
Cartesian coordinates the following is valid

xD
2
4xy
z

3
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4u.x/
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w .z/
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D @
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C @

@z
: (18.2)

The second base equation of the wave field is a form of
the continuity equation

c2�0r�.x; t/C @p.x; t/
@t

D 0 (18.3)

with the propagation velocity c. Differentiating (18.3)
with respect to time and replacing the velocity term by
the right side of the equation of motion, (18.1), yields
the homogeneous wave equation for pressure

r2p.x; t/� 1

c2
@2p.x; t/
@t2

D 0 ; (18.4)

where r2 is the Laplace operator

r2 � @2

@x2
D @2

@x2
C @2

@y2
C @2

@z2
: (18.5)

By differentiating the continuity equation with respect
to x and the equation of motion with respect to t yields
the homogeneous wave equation for velocity

r2�.x; t/� 1

c2
@2�.x; t/
@t2

D 0 : (18.6)
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Equations (18.4) and (18.6) look very similar and can
have the same solution. But sound pressure and par-
ticle velocity are not the same. Their relationship is
described in (18.1). The sound pressure gradient is
proportional to the temporal derivative of the particle
velocity i. e., the particle acceleration. Sound pressure
p and sound velocity � are perturbations of the state of
equilibrium that propagate as sound waves. Solutions
of the wave equation are called sound field or wave
field. The equations assume the conditions listed in Ta-
ble 18.1 [18.32–34].

18.2.2 Homogeneous Helmholtz Equation

By means of a Fourier transform

P.x; !/D
1Z

tD�1

p.x; t/ei!tdt (18.7)

sound pressure can be transformed from the time do-
main to the frequency domain and we speak of a sound
spectrum. Here, e is Euler’s number, iDp�1 is the
imaginary unit, ! D 2 f is the angular frequency and f
the frequency. By inverse Fourier transform

p.x; t/D 1

2 

1Z
!D�1

P.x; !/e�i!td! : (18.8)

the spectrum can be transposed back to the time do-
main. The wave equation in the frequency domain is
known as the homogeneous Helmholtz equation and
reads

r2P.x; !/C k2P.x; !/D 0 (18.9)

with wave number or spatial frequency

kD !

c
D 2 

�
;

where � is the wave length. Since the Fourier transform
is an integral over time, the homogeneous Helmholtz
equation is only valid for stationary signals i. e., peri-
odic vibrations, and not for transients [18.35].

18.2.3 Plane Waves

A general solution of the wave equation is d’Alembert’s
solution

p.x; t/D f .x� ct/C f .xC ct/ : (18.10)

The first term describes the propagation of a pressure
state in the x direction, the second a propagation in the

Table 18.1 Preconditions for the wave equations

1. The propagation medium is homogeneous
2. The medium is quiescent and vortex free
3. State changes are adiabatic i. e., no heat interchange

between areas of low pressure and areas of high pressure
due to the rapid movement of the particles

4. Pressure and density perturbations are small compared to
static pressure and density

5. Relationships in the medium are subject to linear differ-
ential equations

6. The medium exhibits no viscosity
7. The medium is source-free

opposite direction. For waves the principle of superpo-
sition applies i. e., they interfere without affecting each
other. Assuming the second term to be 0, only one wave
in the x direction remains. Other directions can simply
be added. One possible solution function f .x�ct/ is the
function of a plane wave in the time domain

p.x; t/D A.!/ e�i.kx�!t/ (18.11)

and in the frequency domain

P.x; !/D A.!/ eikx : (18.12)

Here, A is an arbitrary complex amplitude in the form
OAei� whose absolute value, the amplitude OA and argu-
ment, the phase �, are individual for each frequency.

k2 D k2x C k2y C k2z

is the squared wave number in direction x, and

�2 D �2x C�2y C�2z
the wave length in x-direction. A plane wave propagates
in direction x and phase changes with respect to loca-
tion. kx, ky and kz are called trace wavenumbers [18.7];
�x, �y and �z are trace wavelengths. They are projec-
tions to the spatial axes. The wave fronts are infinite
planes of equal pressure perpendicular to vector x.

For a wave with nonnegative k, two formulations
for ky

ky D
(
˙pk2 � k2x � k2z ; k2 
 k2x C k2z
˙ip�k2C k2x C k2z ; k2 � k2x C k2z

(18.13)

point out two different sorts of wave [18.36]. In the first
case all components are real, indicating a propagating
plane wave. In the second case ky is imaginary, lead-
ing to an evanescent wave. Inserting the second case in
(18.11) yields

P.x; !/D A.!/ e˙

p
�k2Ck2xCk2z yei.kxxCkzz/ : (18.14)

In this case the first exponential term is real, indicating
an exponential decay in the y-direction. The term could
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x

k = 5, kx = 5, ky = 0a)
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x

k = 5, kx = 5.03, ky = –0.3b)

y

Fig. 18.1a,b Two-dimensional visualization of a propagat-
ing plane wave (a) and an evanescent wave (b)

also indicate an exponential increase, which is ignored
since it is nonphysical [18.36]. Both types of waves are
illustrated in Fig. 18.1. Note that in this example the
propagation direction of the propagating wave and the
evanescent wave are the same. Evanescent waves occur
at boundaries where the sound velocity in one medium
is higher than in the other.

For periodic functions, the motion equation (18.1)
yields

rp.x; t/D�i!�0�.x; t/ (18.15)

and in the frequency domain

rP.x; !/D�ik�0cV.x; !/ ; (18.16)

where V is the sound velocity in the frequency domain.

18.2.4 Inhomogeneous Wave Equation

The homogeneouswave equation assumes a source-free
medium. But every sound field has at least one source
that adds acoustic energy to the medium, propagating
as a wave pursuant to the wave equation. To account for
this, the eighth condition listed in Table 18.1 is dropped
and a source term is added to the homogeneous wave
equation. Then a solution p.x; t/ is sought describing
the temporal and spatial behavior of the source signal
in the system

r2p.x; t/� 1

c2
@2p.x; t/
@t2

D�4 ı.x� x0; t� t0/ :

(18.17)

This wave equation is called the inhomogeneous wave
equation. ı.x; t/ is the Dirac delta function. It is defined
as being1 at point x0 at time t0, otherwise it is 0. This
means the source term is an impulse that occurs only
at one point in time and space. A transformation of the

temporal Dirac delta function into the spectral domain

ı.!/D
1Z

tD�1

ı.t� t0/ ei!tdtD 1 (18.18)

shows that its amplitude for every frequency is 1, i. e.,
all frequencies have an equal amplitude and are in
phase. That means every arbitrary function p.t/ can
be expressed by weighted and delayed Dirac delta
functions ı.x; t/. The amplitude and phase of spectral
components P.!/ of sound signals may be arbitrary so
they can be expressed as multiplication of the spectra of
the Dirac delta function by frequency-dependent com-
plex amplitudes A.!/. That conforms to a convolution
of a sound signal with the Dirac delta function in the
time domain.

18.2.5 Point Sources

One solution for the inhomogeneous wave equation is
the point source. A point source is a sound source with
no volume. In the simplest case, its radiation is equal in
each direction. This is referred to as amonopole source.
Amplitude and phase are dependent on frequency and
distance but independent of direction. Therefore, a for-
mulation in spherical coordinates is meaningful. For
spherical coordinates the following holds

rD
2
4 r
'

#

3
5

rD
p
x2C y2C z2

' D arctan
�y
x

�

# D arccos
� z
r

�
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@r
C 1

r

@

@#
C 1

r sin#

@

@'

xD
2
4xy
z

3
5

xD r cos' cos#

yD r sin ' cos#

zD r sin#

rCartesian � @

@x
C @

@y
C @

@z
: (18.19)

Here, r is the radius, ' the azimuth angle and # the po-
lar angle. The position vector x is redefined to r. The
origin of the coordinate system is the source position.
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Figure 18.2 illustrates the relations of Cartesian and
spherical coordinate systems.

Thus, the inhomogeneous wave equation (18.17)
takes the form [18.7]

1

r

@
�
r2 @p
@r

�
@r

C 1

r2 sin#

@
�
sin# @p

@#

�
@#

C 1

r2 sin2 #

@2p

@'2
� 1

c2
@2p

@t2

D�4 ı.x� x0; t� t0/ : (18.20)

Since radiation of a monopole is independent of ' and
# the wave equation simplifies to

@2p.r; t/

@r2
C 2

r

@p.r; t/

@r
� 1

c2
@2p.r; t/

@t2

D�4 ı.r� r0; t� t0/ ; (18.21)

and the Helmholtz equation appropriately to

@2P.r; t/

@r2
C 2

r

@P.r; t/

@r
� k2P.r; t/

D�4 ı.r� r0; !/ : (18.22)

The point source solution for this case is

p.r; t/D g.r; t/C Qg.r; t/

D A.t/
e�i.kr�!t/

r
C Qg.r; t/ (18.23)

in the time domain and

P.r; !/D G.r; !/C QG.r; !/

D A.!/
e�ikr

r
C QG.r; !/ ; (18.24)

in the frequency domain. It is a Green’s function com-
prised of a linear combination of a special solution –
g.r; t/ and G.r; !/ – and a general solution – Qg.r; t/ and
QG.r; !/ – which are arbitrary solutions of the homo-
geneous wave equation (18.4) and Helmholtz equation
(18.9). It is also called impulse response in the time
domain and complex transfer function in the frequency
domain. The impulse response describes the spatiotem-
poral propagation of the source signal in the medium,
the second describes the spatial distribution of the
source spectrum. Since the first term of the impulse
response is already a complete solution of the inhomo-
geneous Helmholtz equation, the second term can be
assumed to be zero. This case is called free field Green’s
function and describes the radiation of a monopole
sound source. The exponential term describes the phase

xx =̂ rr

z

r

y

x


φ

Fig. 18.2 Repre-
sentation of the
position vector
x, or respectively
r, via Cartesian
coordinates
and spherical
coordinates

shift per distance of the propagating wave from the
source. The fraction represents the pressure amplitude
decay per distance, the so-called inverse distance law
or 1=r distance law. It states that a local sound pres-
sure amplitude at a receiver point is proportional to the
reciprocal of its distance from the source point. This
is owed to the fact that the surface of the wave front in-
creases with an increasing sphere radius, so the pressure
distributes on a growing area.

The surface of a sphere S is given as

SD 4 r2 (18.25)

so the sound intensity I0 in the origin of the point source
at rD 0 spreads out to the surface with

I.r/D I0
1

4 r2

and is thus directly proportional to 1=r2. Since I is
proportional to p2, p.r/ it is directly proportional to
1=r [18.37]

I.r// 1

r2
p.r// 1

r
: (18.26)

The wave front of a propagating plane wave, in contrast,
is assumed to be infinite and thus does not decay. In
the far field – i. e., ignoring near-field effects that show
a complicated behavior close to the source – any sta-
tionary sound source can be simplified by considering
it as point source [18.36]. These point sources, however,
do not necessarily have to be monopoles. A depen-
dence on direction �.!; '; #/ can be introduced ex
post by reconsidering A.!/ as A.'; #; !/ or, respec-
tively, �.!; '; #/A.!/ for the far field

p.'; #; r; t/D g.'; #; r; t/C Qg.'; #; r; t/

D �.!; '; #/A.!/e
�i.kr�!t/

r
C Qg.r; t/
(18.27)
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which keeps its properties in the frequency domain

P.'; #; r; !/D G.'; #; r; !/C QG.'; #; r; !/

D �.!; '; #/A.!/e
�ikr

r
C QG.r; !/ :

(18.28)

Due to the complex factor �.!; '; #/, the amplitude
A.!/ is modified for any direction. Note, that the
Green’s function with a direction-dependent radiation
factor is not a solution to the inhomogeneousHelmholtz
function as such [18.36]. It rather comprises the spher-
ical harmonics, which are a solution to the angular
dependencies of the Helmholtz equation in spherical
coordinates over a sphere rather than a point. The radia-
tion characteristic of point sources can be any arbitrary
function of angles ' and # , which can be composed
by a linear combination of mono- and multipoles. In
the literature, point sources with a direction-dependent
radiation factor are called complex point sources, mul-
tipole point sources, higher mode radiators or point
multipoles; the directivity is called far-field signature
function [18.36, 38–40].

18.2.6 Huygens’ Principle

Every arbitrary radiation from a sound source can be de-
scribed as integral of elementary sources on its surface.
Together, the wave fronts of these elementary sources
form the advanced wave front via superposition. This
finding is called Huygens’ principle and is the founda-
tion on which wave field synthesis is based. Figure 18.3
illustrates Huygens’ principle. A wave front propagat-
ing outwards from a point source is a sphere whose
radius increases proportional to the sound velocity c.
As stated earlier, such a point source can have individ-
ual amplitudes and phases in each direction, indicated

Fig. 18.3 Illustration of Huygens’ principle

here by brightness. At an arbitrary point in time t1, the
wave front can be sampled by a number of points, il-
lustrated as a finite number of dots. These points can
be considered as sources of elementary waves. The su-
perimposed wave fronts of these elementary sources
create the new wave front at a later point in time t2;
an increased sphere. Obviously, the radiation of the el-
ementary waves is not monopole-like. They propagate
outwards and set all particles on the increased spheri-
cal surface in motion. Inwards, their superposition must
yield exactly 0, so no wave front is traveling back to the
origin. This radiation characteristic is described by the
Kirchhoff–Helmholtz (K–H) integral, discussed in the
subsequent subsection.

This principle constitutes the idea of an acoustic
curtain [18.1, 36]: If an array of microphones records
elementary waves, the playback of these recordings via
loudspeakers, which are arranged in the exact same way
as the microphones, should recreate the original wave
field to a certain degree. This idea is a basic concept of
wave field synthesis. It is illustrated in Fig. 18.4. The
black dots represent pressure microphones that are di-
rectly connected to loudspeakers. However, this setup
does not provide a thorough sound field capture and
synthesis. Errors occur due to the discrete and finite
microphone and loudspeaker array as well as due to
deficient knowledge of the pressure gradient. How to
overcome these issues to increase acoustic control is de-
scribed in the following section.

18.2.7 Kirchhoff–Helmholtz Integral

Gauss’ theorem or the divergence theorem states that
spatial area integrals of a function over a volume V are
equal to surface integrals of the normal components n
of a function over the volume’s surface SZ

V

rf dV D
Z
S

fn dS (18.29)

if it has a piecewise smooth boundary and the func-
tion f is a steady, differentiable vector function [18.41].

Fig. 18.4 Illustration of an acoustic curtain (after [18.40])
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A special case of Gauss’ theorem is described by
Green’s second theorem [18.41]

Z
V

fr2g� gr2f dV D
Z
S

frgn� grfn dS :

(18.30)

From Green’s second theorem and the Helmholtz equa-
tions, (18.9) and (18.22), the Kirchhoff–Helmholtz in-
tegral can be derived, which describes the relation
between the wave field in a source-free volume V and
sources Y on its surface S

� 1

4 

I
S

�
G.!;�r/

@P.!;Y/
@n

�P.!;Y/ @G.!;�r/
@n

�
dSD

8̂
<
:̂
P.!;X/; r 2 V
1
2P.!;X/; r 2 S
0; r … V

(18.31)

The K–H integral is a solution to the homogeneous
Helmholtz equation with inhomogeneous boundary
conditions on the surface. It states that the spectrum
P.!;X/ at each point X in a source-free volume V is
the integral of the spectra P.!;Y/ at every point Y on
the bounding surface S and their propagation function
G.!;�r/ in the direction of the normal vector point-
ing inwards. G.!;�r/ is a Green’s function, a solution
of the inhomogeneous Helmholtz equation (18.23), and
P.!;Y/ is a spectrum, a solution for the homogeneous
Helmholtz equation (18.9). �r is the Euclidean dis-
tance jjY �Xjj2. The sources Y on the boundary surface
are secondary sources, excited by a primary source Q,
which lies in the source volume U. The first term of
the closed double contour integral describes a wave that
propagates as a monopole since the propagation term

G.!;�r/D e�ikr

�r

is a monopole. From the periodic motion equation
(18.15) it emerges that @P=@n is proportional to sound

a) b)

– =

c)

Fig. 18.5a–c Two-dimensional illustration of superpo-
sition. (a) Monopole- and (b) dipole-source form
a (c) cardioid-shaped radiation (after [18.40])

particle velocity in normal direction Vn. The second
term of the integral is a wave that radiates as a dipole,
since

@G.!;�r/
@n

D 1C ik�r
�r2

cos.'/e�ikr (18.32)

is a dipole term. Sound field quantities P and V are
convertible into each other after Euler’s equation of mo-
tion (18.1), so (18.31) is overdetermined and several
approaches to a solution exist.

As already stated, the secondary sources on the
surface of the source-free medium are monopole and
dipole sources. Inwards they radiate in phase and
outwards inversely phased. So the radiation doubles
inwardly by constructive interference and outwardly be-
comes 0 by destructive interference. Combined, they
create a cardioid, also referred to as kidney or heart.
It is illustrated in Fig. 18.5.

The boundary surface could be the wave front
around a source and the source-free volume could be
the room beyond this wave front. Then, the K–H inte-
gral is a quantified formulation of Huygens’ principle.
But the volume could also be any other arbitrary geom-
etry and the surface a physically existing or nonexisting
boundary. This boundary is the separation surface be-
tween a source volume, which contains one or more
sources, and a source-free volume, which contains the
listening area. Any arbitrary closed boundary is con-
ceivable as long as the premises of Gauss’ theorem
are observed. Figure 18.6 illustrates three examples for
a volume boundary that will be considered later in this
chapter. Two setup concepts exist: surrounding the lis-
tener with secondary sources – as in Fig. 18.6a,b –
or surrounding the primary source(s), as illustrated in
Fig. 18.6c.

The Kirchhoff–Helmholtz integral describes analyt-
ically how spectrum and radiation on a volume surface
are related to any arbitrary wave field inside a source-
free volume. Therefore, this integral is the core of wave
field synthesis [18.3].

a)

V V

V

Q
Q

Q S1
S2

b) c)

Fig. 18.6a–c Three volumes V with potential source posi-
tions Q, (a) arbitrary geometry, (b) hemisphere, (c) octahe-
dron (after [18.40])
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18.3 Wave Front Synthesis

The Kirchhoff–Helmholtz integral is a theoretical con-
struct that cannot simply be put into practice by tech-
nical means. It demands a continuous distribution of
an infinite number of secondary sources with infinites-
imal distance, surrounding a volume entirely. That
means sound pressure and velocity need to be con-
trollable everywhere on the volume surface, which is
hardly possible. However, what we can control is the
sound pressure of loudspeakers. But an infinite num-
ber of infinitesimally distanced loudspeakers would be
required, completely separating a listening area from
a source volume and radiating inwards to the listening
area but not outwards. This is still not implementable.
For a practical realization the reduction of secondary
sources to a real number of loudspeakers with dis-
crete distances radiating approximately as monopoles
or dipoles is feasible. These have to be fed with the
correct driving functions [18.5]. Surrounding an en-
tire room with speakers is impracticable as it requires
overcoming enormous technical challenges, large com-
putational power and large acquisition and operating
costs. Therefore, concepts with plane loudspeaker ar-
rays [18.42] and line arrays [18.25, 43, 44], circular
arrays [18.44, 45] and three to four lines surround-
ing the listening area [18.28, 45] are proposed and in
use.

For implementing a wave field synthesis system
the K–H integral has to be adjusted to the restrictive
circumstances, which leads to errors in the synthesis.
Adjustment steps, resulting synthesis errors and their
effects as well as compensation methods are discussed
in the following.

18.3.1 Adjustments for Implementations

A number of adjustments simplify the K–H integral in
a way that allows for a technical implementation of the
theory by means of loudspeaker arrays [18.45]. These
are listed in Table 18.2. The particular steps will be suc-
cessively accomplished in the following subsections.

Table 18.2 Adjustments to simplify the Kirchhoff–
Helmholtz integral

1. Enable sources inside the source-free volume
2. Reduction of the boundary surface to one separation

plane between source-free volume and source volume
3. Restriction to one type of radiator

(monopole or dipole)
4. Reduction of three-dimensional synthesis to two di-

mensions
5. Discretization of the surface
6. Finitization of the surface

18.3.2 Focused Sources

Although the listening volume is required to be source-
free, the K–H integral provides us with a tool to create
a virtual source located in the inside. This is achieved
by creating a concave wave front on the surface, which
focuses in one point inside. From this focus point the
wave front appears to be convex and cannot be distin-
guished from a point source located at the focus posi-
tion. Such sources are called focused sources. In the half
space behind the focus point the wave front propagation
is synthesized correctly. Between the secondary sources
and the focus point, however, this is not the case. Here,
the wave front does not propagate away from the vir-
tual source position but towards it. Due to this synthesis
error, listeners in this region will not localize the sound
as coming from the focus point. For focused sources,
not the secondary source distribution but the focus point
defines the new separation plane between source vol-
ume and listening area. So focused sources reduce the
listening area to positions behind the focus point. For
an implementation a decision has to be made: either
the subset of loudspeakers closest to the virtual focused
source is used, resulting in the largest possible listening
area; or a preferred listening area is defined and those
loudspeakers are chosen that create the least erroneous
wave fronts inside this area. The derivation of the sec-
ondary source signals and further information on these
sources can be found, e.g., in [18.29, 46]. Illustrations,
Figs. 18.13 and 18.14, are given later in the context of
artifacts and compensation methods.

18.3.3 Rayleigh Integrals

Imagine a volume V consisting of a circular plane S1
closing a hemisphere S2, as illustrated in Fig. 18.6b,
whose radius converges to1. The influence of the ra-
diation from the secondary sources on S2 becomes 0
for the area right in front of S1. This coherence satisfies
the so-called Sommerfeld condition. A separating plane
between two half spaces, the source-free volume and
source volume, remains. The K–H integral then con-
sists of an integral over the plane S1 and thus fulfills the
second simplification criterion from Table 18.2.

� 1
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(18.33)
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This step reduces the area of secondary sources from
a three-dimensional surrounding of a source-free vol-
ume to a separation plane.

Since the Green’s function that was given in (18.23)
is a linear combination of a special solution and a gen-
eral solution, one term of the integral can be eliminated
by adding a carefully chosen general solution to the
free-field Green’s function. This way the radiation can
be restricted to one type of radiator. If the Green’s func-
tion is chosen to be

GD.!;�r/D e�ikr

�r
C e�ikr0

�r0
; (18.34)

where �r0 is the mirrored position of X, mirrored at
the tangent of point Y on S1. Then GD.!;�r/ is 0
on the surface S1 – which satisfies the homogeneous
Dirichlet boundary condition [18.47] – and the second
term vanishes. This implicitly models the boundary as
a rigid surface [18.5], leading to the Rayleigh I integral
for secondary monopole sources, which is not only ap-
plied for wave front synthesis but also for other wave
field synthesis approaches as well as near-field acoustic
holography and other applications

P.!;X/D� 1

2 

“
S1

�
GD.!;�r/

@P.!;Y/
@n

�
dS :

(18.35)

Now, considering

@P.!;Y/
@n

the desired driving functions of the secondary sources,
an explicit solution can be found, e.g., by means of
wave field expansion. This approach is called the sim-
ple source approach and is the basis of some sound
field synthesis methods such as higher-order ambison-
ics. Here, the sound pressure and pressure gradients are
measured (data-based) or calculated (model-based) at
a listening position. After decomposing these to a series
of spherical harmonics – which are orthonormal eigen-
solutions of the wave equation – an analytical solution
for a spherical distribution of secondary sources can be
found. The higher the number of measured or calcu-
lated pressure gradients, the more the listening point
expands to a listening area in which the sound field
is synthesized correctly, if enough secondary sources
are available. Further information on higher-order am-
bisonics can be found, e.g., in [18.5–11].

Since the distance j�rj between secondary source
position Y and considered position in the source-
free volume X equals the distance between the sec-
ondary source position and the mirror position j�r0j,

GD.!;�r/ is nothing but a doubling of the free-field
Green’s function G.!;�r/

GD.!;�r/D 2G.!;�r/ : (18.36)

Assuming

GN.!;�r/
@n

to be 0 satisfies the homogeneous Neumann boundary
condition [18.47] and the first term of (18.33) vanishes.
This is accomplished by choosing

GN.!;�r/D e�ikr

�r
� e�ikr0

�r0
; (18.37)

yielding the Rayleigh II integral for secondary dipole
sources

P.!;X/D� 1
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(18.38)

In both cases the third simplification criterion from
Table 18.2 is satisfied. But since the destructive interfer-
ence outside the source-free volume is missing,P.!;X/
for X … V is not 0. A mirrored sound field in the source
volume is the consequence. In the case of monopoles,
the sound field created by the secondary sources is iden-
tical with the one inside the source-free volume. This is
illustrated in Fig. 18.7. In the case of dipole sources, the
phase in the source volume is the inverse of the phase
inside the source-free volume as illustrated in Fig. 18.8.
Additionally, the sound pressure, or respectively the
particle velocity, duplicate by adding the general solu-
tion of the Green’s function.

Both formulations do not apply for arbitrary vol-
ume surfaces but for separation planes only [18.5]. To
ensure that any position around the listening area can
be a source position, the listening area has to be sur-
rounded by several separation planes. If (18.35) and

U

V

S

Fig. 18.7 Mirrored sound field due to the exclusive use of
secondary monopole sources
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U

V

S

Fig. 18.8 Inversely phased mirrored sound field due to the
exclusive use of secondary dipole sources

(18.38) are applied to other geometries, they still deliver
approximate results [18.5]. In any case, the source-free
volume has to be convex so that no mirrored sound
field lies inside the source-free volume, i. e., volume in
Fig. 18.6a is inappropriate [18.8]. Since S1 is modeled
as a rigid surface, reflections occur when a listening
area is surrounded by several separation planes. This
problem is illustrated in Fig. 18.9. The squares repre-
sent loudspeakers that surround the source-free area.
Loudspeaker signals from three directions propagate
towards the inside. Loudspeakers contribute to the syn-
thesis of the wave front in the half space behind the
connection line between them and the virtual source.
This half space needs to cover a large portion of the
listening area. Otherwise, its mirrored version arrives
at the listening area, creating an undesired echo wave-
front.

These artifacts can be reduced by a spatial win-
dowing [18.5, 43] technique applied to the Rayleigh I
integral

P.!;X/D d.Y/
P.!;Y/
@n

2G.!;Y/ ;

d.Y/D
(
1; if hY�Q; n.Y/i> 0

0; otherwise
(18.39)

The variable d.Y/ is the windowing function for spher-
ical waves, which is 1 if the local propagation direction
of the sound of the virtual source at the position of

Fig. 18.9 Calculating a surrounding loudspeaker array
with Rayleigh I integral implicitly models S1 as rigid sur-
faces creating reflections

the secondary source has a positive component in nor-
mal direction of the secondary source. If the deviation
is  =2 or more, d.Y/ becomes 0 and the speaker is
muted. That means only those loudspeakers whose nor-
mal component resembles the tangent of the wave front
of the virtual source are active. G.!;�r/ describes the
directivity function of the secondary source, i. e., of
each loudspeaker. The other terms are the sought-after
driving functions D of the loudspeakers [18.5]

D.!;Y/D 2d.Y/
P.!;Y/
@n

: (18.40)

Figure 18.10 illustrates the same virtual source as
Fig. 18.9 but with the applied windowing function,
(18.39). The dashed squares represent muted loud-
speakers. Here the desired wave front is clearly visible.
It is the wave front of a virtual point source located be-
low the loudspeaker array, propagating upwards. Still,
strong artifacts occur. The reasons and solutions for
these artifacts are discussed next.

Two Dimensions
For applications in which the audience is organized
more or less in plane, it is sufficient to recreate the wave
field correctly for that listening plane only, rather than
in the whole listening volume. Typically, listeners are
organized roughly in plane, e.g., in conference rooms,
concert halls, cinemas, theaters, in the car, on the couch
etc. Furthermore, one or several one-dimensional distri-
butions of loudspeakers are easier implementable than
covering a complete room surface with loudspeakers.
Reducing the three-dimensional wave field synthesis
to two dimensions reduces the separation plane S1 to
a separation line L1. In theory, one could simply reduce
the surface integral to a simple integral and the Rayleigh
integrals would take the forms

P.!;X/D 1

2 

Z
L1

�
G.!;�r/

@P.!;Y/
@n

�
dS1 ;

(18.41)

Fig. 18.10 Muting loudspeakers whose normal component
deviates strongly from the local propagation direction of
the virtual wave front suppresses virtual reflections
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and

P.!;X/D 1

2 

Z
L1

�
P.!;Y/

@G.!;�r/
@n

�
dS1 :

(18.42)

In these cases X is two-dimensional

XD
	
x
y



: (18.43)

This solution was satisfying if no third dimension ex-
isted, e.g., if wave fronts of the secondary sources
had no spherical but a circular or cylindrical prop-
agation [18.5, 45]. Then, the propagation function
G.!;�r/ was different, having an amplitude decay of
1=
p
r instead of 1=r. This is owed to the fact that the

surface S of a circle or cylinder doubles with a doubled
circle radius rcircle

SD 2 rcircle (18.44)

in contrast to the spherical case in which it squares with
the doubled radius as already indicated in (18.26). In
this case

I / 1

r
(18.45)

and thus

p/ 1p
r
: (18.46)

So the practical benefit of (18.41) and (18.42) is minor
since transducers with a cylindrical radiation in the far
field are hardly available. An approximately cylindrical
radiation could be achieved with line arrays of loud-
speakers, as often applied in PA systems for concerts.
But replacing each individual loudspeaker by a line ar-
ray of speakers contradicts the goal of reducing the
number of loudspeakers. Simply replacing cylindrically
radiating speakers by conventional loudspeakers that
have a spherical radiation function leads to errors in this
wave field synthesis formulation due to the deviant am-
plitude decay.

Huygens’ principle states that a wave front can be
considered as consisting of infinitesimally distanced el-
ementary sources. An infinite planar arrangement of el-
ementary point sources with a spherical radiation could
(re-) construct a plane wave, since the amplitude decay,
which is owed to the 1=r-distance law, is compensated
by the contribution of the other sources. Imagining sec-
ondary line sources with a cylindrical radiation, a linear

arrangement of sources would be sufficient to create
a planar wave front. In a linear arrangement of ele-
mentary point sources, the contribution of the sources
from the second dimension is missing, resulting in an
amplitude decay. Therefore, a 2.5-dimensional opera-
tor including a far-field approximation that modifies the
free-field Green’s function to approximate a cylindrical
propagation is used [18.5, 48]. This changes the driving
function to

D2:5D.!;Y/D
r

2  jY�Xrefj
ik

D.!;Y/ (18.47)

with Xref being a reference point in the source-free
volume. This yields the 2.5-dimensional Rayleigh in-
tegral [18.5, 25, 49]

P.!;X/D�
I
S

D2:5D.!;Y/G.!;�r/ : (18.48)

Taking reference points Xref parallel to the loudspeaker
array, the wave field can be synthesized correctly along
a reference line. Between the speakers and the reference
line, the sound pressures are too high, behind the refer-
ence line they are too low.

Until now, free-field conditions are assumed. How-
ever, if not installed in the free field, reflections may
occur and superimpose with the intended wave field
created by the loudspeaker system. Under the term lis-
tening room compensation a variety of methods are
proposed to reduce the influence of reflections. The
simplest form is passive listening room compensation,
which means that the room is heavily damped. This is
an approved method, applied, e.g., in cinemas. How-
ever, for some listening rooms, for example living
rooms, damping is impractical. Therefore, active solu-
tions are proposed, like adding a filtering function that
eliminates the first reflections of the room to the cal-
culated loudspeaker signals [18.50, 51]. Adaptive wave
field synthesis uses error sensors that measure errors oc-
curring during WFS of a test stimulus emerging, e.g.,
from reflections or the loudspeaker radiation charac-
teristics [18.43]. Then any WFS solution is modified
by a regularization factor that minimizes the squared
error. This is of course a vicious circle since compensa-
tion signals corrupt the synthesized wave field and are
reflected too, adding further errors. Due to an exponen-
tially increasing reflection density it is hardly possible
to account for all higher-order reflections. Thus, the ap-
proach is limited to first-order reflections.

Discretization
A discretization of the Rayleigh integrals adopts the
continuous formulation to discrete secondary source
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positions
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(18.49)

and

P.!;X/D 1

2 

1X
rYD�1

�
P.!;Y/

@G.!;�r/
@n

�
�rY :

(18.50)

Thereby the Nyquist–Shannon sampling theorem has to
be regarded: the sampling frequency has to be at least
twice the highest frequency of the signal to be presented
for no aliasing to occur. The highest frequency to be
represented error-free is the critical frequency or alias-
ing frequency. In this case the sampling frequency is
spatial; the speaker distance �Y needs to be smaller
than half the distance of the largest trace wavelength
between the speakers

fmax D c

2�Y
: (18.51)

Typically, secondary sources are equally spaced. The
spatial sampling of the secondary source distribution is
a process of sampling and interpolation; the interpolator
is given by the radiation characteristics of the loud-
speakers [18.52]. An adaption of WFS to the radiation
characteristic of the loudspeakers is derived in [18.53].
For the trace wavelength between the speakers

�Y D � jsin˛j (18.52)

is valid, where ˛ is the angle between the normal direc-
tion of a loudspeaker and the propagation direction of
the virtual source at this loudspeaker position. Respec-
tively, it can be considered as angle between separation
line L1 and the tangent of the wave front when strik-
ing the speaker position. This leads to an adjustment of
(18.51) to

fmax D c

2�Y sin˛
: (18.53)

The angle ˛ may vary dependent on position and radi-
ation of the source in a range between  =2 and 3 =2.
Two examples for ˛ are illustrated in Fig. 18.11 to clar-
ify the coherency. The black disk represents the source,
the dark and light gray disks the wave front at two dif-
ferent points in time.

Undersampling creates regular erroneous wave
fronts above fmax. These erroneous wave fronts, arti-

α2
α6

L1

Fig. 18.11 Several incidence angles for one source position
(after [18.40])

Fig. 18.12 Spatial aliasing due to undersampling with dis-
crete loudspeaker positions (after [18.40])

facts, contain the frequencies above the critical fre-
quency and cause perceivable changes in sound color
and disturb the location of the auditory event [18.5, 9].
They can be heard as echoes following and partly su-
perimposing with the synthesized wave fronts. Aliasing
artifacts are illustrated in Fig. 18.12. Four periods of
a sinusoidal sound are synthesized as a plane wave. Due
to undersampling, wave fronts with an unwanted propa-
gation direction superimpose with the synthesized wave
front. As a result the synthesized wave fronts are partly
overlain and partly followed by unwanted wave fronts.
A comb filter effect, well known from stereophonic
loudspeaker setups, occurs. Furthermore, the amplitude
of the wave front decays with increasing distance to the
loudspeaker array, which is not the case for actual plane
waves, (18.11) and (18.12). As mentioned earlier, this
error occurs due to the missing third dimension.

As long as the condition

jsin˛.!/j< c

2�Yfmax
D  c

�Y!max
(18.54)

is satisfied, no aliasing wave fronts will occur.
A focused source with and without aliasing arti-

facts is illustrated in Figs. 18.13 and 18.14. The vir-
tual source is located the center of the white region.
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Fig. 18.13 Focused source corrupted by spatial aliasing
and truncation errors (after [18.40])

Fig. 18.14 Focused source without spatial aliasing cor-
rupted by truncation errors (after [18.40])

Both have truncation errors due to the finite extent of
the loudspeaker array, which will be addressed subse-
quently. For focused sources, aliasing artifacts occur as
pre-echoes preceding the synthesized wave front. Note
that the illustrated snapshot shows a point in time at
which the loudspeakers are already silent for a while,
so there are no wave fronts traveling towards the focus
point anymore.

One suggestion to reduce artifacts is to process fre-
quencies above the critical frequency not by means
of wave front synthesis but by conventional stereo-
phonic sound between two to three loudspeakers. This
method is called optimized phantom source imaging
(OPSI) [18.5, 48] and combinesWFSwith conventional
intensity panning. Thus, OPSI reintroduces psychoa-
coustic considerations to WFS. In that manner no alias-
ing echoes as such occur but the common disadvantages
of stereophonic sound become effective: a comb filter
effect arises, the display of depth becomes worse and
high frequencies are only located correctly in the sweet
spot. At other positions two to three wave fronts arrive
slightly shifted in time. J.J. Lopez et al. [18.54] sug-
gest a related approach, called the subband approach,
which involves playing frequencies above the aliasing
frequency through the one loudspeaker with the most
similar direction to the virtual source only. This ap-
proach does not bring along the disadvantages of stereo
but still a more or less correct localization of virtual
sources is only possible in a small part of the listening
area. By randomizing the phase of the high frequen-

Fig. 18.15 By randomizing the phase of signal components
above the aliasing frequency synthesis errors become irreg-
ular

cies of the loudspeakers artifacts can be smeared [18.5].
The result in illustrated in Fig. 18.15. This minimizes
the sound coloration but localization accuracy is re-
duced [18.48], since amplitude and phase have to be
correct for a proper localization via WFS. Also, the re-
sulting wave field does not correspond to the desired
one.

In all three cases the signal is divided by the criti-
cal frequency into two frequency regions. For the lower
frequency region the theory of WFS is applied. For the
high frequencies the goal is to retain the natural tem-
poral and spectral properties of the sound wave as well
as an approximately correct source position rather than
physically correct replicas. The methods are based on
the same psychoacoustic considerations:

� Partials of a sound tend to fuse� Higher frequencies tend to be masked by lower fre-
quencies� Altogether the audible portion of sound will be in-
tegrated into one auditory stream with one group
source position.

Then, the lower frequency region – which offers
very precise localization cues due to the correct recon-
struction of the wave front – is crucial for a distinct
and correct localization, and the ambiguous localization
cues of higher frequencies are neglected by the auditory
system.

Another approach is to increase the aliasing fre-
quency at the expense of the size of the listening area.
Local wave field synthesis creates several proximate
focused sources that act as secondary sources synthesiz-
ing high frequency wave fronts correctly for a subspace
of the listening area [18.55]. The result is illustrated
in Fig. 18.16. The virtual focused sources are marked
by an �. Compared to the aliasing case, Fig. 18.12,
errors are reduced. This is, however, only true for the
area above the line of focused sources. An unintended
wave front occurs on the left of the virtual source ar-
ray. Just as with actual loudspeakers, the finite array
of focused point sources introduces truncation errors,
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Fig. 18.16 Local wave field synthesis creates plane waves
above the aliasing frequency in a subspace of the listening
area. Here, the aliasing frequency is increased but trunca-
tion errors persist

which can again be compensated by methods discussed
in the following subsection. The computational costs
for rendering a high number of virtual sources for each
wave front are rather high. Quite a different method is to
recreate the wave field not for the discrete loudspeaker
positions but for discrete listening positions sampling
the listening area. The approach is called sound field
reconstruction [18.17]. Sampling positions are chosen
under the assumption that if a wave field is reproduced
correctly on a grid satisfying the Nyquist–Shannon
sampling theorem, the wave field is correct everywhere
inside the grid. For stationary signals this approach
is straightforward. For transient signals psychoacous-
tic considerations are necessary to achieve a natural
sound and a proper source localization [18.19]. The ap-
proach can be combined with crosstalk cancellation to
create a realistic binaural signal at discrete listening po-
sitions [18.18].

Of course, these methods work best if the chosen
distance between adjacent speakers is so small that the
aliasing frequency is as high as possible. At loudspeaker
spacing of 0:1�0:3m it can be speculated that the influ-
ence of the frequencies above the critical frequency is
weak concerning sound coloration and localization as
perceived by human listeners [18.5].

18.3.4 Finite Extent

Limiting the sum in the discrete Rayleigh integrals
(18.49) and (18.50) to a finite number of loudspeaker
positions corresponds to the sixth simplification of
Table 18.2. This truncates the loudspeaker array. Fig-
ure 18.17 shows this scenario. On the left-hand side
of the loudspeaker array the synthesized wave front
fades to the curved wave front of the outermost speaker.
This effect is called truncation [18.49]. It appears like
diffraction through a gap and has the effect that the
wave field cannot be synthesized in the area beyond
this border. Furthermore, a spherical wave propagates
from the end loudspeaker since the compensatory ef-

Fig. 18.17 No aliasing but a truncation error due to the fi-
nite loudspeaker array length (after [18.40])

fect of adjacent speakers is missing. Even behind the
synthesized plane wave front this spherical wave front
is propagating towards the right. The truncation effect
can be compensated by gradually reducing the ampli-
tudes of the outermost loudspeakers, e.g., in terms of
a half-Hann function [18.49]

OA.Yn/D 0:5
�
1� cos

� n
N

��
; nD 0; : : : ;N

(18.55)

for the nth speaker. The procedure is called tapering
and the result is illustrated in Fig. 18.18. The ampli-
tude of the loudspeaker signals is indicated by the size
of the square. Here, the only errors left are the trun-
cation error arising from the untapered right end of
the loudspeaker array. Compensation sources as used
in listening room compensation minimize truncation
by using speakers with inversely phased signals. How-
ever, when surrounding the listening area with three
to four speaker line arrays the border effect is infe-
rior [18.49] as the truncation error in corners is weak.
This is illustrated in Fig. 18.19. This figure also points
out the necessity of heavy damping or listening room
compensation: due to constructive interference the sig-
nal amplitude outside the source-free volume is higher
than the synthesized wave front inside. A reflecting
wall would heavily corrupt the sound field inside the
source-free volume. This is demonstrated in Fig. 18.20.
It shows the same loudspeaker signals as in Fig. 18.19.

Fig. 18.18 A tapering window eliminates the truncation
error but reduces the extent of the listening region (af-
ter [18.40])
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Fig. 18.19 When two loudspeaker line arrays meet, the
truncation error is weak

The black line represents a wall with minor absorption
and transmission and without scattering. The reflection
corrupts the wave front curvature and propagation di-

Fig. 18.20 Reflections of the listening room heavily cor-
rupt the synthesized wave field

rection, and creates a spatial comb filter effect and high
amplitudes in the listening area, right in front of the
speakers.

18.4 Current Research and Development

Wave field synthesis has reached a state in which the di-
rect sound of virtual monopole sources and plane waves
can be synthesized with a high precision in a listening
area, which is only limited by the extent of the loud-
speaker array and sometimes restricted to a subspace
when creating focused sources. Some wave field syn-
thesis systems are already available on the market.

Current research and development projects mainly
address two issues. First, the expensive installation and
operation of wave field synthesis. Here, one aim is to
develop easy accessible software and formats to simu-
late, create, control, store and play WFS content. The
other aim is to make installations more accessible and
compatible to interior design by applying flat panel
loudspeakers, reducing the number of necessary sec-
ondary sources as well as the computational demands.
Second, expansions of functionality and the imple-
mentation of more acoustical parameters, like sound
radiation characteristics and room modes, is still of
great interest. Here, the rise of psychoacoustic consider-
ations help to increase control over the perceived sound
experience. These two topics are discussed individually
in the last subsections.

18.4.1 Applicability

To make wave field synthesis systems more applica-
ble, user interfaces [18.25] and plugins for digital audio
workstations [18.31, 56, 57] have been programmed.
Here, source signals can be associated with positions
and paths in relation to the loudspeaker setup. Also,
implementations for mobile devices are being devel-
oped [18.26]. Matlab toolboxes help for numerical sim-
ulations and visualizations for an easier access to sound

field synthesis research and development [18.58, 59].
Because loudspeaker configurations are not standard-
ized, object-based source material is necessary, com-
bining audio tracks with dynamic metadata describing
source position and trajectories, source orientation and
sound radiation characteristics and information on early
reflections and reverberation. Although several formats
have been proposed, no standardized wave field syn-
thesis format has established yet [18.25, 36]. The need
for object-based source material implies incompatibil-
ity with current channel-based audio formats for stereo
and 5:1 setups.M. Cobos and J.J. López evaluated blind
audio source separation techniques to use stereo source
material for wave front synthesis applications [18.60].
The ISO/MPEG-H 3-D audio standard, which is under
development, is supposed to deliver spatial audio ob-
ject coding that is compatible with stereo, 5:1, 22:2 and
higher-order ambisonics [18.61].

Of course, covering a complete living room, concert
hall, theater or cinema with a surrounding loudspeaker
array is a drastic impairment of the interior decoration.
To solve this problem, research currently goes in two
directions. The first concept is to apply multiactuator
panels (MAPs) [18.24, 27, 62]. Due to their flat, incon-
spicuous nature, they do not harm interior decoration
as much as conventional loudspeakers. MAPs have the
additional advantage that they can be arranged contin-
uously, preventing aliasing when sufficient control is
reached. However, elaborate filtering is necessary to
compensate effects of modes and reverberation within
the panels. The second concept is to decrease the
number of loudspeakers [18.40, 63, 64]. With psychoa-
coustic considerations concerning source localization
mechanisms and the perception of source width and
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spaciousness, the necessary number of loudspeakers
can be reduced drastically while maintaining spatial lis-
tening experience. Here, all loudspeakers contribute to
synthesize the sound field within a defined listening
area. Instead of the emanating wave front, a succes-
sion of quasistationary sound fields is synthesized in
the listening area by solving the discretized Rayleigh I
integral, (18.49). This sound field resembles an original
sound field as created by a musical instrument including
its angle- and frequency-dependent radiation character-
istics. In this way, the natural interaural level and phase
differences are recreated, giving clues about source di-
rection and extent. However, the spectral cues are not
sufficient for a proper localization. As all loudspeaker
wavefronts arrive from different angles and at differ-
ent points in time, source localization is affected by
the precedence effect [18.65], i. e., the nearest loud-
speaker is heard as source position. The result of the
precedence effect is unwanted but its initiator can be
used. When only one loudspeaker actively plays all
note onsets, the perceived source position will coin-
cide with the position of this precedence loudspeaker.
The signal amplitudes of the other loudspeakers are
faded in within several milliseconds. As long as the
fading duration is longer than the arrival time differ-
ence of the speaker wavefronts and shorter than the
overshoot phenomenon [18.66] at note onsets, the fad-
ing is masked and stays inaudible. This psychoacoustic
approach is also applicable with more common loud-
speaker setups, such as 5:1 or 22:2, which largely
increases compatibility and applicability. The reduced
number of loudspeakers also comes along with a re-
duction of computational demands, which is another
topic of current research. Beckinger and Brix calcu-
lated that synthesizing 21 000 rain particles falling in
20 sec with a 64-channel wave front synthesis system
would require 26 900% of a typical single-core pro-
cessor in modern personal computers and suggested
an approach that reduces the computational demands
to 36% [18.67]. Additionally, ways are investigated to
include height with a small number of additional chan-
nels [18.68]. This approach is very promising because
localization accuracy of human listeners in the median
plane is rather poor.

18.4.2 Feature Expansion

So far research has mostly concentrated on synthesiz-
ing wave fronts of virtual monopole sources and plane
waves. The sound field is synthesized in the spatiotem-
poral domain. The synthesized wave fronts propagate
in a natural manner and deflect around the listeners’
heads. Thus, they provide natural localization cues, like
interaural time and level differences, wave front curva-

ture and the individual head-related transfer function.
Monopoles create a discrete source position localiz-
able by every listener, i. e., they include the source
distance. Focused sources are localized within the lis-
tening room but not for listeners who are located be-
tween the active speakers and the focus point. Plane
waves create a common source angle that all listen-
ers agree on. Additional control over virtual sources
is gained by motion capture technology [18.26]. By
tracking an individual, a singing bird could be placed
on both of his shoulders and even stay there while he
walks around. However, the left bird is only localized
correctly by him and listeners on his right and vice
versa. This approach enables 3-D sound for one listener
but reintroduces the sweet-spot limitation. For rapidly
moving sources, implementing the Doppler effect is im-
portant for an authentic sound experience [18.69, 70].
Additionally, several methods have been proposed and
implemented to synthesize higher-order radiation pat-
terns, especially the radiation characteristics of musical
instruments [18.19, 24, 25, 64, 71]. Effects on perceived
timbre, localization, source extent and orientation of the
instrument have been reported. As an example, the ra-
diation pattern of a single violin frequency is illustrated
in Fig. 18.21. Amplitudes and phases are dependent on
direction, therefore wave fronts are no isobars but show
certain inhomogeneities. There are also several attempts
to include room modes, early reflections and late rever-
berations, both data-based and model-based [18.23, 72,
73]. It has been found that listeners are very sensitive
to diffuseness and overall level of reverberation. An ex-
ample of virtual roommodes is illustrated in Fig. 18.22.
The two loudspeaker line arrays synthesize perpendicu-
lar plane waves, creating a typical interference pattern.
In contrast to a real room, the amplitudes of the the vir-
tual standing waves decrease with increasing distance
to the line arrays. This can only partly be compensated
by two additional lines.

Many researchers emphasize the potential of psy-
choacoustics in auralization and wave field synthesis
applications [18.22, 64, 74, 75]. The precision of the
physical replication of sound fields and thus the amount
of data to be processed can be reduced without audible
effects. In a psychoacoustic sound field synthesis ap-
proach loudspeakers create the desired sound field in
a listening area by calculations in the frequency do-
main [18.19, 64]. Although only valid for stationary
signals, calculations are applied for transient sounds.
By considering the integration time, precedence effect,
critical bands and auditory scene analysis principles
physical synthesis errors become inaudible. Another
approach based on psychoacoustic considerations is di-
rectional audio coding (DirAC) [18.76]. Signals are
separated into directional and diffuse components and
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Fig. 18.21 Synthesis of a source with nonuniform radiation
pattern

can be treated differently according to those aspects of
sound the auditory system is sensitive for. Direct sound
and very early reflections affect the perceived source
location, orientation and extent, whereas reverberation
is characterized by the duration, timbre and degree of
diffusion and has an effect on perceived reverberance,

Fig. 18.22 Room modes modeled by orthogonal plane
waves

spatial impression, listener envelopment and liveness
and may modify the perceived loudness, warmth and
brilliance of the sound [18.77–79]. Combining lim-
ited acoustic control with psychoacoustic control might
have the potential to overcome all current issues and re-
strictions.
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19. Finite-Difference Schemes in Musical Acoustics:
A Tutorial

Stefan Bilbao, Brian Hamilton, Reginald Harrison, Alberto Torin

The functioning of musical instruments is well de-
scribed by systems of partial differential equations.
Whether one’s interest is in pure musical acoustics
or physical modeling of sound synthesis, numer-
ical simulation is a necessary tool, and may be
carried out by a variety of means. One approach
is to make use of so-called finite-difference or
finite-difference time-domain methods, whereby
the numerical solution is computed as a recursion
operating over a grid. This chapter is intended as
a basic tutorial on the design and implementation
of such methods, for a variety of simple systems.
The 1-D wave equation and simple difference
schemes are covered in Sect. 19.1, accompanied by
an analysis of numerical dispersion and stability,
as well as implementation details via vector-
matrix representations. Similar treatments follow
for the case of the ideal stiff bar in Sect. 19.2, the
acoustic tube in Sect. 19.3, the 2-D and 3-D wave
equations in Sect. 19.4, and finally the stiff plate in
Sect. 19.5. Some more general nontechnical com-
ments on more complex extensions to nonlinear
systems appear in Sect. 19.6.
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Systems in musical acoustics, whether they are musi-
cal instruments, electromechanical effects, or the 3-D
spaces in which they are immersed, can all be described
by systems of partial differential equations (PDEs).
These equations are accompanied by the regions over
which they are defined, coupling and boundary condi-
tions, and forcing terms, which ultimately lead back to
the player – whose behavior, as yet, is not well mod-
eled by an equation. Sometimes, as in the case of wave
propagation in a room, the equation itself is simple,
but the geometry is complex; in other cases, one may
have a very complex system of PDEs to solve, as in
the case of a gong or a spring reverberation device,
but the problem is defined over a relatively simple ge-

ometry. In either case, it is almost never possible to
obtain an exact analytical solution, and thus simulation
is a necessary tool. The ultimate application may be the
validation of a particular musical instrument model in
a scientific musical acoustics setting, or, perhaps, syn-
thesis: the generation of sound from a numerical model.

There are many approaches to the design of a simu-
lation for a musical instrument. Particularly in musical
acoustics, a common approach involves an eigenvalue-
eigenmode decomposition, leading to a representation
in terms of modes of vibration. Such approaches are
appropriate when the system under study is linear and
time invariant. Once the modal shapes and their fre-
quencies have been determined, a simulation can be
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very easily implemented – essentially, the system is re-
duced to a set of uncoupled oscillators. In some cases,
such as a stiff string under simply supported boundary
conditions, or a rectangular or circular membrane under
simply supported conditions, such shapes and frequen-
cies are available in closed form, and the systemmay be
simulated to a very high degree of accuracy. For more
complex systems involving, say, irregular geometries,
more complex boundary conditions, or perhaps cou-
pling among various linear components, the shapes and
frequencies must be determined numerically, through
the solution of a (potentially large) eigenvalue problem.
When nonlinearity is present, the modal shapes (if they
can be thought of as such) are coupled, and the possi-
bility of an efficient solution rapidly becomes remote.

For these reasons, it can be useful to make use of
direct grid-based time-domain methods. Such methods
are much more generally applicable, but one usually
loses from the outset the possibility of an exact so-
lution. Furthermore, new difficulties are introduced,
many of which will be described in this chapter. Finite-
difference methods are the oldest and perhaps the
simplest and most straightforward means of perform-
ing a time-domain simulation – they are particularly
well suited to problems without enormous geomet-
ric complexity, and some key components of musi-
cal instruments do fit this requirement nicely. These
methods date back at least to the work of Courant
et al. in the 1920s [19.1], but they were only applied
to physical problems with the emergence of comput-
ers in the 1940s, and they saw major developments
when applied to problems in fluid dynamics in the
1940s and 1950s (see [19.2, 3] and the references
therein). Finite difference methods have also seen ex-

tensive use in electromagnetics, starting with [19.4]
and increasing in popularity in the 1980s [19.5] (in
this setting, such methods are often referred to as
the finite-difference time-domain method, or FDTD).
Finite-difference methods were first employed in mu-
sical acoustics (and indeed for sound synthesis) by
Ruiz [19.6], and Hiller and Ruiz [19.7], in the case of
strings, though earlier work by Kelly and Lochbaum on
speech synthesis [19.8] led to structures that are iden-
tical to those which arise when using finite-difference
methods. Such studies were followed by more research
on strings [19.9], and finally, when computing power
reached a level necessary for simulation in a reasonable
amount of time, a large body of work emerged, first with
Boutillon [19.10] and Chaigne and Askenfelt [19.11],
in the case of the hammer string interaction, and then
continuing with work on finite-difference and waveg-
uide mesh structures (which can ultimately be viewed
as finite-difference methods), for the wave equation in
both 2-D [19.12, 13] and 3-D [19.14–16], for membrane
vibration and room acoustics applications. See [19.17]
for an overview of more recent developments.

This chapter is intended as a basic tutorial on the de-
sign and implementation of such methods, for a variety
of simple systems. The 1-D wave equation and simple
FD schemes are covered in Sect. 19.1, accompanied by
an analysis of numerical dispersion and stability, as well
as implementation details via vector-matrix representa-
tions. Similar treatments follow for the case of the ideal
stiff bar, in Sect. 19.2, the acoustic tube in Sect. 19.3,
the 2-D and 3-D wave equations in Sect. 19.4, and fi-
nally the stiff plate in Sect. 19.5. Some more general
nontechnical comments on more complex extensions to
nonlinear systems appear in Sect. 19.6.

19.1 The 1-D Wave Equation

The natural starting point for any discussion of numeri-
cal methods in musical acoustics has to be the 1-D wave
equation [19.18], which may be written as

@2t uD c2@2xu : (19.1)

This is a second-order partial differential equation, in
both time t and a spatial coordinate x; u.x; t/ is the so-
lution and c is the wave speed, in m=s. Here, @t and
@x represent partial differentiation with respect to t and
x respectively. Normally, t is defined for t 2 RC, and
x is defined over an interval x 2D�R. For practical
purposes, it is the interval DDDL D Œ0 ; L�, for some
length L > 0. For some analysis purposes, it is also use-

ful to examine the solution over an unbounded domain,
i. e., DDR.

The equation above needs to be complemented by
initial and boundary conditions. For initial conditions,
it is usual to specify the values of u and @tu at time
tD 0, i. e.,

u.x;0/D u0.x/ @tu.x; 0/D v0.x/ : (19.2)

If the domain is a finite interval such as DL, one
boundary condition must be specified at either end of
the domain (i. e., at xD 0 and xD L). Taking just the
left end of the domain at xD 0 as an example, here
are two of the most commonly encountered boundary
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conditions

u.0; t/D 0 (Dirichlet)

@xu.0; t/D 0 (Neumann) : (19.3)

There are, of course, many other conditions that one
may apply.

The second-order form above arises in different set-
tings, and is normally derived from a more fundamental
first-order system. For example, in the case of linear
string vibration, the system is

�@tv D @xf @tf D T@xv ; (19.4)

where here, v.x; t/ is transverse string velocity, f .x; t/ is
vertical force, � is the linear mass density of the string
in kg=m, and T is the nominal tension. In this case, one
has cDpT=�. As another example, in the case of lin-
ear and lossless acoustic field equations in a uniform
cylindrical tube, the system is

�0@tv D�@xp @tpD��0c2@xv ; (19.5)

where here, v.x; t/ is particle velocity, p.x; t/ is pres-
sure deviation from atmospheric, and �0 is air density
in kg=m3.

First-order systems such as (19.4) and (19.5) are
one point of departure for numerical methods, lead-
ing to a formulation with staggered grids in time and
space [19.2, 4]. In the mechanical setting, second-order
forms such as (19.1) are more commonly encountered,
and will be the main focus here. In either case, the sub-
stitution of one member of the first-order system into
the other leads to the 1-D wave equation, in any of the
constituent variables.

19.1.1 Behaviour of Solutions

Before moving directly to a simulation setting though, it
is always useful to have some insights into the behavior
of the solution.
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Fig. 19.1a–c Time evolution of a string profile with zero velocity, under an initial condition of a raised cosine distribution,
at time instants as indicated. This illustrates the decomposition of the solution into traveling wave components. Here, the
string is of length LD 1m, and cD 100m=s

Solution Characteristics: Traveling Waves
It is well known that the 1-D wave equation possesses
a solution in terms of traveling waves. Considering the
case of an unbounded domainDDR, the solution may
be written directly as

uD uC.x� ct/C u�.xC ct/ (19.6)

in terms of two arbitrary functions uC and u�, which
represent waves traveling with constant speed c to the
right and left respectively. Such a decomposition, which
is peculiar to the 1-D wave equation, and not eas-
ily extended to more complex systems, has served as
the starting point for efficient digital waveguide tech-
niques in sound synthesis applications [19.19]; see
Fig. 19.1.

Solution Characteristics: Dispersion Relation
A very useful analysis tool for PDE systems that are
linear, and for which there is no variation in the coef-
ficients in either space or time, is dispersion analysis.
This is true in the present case of the 1-D wave equa-
tion (19.1). The idea is to examine the problem over an
unbounded spatial domain, and in particular complex
exponential solutions of the form

uD ej.!tCˇx/ ; (19.7)

where here, ! is an angular frequency of oscillation in
radian=s, and ˇ is a spatial wavenumber (where 2 =ˇ
is wavelength, in m). ! and ˇ can be related by the
insertion of (19.7) into the wave equation (19.1), to
give

! D˙cˇ : (19.8)

This relation (or rather, pair of relations) is referred to as
the dispersion relation for the 1-D wave equation – the
sign indicates the direction of wave propagation (i. e., to
the left or right). From the dispersion relation, one may
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arrive at an expression for the phase velocity, vphase D
!=ˇ, leading to

vphase D˙c : (19.9)

All waves thus travel at the same speed, c – this is an-
other way of understanding the lack of distortion of
traveling waves.

Solution Characteristics: Modes
For bounded domains, such as, in the present case,
DDDL, yet another means of analyzing behavior is
in terms of natural frequencies or modes. The choice
of boundary conditions is of major significance in this
case. If the system, including boundary conditions, is
lossless, then the solution may be written as

u.x; t/D
1X
pD0

Up.x/.ap sin.2 fpt/C bp cos.2 fpt//

(19.10)

for some functions Up.x/, and a set of modal frequen-
cies fp as well as constants ap and bp, which depend on
initial conditions. (In fact, this is not quite true: for such
a representation to hold, it is required, furthermore, that
there is no degeneracy of the modal frequencies.)

For example, under Dirichlet conditions (19.3) at
both ends of the domain, the series of modal functions
and frequencies is given by

Up.x/D sin
� px

L

�
; fp D cp

2L
; pD 1; : : :

(19.11)

and for Neumann conditions at both ends,

Up.x/D cos
� px

L

�
; fp D cp

2L
; pD 0; : : : :

(19.12)

For Neumann conditions, note that there is an ex-
tra modal shape when pD 0, corresponding to zero-
frequency or DC rigid body motion – in terms of
a string, for example, when both boundaries are free to
move, the string may drift away. This is clearly ruled
out under fixed or Dirichlet conditions.

Figure 19.2 shows the frequency response of
a string under Dirichlet conditions, and illustrates the
equally spaced set of frequency components.

19.1.2 A Grid and Difference Operators

The first step in the construction of a numerical scheme
simulating (19.1) is the definition of a grid function unl ,

representing an approximation to u.x; t/ at time instants
tD nk, for integer nD 0; : : :, and xD lh for integer
l 2 d, for some subset of the integers d � Z. Here, k is
the time step (and Fs D 1=k is the sample rate in acous-
tics and audio applications, usually set a priori), and h is
the grid spacing. For a grid corresponding to the interval
DL, of length L, the finite discrete domain dD dN may
be defined as dN D f0; : : : ;Ng, for an integer N such
that hD L=N. For analysis purposes, the infinite set of
grid points dD Z is also useful. See Fig. 19.3 for a rep-
resentation of this particular 1-D grid. As will be seen
shortly, once a finite-difference scheme is introduced,
the grid spacing h and time step k cannot in general be
chosen independently!

A useful device in the construction and analysis
of finite-difference schemes is the difference operator;
such operators can be used in order to represent even
relatively complex schemes in a compact manner. Time
difference operators can be defined as

ıtCunl D
1

k

�
unC1
l � unl

�

ıt�unl D
1

k

�
unl � un�1

l

�

ıt�u
n
l D

1

2k

�
unC1
l � un�1

l

�
: (19.13)

All are approximations to a first time derivative at
time tD nk; they are often referred to as forward,
backward and centered first difference operators re-
spectively. A second difference operator, approximating
a second time derivative, is defined as

ıtt D ıtCıt�
) ıttu

n
l D

1

k2

�
unC1
l � 2unl C un�1

l

�
: (19.14)

Similarly, spatial operators may be defined as

ıxCunl D
1

h

�
unlC1� unl

�

ıx�unl D
1

h

�
unl � unl�1

�

ıx�u
n
l D

1

2h

�
unlC1 � unl�1

�
(19.15)

and

ıxx D ıxCıx�
) ıxxu

n
l D

1

h2
�
unlC1 � 2unl C unl�1

�
; (19.16)

which are approximations to first and second spatial
derivatives. Notice here that for a grid function unl
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Fig. 19.2 Frequency response of the string described in the caption to Fig. 19.1, obtained by taking the Fourier transform
Ouo of the string displacement at a given grid location (here, approximately 1=5 of the way along the string). Here the
string has been initialized with a raised cosine distribution, centered at approximately 0:3 of the length of the string. Note
that the response exhibits peaks that are at integer multiples of the string fundamental, which in this case is 50Hz
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Fig. 19.3 A 1-D grid, with time step
k and grid spacing h, represented for
n
 0, and for l 2 dN D f0; : : : ;Ng

defined for lD 0 : : : ;N, then at some locations these
operators refer to grid points beyond the grid defini-
tion – for example, ıx�un0 D

�
un0 � un�1

�
=h. In this case,

one will ultimately need a means of relating the value
un

�1 at the ghost location lD�1 back to the domain
interior – such a relation comes from an appropriate
boundary condition, as will be discussed shortly.

19.1.3 A Simple Finite-Difference Scheme

Consider now the following approximation to the 1-D
wave equation (19.1), obtained by approximating the
second derivatives @2t and @

2
x by ıtt and ıxx respectively.

ıttu
n
l D c2ıxxu

n
l (19.17)

This is certainly the simplest possible scheme for the
1-D wave equation. When the actions of the difference
operators are expanded out in full, the scheme may be
written as

unC1
l D 2unl � un�1

l C�2 �unlC1� 2unl C unl�1

�
where �D ck

h
:

(19.18)

This is a two-step update: the value unC1
l may be com-

puted from previously calculated values of the grid
function at time steps n and n�1. Furthermore, it is ex-
plicit: each unknown value of the grid function at time
step nC1 may be calculated independently of others at
the same time step. The scheme as a whole is written in
terms of a single dimensionless parameter �, which is
referred to as the Courant number for the scheme.

von Neumann Analysis and Stability
A standard approach to the analysis of stability
for finite-difference schemes is a frequency domain
method sometimes referred to as von Neumann analy-
sis [19.20]. In general, it yields necessary conditions for
stability, and does not directly take into account bound-
ary conditions – it may be viewed as examining the
stability of a scheme over the interior of the domain,
or, alternatively, when the grid is infinite.

The analysis proceeds much as in the case of disper-
sion analysis for the continuous problem in Sect. 19.1.
Consider now the finite-difference scheme given in the
previous section, defined over the infinite grid d D Z.
Now, examine the behavior of a test solution of the
form

unl D znejˇlh where zD esk (19.19)



Part
B
|19.1

354 Part B Signal Processing

for a real wavenumber ˇ and a complex frequency s.
Notice that when sD j!, the solution above is a sam-
pled form of the wavelike solution given in (19.7), at
tD nk and xD lh. The complex frequency s is intro-
duced here, as the solutions to the difference scheme
(19.17) are not necessarily purely oscillatory and may
exhibit exponential decay or growth – precisely when
the scheme is unstable!

Inserting this solution into the definition (19.17) of
the scheme leads to the following characteristic equa-
tion relating z and ˇ

zC
�
�2C 4�2 sin2

�
ˇh

2

��
C z�1 D 0 : (19.20)

In order for the scheme to be stable, the solutions must
satisfy jzj � 1, for all ˇ. This will be true under the fol-
lowing condition on �

�� 1 ) h
 hmin D ck

(Courant–Friedrichs–Lewy) : (19.21)

If this condition is not respected, then the computed
solution will be numerically unstable – this behavior
is exhibited as an explosive growth in amplitude of
the highest wavenumbers supported by the grid. See
Fig. 19.4 for an illustration of such numerical instabil-
ity, with a value of � > 1. Such explosive growth of high
frequencies or wavenumbers is typical of instability not
just in the case of the wave equation, but for virtually
any system in musical acoustics. The condition above,
at least in this simple case of the 1-D wave equation,
has a nice geometrical interpretation when rewritten as
h
 ck: the spacing h between adjacent grid points must
be large enough to track waves that will have traveled
a distance ck in one time step! This argument, due to
Courant, is to be viewed as a heuristic in the case of
explicit schemes, but is a powerful one indeed.

Numerical Dispersion and Mode Detuning
The characteristic equation (19.20), beyond yielding
a stability condition, also indicates something more
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Fig. 19.4a–c Time evolution of a string profile, under conditions as given in the caption to Fig. 19.1, using the simple
finite difference scheme, operating at 16 kHz, and with �D 1:00625, leading to numerical instability

about the way in which waves propagate in the
finite-difference scheme. Under the stability condition
(19.21), it is in fact true that not only is jzj � 1, but
in fact jzj D 1. This means that solutions, when the
scheme is stable, are purely oscillatory, and one may
write zD ej!k . The characteristic equation may then be
written as

sin2
�
!k

2

�
D �2 sin2

�
ˇh

2

�

H) ! D˙2

k
sin�1

�
� sin

�
ˇh

2

��
: (19.22)

Notice that this relationship is not the same as that for
the continuous problem from (19.8), and consequently
the phase velocity given by vphase D !=ˇ is not equal
to c! In short, wave speed is now frequency depen-
dent. This characteristic is sometimes referred to as
numerical dispersion, leading to progressive decoher-
ence of traveling waves, and also to the detuning of
modal frequencies; see Fig. 19.5. As illustrated in the
figure, the effect becomes progressively worse as � is
decreased away from its limiting value at �D 1, and
thus it is a good idea to choose h, for a given k, as close
to the bound as possible. An interesting, but patho-
logical feature here is that when �D 1, the scheme
produces an exact solution – a great rarity for a numer-
ical method, and one that has been exploited to great
effect in the development of digital waveguide meth-
ods [19.19]. For virtually all other systems in musical
acoustics, such an exact numerical solution is not avail-
able.

Another useful piece of information that the numer-
ical dispersion relation (19.22) provides is a numerical
cutoff frequency fc, which is, in Hz,

f � fc D 1

 k
sin�1.�/ : (19.23)

Notice that the cutoff is below half the sample rate
Fs D 1=k – and in fact, substantially so when � is far
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Fig. 19.5a–c Simulation
results, for the string of
parameters as given in
the caption to Fig. 19.1,
using scheme (19.17) with
different values of the
Courant number �: �D 1
(black), �D 0:8 (red),
and �D 0:5 (green).
(a) Dispersion effects in
traveling waves. (b)Mode
detuning. (c) Bandwidth
limitation effects

from the limiting value of �D 1. This is another good
reason for choosing � as close to the bound as possi-
ble – so as not to impose a bandwidth limitation on the
scheme, as is easily observed in Fig. 19.5.

Numerical Boundary Conditions
Up to this point, only the case of the wave equation
defined over an infinite domain has been treated. In
practice, however, one must necessarily work with fi-
nite domains such as the NC1 point interval dD dN D
f0 : : : ;Ng, where it is to be recalled that hD L=N. Now,
one is faced with terminating the scheme (19.17) at the
endpoints lD 0 and lD N, requiring the imposition of
numerical boundary conditions.

Consider first the Dirichlet type condition for the
1-D wave equation given in (19.3), at the left end point
at xD 0. In the scheme, this corresponds to the grid lo-
cation at lD 0, and thus the obvious condition to set
is

un0 D 0 (19.24)

permanently for all n, and similarly at the other end-
point at lD N. Thus the scheme (19.17) need only be
updated at the locations lD 1; : : : ;N � 1.

Slightly less trivial is the case of a Neumann-type
condition, as given in (19.3), again, say, at the left end-

point at lD 0. In order to be updated at grid location
lD 0, the scheme (19.17) requires a value at lD�1,
which is not part of the grid interior! There are vari-
ous ways of discretizing the Neumann condition. Two
examples are

un
�1 D un0 (non-centered)

un
�1 D un1 (centered) : (19.25)

The scheme update (19.17) becomes, at the grid loca-
tion lD 0

unC1
0 D 2un0 � un�1

0 C�2 �un1 � un0� (non-centered)
(19.26)

unC1
0 D 2un0 � un�1

0 C 2�2
�
un1� un0

�
(centered) :

(19.27)

Both are viable numerical boundary conditions approx-
imating the Neumann condition, and a similar condition
may be applied, by symmetry, at the right end grid point
at lD N – the conditions are also distinct, meaning that
computed solutions will be slightly different. In fact,
the centered condition turns out to be a little more ac-
curate.

These boundary conditions are simple – and indeed,
all the boundary conditions given here lead to stable nu-
merical solutions. In more involved settings however,



Part
B
|19.2

356 Part B Signal Processing

showing stability under a particular choice of numeri-
cal boundary condition can become far from trivial. von
Neumann analysis may be extended, in the 1-D case,
to handle numerical boundary conditions through the
theory due to Gustafsson, Kreiss, Sundstrom and Osher
(GKSO), which is explained in detail in the book by
Strikwerda [19.20]. In more general settings in higher
dimensions, where geometrical irregularities of the do-
main may play a role, then other techniques such as
the energy method (not discussed in this chapter due
to space considerations) are far more powerful. See,
e.g., [19.21], and also [19.17].

Vector-Matrix Representation
Now that the scheme has been defined over a finite
domain, it is perhaps worth spending some time de-
scribing the implementation of such a scheme. A very
useful and compact way of representing finite differ-
ence schemes such as (19.17) is in a vector-matrix form.
To this end, one should consolidate all the values of the
grid function unl at time step n that need to be updated
into a column vector un. In the case of Dirichlet condi-
tions at both ends of the domain, the vector will have
N � 1 elements

un D un1; : : : ; unN�1

�T
:

For Neumann conditions at both ends of domain, the
vector will contain NC 1 elements

un D un0; : : : ; unN�T :
The difference operator ıxx acting on the grid func-

tion unl can clearly be represented as a square matrixDxx

when applied to the vector un. Its form, however, de-
pends on the numerical boundary conditions that have
been chosen, which alter values in the extreme rows and
columns of the matrix representation. Here are three

distinct representations of Dxx

1

h2

2
666664

�2 1
1 �2 1

: : :
: : :

: : :

1 �2 1
1 �2

3
777775

„ ƒ‚ …
Dirichlet

1

h2

2
666664

�1 1
1 �2 1

: : :
: : :

: : :

1 �2 1
1 �1

3
777775

„ ƒ‚ …
non-centered Neumann

1

h2

2
666664

�2 2
1 �2 1

: : :
: : :

: : :

1 �2 1
2 �2

3
777775

„ ƒ‚ …
centered Neumann

: (19.28)

The matrix corresponding to Dirichlet conditions is of
size .N�1/� .N�1/, and those corresponding to Neu-
mann conditions are of size .NC 1/� .NC 1/.

Regardless of the form of the difference matrix Dxx,
however, the scheme (19.17) may be written in vector-
matrix update form as

unC1 D Bun � un�1

BD 2IC c2k2Dxx ; (19.29)

where I is an identity matrix of the size of Dxx. The
update matrix B can be computed before entering into
the runtime loop – furthermore, it is very sparse, with
O.N/ nonzero entries.

19.2 The Ideal Bar Equation

The 1-D wave equation is very much an idealization –
in the case of a string for example, it describes lin-
ear, lossless wave propagation and an assumption is
that the material making up the string has no inherent
stiffness, so that the restoring force is purely due to ten-
sioning.

The opposite case, in which there is no tension in
the medium, but a large stiffness, leads to models of
metal bars, which are a starting point for models of
musical instrument components such as xylophone or

marimba bars. In the simplest case of a uniform, loss-
less and untensioned bar, and assuming that the bar is
thin (relative to its length), transverse vibrations may
be described by the ideal bar equation

@2t uD�	2@4xu : (19.30)

Notice now that the PDE remains second-order in time,
but is fourth-order in the spatial variable. The constant
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Fig. 19.6a–c Snapshots of the time evolution of the profile of a vibrating bar, at times as indicated. Here, the bar is of
length LD 1, with 	 D 1m2=s, and is initialized with a raised cosine distribution

	 is defined by

	 D
s

EI

�
; (19.31)

where E is Young’s modulus in Pa, � is again the linear
mass density of the bar in kg=m, and I is the moment of
inertia of the bar in m4, which depends on the geometry
of the cross-section. For a bar of circular cross-section
and radius r, I D  r4=4. Thin bar models have been
shown to be more than sufficient for virtually all cases
of interest in musical acoustics [19.22].

19.2.1 Solution Characteristics:
Ideal Bar Equation

The ideal bar equation requires, as before, two initial
conditions, of the form of (19.2). However, if the bar is
defined over a finite interval such as DL, two boundary
conditions are required at each endpoint. Examining the
left endpoint at xD 0, here three sets that are of interest
are

uD @xuD 0 (Clamped)

uD @2xuD 0 (Pivoting)

@2xuD @3xuD 0 (Free) : (19.32)

Solution Characteristics
In contrast to the case of the 1-D wave equation, the
ideal bar equation does not possess wave solutions that
travel without distortion. Indeed, wave propagation is
highly dispersive, as can be seen from the dispersion
relation in this case, which is, again examiningwavelike
solutions of the form of (19.7)

! D˙	ˇ2 ) vphase D 	ˇ D
p
	! : (19.33)

Here, wave speed is dependent on frequency, with
higher frequencies traveling faster than lower frequen-
cies. Figure 19.6 illustrates dispersion in a vibrating bar
subject to an initial fixed distribution.

The modal frequencies of the bar are dependent on
the boundary conditions in a nontrivial way – in gen-
eral, they are not available in closed form. Under the
pivoting conditions given in (19.32), however, they are
available as

fp D 	 p2

2L2
for pD 1; : : : : (19.34)

Notice that they are not equally spaced, as in the case
of the 1-D wave equation, but become more sparse with
increasing frequency – this feature leads (perhaps coun-
terintuitively) to decreases in computational cost for
stiff systems in comparison with nonstiff systems; see
Fig. 19.7.

19.2.2 Finite-Difference Schemes

Suppose again, for the moment, that the bar is defined
overDDR, so that a corresponding difference scheme
will be defined over d DZ, again using a grid func-
tion unl .

As before, the operator @2t may be approximated
by a second time difference operator ıtt. For the fourth
spatial derivative @4x , one may use the operator product
ıxxıxx, which behaves as

ıxxıxxu
n
l D

1

h4
�
unlC2 � 4unlC1C 6unl � 4unl�1C unl�2

�
:

(19.35)

Under these substitutions, the following scheme results

ıttu
n
l D�	2ıxxıxxunl : (19.36)

When the actions of the difference operators are ex-
panded out in full, the scheme may be written as

unC1
l D 2unl � un�1

l

��2
�
unlC2 � 4unlC1C 6unl � 4unl�1C unl�2

�
�D 	k

h2
:

(19.37)
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This scheme is of a different character than (19.17)
for the 1-D wave equation, in that updating at a given
grid point requires access to values at neighboring grid
points up to two grid spacings away; see Fig. 19.8. As
one might expect, this has ramifications in terms of set-
ting boundary conditions, but note that the ideal bar
equation, as it is fourth-order in space, requires two
boundary conditions at each end of the domain. The
scheme is dependent on a sole parameter�, which plays
a similar role to that of the Courant number in scheme
(19.17) for the wave equation, and particularly in terms
of numerical stability!

Frequency Domain Analysis:
Stability and Dispersion

Numerical stability analysis may be carried out in
a manner similar to the case of the 1-D wave equa-
tion. Again examining discrete wavelike solutions of
the form of (19.19), the characteristic equation in terms
of z and ˇ is now

zC
�
�2C 16�2 sin4

�
ˇh

2

��
C z�1 D 0 : (19.38)

The solutions z.ˇ/ are bounded by unity in magnitude
under the condition

�� 1

2
) h
 hmin D

p
2	k : (19.39)

Note that the dependence of the grid spacing on the
time step is now with the square root; the implication is
that, as the sample rate is increased, the density of grid
points increases much more weakly than in the case of
the wave equation. This fact dovetails nicely with the
notion, discussed earlier, of a reduced density of modes
for increasing frequency, as illustrated in Fig. 19.7.

As in the case of the scheme for the 1-D wave equa-
tion, under stable conditions (given by (19.39)) one may
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Fig. 19.7 Frequency response of the bar described in the caption to Fig. 19.6, obtained by taking the Fourier transform Ouo
of the bar displacement at a given grid location (here, approximately 0:2 of the way along the bar). Here the bar has been
initialized with a raised cosine distribution, centered at approximately 0:3 of the length of the bar. Note the increasing
spacing of modes with frequency

again derive a numerical relation between frequency !
and wavenumber ˇ which, in this case, is

! D 2

k
sin�1

�
2� sin2

�
ˇh

2

��
: (19.40)

It is interesting to plot the numerical phase velocity
in this case against that of the ideal bar equation it-
self, as shown at right in Fig. 19.8. The numerical
phase velocity is too slow, and increasingly so at higher
frequencies, by more than 30%! This means that, par-
ticularly for higher frequencies, modal frequencies will
be underapproximated. These plots show dispersion er-
ror over the range of wavenumbers supported by the
grid. One approach to obtain better accuracy is then to
decrease the grid spacing, along with the time step, ac-
cording to the stability condition for the scheme. But
this entails operation at a higher sample rate, and can
thus be a costly undertaking. More refined implicit de-
signs can do a better job; see the end of Sect. 19.2 for
a simple example.

Vector-Matrix Update Form
As in the case of schemes for the wave equation,
scheme (19.36) may be written in a vector-matrix up-
date form in the vector un, again a column vector
containing the values of the grid function unl at time step
n. Boundary termination is not discussed here, but as in
the case of the scheme for the wave equation, values
near the boundary may be omitted depending on the
choice of numerical boundary condition. In all cases,
however, the scheme may be written as

unC1 D Bun � un�1

BD 2I� 	2k2Dxxxx ; (19.41)

where I is an identity matrix, and where Dxxxx is the
square matrix representation of the operator ıxxıxx, in-
cluding numerical boundary conditions.
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Fig. 19.8 (a) Computational grid and stencil for scheme (19.36) for the ideal bar equation, with the update point indicated
in yellow, and dependency region in cyan. (b) Phase velocity for the ideal bar, with 	 D 1, in black, and numerical phase
velocity for scheme (19.36), with �D 1=2, plotted against wavenumber. (c) Percent error in phase velocity

Implicit Schemes
The scheme presented above is what is referred to as
explicit – values of the grid function unl at time step
nC 1 may be calculated directly from values at time
steps n and n�1. An interesting variation of this scheme
is the implicit case. Consider the following family of
schemes, dependent on the free parameter ˛

ıtt
�
1C˛h2ıxx

�
unl D�	2ıxxıxxunl : (19.42)

There is now a new term, involving an operation ıxxıtt –
notice that because the extra term is scaled by h2, its
effect disappears in the limit of small h or small k. (This
notion is referred to as consistency with the underlying
PDE in the numerical analysis literature [19.20].) The
scheme reduces to the explicit scheme when ˛ D 0.

Why include this extra term? Indeed, it appears to
greatly complicate the update, which is now of the form

˛
�
unC1
lC1 C unC1

l�1

�
C .1� 2˛/unC1

l

D 2˛
�
unlC1C unl�1

�C .2� 4˛/unl
�˛ �un�1

l�1 C un�1
lC1

�� .1� 2˛/un�1
l

��2
�
unlC2 � 4unlC1C 6unl � 4unl�1C unl�2

�
;

so that the unknown values of the grid function to be
updated at time step nC 1 are coupled, and cannot be
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Fig. 19.9 (a) Computational grid for scheme (19.42) for the ideal bar equation, with the update point indicated in yellow,
and dependency region in cyan (known values) and green (as yet unknown values). (b) Phase velocity for the ideal bar,
with 	 D 1, in black, and numerical phase velocity for scheme (19.42), with �D 1=2, plotted against wavenumber, for
˛ D 0:1 (green), ˛ D 0:1487 (cyan) and ˛ D 0:18 (magenta). (c) Percent error in phase velocity for the three choices of ˛

independently updated; see Fig. 19.9. Furthermore, the
stability condition is now altered to

� �
p
1� 4˛

2
and ˛ � 1

4
: (19.43)

Now, the numerical dispersion relation is given by

! D 2

k
sin�1

0
@ 2� sin2

�
ˇh
2

�

1� 4˛ sin2
�
ˇh
2

�
1
A (19.44)

and depends on ˛ – and strongly as it turns out. Now
there is some design flexibility, and one may attempt
to optimize the numerical phase velocity of the scheme
to match that of the ideal bar equation. The results can
be very good indeed – see Fig. 19.9, showing numeri-
cal phase velocity and percent error for various choices
of the free parameter ˛, and where � is chosen at the
stability limit given by (19.43). For the special choice
of ˛ D 1=4� 1= 2 Ñ 0:1487, the scheme has a phase
velocity error of under 1% over the entire range of
wavenumbers. It is probable that such a scheme can be
used, without perceptual artifacts, even at a standard au-
dio rate.

The downside of such implicit methods is, of
course, that they require more computational work.
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Consider the vector-matrix update form which, in con-
trast with (19.41), is now

AunC1 D Bun �Aun�1

BD 2A� 	2k2Dxxxx; AD IC ˛h2Dxx ;

(19.45)

where Dxx is an approximation to ıxx, including bound-
ary conditions, and is tridiagonal in this case. Thus,

the scheme requires the solution of a linear system
at each time step. There are many methods for per-
forming such an operation – in this case, if A is
diagonally dominant, a simple method such as Jacobi it-
eration [19.20] may be employed. A full analysis of the
utility of implicit methods must then weigh increased
accuracy against the cost of performing such linear sys-
tem solutions – a typical trade-off in numerical method
design.

19.3 Acoustic Tubes

So far in this chapter only spatially uniform systems,
such as the 1-D wave equation and the ideal bar equa-
tion, have been considered – but there are various musi-
cal instrument components for which this not the case.
The resonating components of wind instruments (wood-
wind and brass) and the human voice are characterized
as volumes of air enclosed within a duct, or acoustic
tube, and are indeed of variable cross-section [19.23].
Such instruments can often be of a complex form, in-
corporating bends of tubing present in, e.g., a trumpet.
For applications in musical acoustics, the geometry can
usually be simplified to that of a straight tube, aligned
with a spatial coordinate x, and with axially symmetric
cross-section S.x/, such as that presented in Fig. 19.10.
These models are derived under the assumption that the
wavelengths of interest are larger than the tube radius –
which is true in most brass instruments, except in those
with a very wide bell flare.

For lossless, small-amplitude wave propagation in
a duct for which wavelengths are significantly larger
than the radius, the dynamics of an acoustic tube can
be described byWebster’s equation [19.24]

S@2t� D c2@x.S@x�/ ; (19.46)

where �.x; t/ is often called the acoustic potential or
velocity potential [19.18] and is related to the deviation

S (x)

x

Fig. 19.10 Example of a bore with variable cross-sectional
area along its length

of air pressure from atmospheric p.x; t/ and particle ve-
locity v.x; t/ by

pD �@t�; v D�@x� : (19.47)

These definitions can be used to relate the second-order
form of Webster’s equation (19.46) to the first-order
form (19.5) presented earlier in the case of a cylin-
der.

Equation (19.46) describes one-parameter waves on
isophase surfaces within the tube; it is assumed that
its value is constant across the tube area at position x
along the tube. In the case of a cylindrical tube, where
the tube cross-section is a constant, Webster’s equa-
tion reduces to the 1-D wave equation. It can also be
shown that for a cone described in spherical coordi-
nates, Webster’s equation reduces again to the 1-D wave
equation.

Due to the spatially varying nature of the system,
dispersion analysis cannot be carried out in the same
manner as for the 1-D wave equation and the ideal bar
equation – the main reason being that a decomposition
of the solution into uniform traveling wave components
is not very revealing! However, the effects of dispersion
can be observed, locally, in the system. See Fig. 19.11
for an example of back-scattering of a wave approach-
ing a constriction inside an acoustic tube.

In this section, Webster’s equation is assumed de-
fined for t 2RC, and x 2DL D Œ0 ; L�. As in the case
of the 1-D wave equation, one boundary condition is
required at each end of the domain.

The simplest realistic boundary conditions for this
system are when an end is either open (pD 0) or closed
(v D 0)

@t� D 0 (Open)

@x� D 0 (Closed/ ; (19.48)

where the open end corresponds to a Dirichlet boundary
condition and the closed end to a Neumann boundary
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Fig. 19.11a–d Propagation of a pulse through an acoustic tube with a constriction at its center. The wave propagates
from left to right and is shown in black. The brown region shows the tube profile radius r.x/DpS.x/= . As the wave
encounters the constriction, back-scattering of low frequencies can be seen as disturbances traveling in the opposite
direction to that of the impinging wave

condition. Both of these boundary conditions are loss-
less – the total energy of the system is unchanged upon
reflection at the boundaries. In realistic wind instrument
modeling more complex boundary conditions are re-
quired, in particular at the radiating end where losses
due to acoustic radiation must be modeled, and at the
mouthpiece where complex coupling to an active de-
vice (the player’s lips or a reed mechanism, driven by
an input pressure) must be modeled as well.

19.3.1 Finite-Difference Schemes

It is rather straightforward to arrive at a finite-difference
scheme simulating Webster’s equation – note that as
the system is not spatially uniform, it is to be expected
that this feature will be carried over to the resulting
scheme, so that the scheme parameters themselves vary
from one grid point to the next. The simplest possible
scheme, operating over dN , is almost certainly

NSlıtt� n
l D c2ıxC

�
Sl�1=2

�
ıx��

n
l

��
; (19.49)

where ıtt , ıxC and ıx� are the second-order time and
first-order forward and backward spatial difference op-
erators defined in Sect. 19.1.2. The scheme is dependent
on two fixed grid functions S and NS, which approximate
the tube cross-sectional area at interleaved locations.
Sl�1=2 is assumed given, and perhaps sampled from
an exact bore profile, S.x/, at positions xD .l� 1=2/h.
NSl is assumed averaged from the bore cross-sectional
area

NSl D SlC1=2C Sl�1=2

2
: (19.50)

The update form of (19.49) is

�
nC1
l D �2SlC1=2

NSl
� n
lC1C

�2Sl�1=2

NSl
� n
l�1

C 2.1��2/� n
l �� n�1

l ; (19.51)

where �D ck=h is again the Courant number for the
scheme. Figure 19.12 shows the scheme update and the
discretization locations of SlC1=2 and NSl. Due to the

l = 0 l = 1 l = 2

S̄ S S̄ S S̄ S S̄ S S̄SS̄SS̄

l = 3 l = 4 l = 5

l = 1/2 l = 3/2 l = 5/2 l = 7/2 l = 9/2 l = 11/2

l = 6

n + 1

n 

n – 1

n – 2

Fig. 19.12 Top: Computational grid and stencil for scheme
(19.49), with current point in yellow, and dependency
region in cyan. Horizontal lines show the time grid at in-
teger time steps, separated by a time step k. Vertical lines
show the spatial grid at integer spatial steps, separated by
a distance h. Bottom: acoustic tube cross-section in cyan
overlaid on a spatial grid. Solid vertical lines indicate the
spatial grid at half-integer steps, separated by a distance h.
Note that the positions of SlC1=2 are interleaved with the
positions of NSl
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spatial variation of the cross-section in this model, von
Neumann analysis cannot be applied to the scheme in
order to prove stability. Energy methods may be used
for the scheme to show that � � 1 is again a stability
condition [19.17] – such a simplified condition, which
is independent of the bore profile, depends on the par-
ticular choice of NS as averaged from S.

Considering boundary conditions at xD 0, a numer-
ical open (Dirichlet) condition corresponding to the first
of (19.48) may be given simply as

� n
0 D 0 (19.52)

and for a closed (Neumann) tube corresponding to the
second of (19.48) as

� n
0 D � n

�1 (non-centered)

� n
1 D � n

�1 (centered) : (19.53)

Vector-Matrix Representation
The scheme (19.49) can be written in a vector-matrix
form similar to that presented in the case of the 1-D
wave equation and ideal bar equation. Gathering all val-
ues of the grid function � n

l into a column vector � n,
which has N� 1 elements for a tube open at both ends:
� n D Œ� n

1 ; : : : ; �
n
N�1�

T, and NC 1 elements for a tube
closed at both ends:� n D Œ� n

0 ; : : : ; �
n
N �

T, an update can
be constructed that has a similar form to that of the
scheme for the 1-D wave equation and 1-D bar equa-
tion

� nC1 D B� n �� n�1 ;

BD 2IC c2k2C ; (19.54)

where I is again an identity matrix of the appropriate
size. C is a square matrix that contains the effect of the
variation of the bore profile in scheme (19.49). As ex-
amples, the forms of this matrix are given below under
three different sets of boundary conditions

1

h2

2
6666666666664

�2 S3=2
NS1

S3=2
NS2
�2 S5=2

NS2
: : :

: : :
: : :

Sl�1=2
NSl
�2 SlC1=2

NSl
: : :

: : :
: : :

SN�5=2
NSN�2

�2 SN�3=2
NSN�2

SN�3=2
NSN�1

�2
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7777777777775

„ ƒ‚ …
open
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h2
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6666666666664

�1 S1=2
NS0
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NS1
�2 S3=2

NS1
: : :
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NSl
�2 SlC1=2

NSl
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SN�3=2
NSN�1
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NSN�1
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NSN

�1

3
7777777777775

„ ƒ‚ …
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1

h2

2
6666666666664

�2 2 S1=2
NS0
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NS1

�2 S3=2
NS1

: : :
: : :

: : :
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NSl
�2 SlC1=2

NSl
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NSN�1

�2 SN�1=2
NSN�1

2 SN�1=2
NSN
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3
7777777777775

„ ƒ‚ …
centered closed

:

(19.55)

Input Impedance
In musical acoustics investigations, a wind instrument is
often described in terms of its input impedance [19.25],
which is a complete characterization of the behavior
of the tube in the frequency domain. The peaks of the
magnitude of the input impedance curve correspond to
resonances, and in the case of musical instruments give
an indication of playable notes. The input impedance is
defined as

OZ.!/in D Op.0; !/
S.0/ Ov.0; !/ ; (19.56)

where Ov .0; !/ and Op .0; !/ are the Fourier transforms
of the particle velocity and acoustic pressure at xD 0.
S.0/ is the cross-sectional area of the acoustic tube
opening and ! is angular frequency. To test the validity
of a finite-difference schememodeling an acoustic tube,
it is useful to construct an equivalent method for mea-
suring the input impedance of the numerical acoustic
tube. Defining

ıx��
n
0 D�v n

in (19.57)

and substituting into (19.51) for lD 0 gives

� nC1
0 D 2�2� n

1 C 2.1��2/� n
0 �� n�1

0

C 2h�2S�1=2

NS0
v n
in ; (19.58)
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which is a usable termination for the scheme. Setting vin
as an impulsive time series (i. e., a 1 followed by zeros),
and taking the Fourier transform of pin D �@t��0 gives
a numerical approximation to the input impedance of
the tube. Figure 19.13 shows some representative bore
and impedance plots.

19.3.2 Energy Losses
and Nonlinear Propagation

Although finite-difference schemes including energy
losses and nonlinear propagation are not presented in
this chapter, it is worth highlighting some modifica-
tions that can be made to the model to include these
effects.

Viscothermal Losses
Viscothermal losses account for the main source of
energy loss within an acoustic tube. These losses oc-
cur in the viscous and thermal boundary layers that lie
along the interior of the bore with the wave as it prop-
agates along the tube. Although a 3-D effect this can
still be modeled in 1-D by using an impedance, Z, and
admittance, Y , description of the acoustic tube in the
frequency domain

@x OpD�Z Ov
@x.S Ov/D�YSOp : (19.59)

0 1

a) Radius (m)

Length (m)

0.06

–0.06
0 1

Radius (m)

Length (m)

0.06

–0.06
0 1

Radius (m)

Length (m)

0.06

–0.06

0 200015001000500

b) Ẑin (MΩ dB)

Frequency (Hz)

70
60
50
40
30
20
10

0 200015001000500

Ẑin (MΩ dB)

Frequency (Hz)

70
60
50
40
30
20
10

0 200015001000500

Ẑin (MΩ dB)

Frequency (Hz)

70
60
50
40
30
20
10

Fig. 19.13 (a) Selection of 1m-long tube profiles. (b) Input impedance of the tubes with a closed end at xD 0 and an open
end at xD 1. The tube is excited at xD 0 with an impulse and output is taken as the Fourier transform of pin D �@t�0.
Simulations were run at a sample rate of 44:1 kHz and over a simulation time of 10 s with cD 343m=s

The frequency domain expressions Z and Y require
transformation to the time domain, and various approx-
imations are available [19.26–31].

For a second-order form of wave propagation the
Webster–Lokshin model has seen extensive applica-
tions in the modeling of acoustics tubes, particularly in
waveguide methods [19.32, 33].

Nonlinear Wave Propagation
Nonlinearity of wave propagation is responsible for the
cuivre, or brassy, sound generated by brass instruments
when played at high dynamic levels. This is a result
of the deformation of the wave shape as it propagates
along the tube, which adds additional harmonics to the
sound spectrum. To model this effect, a new set of non-
linear equations are required of which there are several
to choose from [19.34].

The most fundamental nonlinear model is given
by the Navier–Stokes equations. These equations give
a full description of the fluid, including effects from
viscosity and temperature. However, due to their com-
plexity they prove difficult to solve. The Euler equations
are a set of conservation equations concerning mass,
momentum and energy; they are also subset of the
Navier–Stokes equations neglecting viscosity and heat
conduction terms. Burger’s equations can also be de-
rived from the Navier–Stokes equations and are written
in terms of one variable, often velocity.
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All of the above models demonstrate the wave
steepening required for harmonic generation as the
wave propagates along the tube. However, stability and
numerical distortion provide difficulties when trying to
model the equations.

Complex Boundary Conditions
For musically interesting cases, more complex bound-
ary conditions are required than those in (19.48). These
new boundaries can either inject energy into the tube
(such as a lip or reed model) or allow energy to leave
(radiation model).

The simplest reed model is a single mass driven by
the pressure difference between the mouth and the en-
trance of the tube [19.23]. This force causes the mass to
move and change the channel height, which affects how
much air is injected into the the tube and therefore the
pressure difference over the boundary. This means that
the motion of the reed is directly coupled to the pressure
in the tube and requires the solution of simultaneous
equations. Lip models for brass instruments can also be
modeled in a similar way with two masses restrained to
motion in one or two dimensions [19.35, 36].

The radiation properties of a tube are primarily af-
fected by the surface area of the tube at the interface
with the acoustic space but are frequency dependent.
Levine and Schwinger [19.37] derived a frequency do-
main model for unflanged circular pipes, however this
proves difficult to implement in the time domain and
requires approximations.

A complete finite difference valved brass instrument
synthesis system has been presented recently in [19.38,
39].

19.3.3 Relationship to Other Simulation
Techniques

One of the earliest physical models of an acoustic
tube is the Kelly–Lochbaum speech synthesis algo-

rithm [19.8]. This algorithm assumes that the profile
of the acoustic tube can be approximated by a series
of joined cylinders, which reduces Webster’s equa-
tion piecewise to the 1-D wave equation. This al-
lows for traveling wave solutions in pressure and vol-
ume velocity, and by considering these values at the
boundary of each cylinder segment a scattering ma-
trix can be constructed. These scattering matrices can
then be used to model the wave moving through the
tube.

Related to scattering methods are digital waveg-
uides, which have been a popular synthesis tool over
the last 20 years and have been used in commercial
music products such as the Yamaha VL1. Again these
methods take advantage of separation of the solution
into forward and backwards traveling waves and are
therefore most suitable for 1-D linear systems. The
traveling wave solutions are stored in two directional
delay lines, which and are then shifted along their
respective directions. This means that there are no arith-
metic operations required, allowing a fast computation
time. Excitation mechanisms can be connected to the
model using scattering junctions and radiation effects
can be added using filters [19.40]. Further modifica-
tions have been made to the waveguides models such as
using the Webster–Lokshin model to add viscothermal
effects [19.32, 33] and modeling quasispherical wave-
fronts [19.41].

Both the Kelly–Lochbaum and waveguide models
of acoustic tubes can be shown to have finite-difference
interpretations under specific conditions [19.17]. In the
case of modeling the 1-D wave equation (a cylin-
drical acoustic tube), the digital waveguide can be
shown to be equivalent to a finite-difference scheme
with �D 1. Similarly, the Kelly–Lochbaum algorithm
is again a special form of a finite-difference scheme
for an acoustic tube with �D 1, where the scat-
tering parameters are the update coefficients of the
scheme.

19.4 The 2-D and 3-D Wave Equations

The ideal string, ideal bar, and acoustic tube covered
in the previous sections are 1-D, meaning that their be-
havior may be adequately described by a PDE system
written in terms of a single spatial coordinate. Such is
obviously not the case for many structures of interest
in musical acoustics, and certainly not when it comes
to the modeling of acoustic wave propagation in real
spaces!

A starting point for linear musical systems, such as
membranes and also the acoustics of rooms, is the wave

equation in spatial dimensions higher than one [19.18].
This second-order partial differential equation is written
as

@2t uD c2�u : (19.60)

Here, u.x; t/ is the solution, t represents time, x is a spa-
tial vector in 2-D or 3-D, and c is the wave speed in m=s.

The vector x may be written in terms of individual
spatial coordinates as xD .x; y/ in 2-D and xD .x; y; z/
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in 3-D. The operator�, usually called the Laplacian, is
defined as

�D @2x C @2y (in 2-D)

�D @2x C @2y C @2z (in 3-D) : (19.61)

An equivalent formulation of (19.60) as a first-order
system is also possible [19.18]. If (19.60) models the
behavior of an ideal membrane, then u represents the
transverse displacement; if it models acoustic wave
propagation, then u represents a variable such as pres-
sure or velocity potential.

As in the 1-D case, t is normally defined over
RC, and x is defined in the domain D, i. e., x 2D
where D�R2 in 2-D and D� R3 in 3-D. For practi-
cal purposes it is useful to define the rectangular regions
DLx;Ly D Œ0;Lx�� Œ0;Ly�, where � denotes the Cartesian
product, andDLx;Ly;Lz D Œ0;Lx�� Œ0; Ly�� Œ0;Lz�. As be-
fore, the domains DDR2 or DDR3 are also useful
for purposes of frequency domain analysis.

As in the 1-D case, the following initial conditions
must be specified for the above equation

u.x; 0/D u0.x/

@tu.x; 0/D v0.x/ : (19.62)

An initial condition that will be useful to illustrate the
behavior of (19.60) is the following raised cosine initial
condition

u0 D
(
0:5

�
1C cos

�
 jx�x0j

rhw

��
jx� x0j � rhw

0 jx� x0j > rhw

v0 D 0 ;

(19.63)

t = 0 s t = 0.075 s t = 0.25 s t = 0.375 s
Fig. 19.14 Time evolution of a 2-D
acoustical field, under a raised cosine
initial condition with rhw D 0:1,
x0 D .0:5; 0:5/ and cD 1m=s at times
as indicated

t = 0 s t = 0.075 s t = 0.25 s t = 0.375 s

Fig. 19.15 Time evolution of a 3-D
acoustic field under a raised cosine
initial condition with rhw D 0:1,
x0 D .0:5; 0:5; 0:5/, and cD 1m=s, at
times as indicated. Top: viewed along
the 2-D-slice zD 0:5. Bottom: viewed
along three 2-D slices: xD 0:5,
yD 0:5, zD 0:5

where rhw is the half-width of the raised cosine and x0
is its center. Conditions along a boundary with normal
n may be of the type

u.x; t/D 0 (Dirichlet)

@nu.x; t/D 0 (Neumann) ; (19.64)

where @n denotes a spatial derivative along the direction
of n. Dirichlet conditions are typically used to terminate
the edge of a membrane, whereas Neumann conditions
are a simple approximation to reflecting wall conditions
in the setting of acoustic wave propagation.

As a first look into the behavior of the 2-D and
3-D wave equations, consider the raised cosine initial
condition on the unit square DDD1;1 and the unit
cube DDD1;1;1 domains, both with Neumann bound-
ary conditions. The time evolution of the 2-D system is
shown in Fig. 19.14. It can be seen that the raised cosine
spreads out evenly over space, creating a circular wave-
front. Figure 19.15 shows the time evolution of the 3-D
system. It is slightly more difficult to completely visu-
alize a 3-D field – this would require a fourth spatial
dimension! – but one possibility is to view individual
2-D slices of the 3-D field, as illustrated here. Again,
a circular wavefront propagates outward from the origin
along the 2-D planes (a 2-D slice of a spherical wave-
front in 3-D), but the wavefront decreases in amplitude
more quickly in 3-D than in the case of the 2-D system.

19.4.1 Solution Characteristics

Another key difference between the behavior of the
wave equation in 2-D and 3-D appears in the wake of
the spreading wavefront, but this detail can be better
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Fig. 19.16 (a) Time evolution of the displacement of a 2-D membrane at position .0:25; 0:25/ under a raised cosine initial
condition with rhw D 0:1 and x0 D .0:5; 0:5/. (b) Time evolution of a 3-D acoustic field at position .0:25; 0:25; 0:5/ with
rhw D 0:1 and x0 D .0:5; 0:5; 0:5/

seen by plotting the solution over time at a single output
location. It can be seen in Fig. 19.16 that in the 2-D case
the solution dips below zero after the initial pulse, but
then fails to return to zero. On the other hand, in the 3-D
case the solution returns to zero after the initial pulse.
This behavior in 3-D, as well as the behavior in 1-D,
is explained by Huygens’ principle, which only applies
in an odd number of spatial dimensions. The trailing
tail phenomenon seen in the 2-D case is particular to
even spatial dimensions. A useful musical analogy is
provided in [19.42]:

A listener placed in R3 at distance d from a musical
instrument hears at time t the note played at time
.t�d/ and nothing else! [: : :]While in R2 he would
hear a weighted average of all notes played during
the time Œ0; t� d�.

Solution Characteristics: Dispersion Relation
As in the 1-D case, it is useful to examine the behavior
of the 2-D and 3-D wave equations with a plane wave
solution of the form

uD ej.!tCˇ �x/ : (19.65)

Here, ˇ is a wave vector in R2 or R3 representing
a multidimensional spatial frequency, and its Euclidean
norm (magnitude) jˇj is known as the wavenumber,
with units of radian=m. Inserting this solution into the
wave equation results in the dispersion relation

! D˙cjˇj (19.66)

and the phase velocity vphase D !=jˇj

vphase D˙c : (19.67)

Thus, all plane waves (in 2-D and 3-D) travel with
a constant wave speed c.

Solution Characteristics: Modes
Also as in the 1-D case, solutions to the 2-D and 3-D
wave equations on bounded domains may be written as
the sum of a set of modal functions

u.x; t/D
X
q

Uq.x/
�
aq sin.2 fqt/C bq cos.2 fqt/

�
:

(19.68)

Such spatial modes Uq.x/ may have analytic expres-
sions, but in general these expressions are not easily
derived unless the geometry of the domain D is reg-
ular, such as a rectangular or circular-spherical domain,
and only when terminated by simple boundary condi-
tions such as those of Neumann or Dirichlet type. On
2-D rectangular domainsDLx;Ly , under Dirichlet condi-
tions at all boundaries, modal functions are separable
into x and y components. These modes take the form

Up.x/D sin
�
px x

Lx

�
sin
�
py y

Ly

�

fp D c

2

 �
px
Lx

�2

C
�
py
Ly

�2
!1=2

; (19.69)

where p is a pair of indices, pD .px; py/ with px; py 
 1.
Some of these spatial modes on the unit squareD1;1 are
illustrated in Fig. 19.17.

If, instead, Neumann conditions are used at the
boundaries, one would have the following set of spatial
modes on DLx;Ly

Up.x/D cos

�
px x

Lx

�
cos

�
py y

Ly

�

fp D c

2

 �
px
Lx

�2

C
�
py
Ly

�2
!1=2

; (19.70)

where px; py 
 0. These are illustrated in Fig. 19.18.
The mode pD .0;0/ is known as the DC mode, and
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px = 1

px = 2

px = 3

py = 1 py = 2 py = 3pyp pyp pyp Fig. 19.17 Spatial modes of a 2-D
acoustic field on D1;1 with Dirichlet
boundary conditions

px = 0

px = 1

px = 2

px = 3

py = 0 py = 1 py = 2 py = 3 Fig. 19.18 Spa-
tial modes of
a 2-D acoustic
field onD1;1 with
Neumann bound-
ary conditions

it is not permitted when Dirichlet conditions are speci-
fied at the boundaries, as well as modes pD .0;n/ and
pD .n;0/ where n is a positive integer. The DC mode
corresponds to a linear drift in the solution, which may
not seem physical in the context of musical acoustics,
but is strictly valid for the model equation.

In 3-D, the modal shapes on DLx;Ly;Lz with respect
to Neumann conditions take the form

Up.x/D cos
�
px x

Lx

�
cos

�
py y

Ly

�
cos

�
pz z

Lz

�

fp D c

2

 �
px
Lx

�2

C
�
py
Ly

�2

C
�
pz
Lz

�2
!1=2

;

(19.71)

where now pD .px; py; pz/ with px; py; pz 
 0. A se-
lection of modes on the unit cube are illustrated in
Fig. 19.19.

Unlike the 1-D case, the temporal frequencies fp
that correspond to these modes are not all multiples
of one fundamental frequency. This should be ap-
parent from (19.70), (19.69) and (19.71). This can
also be seen in the response of a typical room to an
impulsive initial condition. Figure 19.20 shows such
a response for a 10m� 20m� 30m room (D10;20;30)
with Neumann boundaries and cD 340m=s. It can be
seen that the lower frequency modes are sparse and
that the density of modes increases at higher frequen-
cies. This is a general trend, which is in contrast to
the case of the 1-D wave equation where the density
of modes is constant across frequencies, and the case
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p = (1, 0, 0) p = (0, 1, 0) p = (0, 0, 1) p = (1, 1, 0) p = (1, 0, 1) p = (0, 1, 1) p = (1, 1, 1)

p = (2, 0, 0) p = (0, 2, 0) p = (2, 1, 0) p = (2, 1, 1) p = (2, 2, 0) p = (2, 2, 1) p = (2, 2, 2)

p = (3, 0, 0) p = (3, 0, 1) p = (3, 1, 1) p = (3, 2, 1) p = (3, 2, 2) p = (3, 3, 2) p = (3, 3, 3)

Fig. 19.19 Spatial modes of a 3-D acoustic field on D1;1;1 with Neumann boundary conditions, drawn on the surface of
the unit cube

0 5 10 15 20 25 30 35 40 45 50

ǀû0ǀ (dB)

Frequency (Hz)

20

0

–20

–40

Fig. 19.20 Spectrum of
response of a 10m�
20m� 30m room to an
impulsive initial condition
with cD 340m=s and
Neumann boundaries.
The output was read at
a location near the center
of the domain

of the ideal bar where mode density decreases with
frequency.

19.4.2 A Grid and Difference Operators

As in the 1-D case, a grid function represents an
approximation to the solution of interest – in this
case it will be defined over a regular grid. In 2-D
and 3-D there are various choices of regular spa-
tial grids (lattices) [19.43], but the simplest and most
straightforward choices are the integer lattices Z2

and Z3 scaled in each dimension by the spatial step
h. The set of integer pairs or triples d represents
the discrete analog of the continuous domain D.
For example, the rectangular region DLx;Ly could be
represented by dD dNx;Ny D f0; : : : ;Nxg � f0; : : : ;Nyg
where Nx D Lx=h and Ny D Ly=h. Likewise, DLx;Ly;Lz
could be represented by dD dNx;Ny;Nz D f0; : : : ;Nxg �
f0; : : : ;Nyg � f0; : : : ;Nzg with Nz D Lz=h. For simplic-

ity it is assumed that Lx; Ly; Lz are common mul-
tiples of some h. These domains are illustrated in
Fig. 19.21.

A grid function in 2-D can then be written as
unlx;ly representing the approximation to u.x; t/ at
tD nk, where k is the time step and n 2ZC, and at xD
.lxh; lyh/ and .lx; ly/ 2 d � Z2. Likewise, a grid function
in 3-D may be written as unlx;ly;lz with xD .lxh; lyh; lzh/
and .lx; ly; lz/ 2 d �Z3.

The temporal difference operators ıtt defined pre-
viously will be employed here, as will ıxx, which acts
on the 2-D and 3-D grid functions in the following
manner

ıxxu
n
lx;ly D

1

h2

�
unlxC1;ly

� 2unlx;ly C unlx�1;ly

�

ıxxu
n
lx;ly;lz D

1

h2

�
unlxC1;ly;lz

� 2unlx;ly;lz C unlx�1;ly;lz

�
:

(19.72)
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d3,3 indexed by (lx, ly) d2,2,2 indexed by (lx, ly, lz)
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(0,0,2) (1,0,2) (2,0,2)

(3,0)

Fig. 19.21 Spatial
grids in 2-D and
3-D

Similarly, the operator ıyy in 2-D and 3-D may be de-
fined as

ıyyu
n
lx;ly D

1

h2

�
unlx;lyC1 � 2unlx;ly C unlx;ly�1

�

ıyyu
n
lx;ly;lz D

1

h2

�
unlx;lyC1;lz

� 2unlx;ly;lz C unlx;ly�1;lz

�
(19.73)

and additionally in 3-D, ızz

ızzu
n
lx;ly;lz D

1

h2

�
unlx;ly;lzC1 � 2unlx;ly;lz C unlx;ly;lz�1

�
:

(19.74)

At boundary locations, these spatial operators will
sometimes address a tuple .lx; ly/ or .lx; ly; lz/ that is
not in d. Such a point is sometimes referred to as
a ghost point and the grid function at this point must
be set according to the appropriate boundary condi-
tions.

19.4.3 A Simple Finite-Difference Scheme

The simplest finite-difference scheme for the 2-D
wave equation is the classic scheme dating back to
1928 [19.1]. It is expressed as

ıttu
n
lx;ly D c2ı.2/


unlx;ly ; (19.75)

where ı.2/

D ıxxCıyy is a discrete Laplacian, which op-

erates over a stencil of points. The stencil makes use of
five spatial points, so it is called a five-point stencil. The
two-step update equation for this scheme, obtained by

expanding out the operators in full, is

unC1
lx;ly
D 2unlx;ly � un�1

lx;ly

C�2
�
unlxC1;ly

C unlx�1;ly

Cunlx;lyC1C unlx;ly�1� 4unlx;ly

�
; (19.76)

where �D ck=h is the Courant number. This update is
illustrated in Fig. 19.22.

A straightforward extension of (19.75) gives the
simplest scheme for the 3-D wave equation [19.3]

ıttu
n
lx;ly;lz D c2ı.3/


unlx;ly;lz ; (19.77)

h
t

xy h

k
n –1

n

n +1

un
lx, ly–1

un
lx, ly+1

un
lx, ly

un
lx+1, ly

un
lx –1, ly

un–1
lx, ly

un+1
lx, ly

Fig. 19.22 Illustration of 2-D finite-difference update on
a space-time grid. The update for the scheme, at the grid
point marked in yellow, depends on previously calculated
values at the grid points colored cyan
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t = 0 s t = 0.075 s t = 0.25 s t = 0.375 s Fig. 19.23 Time evolution of unlx;ly on
the unit square, under a raised cosine
initial condition with rhw D 0:1m,
x0 D .0:5; 0:5/, hD 0:01m, and
cD 1m=s, at times as indicated.
Top: with �D �max. Bottom: with
�D 1:0077�max. Compare with the
solution in Fig. 19.14

where now ı
.3/

D ıxxC ıyyC ızz, which operates over

a seven-point stencil. The update equation becomes

unC1
lx;ly;lz

D 2unlx;ly;lz � un�1
lx;ly;lz

C�2
�
unlxC1;ly;lz

C unlx�1;ly;lz

C unlx;lyC1;lz
C unlx;ly�1;lz C unlx;ly;lzC1

Cunlx;ly;lz�1 � 6unlx;ly;lz
�

(19.78)

with �D ck=h. Another formulation, using a first-order
system for (19.60) as a starting point, adapted from the
classic Yee scheme for electromagnetics [19.4] on stag-
gered grids in space and time [19.44] is also possible. It
can be shown that the staggered formulation is equiva-
lent to (19.77) [19.45].

von Neumann Analysis and Stability
Stability analysis for the 2-D scheme over the infinite
domain d D Z2 may be approached using vonNeumann
analysis, as in the 1-D case. In 2-D, a wavelike test so-
lution (or ansatz) is

unlx;ly D znej.ˇxlxhCˇylyh/ zD esk (19.79)

for real wave vectors ˇ D .ˇx; ˇy/ and complex fre-
quency sD � C j!. Inserting this solution into (19.76)
leads to the following characteristic equation in z

zC 4�2.sxC sy/� 2C z�1 D 0 ; (19.80)

where sx D sin2 .ˇxh=2/ and sy D sin2
�
ˇyh=2

�
. The

condition jzj � 1 for all real ˇ leads to stability of the
scheme, and this will be true when

�� �max D
p
1=2 ) h
 hmin D

p
2ck :

(19.81)

Numerical instability will arise if these conditions are
not satisfied. Figure 19.23 demonstrates the effect of
such instabilities – explosive (exponential) growth is
quickly seen with � only slightly larger than �max.

It is straightforward to extend such von Neumann
analysis to 3-D. Although omitted for brevity, this anal-
ysis leads to the following condition for the 3-D scheme

�� �max D
p
1=3) h
 hmin D

p
3ck : (19.82)

Numerical Dispersion and Mode Detuning
As in the 1-D case, numerical dispersion gives rise to
a numerical wave speed that deviates from that of the
wave equation itself. Inserting a plane wave solution
uD ej.!nkCˇxlxhCˇylyh/ into (19.75) gives the numerical
dispersion relation for the 2-D scheme

sin2.!k=2/D �2.sxC sy/

) ! D˙2

k
sin�1

�
�
p
sxC sy

�
:

(19.83)

This relates temporal frequencies ! to spatial wave
vectors ˇ in the finite-difference scheme. The numer-
ical dispersion relation is again dependent on the free
parameter �. As in the 1-D case, fixing the Courant
number to �D �max is generally a good idea, since this
will maximize the temporal bandwidth that is produced
by the scheme (this follows from (19.83)). This effect
is also illustrated in Fig. 19.24, where a square domain
is simulated using the 2-D scheme with three different
choices of the Courant number. It can be seen that as
the Courant number is reduced the scheme reproduces
less temporal bandwidth.

It is also worth examining the numerical phase ve-
locity (vphase D !=jˇj) of the scheme in order to see
how it deviates from the ideal c. The numerical phase
velocity of the scheme is displayed in Fig. 19.25 for
three choices of the Courant number. Note that, due to
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Fig. 19.24 Spectra of outputs from
an impulsive initial condition (raised
cosine) with Neumann boundaries on
the domain D1;1 with cD 1m=s and
hD 0:01m. The outputs were taken at
the center of the domain. The Courant
number is set as �D �max (black),
�D 0:9�max (green), and �D 0:7�max

(blue)
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Fig. 19.25a–c Numerical phase velocity vphase of 2-D scheme (19.75) as a function of spatial frequency with 2% con-
tours, for various Courant numbers. (a) �D �max, (b) �D 0:9�max, (c) �D 0:7�max

t = 0 s t = 0.075 s t = 0.25 s t = 0.375 s Fig. 19.26 Time evolution of a 2-D
acoustic field viewed from above
under a raised cosine initial condition
with rhw D 0:025m, x0 D .0:5; 0:5/,
and cD 1m=s. Top: exact solution.
Bottom: finite-difference approxima-
tion with �D �max and hD 0:01m

the discrete nature of the spatial grid, the spatial fre-
quencies to consider are within a square cell centered
about the origin with sides of length 2 =h . In all three
cases featured in Fig. 19.25, vphase is correct at the origin
(jˇj D 0, or the DC wavenumber), which follows from
the consistency of the numerical schemewith the model
equation. Beyond DC (jˇj> 0), vphase exhibits increas-
ing error with wavenumber along any given direction.
Furthermore, the numerical phase velocity varies with
the angle of propagation for a fixed wavenumber. This
phenomenon is known as anisotropy of the scheme,

as opposed to the ideal dispersion relation, which is
isotropic, or independent of direction.

The effect of numerical dispersion on an approx-
imated solution can be seen in Fig. 19.26. The exact
solution propagates as a circular wavefront, whereas the
approximated solution has ripples that (in this case) trail
its circular wavefront due to numerical dispersion.

Similar effects are found in an analysis of the nu-
merical dispersion of the 3-D scheme, which will be
left out for the sake of brevity. It should be pointed
out, however, that unwanted effects of dispersion are
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a) Exact solution b) Finite-difference approximation

–0.015 –0.005 0 0.005 0.01 0.015–0.01

Fig. 19.27a,b Snapshot in time of
3-D acoustic field on D1;1;1 with
cD 1m=s, under a raised cosine
initial condition with rhw D 0:025,
x0 D .0:5; 0:5; 0:5/. The finite-
difference approximation uses
hD 0:01m and �Dp1=3. The
snapshot shows unlx;ly;lz after 75 time

steps, at tD 0:43 s. (a) Exact solution,
(b) finite-difference approximation

stronger than in the 2-D case, ultimately due to �max be-
ing smaller in the 3-D case. These effects are illustrated
in Fig. 19.27, which compares a snapshot of an exact
solution in 3-D to the approximation from (19.77), with
�D �max. Again, the effect of numerical dispersion is
exhibited as a series of ripples in the wake of the spread-
ing wavefront.

Numerical Boundary Conditions
In order to terminate the grid one must impose numer-
ical boundary conditions. In this section, the scheme
(19.75) for the 2-D wave equation is assumed defined
over the discrete rectangular region dNx;Ny .

The simplest such conditions are those of Dirichlet
type (19.64), which do not require access to values at
any ghost points. Over dNx;Ny these can be set along the
boundary corresponding to xD 0 by

un0;ly D 0 for ly D 0; : : : ;Ny (19.84)

and similarly along the boundaries corresponding to
xD Lx, yD 0, and yD Ly.

Neumann conditions (19.64) can be implemented in
a similar fashion to the 1-D case. Here, along the bound-
ary corresponding to xD 0, numerical Neumann condi-
tions can be of the centered type or non-centered type

un
�1;ly D un0;ly (non-centered)

un
�1;ly D un1;ly (centered) ; (19.85)

where ly D 1; : : : ;Ny � 1 and un
�1;ly

are the ghost
points. Substituting these conditions back into the 2-D
update results in the following specialized updates for
boundary nodes

unC1
0;ly
D 2un0;ly � un�1

0;ly

C�2
�
un1;ly C un0;lyC1C un0;ly�1� 3un0;ly

�
(non-centered) (19.86)

unC1
0;ly
D 2un0;ly � un�1

0;ly

C�2
�
2un1;ly C un0;lyC1C un0;ly�1� 4un0;ly

�
(centered) ; (19.87)

where ly D 1; : : : ;Ny � 1. For Neumann conditions
along adjacent edges of the rectangular domain, corner
nodes, such as at lx D ly D 0, require another special-
ized update with Neumann conditions; considering,
additionally, a Neumann condition along the boundary
corresponding to yD 0

unlx;�1 D unlx;0 (non-centered)

unlx;�1 D unlx;1 (centered) : (19.88)

The update at the corner node lx D ly D 0 would then be

unC1
0;0 D 2un0;0� un�1

0;0 C�2
�
un1;0C un0;1 � 2un0;0

�
(non-centered) (19.89)

unC1
0;0 D 2un0;0� un�1

0;0 C�2
�
2un1;0C 2un0;1� 4un0;0

�
(centered) (19.90)

and similar updates may be worked out by symmetry
for the other three corners of the domain dNx;Ny , as well
as extensions to 3-D on dNx;Ny;Nz .

As in the 1-D case, these boundary conditions lead
to stable numerical solutions. For irregular geome-
tries, energy techniques should be employed in order to
guarantee numerical stability. Finite volume techniques
become very useful in this regard, but must be left out
for the sake of brevity – see, e.g., [19.46, 47].

Vector-Matrix Representation
The 2-D and 3-D schemes, which are linear, may be
compactly written in terms of matrix updates, as in the
1-D case – but, for such a representation, the multidi-
mensional grid must first be represented as a vector. For
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y

l = 0

l

x

Fig. 19.28 Decomposition of unlx;ly on
d3;3 with Neumann conditions into
column vector un

a) b) c)Dxx
(2) Dyy

(2) L (2) Fig. 19.29a–c Sparsity patterns for
matrix operators with Neumann
conditions on d3;3. Dots represent
nonzero elements of the matrix.
(a) D.2/xx , (b) D.2/yy , (c) L.2/

a) b)Dxx
(3) Dyy

(3) c) Dzz
(3) d) L (3) Fig. 19.30a–d

Sparsity patterns
for matrix opera-
tors on d3;3;3 with
Neumann condi-
tions. (a) D.3/xx ,
(b) D.3/yy , (c) D.3/zz ,

(d) L.3/

the 2-D grid function unlx;ly , for example, one approach is
to decompose the grid into vertical strips and then con-
catenate them into one column vector un. In the case of
Neumann conditions on dN;N , the lth element unl may
be defined in terms of the 2-D grid function unlx;ly , as

unl D unlx;ly where lD lxC ly.NC 1/ : (19.91)

This vector decomposition is illustrated in Fig. 19.28.
Similar decompositions are possible for the 3-D case.

The matrix operators D.2/xx , D.2/yy for the 2-D scheme
can be constructed using the matrix Dxx given in the
1-D case in (19.28). On a square domain dN;N , these
matrices can be written as

D.2/xx D Dxx˝ I

D.2/yy D I˝Dyy ; (19.92)

where ˝ denotes the Kronecker product, and where I
is the identity matrix of appropriate size. The Laplacian
matrix L.2/, representing the operator ı.2/


and includ-

ing boundary conditions on dN;N , then becomes

L.2/ D D.2/xx CD.2/yy : (19.93)

The sparsity patterns of these matrices are shown in
Fig. 19.29.

The update for the 2-D scheme can then be written
in the by-now familiar compact form

unC1 D Bun �un�1

BD 2I.2/C c2k2L.2/ ; (19.94)

where I.2/ D I˝ I. Matrices representing the operators
ıxx, ıyy, ızz, ı

.3/


for the 3-D case can be constructed
in a similar fashion, leading to the matrices D.3/xx , D.3/yy ,

D.3/zz , L.3/ with sparsity patterns as shown in Fig. 19.30.

19.4.4 A Family of Implicit Finite-Difference
Schemes

Recalling the case of the ideal bar, it may be advan-
tageous to employ an implicit scheme as opposed to
an explicit scheme – the point of introducing an im-
plicit character to the scheme is to attempt to reduce
unwanted effects of numerical dispersion.
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A family of implicit schemes for the 2-D wave
equation can be written as

�
1C ˛h2ı.2/

;�

�
ıttu

n
lx;ly D c2ı.2/

;�
unlx;ly ; (19.95)

where ˛ 2 R is a free parameter. When ˛ D 0 the
scheme is explicit, and otherwise implicit. It also helps
to use a wider stencil of points, so here ı.2/

;�
operates

over a nine-point stencil

ı
.2/
;�
D ıxxC ıyyC h2

2
.1� �/ıxxıyy ; (19.96)

which has a free parameter � 2 R, and which reduces to
a five-point Laplacian when � D 0 or � D 1. It is com-
mon to choose the parameter � D 2=3 [19.48], which
reduces the directional dependence of the approxima-
tion error.

Analogous to the update shown in Fig. 19.22, the
update for a given node unC1

lx;ly
is illustrated in Fig. 19.31.

Though the analysis is more involved, stability condi-
tions may be worked out in the same manner as for the
explicit scheme. von Neumann analysis leads to the fol-
lowing conditions relating � , � and ˛

� 
 0 �� �max D
(p

1� 4˛ if � � 1=2q
1
2� � 4˛ if � > 1=2

;

˛ <

(
1
4 if � � 1=2
1
8� if � > 1=2 :

(19.97)

The effect of choosing � D 2=3 is seen in the numerical
dispersion of the explicit scheme (˛ D 0) in Fig. 19.32a.
It can be seen that the numerical dispersion is more
isotropic than that of the standard scheme as shown in
Fig. 19.25.
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Fig. 19.32a–c Error in numerical phase velocity vphase of 2-D scheme (19.95) with � D 2=3 as a function of spatial
frequencies with 2% contours. The Courant number is set as �D �max in each case. (a) Explicit ˛ D 0, (b) implicit
˛ D 1=32, (c) implicit ˛ D 0:0465

un
lx, ly–1

un
lx, ly+1

un+1

un
lx, ly

un
lx+1, ly

un
lx –1, ly

un–1
lx, ly

un+1
lx, ly

lx, ly+1

un+1
lx, ly –1

un+1
lx+1, ly –1

un–1
lx+1, ly +1

un–1
lx , ly –1

un–1
lx , ly +1

un–1
lx+1, ly

un–1
lx+1, ly –1

un–1
lx–1, ly

un–1
lx–1, ly–1

un–1
lx–1, ly+1

un+1
lx –1, ly –1

un+1
lx –1, ly

un+1
lx –1, ly +1

un
lx –1, ly –1

un
lx –1, ly +1

un+1
lx+1, ly

un+1
lx+1, ly +1

un
lx+1, ly +1

un
lx+1, ly –1

Fig. 19.31 Illustration of the implicit 2-D finite-difference
update on a space-time grid. The update for the highlighted
point at the center (in dark brown) depends on the un-
known values of its neighbors (in light brown), as well as
the known values (in gray)

For � D 2=3, a good choice for an implicit scheme
is ˛ D 1=32, which results in �max D

p
5=8. It can

be shown that this is in fact a fourth-order accurate
scheme, which means that the approximation error is
proportional to h4 (implying, for a fixed �� �max, that
it is also proportional to k4), as opposed to the other
schemes presented so far, which have an approximation
error proportional to h2 (and are thus second-order ac-
curate). In other words, as the spatial step h is reduced,
the approximation error in a fourth-order scheme de-
creases at a faster rate than in a second-order scheme.
In terms of numerical dispersion, the effect of higher-
order accuracy is seen mostly near the DC wavenumber,
but the improvement in vphase also extends to higher
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a) γ = 1 b) γ = 0 c) γ ∉ {0, 1} Fig. 19.33a–c Sparsity patterns
of L.2/� with centered Neumann
conditions on d3;3, for various � .
(a) � D 1, (b) � D 0, (c) � 62 f0; 1g

t = 0 s t = 0.075 s t = 0.25 s t = 0.375 s Fig. 19.34 Time evolution of 2-D
approximations using a raised cosine
initial condition with rhw D 0:025m,
x0 D .0:5; 0:5/, and cD 1m=s. For
all schemes, � D 2=3, kD 7ms
and �D �max. Top: ˛ D 0, middle:
˛ D 1=32, bottom: ˛ D 0:0465.
Compare with the exact solution and
approximation in Fig. 19.26

wavenumbers, as seen in Fig. 19.32b. It is also possi-
ble to choose ˛ such that any improvement in vphase is
spread over a wider range of spatial frequencies. A good
choice is ˛ D 0:0465, which provides less than 2% error
in vphase over nearly the entire range of discrete spatial
frequencies, as seen in Fig. 19.32c.

As the update for the implicit scheme involves a lin-
ear system of equations, it is appropriate to write it in
a vector-matrix form. The update on dN;N using cen-
tered Neumann conditions is then

AunC1 D Bun �Aun�1 ; (19.98)

where

AD I.2/C˛h2L.2/� (19.99)

BD 2AC .c2k2C 2˛h2/L.2/� (19.100)

L.2/� D D.2/xx CD.2/yy C
h2

2
.1� �/D.2/xx D

.2/
yy :

(19.101)

The sparsity patterns of L.2/� with centered Neumann
conditions on d3;3 are shown in Fig. 19.33.

As in the 1-D implicit scheme (19.45), the system
may be solved using the Jacobi method or other iterative
methods, leading to a trade-off between accuracy and

computational cost. The example featured in Fig. 19.26
is computed now with the three special cases of (19.98).
Snapshots in time are displayed in Fig. 19.34.

Similar to the 2-D case, in 3-D a family of implicit-
explicit schemes may be defined as

�
1C ˛h2ı.3/

;�

�
ıttu

n
lx;ly;lz D c2ı.3/

;�
unlx;ly;lz ;

(19.102)

where ˛ 2R is a free parameter. The discrete Laplacian
ı
.3/
;�

operates over a 19-point stencil

ı
.3/
;�
D ıxxC ıyyC ızz
C h2

4
.1� �/.ıxxıyyC ıxxızzC ıyyızz/ ;

(19.103)

which has a free parameter � 2R, and which reduces to
a seven-point stencil when � D 1 and a 13-point sten-
cil when � D 0. This stencil is illustrated in Fig. 19.35.
An isotropic approximation error in the discrete Lapla-
cian can be obtained with the choice � D 1=3 [19.49].
Similar to the 2-D case, ı.3/

;�
may be written as a ma-

trix operator, leading to a sparsity pattern as shown
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a) γ = 1 b) γ = 0 c) γ ∉{0, 1}

Fig. 19.35a–c Stencil of points for ı.3/
;�

. The spatial points used by ı.3/
;�

are highlighted. (a) � D 1, (b) � D 0, (c) � 62
f0; 1g

a) γ = 1 b) γ = 0 c) γ ∉{0, 1} Fig. 19.36a–c Sparsity patterns of the
matrix operator corresponding to ı.3/

;�

with centered Neumann conditions
on d3;3;3, for various values of � .
(a) � D 1, (b) � D 0, (c) � 62 f0; 1g

a) Explicit: α = 0 b) Implicit: α = 1/32 c) Implicit: α = 0.0465

–0.015 –0.005 0 0.005 0.01 0.015–0.01

Fig. 19.37a–c Snapshot in
time of 3-D approximation
from (19.102) using
� D 1=3 and various
values for ˛. In each case,
�D �max and kD 0:057 s.
The approximation unlx;ly;lz
is shown after 75 time
steps, at tD 0:43 s.
Compare with Fig. 19.27.
(a) Explicit ˛ D 0,
(b) implicit ˛ D 1=32,
(c) implicit ˛ D 0:0465

in Fig. 19.36. See [19.50] for the construction of this
matrix.

Using a von Neumann analysis, the stability condi-
tion for this scheme is found to be

� 
 0 ;

�� �max D
8<
:
q

1
�C1 � 4˛ if � � 1=2q
1
3� � 4˛ if � > 1=2

˛ <

(
1

4.�C1/ if � � 1=2
1

12� if � > 1=2 :
(19.104)

As in the 2-D case, the value ˛ D 1=32 leads to a fourth-
order accurate scheme, and the value ˛ D 0:0465 re-
sults in low dispersion error over a wide range of
frequencies.

The example featured in Fig. 19.27 is now
recalculated using the scheme (19.102) and ˛ 2
f0; 1=32;0:0465g and illustrated in Fig. 19.37. An
improvement over the simplest approximation in
Fig. 19.27 can clearly be seen for all three cases, and the
approximations obtained with the implicit schemes ˛ 2
f1=32;0:0465g are, visually, close to the exact solution.

For much more on finite difference schemes for the
2-D and 3-D wave equations, see [19.51].
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19.5 Thin Linear Plate Vibration

Stiff systems, such as the ideal bar described in de-
tail in Sect. 19.2, require modeling techniques that are
somewhat different from those used in the case of, for
example, the wave equation. In 2-D, the direct analog
of the bar is the plate, which is a thin, flat and stiff two-
dimensional structure. When some curvature is present,
as in the case of cymbals or gongs, such structures
are usually referred to as shells, though shell structures
will not be covered in this introductory tutorial. Plate
vibration theory is a large research field with many ap-
plications in musical acoustics, and it is therefore useful
to indicate some subcategories of interest.

While all plate structures are assumed to have
a small thickness H relative to the lateral dimensions,
a major distinction that can be made at the level of
a model is whether the plate is considered to be thick
or thin. The equation of motion for a thin plate was
first proposed by Kirchhoff and Love [19.52] under
various simplifying assumptions. Mindlin and Reiss-
ner [19.53, 54] subsequently proposed a more general
(thick) model. In musical acoustics, thin models are
often enough to describe the systems under consid-
eration. These include, for example, gongs and cym-
bals [19.55], plate reverberation effects [19.56], violin
or guitar bodies [19.57] and piano soundboards [19.58];
stiffness can also be included in models of drum mem-
branes for a more realistic description of the dynam-
ics [19.23].

It is the transverse vibrations of plates that are gen-
erally of interest, and they schematically fall into three
different regimes. When the displacement u is small
(u	 H), the transverse motion can be uncoupled from
the in-plane motion, and the resulting equations are lin-
ear. When u�H, in-plane and transverse vibrations
become coupled and more complex, and nonlinear be-
havior arises [19.59]. This regime is well described by
the von Kármán–Föppl equations [19.60]. For large de-
flections and rotations in the material, even this model
loses validity. Such behavior, however, is generally
never found in musical instruments under normal play-
ing conditions.

Two additional properties of the material, namely
spatial inhomogeneity and anisotropy, must also be
taken into account, as they have major ramifications in
terms of simulation. It is not uncommon, in fact, for
gongs and cymbals to have a varying thickness, with
a central region thicker than the rim. This is a typi-
cal example of spatial inhomogeneity.Wooden plates in
string instruments or pianos on the other hand, even if
spatially uniform, exhibit different behaviors depending
on the direction, particularly regarding wave propaga-
tion speed, giving rise to anisotropic phenomena.

From a numerical simulation point of view, many
possibilities are available. A widely adopted technique
in engineering is the finite element method [19.61],
which has proven to be very flexible and accurate
for a diverse range of applications, including musi-
cal acoustics [19.62, 63]. Simulations of gongs and
plate-like structures have also been attempted using
digital waveguides [19.64]. Modal methods are an at-
tractive option when the modes of vibration are known
analytically. This technique has recently also been ap-
plied to imperfect plates and shells, i. e., surfaces with
any type of defect [19.65], and nonlinear (von Kár-
mán) plates [19.66]. Finite-difference approaches have
also been adopted for the simulation of plates [19.67]
and are easy to implement when simple geometries
are involved. Examples include plate reverberation ef-
fects [19.68] and gong and cymbal simulations [19.69].

In this section, only the linear behavior of thin,
spatially uniform and isotropic square plates will be
considered in detail.

19.5.1 Equations of Motion

Consider a regionD�R2, and let u.x; y; t/ be the trans-
verse displacement of the plate at position .x; y/ 2D
and time t 2 RC. The equation of motion for a stiff
plate is similar to that of the stiff bar equation presented
in Sect. 19.2 and is usually referred to as the Kirchhoff
model [19.70]

@2t uD�	2�2u : (19.105)

Here, � is the Laplacian operator introduced in
Sect. 19.4, and�2 D� ��D @4xC2@2x@

2
y C@4y is the bi-

harmonic operator. The constant 	 is defined as

	 D
s

EH2

12 � .1� 
2/ ; (19.106)

where E is Young’s modulus in Pa,H is the thickness in
m, � is the density in kg=m3 and 
 is the dimensionless
Poisson’s ratio.

If the domain D is finite (such as, e.g., a square re-
gion of side length L, or DDDL;L), it is necessary to
complement equation (19.105) with suitable boundary
conditions defined over the boundary ofD. Many possi-
bilities are at hand, but only three are generally relevant
in acoustics applications, namely clamped, simply sup-
ported and free conditions. They can be defined as
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a) Clamped

b) Simply supported

c) Free

Fig. 19.38a–c
First five modes
in the modal
series for three
different bound-
ary conditions:
(a) clamped,
(b) simply sup-
ported, and
(c) free. In the
free case, the
first three modes
corresponding
to rigid body
motion are not
represented

follows, over a straight plate edge [19.71]

uD @nuD 0 (clamped)

uD @2nuC 
 @2suD 0 (simply supported)

@3nuC .2� 
/ @n@2suD @2nuC 
 @2suD 0 (free) ;

(19.107)

where @n denotes the directional derivative normal to
the boundary oriented outwards, and @s is the tangential
derivative along the boundary. It is to be noted that two
conditions need to be supplied, given that (19.105) is
fourth-order in space, as in the case of the ideal bar.

The linearity of equation (19.105) allows a decom-
position of the dynamics in terms of modal shapes.
These have a simple, closed-form expression only in the
simply supported case, in which case the plate equation
is separable, and where each mode can be written as
a product of sinusoidal functions, similarly to the case
of the 2-D membrane. Figure 19.38 illustrates the low-
est frequency modes for the three boundary conditions
listed above. For the two fixed conditions (clamped and
simply supported), the first modes look very similar,
although a careful analysis reveals substantial differ-
ences at the boundaries, where different conditions on
the derivative of the displacement are imposed. In the
free case, three zero-frequency modes are also present,
and they correspond to rigid body motions of the plate
(two rotations and one rigid translation). These are not
presented in the figure.

As in the case of the 1-D bar, the system is disper-
sive. This may be illustrated by inserting a test solution
of the form

uD ej.!tCˇ �x/

into (19.105), where ˇ D .ˇx; ˇy/ is the wave vector
and xD .x; y/. One then obtains

! D˙	jˇj2 H) vphase D 	jˇj : (19.108)

In other words, high-frequency waves travel faster than
those at lower frequency. This can be seen in Fig. 19.39,
where given an initial raised cosine impulse the dis-
turbance gradually spreads, with the high-frequency
components leading those of lower frequency.

It is now possible to derive a rough estimate of the
number of modes up to a certain frequency. For simply
supported conditions, in fact, the allowed frequencies
can be written as [19.23]

fpx;py D
 	

2L2
�
p2x C p2y

�
with px; py D 1; : : : :

(19.109)

Counting the number of modes Nmodes as the area of
the quarter of a circle of radius jpj gives an estimate of
the modes below a certain frequency, f , in the limit as
f !1

Nmodes.f /D fL2

2	
: (19.110)

Thus, the number of modes for the system scales lin-
early with the frequency, and the mode density is there-
fore constant. This can be seen in Fig. 19.40, where
a typical spectrum for a clamped plate is shown. This
feature of a very even response, lacking in early reflec-
tions, is at the heart of the characteristic sound of plate
reverberation devices.
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t = 0.5 ms t = 1.5 ms t = 2.5 ms t = 3.5 ms

Fig. 19.39 Evolution of the displacement of a simply supported plate at times as indicated. The plate has stiffness
coefficient 	 D 0:5m2=s and LD 1:2m. The initial condition is a raised cosine distribution at the center of the plate. The
dispersive behavior of (19.105) is apparent
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Fig. 19.40
Output spectrum
for a square,
thin plate with
	 D 10m2=s and
LD 1m. An
even distribution
of modes at all
frequencies is
apparent

19.5.2 A Simple Finite-Difference Scheme

A simple finite-difference scheme for (19.105) can be
obtained by introducing a grid function unlx;ly over a 2-D
grid with grid spacing h (see Sect. 19.4.2) and by sub-
stituting continuous differential operators with discrete
operators. Thus, one can write

ıttu
n
lx;ly D�	2ı;unlx;ly ;

ı; D ı.2/ ı
.2/

; (19.111)

where the discrete biharmonic operator ı; can be
obtained by squaring the Laplacian operator ı.2/


intro-

duced in the previous section.
When expanded at an interior point, (19.111) takes

the following form

unC1
lx;ly
D�
2� 20�2

�
unlx;ly

C 8�2
�
unlx;lyC1C unlx;ly�1C unlxC1;ly

C unlx�1;ly

�

� 2�2
�
unlxC1;lyC1C unlx�1;lyC1C unlxC1;ly�1

Cunlx�1;ly�1

�

��2
�
unlx;lyC2C unlx;ly�2C unlxC2;ly

C unlx�2;ly

�

� un�1
lx;ly ;

(19.112)

where �D k	=h2 is a dimensionless parameter, which
will be restricted by stability conditions, as shown be-
low, in a similar way to the case of the 2-D wave
equation. The stencil for the spatial biharmonic oper-
ator ı; is shown in Fig. 19.41a, together with the
normalized weights of the various grid points, while the
space-time update is shown in Fig. 19.41b.

It is possible to apply energy analysis techniques in
order to obtain a numerical expression for the bound-
ary conditions (19.107). The interested reader is re-
ferred to [19.17] for details. Regardless of the particular
choice of boundary conditions, however, the scheme
(19.111) can always be written in a vector-matrix form

unC1 D Bun �un�1;

BD 2I� 	2k2G ; (19.113)

where the biharmonic matrix G can be obtained by
multiplying together two Laplacian matrices defined in
Sect. 19.4.3. In the free case, particular attention must
be paid to modifying the entries of the matrix G corre-
sponding to the points near the boundaries.

Stability Conditions and Numerical Dispersion
Stability conditions for the scheme (19.111) can be
easily obtained via von Neumann analysis techniques.
The amplification polynomial can be found by insert-
ing a test function

unlx;ly D zn ej.ˇxlxhCˇylyh/

into (19.111). This gives

zC 16�2.sxC sy/
2� 2C z�1 D 0 ; (19.114)
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a) h4 δ∆,∆ b) Update recursion
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Fig. 19.41 (a) Stencil for
the biharmonic operator
ı;, scaled by a factor
h4. (b) Recursion stencil
for the scheme (19.112).
The update for the
highlighted point at nC 1
depends on the known
values of the gray points
at n and n� 1
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Fig. 19.42 Spectrum of the output given a raised cosine initial velocity at the center of a clamped, square plate with
LD 1m. The parameter � was set as �D �max (black), �D 0:9�max (green) and �D 0:7�max (blue). Also visible in
the upper part of the spectrum is a decreasing density of modes due to numerical dispersion errors

where zD e.�Cj!/k, sx D sin2.ˇxh=2/ and
sy D sin2.ˇyh=2/. In order for the solutions to be
bounded at all times, the following conditions must be
imposed

0� 4�2.sxC sy/� 1 ; (19.115)

which ultimately lead to bounds on � and h

�� �max D 1

4
H) h
 hmin D 2

p
	k : (19.116)

Ideally, under stable conditions, one should recover
the continuous relation (19.108) but, in practice, nu-
merical errors always appear. The numerical dispersion
relation, in fact, can be written as

! D˙2

k
sin�1


2�
�
sxC sy

��
: (19.117)

Note that, as in all the systems presented previously, the
numerical dispersion relation depends on the parame-
ter �. Choosing values of � far from the stability limit
�max D 1=4 progressively reduces the bandwidth of the
scheme. See Fig. 19.42 for an example.

Figure 19.43 shows the relative phase velocity (the
ratio between numerical and theoretical values) for the
Cartesian scheme. It is apparent that the phase velocity

– – /2 0 /2
βxh

βyh

/2

0

– /2

–

1

0.9

0.8

0.7

0.6

0.5

0.4

Fig. 19.43 Relative phase velocity for the numerical
scheme (19.111) as a function of ˇ 2 Œ� =h;  =h��
Œ� =h;  =h�, with contours marking 5% deviations

differs from that of the model system even at relatively
low frequencies. Note that this numerical dispersion is
independent from the original dispersive behavior of the
plate equation (19.105).

Another consideration concerns the isotropy of the
numerical scheme. As can be noted from Fig. 19.43,
contrary to the continuous case, the simple finite-
difference scheme (19.111) exhibits a strong depen-
dence on direction, with errors accumulating in partic-
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ular along the grid directions. This is easily understood
if one considers the anisotropy of the numerical Lapla-
cian, which is now amplified by squaring the operator.
One possible way to improve the behavior of the sim-

ulation is to use implicit schemes, which require the
solution of a linear system, as has been carried out in
the case of the wave equation scheme in Sect. 19.4.
See [19.72, 73] for additional details.

19.6 Extensions to Nonlinear Systems
This chapter is intended as an introduction to finite-
difference schemes for a variety of systems in musical
acoustics. The systems covered here are basic, but very
much representative – the construction techniques pre-
sented here can be applied to much wider classes of
systems, incorporating many effects necessary for mod-
eling real-world systems.

The systems examined here are all linear. In recent
years, however, nonlinear effects in musical instruments
have seen a great increase in interest in a variety of dif-
ferent settings, and time-stepping methods of a form
similar to those presented here have been used. It should
be obvious, though, that frequency-domain stability
analysis along the lines of von Neumann must be ruled
out in this case; much more powerful methods are based
on the use of numerical energy conservation princi-
ples, which have not been discussed in this chapter.
In virtually all cases, however, such construction tech-
niques lead, in the nonlinear case, to implicit designs,
and thus one can expect more computational work as
a result.

One important family of nonlinearities is associ-
ated with geometrical nonlinearity in solid structures.
Examples include string vibration under so-called ten-
sion modulation nonlinearity, allowing for the repro-
duction of effects such as pitch glides under high
amplitude plucking excitation [19.74]. More detailed
models of strings include longitudinal-transverse cou-
pling, leading to the production of so-called phantom
partials [19.75] in piano tones, which can also be
approached using such methods [19.76, 77]. The sim-

ulation of nonlinear plate and shell vibration in 2-D
can also be carried out using such methods [19.78], al-
lowing for the rendering of effects such as crashes in
gongs [19.79].

Another type of nonlinear behavior quite common
in musical instrument acoustics involves collision, ei-
ther of a lumped object with a distributed resonator (as
in the case of hammer or mallet excitation) [19.11],
or more involved collision between a distributed com-
ponent with a barrier, as in the case of the sitar
or tanpura [19.80] or a guitar string against a fret-
board [19.81], and even the collision between two fully
distributed components, as in the case of a wire vibrat-
ing against a membrane in the case of a snare drum.
Finite-difference time-domain methods are also suited
to such systems – a great variety of systems and related
numerical schemes are described in [19.82]. The main
distinguishing feature of numerical methods in this case
is the reliance on iterative solvers such as the Newton–
Raphson method.

Perhaps the most difficult nonlinearity to deal with,
numerically, is that which is associated with high-
amplitude playing in brass instruments, leading to
increases in brightness due to shock wave forma-
tion [19.83]. Numerical methods associated with shock
capturing have a long history in the mainstream numer-
ical simulation community [19.84]; finite volume meth-
ods, which are closely related to the finite-difference
schemes presented here are often used [19.85]. Numer-
ical schemes of relevance in musical acoustics applica-
tions have been proposed recently [19.86].
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20. Real-Time Signal Processing on Field
Programmable Gate Array Hardware

Florian Pfeifle

Over the last 50 years, advances in high-speed dig-
ital signal processing (DSP) and numerical methods
for audio signal processing in general were fueled
by the rising processing capabilities of personal
computers (PCs). Added to this was the advent
of specialized coprocessing platforms like gen-
eral purpose graphics processing units (GPGPUs),
central processing unit (CPU)-based accelerators
like Intel’s Xeon Phi platforms as well as high-
performance digital signal processing (DSP) chips
like Analog Devices’ TigerSHARC. Still, there are
applications that are not realizable on the men-
tioned devices in real time or even close to real
time. This chapter gives an introduction to field
programmable gate array (FPGA) hardware, a flex-
ible computing platform with massively parallel
logic capability that is applicable for problems
of high data throughput, high clock rates and
high parallelism. After an introduction to the ba-
sic structure of FPGAs, several features that enable
high-throughput DSP applications are highlighted.
An introduction to development platforms as well
as the development methodology is given, along
with an overview of current FPGA devices and
their specific capabilities. Two application exam-
ples and an outlook and summary complete this
chapter.
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20.1 Overview

Sometime in October 2013 the number of mobile de-
vices equaled the number of humans on planet Earth.
This means we have more than 7.4 billion mobile
phones, portable computers or other gadgets on our
planet, not including the vast amount of nonmobile dig-
ital devices, and this number is constantly rising [20.1].
In every single one of them some sort of digital signal
processing (DSP) takes place. Take for instance a mo-
bile phone where we have a microphone that transfers
the pressure variations in air to an electric signal, which
is then transformed to a digital signal by an analog-to-
digital converter (ADC). The digitized signal is then
processed, converted again, and sent via the phone’s
antenna to a mobile phone mast where it is transfered
to another cell phone. This example should illustrate
how we are constantly surrounded by small or large
devices performing DSP operations without our direct
interaction and that DSP applications have become an
important part of our daily lives.

In the humanities, especially in systematic musicol-
ogy and related research areas, the application of DSP
methods for recording, processing, analyzing and au-
ralizing acoustic music or speech signals has become
indispensable and is a central component of a musi-
cologist’s toolbox. This is mainly due to the rising
computational throughput of standard personal comput-
ers and easily accessible accelerators like DSP chips or
GPUs. Nonetheless, there are certain restrictions when
using classical hardware devices to compute signal pro-
cessing methods. One huge and very annoying problem
is sample latency introduced by a digital system in
a music processing tool-chain. Another problem is the
high data throughput of modern high-sample-rate, mul-
tichannel audio and/or video streams, which stretches
the computational capacity of common hardware de-
vices. Field programmable gate arrays, being equipped
with massively parallel logic circuitry, can be used to
minimize or even dissolve the aforementioned bottle-
necks.

This chapter tries to elucidate the usage of field
programmable gate array (FPGA) hardware for high-
throughput high-sample-rate problems, gives an in-
troduction to FPGAs and shows some design prac-
tices that have been shown to yield good re-
sults when applied to signal processing algorithms.
The focus is put on a real-time applicability of
DSP implementations in recent FPGA platforms and
hardware and the structural features that enable
this functionality, as well as certain design aspects
of hardware models for signal processing applica-
tions.

20.1.1 Technology Overview

The umbrella term digital signal processing is com-
monly used as a description for conceptually compara-
ble numerical methods that are mainly concerned with
measuring, digitizing, processing and evaluating ana-
log signals using digital hardware systems of varying
kinds. DSP techniques and appliances are used in nu-
merous areas of engineering including measurement
and control systems [20.2], analysis applications in
medical imaging [20.3] and audio processing applica-
tions [20.4] as software synthesizer or digital hardware
effect units [20.5, 6].

Despite the varied application areas of DSP tech-
niques there are several conjoining properties regarding
the respective processing steps. In its basic form, the
processing chain in most DSP applications can be sum-
marized as: (1) An analog signal of some sort is (2)
digitized using an ADC, which leads to a one- or
multidimensional array of (3) discrete values, which
represent the analog signal. (4) The digitized values are
subject to some kind of numerical processing like fil-
tering or analyzing. (5) After the data-processing step,
the values are transformed to a humanly comprehen-
sible representation like a graphic depiction on some
scale or (6) are converted back to an analog signal again
using a digital-to-analog converter (DAC). This basic
processing chain is depicted in Fig. 20.1.

A practical example could be a digital effects unit
with an integrated spectral analyzer. Here, a physi-
cal value, like the alternating current produced by an
electronic guitar pickup, is converted to a digital rep-
resentation via an ADC. In a further processing step,
the frequency content of the digitized guitar signal is
analyzed using a spectral transform. Finally the results
of the frequency analysis are depicted in a graph on
a display, representing the frequency content of the sig-
nal.

In this not-so far-fetched example the throughput of
the system depends on three factors at least: the sam-
pling rate i. e., the acquisition of discrete values; the
latency of the numerical method; and the latency in-
troduced by the data representation method. Depending
on the respective DSP application, one of these three
stages can act as a bottleneck for data throughput. This
is one of the reasons that highly optimized and spe-
cialized DSP chips, like the high-throughput series of
Analog Devices’ TigerSHARC processor or Texas In-
struments’ C66x series chips, are applied when signal
processing operations are used in timing-critical, high-
data-throughput applications.
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Fig. 20.1 A schematic view of a DSP chain

Getting back to our example, imagine that now
500 channels should be analyzed at once, or the sys-
tem should be able to sample the input with a sample
rate of several MHz. This somewhat contrived example
should illustrate that, as electronic systems are getting
ever more elaborate, there are applications that are not
realizable with feasible effort using conventional DSP
chips.

As a subclass of microprocessors with a Harvard
memory architecture, DSPs are specifically designed
for serial signal processing applications. This means
they are especially well suited for high throughput
rates in algorithm-intensive computations. In particu-
lar, they are very well adapted to perform sequential
multiply-and-accumulate (MAC) operations on discrete
data streams. This means that the only way to create
parallelization would be to use multiple DSPs, but this
practice would become unpractical very quickly due to
the rising interface complexity and the additional power
demands of multiple DSPs.

Using FPGAs – programmable devices with mas-
sively parallel hardware logic – for such tasks has been
shown to provide a valid alternative for DSP applica-
tions where parallel processing power or high sample
rates are needed.

FPGAs are applied in various fields of engineering
and information technology, as well as other scientific
areas for appliances with particular requirements re-
garding interface flexibility, computational throughput
or unusual circuit structure. In integrated hardware de-
signs they are utilized as special function chips for glue-
logic (interface-logic), specialized computation cores or
design-specific function registers. FPGAs can be found
as processing cores in sound cards as a replacement
for DSP chips or as processing cores of high-accuracy
high-sample-rate oscilloscopes.

By applying FPGA hardware, it is possible to accel-
erate certain classes of DSP applications, thus making
them realizable on a single hardware chip or enhancing
their real-time capabilities. This is mainly due to the

parallel and flexible hardware layout of FPGA chips.
This means that a specialized design can be realized
on a FPGA without the constraints of a certain proces-
sor architecture like the common Harvard architecture
used in many DSP chips or the von Neumann archi-
tecture found in many other microprocessor designs –
as a historical side note it is necessary to mention
that the von Neumann architecture, named after the
Hungarian-American scientist John von Neumann, was
used in an earlier computer design by Konrad Zuse
in his Z1 computer [20.7]. Every conceivable form
of logic circuit is realizable with a FPGA depend-
ing only on the size and the logic capabilities of the
FPGA hardware device. When designing for FPGA
hardware, it is possible to have control over implemen-
tation details from a comparably high abstraction level
down to the bare metal implementation on the FPGA
chip itself. Unlike other platforms, where certain steps
in the development cycle are hardly accessible (like
compile-time optimizations) or assessable (like unde-
fined runtime behavior of a software implementation on
a PC due to unknown scheduling behavior of an operat-
ing system), freely programmable logic devices make it
possible to have control over every last part of an algo-
rithm.

Another benefit of FPGA implementations, which is
an important deliberation in current high-performance
computing applications, is their comparably low power
profile. When comparing implementations of algo-
rithms on GPUs, CPUs and FPGAs the number of
instructions per Watt are orders of magnitude better in
FPGAs [20.8]. On the other side of the performance
spectrum, low-power FPGAs could play a central role
in small intelligent devices used in the Internet of things
or in the growing do-it-yourself (DIY) electronics com-
munity where open-source hardware projects are gain-
ing a lot of interest on crowd-funding platforms. An
example of a crowd-funded programmable hardware
board is the Snickerdoodle, which has a FPGA with an
included microprocessor on a development board.
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20.2 Digital Binary Logic

Binary digital logic is the building block of all logic
devices used today ranging from plain circuitry like
small music chips in children’s books, digital watches,
or control hardware in cars, to more elaborate designs
as found in microprocessors, graphics cards or CPUs
of modern personal computers. In this chapter a short
introduction and a small amount of background infor-
mation regarding binary logic is given.

20.2.1 History of Binary Logic

One of the earliest philosophical and mathematical con-
templations regarding binary logic in the European
science tradition was published by Gottfried Wilhelm
von Leibnitz (1646–1716) [20.9]. In this treatise he de-
scribes a binary number system, using the values 0
and 1, and develops rules for four fundamental alge-
braic operations: addition, subtraction, multiplication
and division. In the same text, he relates this number
system to the hexagram figures found in the ancient
Chinese scripture I-Ching [20.10, pp.117]. A compa-
rable algebraic system as used for the binary number
system published by Leibniz was developed almost
two centuries later by George Boole (1815–1864) in
his two publications [20.11, 12]. Contrary to modern
belief, it was not exclusively developed for binary
number systems but was a general description of an
algebra of logic [20.13], aimed at extending Aristote-
lean syllogism [20.14]. Nonetheless, it was shown in
the 1930s in the master’s thesis of Claude Shannon
that the formal logic calculus of Boole could be ap-
plied to describe and construct electric circuits using
algebraic (mathematical) means [20.15]. Nowadays, the
binary logic system is applied as the basis for all digital
logic devices. In honor of George Boole, its appertain-
ing calculus is called Boolean algebra or, as proposed
by Shannon, switching algebra. Similar to a decimal
number system, the binary number system is a po-
sitional number system that allows the representation
of numbers as position-relative digits of powers of
two.

Using Boolean algebra, complex algorithms can be
represented in digital hardware by using only two dis-
crete states: 1 and 0. When dependent on formal logic
they can also be interpreted as two logical truth values:
true and false. In physical terms this can be related to an
open or closed switch, a flowing current versus a non-
flowing current or a high and low voltage level as shown
in [20.15]. In modern digital systems the two logical
values 1 and 0 are commonly realized by high and
low voltages using specific transistor circuits, which are
called logic gates.

20.2.2 Binary Logic

The fundamental algebraic functions that can be ex-
pressed in binary logic are logic conjunctionAND, logic
disjunction OR, exclusive disjunction XOR and logic
negation NOT. Combining the negation with the other
logic functions gives NAND, NOR and XNOR. Written
in a truth table, two-input logic gates can produce the
outputs given in Table 20.1.

20.2.3 Binary Logic in Hardware

The logical values given in Table 20.1 are the build-
ing blocks of digital circuitry of FPGA hardware as
well as all other digital hardware chips. Depending on
the device and on the vendor, there are different meth-
ods for how binary logic is realized in hardware. Early
hardware systems used relays as on/off switches, as for
instance used in Konrad Zuses’ Z3 computer [20.7].
Another technique used in the first computers was
electron tubes, as for instance in the code decipher-
ing machine Colossus [20.16]. During the 1950s the
large, error-prone electron tubes were gradually re-
placed by transistors, which were smaller and required
less energy [20.17, pp. 65–75]. Modern integrated chips
almost exclusively use transistor circuits to yield the
logic values given in Table 20.1. The underlying design
may differ depending on the type of the transistor, but
their overall yield is the logic values given in Table 20.1.
This means that the logic functions of a transistor circuit
can be viewed on a more abstract level by only taking
the logic value into consideration and moving structural
design considerations to a lower abstraction layer.

A logic gate representation of basic Boolean alge-
bra functions in gate logic is given in Fig. 20.2. The
plain combination of two logic inputs can be extended

Table 20.1 Logic values for two-input (P,Q) Boolean func-
tions

P Q AND
(^)

OR
(_)

XOR
(˚)

NAND NOR XNOR

0 0 0 0 0 1 1 1
0 1 0 1 1 1 0 0
1 0 0 1 1 1 0 0
1 1 1 1 0 0 0 1

AND

S
P
Q

OR

S
P
Q

XOR

S
P
Q

NOT

SP

Fig. 20.2 Basic logic operations in gate logic
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to more complex circuity if one wants to model an al-
gebraic function of higher order using a data type that
is wider than 2 bit. This means that complex functions
can be realized by an interconnection of multiple basic
gates. Indeed, modern microchips are based on simple
logic gates made of transistors but are so complex that
they can have up to several billion transistors on one
die. Using the equivalent representations of Fig. 20.2
and Table 20.1 logic circuitry can be constructed by ap-
plying rules of Boolean algebra. To implement a 2 bit
adder one can start by writing down the inputs and the
outputs of the respective circuit and truth table.

By inspecting the output values and comparing
them with the truth table given in Table 20.1 it is clear
that the output signal S can be realized with an XOR
gate and the output COut by an AND. An equivalent rep-
resentation of this circuit using logic gates is given in
Fig. 20.3.

20.2.4 Number Systems in Digital Hardware

Besides the algebraic implementation details of an
algorithm in hardware, another important factor that
influences a system’s throughput is the number repre-
sentation in the digital domain. As will be shown in
Sect. 20.3, the choice of the right data type can speed
up and/or optimize the throughput of a signal process-
ing method considerably.

In DSP applications and on dedicated DSP hard-
ware chips there are several standard data types and
some not-so-standard data types, which can be used to
represent digitized signals. All data types can be divided
in two main classes: (a) fixed-point and (b) floating-
point. Because FPGAs are freely programmable logic
chips, the data type is not fixed upfront but can be cho-
sen according to the respective type of application. On
the one hand, this flexibility allows for highly special-
ized design decisions, but on the other hand it can lead
to a heightened development expense because different
data types have to be assessed regarding their appli-
cability for a certain problem before the actual design
phase.

Fixed-Point Number Representation
Fixed-point data types are commonly used in older
DSP hardware as well as in low-power devices, which
do not have a floating-point unit. Their strength lies
in their simplicity, as the number representation is
amenable to representation by binary digital hardware.
As a rule of thumb one can state that in comparison to
floating-point, fixed-point arithmetic is faster but lacks
the dynamic range of floating-point. This means if an
application calls for a large data range floating-point
should be preferred, otherwise one is most likely to get

C

S
P
Q

Fig. 20.3 An equivalent
logic gate representation
of the binary adder given
in Table 20.2

Table 20.2 Truth table of a binary adder with input signals
P and Q, output S and carry output C

P Q S Cout

0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1

the better performance out of a fixed-point implemen-
tation.

There are several fixed-point data types used to rep-
resent numbers in binary code. They can be divided
into:

� Unsigned integer representations� Signed integer representations.

Table 20.3 shows a 4 bit representation of several
numbers in signed and unsigned formats.

As given in Table 20.3, the data range of unsigned
is 0 to 2N � 1, with N the bit width. One’s complement
(1C) can represent data in the range of �2N�1C 1 to
2N�1 � 1; two’s complement (2C) in the range �2N�1

to 2N�1 � 1.
One’s complement numbers have a bit-by-bit com-

plement representation of positive and negative values,
and this includes the redundant representation for �0.
This means the inversion can be realized in logic by re-
placing every bit by its logical inverse using a NOT gate
as illustrated in following short example.

1011D�4
0100D 4 (20.1)

The inversion of 2C numbers is comparable to the 1C
inversion but needs an additional step: an addition of 1
to the inverted number.

1011D�5
0100D 4j C 1

0101D 5

A feature that makes 2C numbers the most widely
used fixed-point signed number representation in digital
hardware is the property that when summing 2C num-
bers, all overflows of intermediate computations can be
ignored as long as the final sum is in the bit range N.
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Table 20.3 Comparison of unsigned, signed one’s comple-
ment, and two’s complement data types

Bit values Unsigned One’s
complement

Two’s
complement

1000 8 �7 �8
1001 9 �6 �7
1010 10 �5 �6
1110 14 �1 �2
1111 15 �0 �1
0000 0 0 0
0001 1 1 1
0010 2 2 2
0011 3 3 3
0100 4 4 4
0111 7 7 7

Floating-Point Number Representation
In most modern DSP applications that are implemented
on a PC, numbers are represented by the floating-point
number system.Most recent microprocessors and CPUs
have a dedicated floating-point unit, which performs

optimized floating-point arithmetic. The number sys-
tem which is defined in the IEEE-754 (Institute of
Electrical and Electronic Engineering) standard was de-
signed to represent numbers over a large range, making
it possible to represent values in several magnitudes by
using only small bit sizes. One drawback of the this
large range is the resolution inside the range, which
follows a nonlinear distribution. Smaller numbers have
a higher resolution than the larger ones. Floating-point
number representation can be imagined as a special type
of logarithmic number representation. Computations
with logarithms, multiplication, division and exponen-
tiation are comparably easier to perform than additions
or subtractions. This is why they are often used for
scientific calculations where values from a large range
should be representable and the multiplication opera-
tion is important. A floating-point number consists of
a sign bit S, an exponent E and an unsigned mantissaM
and is structured as

S Exponent E Mantissa M .

20.3 FPGA – A Structural Overview

To fully understand the particular features that enable
FPGAs to be the highly versatile, high-performance
processors of choice for DSP and other areas of sci-
entific computations today, an overview of structural
design aspects is presented in this section. A short
overview of their historical evolution is given and the
associated design changes that are essential for the un-
derstanding of modern FPGA chips are highlighted.
A focus is put on hardware features that are conve-
nient for signal processing applications. In particular,
features that can be used in real-time audio processing
applications are of concern here. Additionally, several
input/output (I/O) protocols are presented to illustrate
how communication with FPGA hardware can be real-
ized.

20.3.1 History of FPGAs

The historic development of FPGA devices is closely
linked to the evolution of integrated digital circuits in
the late 1960s, 1970s and early 1980s. The development
of logic devices of that time period was mainly driven
by the manifold advances in transistor and integrated
circuit technologies. For an encompassing overview see
for instance [20.18].

Custom logic devices of that time period can
roughly be divided into two categories:

1. Programmable logic devices (PLDs)

2. Nonprogrammable devices like application-specific
integrated circuits (ASICs) or application-specific
standard parts (ASSPs).

The difference between both device classes can be
found in their central structure. PLDs are only partially
wired, whereas logic functions of ASICs are hardwired
in the production process. This means that a specific
function of an ASIC is fixed and cannot be altered by
a designer after the production state, while a PLD can
be programmed later.

These fundamental differences lead to differing de-
sign and implementation practices and thus to differing
fields of applications. In comparison to PLDs, ASICs
have a higher logic gate count and are mainly used
to implement highly specialized functions, but have
the drawback of long production cycles for implemen-
tation, prototyping and debugging. If an ASIC has
inherent design errors, they often surface after a first
prototype is manufactured and the appliance is running
under realistic conditions in the respective field of ap-
plication. PLDs and programmable read-only memory
(PROMS) devices can be programmed after the produc-
tion state, which has the advantage that a faulty chip
design does not lead to a completely erroneous produc-
tion charge. Still, compared to most ASICs, PLDs have
considerably smaller logic capabilities.

The first programmable devices had a transistor ar-
ray structure that could be flashed with different logic
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circuit designs by adding connections (antifuse technol-
ogy) [20.18, p. 12], or removing connections (fusible
link technology) [20.18, p. 10]. The added or removed
links were permanent, so the devices could only be
programmed once. Due to this, they were capable of
performing specially designed tasks with very high
clock rates, but they could not be reconfigured after
a design was implemented on the device.

Further advances in the field of programmable inte-
grated circuits led to technologies that made it possible
to erase an initial design and reprogram the device. The
most prominent technologies among these devices are
erasable programmable read-only memory (EPROM)
or electrically erasable PROM (EEPROM). Devices in-
corporating these technologies could be programmed
and reprogrammedmultiple times by removing the con-
nections of the design on the metal layer by exposing it
to ultraviolet light or to a certain voltage respectively.

Up to this point, there always existed a gap be-
tween the logic capabilities of the different hardware
device classes. On the one hand there were PLDs,
which were highly configurable but could only perform
a small amount of logical tasks, and on the other hand
there were ASICS, which could perform highly com-
plex logic circuits but were not reconfigurable, and were
expensive and demanding to develop for.

The next large leap in the evolution of freely pro-
grammable hardware was sparked by research done by
Ross Freeman and Bernard Vonderschmitt, the founders
of Xilinx, who were the first to develop and produce
freely programmable hardware-gate logic on a large
scale [20.19]. In 1985 the first commercially avail-
able programmable logic chip was the XC2064, called
a FPGA. Field programmable literally means pro-
grammable in the field, outside of the laboratory. The
name FPGA is still used today for logic devices of
similar design structure and logic capabilities. The first
FPGA device had 64 programmable and freely con-
nectible logic blocks (CLBs) and an aggregate gate
count of 1200 logic gates, modern FPGAs, like a
Virtex-7 for instance, often contain several million
logic blocks. FPGAs were developed as a devices that
combined the programmability of PLDs, the reconfig-
urability of EEPROMS, and the high logic-gate count
of ASICS [20.18, pp. 49 ff.]. This period of time is of-
ten regarded as the starting point for the development of
more advanced FPGA devices by Xilinx and other ven-
dors. At the present day, the biggest FPGA chip vendors
are Xilinx and Altera among other smaller companies
such as Lattice Semiconductor or Microsemi [20.18,
pp. 161 ff.].

The development tools provided by the mentioned
vendors helped establish modern FPGAs as highly
flexible, programmable hardware platforms, ideal for

developing custom high-throughput circuit designs. But
this is only part of their strength: modern FPGAs have
evolved from the plain logic devices of early days so
tremendously that they are now able to host multiple
high-performance microprocessor architectures on one
chip [20.20]. In addition to the flexibility of the freely
programmable logic, the mix of on-board memory re-
sources and additional special function logic blocks
enhanced the capabilities of FPGA devices but also
increased the complexity of the design process. This
means that the full potential can only be realized if the
special, massively parallel, chip structure is fully uti-
lized in a design.

A more recent development in FPGA technology is
the acquisition of Altera, the second largest FPGA ven-
dor, by Intel and the announced cooperation between
IBM and Xilinx in 2015. This follows a current trend
in high-performance computing and data-center-based
cloud computing applications that focuses on flexible,
energy-efficient infrastructure, which is planned to be
realized by a proposed combination of CPUs and FP-
GAs in servers as well as in user devices [20.21, 22].

20.3.2 Structural Layout of FPGA Hardware

In modern FPGA devices logic gate functionality is re-
alized by look-up tables (LUTs) (LUTs are also called
logic function generators [20.23, p. 2 ff.]), which are,
in a sense, addressable function generators. This means
that they can be programmed to perform different logic
functions on a set of inputs.

These basic logic cells are part of a larger logic con-
junction, which is called a slice in Xilinx devices. All
slices contain one LUT, eight storage elements, mul-
tiplexers and carry logic [20.24]. Some Xilinx slices,
called slicem [20.24], additionally contain functions to
store data as distributed random access memory (RAM)
and have 32 bit-wide shift registers.

Two slices form a configurable logic block (CLB),
as is depicted in Fig. 20.4. It shows a (LUT)-based
CLB, as commonly found in Xilinx FPGAs. Earlier Xil-
inx FPGAs, such as the Virex-II pro, contained LUTs
with four inputs. Newer Virtex-7 devices have config-
urable six-input LUTs.

The LUTs inside a CLB can operate in several dif-
ferent input/outputmodes depending on the device class
and generation. In addition to being connectible as six-
input two-output LUTs, they can be configured as shift
registers, RAM blocks or first-in/first-out memory. In
some CLBs there are additional latches and in others
are flip-flop cells [20.24], which can be used as asyn-
chronous or synchronous registers.

The outputs of the single CLBs are connected to
a programmable interconnection network, which is at-
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tached to a multiplexer on the output stages, multiplex-
ing output signals to input stages of other CLBs. This
cascading of CLBs allows for more complex logic func-
tions, larger RAM blocks or longer shift registers.

In Altera devices, the large-scale structure of basic
logic units is comparable to Xilinx setups, but differs
in several stages of internal structure. The equivalent
of a Xilinx CLB in a Stratix-V is called a logic ar-
ray block, which contains 10 adaptive logic modules
(ALMs) [20.25]. Each ALM is composed of two LUTs,
each with six inputs. In addition to this, an ALM can
contain extra logic, like programmable registers or full
adders. How the input/output routing of an ALM is con-
figured depends on the mode of operation of an ALM:

� Normal mode: Two functions in one ALM with up
to eight inputs or one function with six inputs are
realizable.� Extended LUT mode: Conditional if-else state-
ments are realizable with seven inputs and one input
for register packing.� Arithmetic mode: The internal adder or other arith-
metic functions like counters or accumulators can
be implemented.� Shared arithmetic mode: The ALM functions as
a three-input adder or carry bit circuit.

20.3.3 Special Function Blocks

Besides the basic logic cells, FPGAs contain other
functional logic blocks that differ from vendor to ven-
dor and from device generation to device generation.
Some additional logic blocks that are typically found in
most modern FPGAs are memory blocks in the form
of random access memory (RAM), first in/first out
(FIFO) memory blocks or other kinds of unregistered
or registered memory. Logic blocks that extend basic
FPGA logic by integrated circuit implementations of

arithmetic function are for instance DSP blocks with in-
tegrated MAC circuitry. All special function blocks are
on the FPGA die in close proximity to the logic gate
resources and can be connected to the same high-speed
interconnection network the core logic is connected to,
as is shown in Fig. 20.4.

In modern Xilinx FPGAs the CLBs and the spe-
cial function blocks are arranged in a column layout.
Figure 20.5 depicts a schematic overview of the ar-
rangement of DSP48e1, block RAM (BRAM) and logic
slices.

DSP Blocks
Most modern FPGAs by the vendors Xilinx or Altera
have special logic blocks that are designed to perform
DSP typical operations. They are implemented on the
same structural level as CLBs, which means that the
data transfer between gate-based logic and DSP cores
can be realized by the high-speed interconnect network.

Figure 20.6 depicts a schematic overview of
a DSP48e1 slice, which is part of most modern Xilinx
FPGAs. It consists of four inputs, a pre-adder, a 25 bit�
18 bit multiplier, a 48 bit accumulator and a pattern de-
tector that can be used to efficiently compare values.

To derive benefit from the fast MAC operation
there are several guidelines when designing with DSP

Logic slices
DSP
Memory

FPGA

Fig. 20.5 Schematic overview of Xilinx column design
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Fig. 20.6 Schematic overview of
a Virtex-6 DSP48e1. Blue blocks are
registers

blocks that, when followed, can lead to highly per-
formant algorithms. To obtain optimal results, several
recommendations for using DSP48E1 slices in a design
should be followed, which include:

� Filter coefficients or constant multiplicands are best
stored in a BRAM block.� If possible, the design should be pipelined.� Using a fixed-point signed data type yields the high-
est throughput.� Small multipliers should be implemented in CLB
logic.� A time-multiplexed design should be implemented
if applicable.

If all these recommendations can be followed and
the design makes use of all DSP slices, it is possible

Table 20.4 Comparison of Xilinx FPGA generations

FPGA device Slices Logic cells Max. RAM
(kB)

Max. DSP slices

Virtex-II Pro 44 096 99 216 1378 444a

Virtex-5 51 840 331 776 3420 192
Virtex-6 118 560 758 584 8280 2016
Virtex-7 305 400 1 954 560 67 680 3600
Virtex-Ultrascale 5 541 000 132 900 5520
Virtex-Ultrascale+ 3 763 000 354 500 11 904

a Number of integrated 18� 18 bit multipliers

Table 20.5 Comparison of several Altera FPGA generations

FPGA device Logic cells Max. RAM
(kB)

Max. DSP blocks 18� 18 wide mults.

Max 10 50 000 1638 – 144
Cyclone-4 150 000 6480 – 360
Stratix-IV 813 000 33 300 – 1288
Stratix-V 952 000 51 670 1963 3926
Stratix-10 5 510 000 166 000 5760 11 520a

a The Stratix-10 has 18� 19 multipliers

to achieve a sustained throughput of several TMACS
(tera multiply-and-accumulates per second) on modern
FPGA devices.

RAM Blocks
Another important factor when designing DSP applica-
tions on FPGAs is the availability of memory resources.
In modern Xilinx devices RAM can be implemented
by combining several CLBs, which is called distributed
RAM or DisRAM. Another sort of dedicated RAM on
Virtex FPGAs is called block RAM (BRAM). It can
be configured to different sizes and different function
modes. Every BRAM block can perform in dual-port
mode facilitating 36Kb of memory. A similar dedicated
RAM is present in Altera devices and is called a M20
memory block.
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Both configurable memory blocks can be used as
memory of variable bit width and depth. Similar to the
DSP blocks, the special RAM blocks are located on the
FPGA chip and are connected to the CLBs via the inter-
nal routing network, which makes the communication
and data transfer faster compared to communication

with a peripheral RAM, which can be implemented on
a hardware board connected to the FPGAs I/Os; see
Fig. 20.5.

Tables 20.4 and 20.5 show the available DSP block
and memory resources of different device generations
from Xilinx and Altera.

20.4 Hardware Description Language (HDL)

In the early years of programmable hardware (the
1960s), digital logic circuits were designed, similar
to analog electronic circuits, using pencil and paper.
Gate-level logic functions, analogous to those shown in
Fig. 20.2, were drawn and optimized by hand before
being implemented in hardware. An advance in design
methodologywas the development of hardware descrip-
tion languages (HDLs), which were used to describe
hardware functions on a syntactically higher abstrac-
tion level. Early versions of HDLs were used in the
1960 to describe functional parts of logic devices on
a gate level. It was not until the late 1980s that HDLs
began to replace the practice of schematic-based de-
sign of the increasingly complex ASIC circuitry of the
time [20.26]. During the first stages of their develop-
ment, the functionality and language design of HDLs
were not standardized and most functions were vendor-
and application-hardware-specific.

Today, there coexists two commonly applied hard-
ware implementationmethodologies for FPGA designs.
One is more related to the older design techniques, but
instead of using pencil and paper drawings a computer-
aided design (CAD) program is used to draw schematic
versions of a hardware implementation. This means
it is possible to develop a schematic of connected
logic gates, logic blocks or special function registers
representing a special function of a hardware imple-
mentation. The other practice uses a HDL to describe
the functionality of the hardware circuit [20.27]. There
are two standardized HDLs commonly used in FPGA
design: (1) Verilog and (2) VHDL (very high speed in-
tegrated circuit hardware description language). Both
languages incorporate similar concepts, which can
be categorized into low-level programming features
like:

� Bitwise declaration of signals� Control over electronic signal levels� A direct access to electronic signals via physical in-
put and output ports of the hardware development
board.

and high-level language concepts like for instance:

� Object-oriented programming techniques� Pointers to data types� Procedural programming.

among other features.
To describe the complete range of functions of

VHDL is far beyond the scope of this chapter and the
interested reader is referred to the excellent publications
regarding this subject area such as [20.28] or one of the
other encompassing introductions to VHDL that can be
found in [20.29–31].

Nonetheless, a few basic traits and characteristics
shall be explained here. One fundamental differences
of a HDL compared to other programming languages
is the trait that it enables the developer to directly de-
sign hardware functionality using software statements.
This means that lexical instruction are represented by
gate logic equivalents on the respective hardware plat-
form. Another difference, which is a regular pitfall for
engineers with programming experience in a high-level
language, is the fact that all code is evaluated con-
currently. This means that instead of sequential code
evaluation like in a compiled high-level language (C,
C++, Java, Python, etc.) all instructions in the code are
translated into a hardware function and evaluated at the
same clock instance, if not specifically designed oth-
erwise. Sequential statements can be implemented by
a finite state machine (FSM).

20.4.1 Finite State Machine

A FSM is a clocked sequential circuit that switches its
discrete states depending on the value of certain sta-
tus signals. Therefore, sequential statements that need
to be evaluated successively can be controlled in a syn-
chronized way. There are different standard implemen-
tations of FSMs commonly used in hardware designs.
The two most prominent are known as [20.32]:

1. Moore finite state machine – a state machine where
the output only depends on the state

2. Mealy finite state machine – a state machine where
the output depends on the state and an input signal.
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In a real design implementation both FSM architec-
tures can be mixed and distinguish themselves mostly
by their underlying implementation in binary logic.

As an example of a FSM-controlled circuit take for
instance the model of a signal generator that is able
to generate sine, rectangular or triangular waves con-
trolled by three switches. This means we have three
switches that are on (1) or off (0). If two or three
switches are simultaneously (1) then the output should
be that of the last state. Figure 20.7 shows a FSM de-
piction of the single states.

20.4.2 VHDL Structure

A hardware model expressed in VHDL consists of sev-
eral building blocks that follow a certain structure. The
topmost level of a VHDL program is called an entity.
An entity is a description of a circuit performing a cer-
tain logic function. An entity in VHDL can be seen as
a box performing a certain logic function. It can consist
of several input and output ports and has an embedded
functionality defined inside the entity. An entity decla-
ration of a 2 bit adder as presented in Sect. 20.2 can be
formulated as shown in Fig. 20.8.

The example given in Fig. 20.8 shows the basic
structure of an entity declaration with two input ports
P and Q, and two output ports: S, the sum, and C, the
carry bit. The functional behavior of an entity is defined
inside its architecture. The body of the architecture con-
sists of instructions that describe the logic functions of
an entity. When describing the functional behavior of

Initialise
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0 0 1

0 0 0
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1 X X X X 1
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0 1 0
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Triangular
S2

Sine Rectangular
S1 S3

Fig. 20.7 A finite state machine of a simple signal gen-
erator. The binary values beside the arrows indicate the
position of the three switches. X indicates a don’t care
value, meaning either binary value is possible

an entity, there are two fundamental design strategies,
which can be labeled as: (a) structural modeling and
(b) behavioral modeling. Approach (a) leads to a design
that performs its function as a result of several substruc-
tures, which are entities as well. These substructures
can be abstract components performing certain logic
functions; by connecting several substructures a larger
logic circuit can be realized. Approach (b) is a series of
instructions that perform a certain logic function. It is
comparable to functional programming in a high-level
language, and in VHDL the functions are realized by
several independent processes that perform the specific
function. An architecture body following the entity de-
clared in Fig. 20.8 can be constructed using the two
logic gates given in Table 20.2. The two gates can be
implemented as separate entities following design ap-
proach (b). A functional description of an AND gate and
XOR gate can be written as shown in Fig. 20.9.

Combining both logic gates declared in Fig. 20.9 the
architecture of the 2 bit adder can be realized following
design approach (a) as presented in Fig. 20.10

Figure 20.10 connects the declared logic ports to ex-
ecute the function of a binary adder.

20.4.3 Design Flow I: Register Transfer
Level (RTL)-Based Designs

Designing a hardware model for a FPGA consists of
several steps resulting in a specific design flow. In con-
trast to the development cycle of high-level language
implementations there are several significant differ-
ences when coding for FPGA hardware. The design
flow for hardware models can be divided into six dif-
ferent steps:

1. Design a hardware model in VHDL or by a RTL
schematic.

2. Synthesize the model for a certain FPGA hardware
chip.

3. Perform a functional simulation of the synthesized
system with a VHDL simulation environment.

4. Debug the code using the simulation tool and the
synthesis reports. If the model works as expected
proceed, otherwise go to step 1.

1
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8

entityentity add2Badd2B isis
 portport(
  PP :  inin bitbit;
  QQ : inin bitbit;
  SS : outout bitbit;
  CC : outout bitbit
 ));
endend entity entity add2Badd2B;

Fig. 20.8 An
entity declaration
for a 2 bit adder
in VHDL
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entityentity and2and2 isis
  portport(
   PaPa :  inin bitbit;
   QaQa : inin bitbit;
   SaSa : outout bitbit
);

architecture architecture behaviouralbehavioural  of of and2and2  isis
beginbegin
    and2Processand2Process :  process isprocess is
  begin  begin
      Sa <= PaSa <= Pa and  and Qa Qa afterafter 3 ns; 3 ns;
      wait onwait on Pa, Qa; Pa, Qa;
    end processend process and2Processand2Process;
 end architecture end architecture behaviouralbehavioural;

entity entity xor2xor2 is is
  port  port(
   Px :    Px : inin bitbit;
   Qx :    Qx : inin bitbit;
   Sx :    Sx : outout bitbit
););

architecturearchitecture behaviouralbehavioural  ofof  xor2xor2  isis
beginbegin
    xor2Process : xor2Process : process isprocess is
  begin  begin
      Sx <= PxSx <= Px xor  xor Ox Ox afterafter 3 ns; 3 ns;
   wait on   wait on Px, Qx; Px, Qx;
 end processend process xor2Processxor2Process;
end architectureend architecture behaviouralbehavioural;

Fig. 20.9 An entity and architecture declaration of an
AND and XOR gate

5. Perform placing and routing of the model for FPGA
hardware.

6. Perform a timing simulation. If the timing is as ex-
pected proceed, otherwise go to step 4.

7. Create and flash a binary file (bit file) to the specific
hardware.

Alongside the functional description of the model,
in VHDL source code the place and route process (5)
routes external ports to internal buses and vice versa.
The declaration of the signal I/O ports is put into a ucf,
a user constraint file. Here, all input and output signals
are routed to the respective hardware addresses of the
respective FPGA board.

20.4.4 Design Flow II: Intellectual Property
(IP) Core-Based Designs

When following the design process outlined in
Fig. 20.11 the efficiency of the resulting hardware
model depends to a large extent on the designer’s
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entityentity add2Badd2B isis
 portport(
   PP :  inin bitbit;
   QQ : inin bitbit;
   SS : outout bitbit;
   C   C : outout bitbit
  )  );
end entityend entity add2Badd2B;

architecture architecture behaviouralbehavioural  of of add2Badd2B  isis
 component  component and2and2 is is
   port   port(
   Pa :    Pa : inin bitbit;
   Qa :    Qa : inin bitbit;
   Sa :    Sa : outout bitbit
  );  );
 end component  end component and2and2;

 component  component xor2xor2 is is
  port  port(
  Px :   Px : inin bitbit;
  Qx :   Qx : inin bitbit;
  Sx :   Sx : outout bitbit
  );  );
 end component end component  xor2xor2;

beginbegin
      gateAND : and2gateAND : and2
   port map    port map (
        Pa => P,Pa => P,
    Qa => Q,    Qa => Q,
    Sa => C    Sa => C
    );    );

   gateXOR : xor2   gateXOR : xor2
      port map port map (
    Px => P,    Px => P,
    Qx => Q,    Qx => Q,
    Sx => S    Sx => S
    );    );
end architectureend architecture behaviouralbehavioural;

Fig. 20.10 An entity and architecture declaration of a 2 bit
adder

knowledge of the FPGA he is designing for. In the early
days of FPGA programming, when the devices where
smaller and a developer could remember each logic gate
by its name, this design approach was state-of-the-art
even for larger hardware models. Newer device genera-
tions have several magnitudes more dedicated logic and
additional special functionalities, so this approach is
becoming more and more unpractical for larger hetero-
geneous designs. Therefore modern design approaches
rely on core-based implementations.
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This means, instead of implementing a model from
scratch and treating the FPGA as a cluster of freely
programmable logic gates, this second design strategy
employs reusable HDL blocks called intellectual prop-
erty (IP) cores, which are black boxes accomplishing
certain defined functionalities. On a structural level,
they are comparable to software libraries of high-level
languages, like the Fourier-transform library FFTW
(Fastest Fourier Transform in theWest) or a linear equa-
tion solver library like BLAS (Basic Linear Algebra
Subprograms). IP cores facilitate code reutilization and

can minimize model design and implementation time,
because they are tested and provide defined I/O behav-
ior. There exist IP cores for multiple different problem
areas and they are provided by many different vendors.
In addition to commercially available IP cores there
exist freely available open-source IP cores for various
problems. For signal processing applications there are
cores like FIR/IIR (finite impulse response/infinite im-
pulse response) filter designs, various transforms like
Fourier-transform or Hadamart-transform cores as well
as linear algebra cores.

20.5 FPGA Hardware Overview
Alongside a comparable evolution of other digital hard-
ware platforms, the computational throughput and pro-
cessing power of FPGA chips has evolved drastically
over the last 30 years. From the earliest devices, like
the Xilinx XC2064-33 containing 64 logic blocks, to
modern devices, like the XCVU440, which includes
about 4.4 million logic cells and has a throughput in
the TMACS range for systolic, symmetric FIR filters

using a fixed-point data type, FPGA designs have be-
come a viable solutions in modern high-performance
computing (HPC) as well as in data-center applications.
This section gives an overview of several FPGA chips
and a comparison regarding their applicability to DSP
problems. Thereafter, two FPGAhardware development
boards are presentedwith a focus on additional on-board
hardware extensions that can be used in DSP design.

20.6 FPGA Chips

In their early years (� 1984–1991), FPGA were mainly
used as flexible glue logic devices connecting and in-
terfacing logic components in larger, more complex
system. Nowadays, FPGA chips are sophisticated sys-
tems themselves, which can consist of various hardware
extensions, such as distributed arithmetic, soft/hard mi-
croprocessor cores, and distributed memory resources,

in addition to the basic programmable logic. Thus,
a modern FPGA can effectively be seen as a heteroge-
neous computing platform on one chip.

The structural differences between FPGA chip
generations and different chip classes more or less
define their general fields of application. For DSP-
centric designs there are four logic resources that affect
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the throughput of computationally demanding algo-
rithms.

Besides the raw number of logic gates, there are
three logic blocks that are of central interest in DSP
designs: (1) internal RAM, (2) hard-wired multipliers
and (3) DSP logic blocks like the DSP48 or DSP48e1
slice in Xilinx devices or the variable precision DSP
blocks in Altera devices. An overview of the availability
of these blocks gives a first global view of the capabili-
ties of a FPGA chip for DSP applications.

To this end, an overview of some FPGA devices by
the two main vendors, Xilinx and Altera, is given. A fo-
cus is put on the processing capabilities of the FPGA
devices for DSP-centric applications:

� Xilinx devices Table 20.4 gives an overview of sev-
eral recent and not-so-recent FPGA devices by the
manufacturer Xilinx.� Xilinx Virtex-II Pro The Virtex-II Pro was released
in 1998 and incorporated several features that were
different to other FPGA devices of that time, one
being the possibility of programming the chip via
an USB (Universal Serial Bus) port from a standard
PC with a point-to-point flash protocol JTAG (Joint
Tag Action Group). As such, it was the first easily
programmable FPGA chip commercially available.
The maximal logic resources of a Virtex-II Pro are
presented in Table 20.4.� Xilinx Virtex-6 A more recent FPGA device, which
is part of a design presented in Sect. 20.8, is
the Virtex-6 FPGA. It contains multiple inte-
grated hardware components like peripheral com-
ponent interconnect express (PCIe) blocks, high-
speed transceivers and, compared to older de-
vices, enhanced DSP resources. The logic re-
sources available on a Virtex-6 device that are
utilized in this work are summarized in Ta-
ble 20.4.� Xilinx Ultrascale+ The Ultrascale+ FPGA is the
most powerful Xilinx FPGA device available at the
time of writing. As can be seen from Table 20.4 it
contains up to 11 904 specialized DSP blocks and
a larger amount of high-speed connectible RAM.
When running in an optimal design and at max-
imum clock rates, it is possible to perform � 21
TMACS.� Altera Devices The devices listed in Table 20.5 give
an overview of several generations of FPGA de-
vices by Altera. There are only minor differences
regarding the nomenclature of FPGA parts of this
manufacturer.
The largest of the Altera devices, the Stratix-10,
has a computational throughput of 23 TMACS for
fixed-point data and 9.2 TFLOPS (tera floating

point operations per second) for a single precision
floating-point data type. From Tables 20.4 and 20.5,
it can be seen that the number of dedicated DSP
slices rises with each device generation, indicat-
ing the importance of the high-performance signal
processing applicability of FPGA devices. Extrap-
olating this trend onto future devices and future
hardware generations, FPGAs will continue to be
viable alternatives for high-performance DSP appli-
cations.

20.6.1 Development Boards

In this section an overview of FPGA development
boards of different vendors is given. A focus is put on
the applicability of the respective board to DSP-centric
applications. Hardware development boards exist for
most FPGA chips of different generations. They are
constructed to test implementations of hardware models
on a FPGA including surrounding hardware, because,
in addition to the chip itself, there are different pe-
ripheral hardware devices available on a development
board. The number and type of external hardware on
a development board depends on the respective vendor
and on the application for which this board is manufac-
tured.

Available in most boards is some sort of on-
board flash memory, several user programmable in-
puts/outputs, a clock circuitry and a communication
protocol interface to interact with a FPGA. Hardware
development boards include some sort of program-
ming interface to a flash FPGA from a computer or
from an internally available flash ROM card. Additional
on-board hardware can be high-speed input/output con-
nectors, special clock circuitry, DA/AD converters or
high-speed communication protocol ports, a structural
overview of a FPGA development board is depicted
in Fig. 20.12. The development boards presented here
are only a small selection of the vast range of dif-
ferent hardware development test boards and acts as
an overview of possible configurations of a hardware
system. The Nexys video trainer board is a FPGA devel-
opment board that includes an on-board 24 bit DA/AD
converter. It consists of an Artix-7 FPGA chip ex-
tended by multiple hardware components like an USB
host controller or an Ethernet connection. It can be
programmed via an USB connection and has several
freely programmable switches and buttons. A devel-
opment board of the Virtex-6 family is the ML-605
evaluation board, which is a development platform for
high-speed communication and signal processing ap-
pliances built around a Virtex-6 chip. The on-board
features include an PCIe controller, double data rate
(DDR) RAM, a small display and several I/O proto-
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Table 20.6 Overview of several development boards

Name FPGA device On-board hardware Interconnections
Nexys video Artix-7 24 bit audio codeca, DDR RAM USB, ethernet, switches
ML-605 Virtex-6 XC6VLX240T DDR RAM FMC Interface, PCIe, ethernet
Profpga quad v7 Up to 4 Virtex-7 Extendable by daughter boards USB, PCIe, ethernet
Stratix V ASD kit 2 Stratix V DDR RAM FMC interface, PCIe 3.0, USB

a codec = coder decoder

col ports. It can be extended by FPGA mezzanine card
(FMC) daughter boards with other hardware devices,

Table 20.6 summarizes features of several development
boards.

20.7 Interfacing With a FPGA

The flexibility of FPGA devices is due to their free
programmability and their flexible input/output ca-
pabilities realized through general purpose I/O ports.
Depending on the architecture and the generation of the
FPGA hardware, I/O ports are connected to the logic
gates of the chip and can be accessed directly from
a hardware design. They can either be routed to external
devices or to other hardware blocks on a development
board. In modern Xilinx devices the I/O ports are called
SelectIOs and are configurable regarding their output
voltage, slew rate and on-chip termination. The I/Os
are divided into high-performance and high-range I/Os.
The former can be used to interface with high-speed
devices like memory or chip-to-chip connections; the
latter facilitates a higher voltage range. Modern Xilinx
devices facilitate interconnections that transmit data in
the gigabytes per second range allowing for connec-
tions to PCIe 3.0 devices or 100Gb LAN (local-area
network) standards as well as many others. Other

transceiver standards are realizable as well allowing
connections to SPI (serial peripheral interface) buses,
I2S (inter-IC sound) devices, or SATA (serial advanced
technology attachment) connections.

20.7.1 LM4550-AC’97 CODEC

For DSP applications with an analog audio input or out-
put an audio chip must be interfaced with the FPGA
hardware. The Texas Instruments LM4550 chip pro-
vides an AC’97 protocol-compliant converter. In some
development boards it is hardwired to programmable
input/output ports of the FPGA and can thus be con-
nected to FPGA logic resources using the serial AC’97
Rev. 2.1 communication protocol. Even though AC’97
protocol-compliant codecs are not state of the art any-
more, as they have been replaced by newer protocols
like Intel’s HD Audio, they are still used in several
newer development boards in the lower price segment.
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The signals connected to a hardware model consist
of:

� SDATA_IN : Signal from the microphone/line input
of the converter� BIT_CLK : Serial data clock� SYNC : Synchronization bit to synchronize data
frames� SDATA_OUT : Output data sent to converter� RESET : System-wide reset signal for cold and soft
reset.

All signals are processed at a clock speed of
12 288MHz by the master clock signal BIT_CLOCK.
The SYNC signal subdivides the transmission protocol
line into frames of 20:8�s (20:8�sD 1 =48 000Hz)
length with one tag slot of 16 bit length and 12 data slots
of 20 bit length each. A decomposed serial data frame
is depicted in Fig. 20.13.

Depending on the direction of the SDATA signal,
slot numbers 1 and 2 contain command and status
signals respectively. The following two slots contain
PCM-coded data. Depending on the transmission mode
and the implementation of the AC’97 protocol, the slots
named RSV, which stands for reserved, contain PCM,
status or control data.

As one can see, the AC’97 protocol makes use of
a time-division-multiplex data transfer. The serializa-

0 1 2 3 4 5 6 7 8 9 10 11 12

TAG CMD CMD PCM PCM RSV PCM PCM PCM PCM RSV RSV RSV
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tion of the parallel data is pipelined in the core module
of the AC’97 interface design. The BIT_CLOCK signal
is the master clock for the parallelization timing as well
as the serialization of the data.

20.7.2 I2S Interface

Another interface protocol for communication between
different hardware chips used in many signal process-
ing appliances is the I2S interface protocol. Compared
to the AC’97, the I2S protocol is more simplistic hav-
ing a much smaller protocol overhead and thus is less
demanding on hardware resources. Especially in newer
audio chips or in in DIY minicomputers like the Rasp-
berry Pi 2, it is used to transmit/receive pulse code
modulation (PCM)-coded audio data. The I2S is a pro-
tocol specified by Philips semiconductors as depicted in
Fig. 20.14.

Compared to the other serial protocols, I2S commu-
nication is performed in full duplex using a master/slave
architecture. The master is either the data transmitter or
the receiver. A schematic overview of a transmitter and
receiver interaction is depicted in Fig. 20.14 in the up-
per left corner with the signal timing at the bottom.

At each device, a transceiver circuit is implemented
to route and process the datastream from one device to
the other device.
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20.7.3 PCIe Interface

A commonly used high-speed input/output protocol,
which is implemented in many modern FPGA boards
in the high-performance range, is a peripheral compo-
nent interface express (peripheral component interface
express) interface. In a DSP-centric application design,
the PCIe port can be used to transfer data between
a hardware implementation of a DSP algorithm on
a FPGA board (device) and a graphical user interface
(GUI) running on a personal computer (host). In this
section, an introduction to the basic functionalities of
the PCIe protocol and a short overview of a example
implementation, including a communication protocol,
is given.

20.7.4 PCIe Fundamentals

In 2002, the PCI interest group, known as the PCI-
Sig consortium, which consists of 900 hardware and
software companies, published the first specifications
of the PCIe protocol, as an extension to the already-
established PCI and PCI-X protocols [20.33]. The basic
protocol has undergone several revisions, at the point
of writing it has version number 3.1 with 4.0 and
5.0 architectures already published [20.34]. Today, the
PCIe interface is a de facto standard interface for high
data throughput communication of peripheral devices,
exchanging data with the central processing unit in
personal computers [20.33]. One of the most notable
differences of the PCIe interface compared to the older
PCI and PCI-X protocols is the serial structure of the
data transfer lanes, instead of the prior parallel struc-
ture. Another feature that discerns these protocols is the
point-to-point communication of PCIe, enabling the bus
to handle higher clock rates without protocol overhead
of bus arbitration, found for instance in the original PCI
protocol specification [20.35, pp. 134]. The maximum
data transfer rates that can be achieved with a PCIe 3.0
interface are � 16GB=s [20.33]. In the presented mod-
els, the utilized PCIe interface is a version 2.1 revision
with a 4x lane interface configuration. The maximal
data rate including the 10 b/8 b protocol overhead is
approximately 2Gb=s. Communication with the GUI
running on the personal computer is achieved by imple-
menting a Windows RAM driver, writing configuration
data to the FPGA board and receiving sound data from
the FPGA board.

20.7.5 PCIe Protocol Timing

The timing of the PCIe protocol depends on the type of
PCIe connection type and the version. The bandwidth
for the PCIe 2.0 implementation used in many develop-

ment boards has a link speed of approximately 16GB=s
for a 16x connection. The Xilinx ML605 board for
instance has a PCIe 2.0 8x link with a maximal trans-
mission speed of 4GB=s. Because any real system
has additional overhead added by the operating sys-
tem driver and PCIe protocol overhead, the raw bit rate
is mostly smaller. The communication protocol over-
head and resulting effective bit rate has to be assessed
upfront to decide if the data-rate is sufficient for the im-
plemented hardware design.

20.7.6 Further FPGA Design Considerations

When implementing algorithms in hardware there are
several guidelines that can be applied to help decide if
a speedup is to be expected by using a programmable
hardware platform like a FPGA. A number of practi-
cal principles developed for computational biology are
published in [20.36]. They are aimed at describing gen-
eral design patterns so they can be applied to DSP
algorithms as well.

Two central questions regarding a hardware imple-
mentation of an algorithm are:

(a) Can the computations be expressed in a manner that
is appropriate for FPGA hardware?

(b) Does the algorithm allow for the use of a suitable
data type that leads to an optimized form of an al-
gorithm?

Regarding point (a) there are several traits of a com-
putational method that can facilitate speedups on FPGA
hardware but the most important questions are: Can my
algorithm be parallelized?, and To what extend can it
be parallelized? If your answers are Yes! and A lot!,
only then can you harness the full potential given by
the massively parallel hardware facilities of FPGAs.
Another question regarding point (a) is whether the al-
gorithm can be expressed without too many conditional
branches (for instance if-else-case instructions). Nested
code cannot easily be transferred to FPGA hardware
and it is important to assess if an algorithm can be sim-
plified in this regard.

Regarding point (b), large speedups can be expected
if the data can be represented with a data type that en-
ables bit width reductions without losing accuracy. If
for instance a fixed-point data type with a small bit
width suffices for a certain operation there are data-type
specific simplifications that can be used to speed up al-
gebraic operations.

The flexible structure of FPGAs allows for ar-
bitrarily arranged signals that are not bound to the
16/32/64bit of half, single or double precision of most
modern digital hardware that uses a floating-point rep-
resentation. Another central advantage of FPGA hard-
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ware over more closed hardware solutions is the com-
plete control over every part of an implementation and
the resulting possibilities of optimization at the core
level of an algorithm. This can be of concern when
a sample-accurate algorithm is sought after, and the ex-

act predictability of the sample throughput of a system
is important. Using timing simulations, a hardware im-
plementation can be tracked with clock cycle accuracy
and implemented on hardware, guaranteeing the same
accuracy.

20.8 Real-Time DSP Applications
As mentioned in the introduction and the preceding sec-
tions, FPGAs have been shown to perform quite well
for different kinds of DSP applications. A comprehen-
sive overview of DSP methods on FPGAs in general
can be found in [20.37] and in [20.38]. Both publi-
cations stress the advantages of FPGAs due to their
flexible nature compared to other computing devices
but also show the pitfalls when designing DSP appli-
cations for hardware. A rule of thumb for hardware
implementations of algorithms is: The more an algo-
rithm can be condensed to its core functionality, the
more efficient a hardware model is and the faster and
more effective it can perform its tasks in hardware im-
plementations [20.39, pp. 20 ff].

When using FPGAs to accelerate numerical calcu-
lations, one form of optimizing the calculation towards
speed can be achieved by parallelization of the un-
derlying algorithm. This has been proven successful
for a wide range of different applications, like real-
time noise source identification [20.40], high speed
direction-of-arrival algorithms [20.41] or delay-sum
beam forming [20.42]. Other works using FPGAs
for digital signal processing (DSP) applications are
published by [20.43], where two-dimensional/three-
dimensional (2-D/3-D) plane wave filters are realized
by IIR/FIR filters, or the work of [20.44], who focuses
on converting analog controllers to digital controllers
using filter-design techniques. Similar to the mentioned
work, there are several papers proposing methods of
implementing DSP filter designs (IIR/FIR) on a FPGA
chip [20.45, 46].

The parallel processing capabilities predestine the
FPGA to be used in real-time applications [20.28],
as shown for example for particle track recogni-
tion [20.47], high-speed cross-correlation [20.48] dig-
ital beam forming [20.49] among other publications.
Real-time filter applications are shown in [20.50]
or [20.51]. Other real-time applications are presented
in [20.40, 52] or [20.53]. As was shown in the men-
tioned works, a considerable speedup could be achieved
for numerical methods, some of which could be calcu-
lated in real time for the first time by fully utilizing the
parallel processing capabilities of modern FPGA chips.

In addition to the mentioned papers, focusing on
highly specialized topics of signal processing, there are
several works using FPGAs to calculate various acous-
tical phenomena employing finite difference schemes.
Among the earliest publications using a FPGA to solve
a two-dimensional wave equation with a finite differ-
ence time domain (FDTD) method on a FPGA is the
work by [20.54]. A physical model of a string imple-
mented on a FPGA was proposed by [20.55]. Other no-
table publications regarding numerical calculation of the
wave equation using finite difference methods are the
works of Erden Motuk, for example [20.56] or [20.57].
Here, as well as in his thesis [20.58], Motuk utilizes
a FDTD algorithm to solve the two-dimensional wave
equation for membranes or plates. Other approaches fo-
cusing on synthesizing sound on a FPGA are published
in [20.59] or [20.55]. A real-time implementation of fi-
nite difference models of acoustic instruments is pre-
sented in [20.60] and in more detail in [20.61].

20.9 Real-Time Filtering Applications

A central operation of digital signal processing is the
application of some type of filter to some kind of signal.
Being closely linked to a linear convolution, filtering
techniques are applied in a variety of systems us-
ing differing design strategies. Applications that make
use of a convolution operation can be found in image
processing like blurring or enhancing a digital photo,
high-frequency applications like signal reconstruction
of noisy wireless data transmission, and filtering fre-

quency content of audio signals in a recording studio.
In systematic musicology, filtering operations can range
from plain applications like amplifying a certain fre-
quency band in a signal using a narrow-band notch
filter, to more complex tasks like modeling the mam-
malian cochlea as a filter bank.

A vast amount of literature has been published re-
garding basic topics of filtering methods as well as on
specialized topics focusing on hardware implementa-
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tion and acceleration of convolution algorithms. A land-
mark work, which is often regarded as the hour of birth
of modern signal processing, was the rediscovery of
the fast Fourier transform (FFT) published by Cooley
and Tukey in 1965. The published work revolutionized
many digital signal processing methods because of an
equivalence, given by the convolution theorem [20.62],
which states that a time-domain convolution of two
signals can be performed as a multiplication in the fre-
quency domain.

A basic assumption of digital signal processing is
that it is possible to describe an analog system as a lin-
ear, time-invariant system (LTI system). If we have such
an LTI system, the output (y.t/) of this system react-
ing to a certain input (x.t/) can be described completely
by its impulse response (h.t/) in the time domain. In
the frequency domain the system is characterized by its
transfer function (H.!/).

Because of this, filtering (convolution) methods can
be classified into two main groups, time-domain meth-
ods and frequency-domain methods. Modern FPGAs
have been shown to perform very well for commonly
applied filter designs in the time domain as well as
in the frequency domain. In addition to that, the FP-
GAs’ flexible structures and additional on-board DSP
resources enable them to perform quite well even for
more uncommon filtering approaches like wave digi-
tal filters (WDFs) [20.50, 63, 64] or number theoretic
transforms (NTTs) [20.37, pp. 401 ff.]. This section
tries to elucidate how a modern FPGA can be applied
to filtering operations.

20.9.1 Filtering in the Time Domain

The system shown in the upper half of Fig. 20.15 de-
picts a time-domain convolution operation, where the
output signal y.t/ is the input x.t/ weighted by the sys-
tems impulse response h.t/. In mathematical terms this
is formally defined as

y.t/D x.t/ h.t/D
1Z

�1

h.�/x.t� �/ı� : (20.2)

In the digital domain we are concerned with discrete
signals, thus the integral becomes a finite sum. As-
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Fig. 20.16 FIR filter design using multipliers, one adder
and discrete shifts (z�1)

sumed we have a LTI system, the overall structure
remains and can be written as

y.n/D x.n/ h.n/D
L�1X
kD0

h.k/ x.n� k/ : (20.3)

Equation 20.3 represents a convolution with a finite im-
pulse response FIR filter of length L. Obviously, the
only arithmetic functions needed to perform a convolu-
tion are a multiplier and an accumulator, summing the
products, see Fig. 20.16 for a schematic block diagram.
This procedure is known as multiply-and-accumulate
(MAC), a term associated with filtering operations in
general.

In addition to this class of filters there exists a sec-
ond class of filters commonly applied in DSP: infinite
impulse response (infinite impulse response) filters.
For hardware implementations, both filter classes have
certain advantages and disadvantages, which are sum-
marized in Table 20.7.

A literature review on hardware implementations
of filter designs shows that most designers prefer FIR
filters over IIR filters because of their smaller suscepti-
bility to rounding errors and numerical noise and their
easily achievable linear phase. Both DSP blocks pre-
sented in Sect. 20.3 are optimized towards high-speed
FIR filter designs and are highly adaptable to different
filter sizes.
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Table 20.7 Comparison of FIR and IIR filter design considerations

Property FIR filters IIR filters
Phase Linear phase is realizable Normally nonlinear phase
Stability Nonrecursive FIRs are always stable Unstable limit cycles are common
Rounding error High resilience Very sensitive to rounding errors and numerical noise
Filter size Large–very large Small
Coefficient calculation Complex–very complex Easy
High-speed designs Easily realizable Can be intricate
Pipelined design Yes Hard–impossible

FIR Filter Implementation on FPGAs
FIR filters can be implemented on FPGAs using some
of the special logic blocks presented in Sect. 20.5.
For filter designs, DSP slices can be used to perform
additions and multiplications of a filter. To store the co-
efficients, an on-board RAM should be used. Another

40–4

h0 h1 hN–1–2

0

2

4

2–2

. . .. . .

z–1z–1z–1xi

yi

h1 h2 h3 h4

z–1

z–1z–1 z–1

Fig. 20.17 FIR filter design with reduced multipliers making use of the symmetric coefficient structure
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Fig. 20.18 FIR filter that operates at
a multiple of the sample rate

recommendation for high-speed filter design on FPGAs
is the use of a systolic, i. e., pipelined, filter design,
taking symmetry properties of FIR coefficients into ac-
count.

Figure 20.17 shows the symmetric characteristic of
linear-phase FIR filters. This can be used to minimize
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the multiplication circuit usage. From the left side of
Fig. 20.17, it should be obvious that the filter coef-
ficients are odd symmetric, meaning that h0 D hN�1,
h1 D hN�2 and so on. In a Virtex-6 FPGA, this can be
realized by using the pre-adder of the DSP48e1 slice
(Fig. 20.6). This minimizes the usage of multipliers
from NC 1 to N=2C 1, with N being the filter order.

Another technique that can be applied to maximize
data throughput, especially applicable for filters operat-

ing in the audio frequency range, is using a higher clock
frequency for the arithmetic operations than the audio
sample rate. This is known as oversampling. Take for
example an audio signal that is digitized with a sam-
ple rate of 48 kHz, then we have a multiplication and
accumulation circuit that operates at 48MHz, which is
achievable with most modern FPGAs, and we can pro-
cess samples with a factor 1000. Figure 20.18 shows
a schematic overview of such a system.

20.10 Real-Time Physical Modeling of Large-Scale Geometries

Physical modeling is an established method of simulat-
ing acoustic vibrations of musical instruments for sound
synthesis purposes [20.65]. One of the large drawbacks
of physical modeling methods is the correlation be-
tween model accuracy and computational cost. Over the
last 30 years a multitude of advances in modeling tech-
niques and in numerical methods in general have paved
the way for accurate large-scale models of musical in-
struments.

Nonetheless, larger models of coupled geometries
of musical instruments were not computable in real-
time using standard hardware devices and even accel-
erators like GPGPUs seem to be unpractical for robust
real-time synthesis. FPGAs on the other have been
shown to be able to compute whole geometry real-
time physical models of musical instruments, see for
instance [20.60, 66–68] for models of coupled geome-
tries, or [20.57] for a real-time plate physical model on
a FPGA.

An introduction to physical modeling for sound
synthesis is described in Chap. 19 of this handbook.
Other comprehensive considerations regarding general
methodologies and techniques can be found in [20.65,
69]. As shown in those works, physical modeling sound
synthesis is a robust method for auralizing the vibra-
tions of physically plausible models of musical instru-
ments with high fidelity sound quality. In this section,
a real-time implementation of a physical model of an
acoustic instrument on a FPGA board is presented. Fi-
nite difference (FD) methods are used to discretize the
model in the spatial and temporal domain. A focus is
put on implementation specifics for FPGA hardware.

20.10.1 Finite Difference Equations
of Vibrating Systems

The physical mechanisms that are involved in sound
production and propagation in different parts of most
musical instruments can be described by partial differ-
ential equations (PDEs), particularly the wave equation.
Hence, musical instruments can be regarded as sys-

tems of coupled PDEs that obey the rules of Newtonian
mechanics. As a consequence, all acoustic radiations
can be explained by time-varying characteristics of the
equations of motion and the interaction of the cou-
pled PDEs. The continuous PDEs that govern Newton’s
equations of motion for the respective instrument part
are discretized using finite difference (FD) operators
in the spatial as well as the temporal domain. FD ap-
proximations can be derived by using the fundamental
theorem of calculus, which states that the derivative of
a variable function u.x/ along dimension x is defined by
taking the limit of a finite difference �x of the depen-
dent variable �u like

ux D lim
x!0

�u

�x
(20.4)

with ux indicating a first derivative by x. For nonzero but
small�x this expression can be utilized to approximate
a differential as a difference

ux � ıxu ; (20.5)

with ıx indicating a centered first-order difference oper-
ator by x.

This generalized finite difference operator notation
is applied throughout the remainder of this work. It is
based on the notation used in works like [20.65, 70, 71].

A discrete shift operator acting on a one-
dimensional (1-D) function u at position x is indicated
by � with

�xC.u.t; x//D u.t; xC�x/

�x�.u.t; x//D u.t; x��x/ : (20.6)

A difference approximation in the forward .C/ and
backward .�/ direction at position x can be written as

ıxCujx D 1

�x
.u.xC�x/� u.x//

D 1

�x
.�xC� 1/u

ıx�ujx D 1

�x
.u.x/� u.x��x//

D 1

�x
.1� �x�/u : (20.7)
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The same can be done in the temporal domain by defin-
ing the forward .C/ and backward .�/ approximation
at time instant t as

ıtCujt D 1

�t
.u.tC�t/� u.t//D 1

�t
.�tC � 1/u

ıt�ujt D 1

�t
.u.t/� u.t��t//D 1

�t
.1� �t�/u :

(20.8)

An interesting feature of this operator notation is
that higher-order approximations can be achieved by
a convolution of lower-order operators. Using (20.7),
a second-order centered finite difference operator can
be computed by

ıxx D ıx�  ıxC
D
	

1

�x
.1� ��1/




	

1

�x
.�C � 1/




D 1

�x2
.�C � 1� 1C ��/

D 1

�x2
.�� � 2C �C/ (20.9)

with the equivalence �C �� D 1.
Higher-order operators can be calculated similarly

by

ı4x D ıxx  ıxx : (20.10)

Time Integration
The temporal integration of the FD scheme for the
presented FPGA implementation is realized with the
Newton–Störmer–Verlet integration scheme [20.72].
This scheme was successfully utilized for nonreal-time
FDmodels of a classical guitar [20.73], a violin [20.74],
and real-time models like the model of a simplified
banjo [20.67] and a whole geometry banjo [20.61]. The
dependent variables of this scheme are the displace-
ment u and the velocity v in solid bodies like strings,
membranes and soundboards. When calculating air vol-
umes the pressure p, and its first temporal derivative
pt are used. The PDEs used in this treatise conform
to the Stäckel condition, meaning that they are separa-
ble, hence reducible to systems of coupled DEs of lower
order. This can be achieved by introducing the interme-
diate variable v; the global velocities. Using this it is
possible to write the second-order wave equation as

PvD c2 uxx
PuD v (20.11)

with the wave velocity in the medium c; a material-
dependent constant in the linear case. Applying first-
order FD operators to (20.12), the discrete scheme for

the wave equation can be written as

ıtCvD c2 ıxxu

ıtCuD v : (20.12)

As is shown in [20.72, 75–77] this form of a simple
Newton integrator is symplectic, meaning that the nu-
merical flow is true to the physical flow of the solution.
A necessary stability conditions of scheme (20.12) is
the Courant–Friedrichs–Levy (CFL) condition [20.78].
For general dimension D it can be written as

�t
DX

iD1

ci
�xi
� � (20.13)

with �t;�x the discrete temporal and spatial steps, c
the velocity of propagation in the medium and � the
CFL number depending on the respective scheme. The
basic FD scheme (20.12) for solving the wave equation
without dispersion or dissipation has a CFL number
�D 1. This stability condition changes if damping
or higher-order terms, which model stiffness, are in-
cluded in the formulation. When this stability condition
is satisfied, the basic Newton–Störmer–Verlet [20.79]
scheme needs no further correction algorithm, unlike
the Newton–Raphson alpha method [20.80] for in-
stance, which adds artificial damping to the system to
ensure stability.

20.10.2 Discrete FD Operators

An extension to the well-established FD operator no-
tation, used at least since the early 20th century, is
presented in this section. The operator notation al-
lows us to abstract several mathematical operations into
a simpler notation. In the following, this concept is ex-
tended to an even lower abstraction level by resolving
the underlying mathematical operations to the specific
operations depending on the data type and underlying
hardware structure. Assuming a fixed-point data type,
a centered finite difference operator can be expressed
using

Oıx D T�ŒO�xC;�O�x�� (20.14)

with O�xC=x� D a read operation from a register, a fi-
nite difference cell right (+) or left (-) of the actual cell
and T� a multiplicand that depends on the stride of the
discrete grid in the spatial domain. A second-order cen-
tered FD operator in vector notation can be written as

Oıxx D T�Œ.O�x�/; .< 1/; .O�xC/� (20.15)
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with T� D 1=�x and .< 1/ indicating a shift operation.
This shift operation can be used to replace a multipli-
cation by two in fixed-point arithmetic. A higher-order
digital FD operator used for the fourth-order differential
equation of the beam can be constructed by a convolu-
tion of two second-order digital FD operators

Oı4x D Oıxx  Oıxx : (20.16)

This can be extended to higher-spatial-order difference
operators leading to a specific numbers of digital oper-
ations for the respective operator given in Table 20.8.

Using the values given in Table 20.2, the used
resources of a model must be approximated before im-
plementation in hardware.

20.10.3 Finite Difference Physical Modeling
on FPGAs

To gain benefit from the structure of FPGA hardware,
the FDmodels introduced here are formulated in a max-
imal parallel way. As is shown in the derivation of FD
methods, central parts of the core computations can be
processed in parallel. This is achieved by dividing the
spatial domain into parallel node points on a regular
grid. The specific configuration of the discrete points
of the respective domain enables a concurrent update
of every node for every sampling time step. In addition
to this parallel structure, the locality of the memory-
access patterns are optimized by using spatially local
block-RAM (BRAM) registers for every node point.
This minimizes memory write/read overhead.

Scheme (20.12) can be split into sequential parts
as well as parallel parts. The sequential parts are the
calculation of the velocities and the deflections, which
are interdependent and thus must be computed serially.
On a given geometry, the update of the velocity and
the deflection is computed for every discrete point at
concurrent time instances. This means that the serial
calculations of (20.12) can be done in parallel for ev-
ery discrete node on the discrete geometry. Figure 20.19

Table 20.8 Digital operations for FD operators used in
this work

Operator Reg. Op. Shift Op. Mult. Add./Sub.

Oıx 2 0 1 2

Oıxx 3 1 1 2

Oı4x 5 4 1 5

Oı2x2y 5 1 1 4

Oı
r

4 13 10 1 12

Oı2x2y2z 7 2 1 6

shows an example of a parallel computation of three ad-
jacent points on a string, at positions k� 1, k and kC 1
respectively.

20.10.4 Serial-Parallel Implementation

When implementing more than one geometry model on
a FPGA, or when a geometry is so large that it can’t
be implemented on one chip in parallel, it is possible
to calculate parallel kernels shown in Fig. 20.19 several
times. The maximumnumber of computable kernels de-
pends on the sampling rate and on the clock rate of
the FPGA design. The design in Fig. 20.19 is a seg-
ment of a 1-D string consisting of 10 parallel kernels.
Figure 20.20 depicts an exemplary implementation of
10 parallel kernels getting evaluated eight successive
times. In the LOAD block, all parallel kernels of slice
1 load the computed values of time step t, in the middle
block the values for time step tC 1 are being com-
puted, in the WRITE block all computed values are
written to the slice 1 memory position. This leads to
the model of a string that consists of 8� 10D 80 grid
points.

20.10.5 Model Routing on FPGA

For larger instrument designs consisting of several ge-
ometries it is a good design practice to subdivide the FD
computations into several self-contained parts.

Using this strategy, it is possible to structure
a model on a FPGA comparable to a design of several
coupled IP cores. For a proto-lute made of one string
coupled to a wooden box, one part could consist of the
string calculations, the other could be the wooden box.
Each of the two cores could be subdivided as well into
smaller units, but their input and output signals would
be defined signal ports using a specified data proto-
col.

By this it is possible to use and reuse parts of
a design, which run correctly in a later design without
a complete redesign.

As presented in [20.61] this structured layer ap-
proach can be used to realize full geometries of musical
instruments. An exemplary part of the layer system is
shown in Fig. 20.21. Therein several geometry parts are
connected via defined output and input signals and can
be controlled and modified by changing certain control
parameters.

Interfacing With a Model
The interface layer (IL) is the topmost layer in the
model. Here, all external data input and output is man-
aged, decoded and routed. It is the interaction layer with
all input and output devices, such as the PCIe interface,
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Fig. 20.20 Serial–parallel implementation of sequential
NSV-scheme parts. Slices 1-8 consist of 10 parallel compu-
tation kernels each writing-to and reading-from their own
memory address

a AC97 interface or a I2S interface for data transport.
A block diagram of the IL is shown in Fig. 20.22.

Depending on the needs and given ports, either
a PCIe, AC97 or the I2S interface can be used for com-
munication and data transfer. In the IL, data from the
respective transmitter is decoded and then routed to the
instrument model, the model routing layer (MoR). In
the output stage of the IL, the sound and status data
is encoded depending on the respective receiver proto-
col.

20.10.6 Real-Time Physical Model of a Violin

In this section, an implementation of a violin on FPGA
hardware is developed. It gives an overview of the

mathematical models used for the singular parts as well
as a detailed insight into characteristic implementation
details. The real-time physical model of the violin con-
sists of the frontplate and backplate of the violin. The
enclosed air with two orifices, the wooden bridge, four
strings and a model for the bow-string interaction com-
plete the proposed model. The model can be controlled
from a PC via a PCIe interface and interacted with by
using a Leap motion controller.

20.10.7 Violin Research History

The classical violin is an instrument with a history
in musicological research regarding the acoustic prop-
erties of the instrument as well as its organologic
development. An introduction to the historic evolution
of the modern violin is given for instance in [20.81].
A publication concerned with the early history of the
violin can be found in [20.82]. A history starting from
the time the modern violin was discernible as a dis-
tinct instrument and the development of the violin up
to modern times is published in [20.83]. Early experi-
mental studies on the acoustic properties of the violin
were performed by Felix Savart [20.84] who focused
his research on the vibrations of the front- and back-
plate and their different acoustic behavior, proposing
that good violins have a special relation between their
eigenmodes. He suggested that the sound post inside the
violin stiffens the treble side of the violin, transforming
the rocking motion of the bridge, which excites a dipole
mode of the top plate into a monopole mode by this
unilateral stiffening of the geometry [20.85, pp. 165–
166]. His research led him to design a trapezoid-shaped
violin. Following his publications there were several
important publications regarding violin acoustics dur-
ing the 19th century. One important work was published
by Hermann von Helmholtz, who is credited with the
first description of the stick-slip mechanism of the
bow-string interaction. The theories of Helmholtz were
further extended by Lord Rayleigh in [20.84]; findings
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were published by Lord Rayleigh and Hermann von
Helmholtz [20.86]. At the beginning of the 20th century,
Raman published several works concerned with violin
acoustics and especially the bow-string interaction. An
encompassing discussions about the structural mechan-
ics and acoustic interactions of the violin can be found
in [20.87].

Typical radiations of the f -holes and the interac-
tion between lower body modes and the air volume are
discussed in a technical manner for the whole class of
the Hutchins–Schelleng violin octet in [20.88, 89], for
a list of instruments from the Hutchins–Schelleng octet
see Table 20.2 in [20.90, p. 325]. C. Hutchins followed
the work of Savart and suggested that if the top plate
eigenfrequencies were slightly higher than the ones of

the back plate, the violin sounds brighter; otherwise it
sounds duller [20.91].

J.-L. Florens [20.92] presents a hardware design for
interacting with a virtual model of a violin bow showing
realistic simulation results. A virtual interaction model
with digitized gesture data of bowing is presented in
the work ofMatthias Demoucron [20.93]. Based on this
work Esteban Maestre [20.94] shows an implementa-
tion of a similar methodology with a high-level front
end.

20.10.8 Violin String Model

The primary part of the violin’s sound productionmech-
anism are its four strings. Most modern violin strings
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are made of a synthetic core wrapped with metal or
some kind of alloy, like aluminum or titanium. The ex-
act physical properties of those materials vary between
string manufacturer and according to the desired sound
characteristics.

The internal damping of modern violin strings is de-
signed to facilitate the production of a stable Helmholtz
motion under different playing conditions. Thus, most
violin strings have a considerably higher internal damp-
ing compared to other string instrument strings. In
comparison to a guitar string, this results in a less pro-
nounced frequency content in the higher range of the
spectrum. A thorough review on violin string research
is published in [20.95].

In this treatise the strings are modeled as stiff
strings with losses at the boundaries as well as inter-
nal damping. The motion is modeled for one transverse
polarization leaving longitudinal and torsional effects
out of the consideration, as shown in [20.96] longitudi-
nal and torsional vibrations are measurable in cello and
contrabass string vibration.

The equation of motion for the strings in one verti-
cal polarization for x 2 0; : : : ; L can be written as

utt D c2uxx �Bu4x �ˇutC˛utxx

u.t; 0/D 0I u.t; 0/x D 0

u.t;L/D 0I u.t;L/xx D 0 (20.17)

with cDpT=�, T D tension and�D linear mass den-
sity. The term ˇut is a viscous damping term, and the
mixed derivative ˛uxxt is a phenomenologically jus-
tified damping term modeling the internal damping.
A similar term was first proposed in [20.97] and ex-
tended to the form used here in [20.98]. The damping
constants ˛ and ˇ are two heuristically approximated
damping parameters. Due to the fact that all strings
of the violin are metal strings with a considerable
thickness they have a finite elasticity. This effect, the
stiffness, is modeled by including a bar-like term Bu4x.
The factor B is defined as BD ESK2=�, with Young’s
modulus E, cross-sectional area S and K the radius of
gyration.

This adds a bar-like characteristic to the string and
results in a stretching of partials, which is small in the
case of thin strings [20.99]. Because we have a fourth-
order term in the equation, we need four boundary
conditions (BC): two at each side. On the side of the
bridge (xD 0) we use clamped BC and fixed BC at the
nut (xD L).

Separating (20.17) by introducing the velocity v
yields

vt D c2uxx � 	2u4x �ˇutC ˛utxx

ut D v : (20.18)

Discretized Equation
The separated and discretized scheme (20.18) can be
written as

OıtCvD .c2 Oıxx � 	2 Oı4x �ˇ Oıt�C˛ Oıxxt�/u
OıtCuD v : (20.19)

The hardware operations of the discrete difference op-
erators can be added up to approximate the hardware
utilization of one string. The multiplicands in front of
the discrete difference operators can be combined with
the multiplicand of the operator shown in (20.20). The
requirements for one discrete point of the string are
given in Table 20.3.

VHDL Model of the Strings
One string of the violin model is discretized with 80
points on the FPGA. Using the approach presented in
Sect. 20.10.4, each string can be computed using 10 par-
allel computation kernels, where each of these kernels
is computed eight times.

Summarizing the requirements for the strings, the
values in Table 20.9 are multiplied by 40 (four strings
with 10 kernels), which yields the values given in Ta-
ble 20.10.

20.10.9 String–Bow Interaction

The excitation of the violin is implemented as a bow–
string interaction model. The physical properties of the
string–bow interaction are modeled based on a stick–
slip interaction as presented in [20.100]. The system
can be formulated using an iterative approach, model-
ing the forces acting at the contact point of bow and
string. The fundamental idea behind the implemented

Table 20.9 Operator count for a damped one-dimensional
string

Operation Reg. Ops. Shift Mult. Ad./Su.

c2 Oıxxu 3 1 1 2

	2 Oı4xu 5 4 1 5

ˇ Oıt�u 2 5a 1 8

˛ Oıxx.t�/u 2 5a 1 8

Sum 12 15 4 23

a The damping parameters are approximated as shift operations

Table 20.10 Hardware requirements for four strings con-
sisting of 10 computation kernels

Operation Reg. Ops. Shift Mult. Ad./Su.
Sum: 480 600 120 920
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stick–slipmodel, andmost other friction models as pub-
lished in [20.95], is the assumption that the bow sticks
to the string, tearing the string in the direction of the
bow motion. Hence, the contact-point velocity of the
string equals the velocity of the bow during contact. If
the net force of the string acting in the opposite direc-
tion is stronger than the force exerted by the bow, the
string starts to slip off the bow. The force of the string
can either be triggered by the deflection-dependent net
force or by the pulses of the Helmholtz motion trav-
eling on the string, catapulting the string off the bow.
A schematic state diagram is given in Fig. 20.23.

The input signals starting the iteration are loaded
at the beginning of the loop and the state changes de-
pending on the truth-value of the respective conditions.
This leads to an interactive playability of the model en-
abling a musician to expressively play the virtual violin.
Several videos of this interaction model can be found
at http://www.systematicmusicology.de. A flowchart of
the excitation model is shown in Fig. 20.24.

String–Bow Model on a FPGA
What makes the string–bow model on a FPGA espe-
cially interesting is that the throughput of the systems
has only a latency of several FPGA clock cycles. There-
fore, a change in pressure or velocity of the bow is
directly transmitted to the respective string that is se-
lected. The selection of a string can be toggled by
setting a bow-contact bit to 1.

Figure 20.25 shows a schematic timing diagram of
a bow contact on a selected string.

20.10.10 Bridge

The violin bridge has two feet, which transmit the vi-
brational energy of the string to the frontplate of the
instrument. The geometry and physical properties of
the violin bridge leads to distinct eigenvibrations, which
adds a resonance peak in the radiated spectrum known
as the bridge hill. In most violins it can be found around
a frequency of� 3 kHz [20.101].

Under realistic playing conditions, the bridge of the
violin acts as a bidirectional transmitter of the acoustic
vibrations between the strings and the frontplate. Its two
feet exert a time-varying force on the frontplate and add
a time-varying boundary condition for the strings. It is
modeled as a two-dimensional plate with forces acting
in the in-plane direction denoted as u and w , with u
being perpendicular to the frontplate of the violin.

The differential equation for the respective direc-
tions x and y can be written as

utt D c2.uxxC 
1LuyyC 
2Rwxy/�ˇut

wtt D c2.wxxC 
1RwyyC 
2Luxy/�ˇwt (20.20)

Stick StickSlip

Deflection

Time
Velocity

Time

Fig. 20.23 A state representation of the bow model excit-
ing the violin string

with material-dependent parameters 
�, c2 given below,
and damping parameter ˇ.

Discretized Equation
Using the discrete difference operator notation and sep-
arating them, Equations (20.20) can be rewritten as

OıtCvx D Œc2. OıxxC 
1L Oıyy/�ˇ Oıt��u
C 
2R c2 Oıxyw

OıtCuD vx
OıtCvy D Œc2. OıyyC 
1R Oıxx/�ˇ Oıt��w

C 
2Lc2 Oıxyu
OıtCwD vy (20.21)

with vy; vx the velocities in the x and y directions re-
spectively.

Coupling of the Strings to the Bridge
The coupling of the string vibration to the bridge can be
formulated by taking the acting forces at the interaction
point ip into consideration

Fip D B ustr3xCT ustrx (20.22)

with B the bending stiffness as defined before and T the
tension of the string.

20.10.11 Top Plate/Back Plate

The body of the violin is made of wood. In most in-
struments, the frontplate of the violin is made of spruce
whereas the backplate is made of maple. The front-
plate and the backplate are held together by ribs around
the rim of the instrument. In addition, the sound post
connects both plates. The characteristic f -holes on the

http://www.systematicmusicology.de
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Fig. 20.25 A timing diagram of selected bow–string signals. When the bow-contact bit is set, the pressure and the
velocity values of the bow interact with the string at the selected bowing point. 1) FPGA clock. 2) Serial/parallel string
calculation state. 3) String deflection. 4) String–bow model contact pressure. 5) String–bow model contact velocity. 6)
Bow contact. 7) Bow pressure. 8) Bow velocity
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frontplate of the instrument give rise to a resonating
enclosed air volume. Both plates are arched, which is
commonly believed to increase the stiffness, which in
turn changes the frequency of the plates without having
to change the mass or the thickness of the plates. The
arching of the plates can be modeled by using a PDE
for a buckled plate.

The top plate and the backplate of the violin are
modeled as orthotropic wood plates using the discrete
version of a fourth-order differential equation.

This leads to the following PDE of a wooden plate
including stiffness, damping and buckling

utt D Qc2ŒuxxC uyy�� 	ur
4 �ˇut

C ˛uxxt �Fext (20.23)

with QcDpT.x; y/=�;T.x; y/ the variable membrane
tension, � the area density, u the membrane displace-
ment normal to the membrane plane and external forces
Fext D FairCFbr, where Fair and Fbr are the forces ex-
erted by the air volume and by the bridge respectively.
Here, 	 D E h2=12 �.1� 
2/ with Young’s modulus E,
h is the thickness, � is the density and 
 is Poisson’s
ratio.

The biharmonic operator is defined as

u
r

4 D .u4xC 2u2x2yCu4y/ : (20.24)

Discretized Equation
The calculation of the plate deflection is partitioned
into two substeps. First the bending moments M are
calculated, with M the acceleration on the surface of
the plate. The separated and discretized counterpart of
(20.23) using a digital operator notation can be written
as

OıtCvD
� Oc2ıxxyycC˛ Oıxxyyt�� 	 Oır

4 �ˇ Oıt�
�
u

CFext

OıtCuD v

(20.25)

with Oı
r

4 the discrete, digital biharmonic operator.

Coupling of the Bridge Feet and the Frontplate
The coupling between the bridge feet and the frontplate
is modeled by constituting a spring with constant kbr/fp
between the bridge and the membrane leading to the
coupled equation at the respective points.

uptt D 1

mfp
F.ub/� kbr/fpu

fp (20.26)

umtt D
1

mmfp

F.um/� kbr/fpub ; (20.27)

with F the force function of the uncoupled part of the
respective geometry and m� the mass of the bridge (br)
and the frontplate (fp) at the interaction area.

20.10.12 Model of the Air Cavity

An essential part of the violin sound is the presence of
air inside the instrument’s body. There are several im-
portant air modes of the instrument that can be found in
the radiated spectrum of the instrument. The f -holes of
the violin are modeled by the using Sommerfeld radia-
tion conditions at the respective points [20.70, p. 50].
Using Helmholtz’ equation for pressure p in air, the
PDE can be written as

ptt D 1

K�
.pxxCpyyCpzz/�ˇpt (20.28)

with pressure p, air compressibility K, and density �,
which are assumed constant inside the domain. Again,
ˇ is a heuristically approximated damping coefficient
modeling the viscosity of air.

Coupling Between Air and the Body
The coupling between the air volume and the vibrating
violin body is implemented by considering the continu-
ity of normal velocity on the inside of the violin body
leading to the conditions

pz.x; y; 0; t/D �vfrplt .x; y; t/ (20.29)

for the zero plane of the air volume in z direction and

pz.x; y;H; t/D��vbplt .x; y; t/ (20.30)

for the air layer in contact with the backplate.

Discretized Equation
By setting vD OıtCp we can write the discretized and
separated equation as

OıtCvD
�

1

K�
. OıxxC OıyyC Oızz/�ˇ Oıt�

�
p

OıtCpD v : (20.31)

Note that v must not be confused with the particle ve-
locity formulated in (20.11).

20.10.13 Application Example

In the following application example, the violin model
presented in this section is running on a ML605 FPGA
development board connected to a standard PC via the
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Spec. cen.
Height

1 2 3 4 5 6 7

Frequency (s–1) Height (mm)

Time (s)

1960
5.05

2

980

196

Fig. 20.26 Simulation output of
increasing frontplate height in
successive steps of 0:05mm of
a violin excited by a constant bowing
force and velocity. In black and white
is the spectrogram of the sound, in
green the spectral centroid

PCIe bus. It is controlled by an application running in
C# and C++. The model is excited with steady bow
force and velocity, interacting with one single string.
While a stable bowing sound of the violin is produced,
the height of the frontplate is increased in 0:05mm
steps. The resulting sound is picked up at several po-
sitions in the air volume above the frontplate of the
violin and transfered to the PC-host application via
PCIe.

Figure 20.26 shows the influence of the changing
frontplate thickness on the spectral centroid of the ra-
diated sound. From psychoacoustic considerations it is
known that the spectral centroid is a robust indicator for
the perceived brightness of a sound.

As one can see from Fig. 20.26, the perceived
brightness does not change linearly by increasing the
thickness of the violin frontplate linearly but depends
on the salient interaction between the string, bridge and
frontplate.

This is one example of how a real-time FD model
can be used by researchers or instrument makers who
want to research the influence of a certain physical pa-
rameter on the resulting sound. This could enable users
to tune an instrument to a desired sound characteris-
tic and research the influence of fine structures on the
resulting sound. Sounds and further application exam-
ples of the real-time violin model can be found at www.
systematicmusicology.de.

20.11 Summary and Outlook

As shown in this chapter, FPGAs offer a vast amount of
possible applications in the field of digital signal pro-
cessing for research as well as for hardware prototyp-
ing. The raw processing power and flexible architecture
enables them to perform highly specialized tasks using
the inherently bit-parallel structure as well as the high
clock speed of specialized logic blocks for sequential
processing. But, as the saying goes, with great power
comes great responsibility: handling large FPGA de-
signs can become exceedingly difficult for a designer
and places substantial demands on the design process
and the appertaining tool chain. Nonetheless, as the
design tools get more elaborate, automating and opti-
mizing various steps of the development cycle, FPGA
programming gets more and more accessible.

This is one of the future routes of FPGA devel-
opment systems that two of the largest vendors are
working on at the moment. In 2013, Altera has pub-
lished a library making their FPGAs programmable
using OpenCL code in C or C++. Xilinx devices can
also be programmed from C or C++ using the high-level
synthesis (HLS) tools introduced around 2013.

Simplifying the overall design process and thereby
reducing the initial learning curve for hardware pro-
gramming will surely be one of the central topics
in future FPGA developments. On the hardware side
there are several exciting developments in the field of
microprocessor-FPGA interaction. The line of Xilinx
and Altera chips that include an ARM processor is
growing constantly and the purchase of Altera by Intel
in 2015, as well as the cooperation between Xilinx and
IBM announced in the same year, points to even more
elaborate microprocessor-FPGA combinations, includ-
ing server CPUs of the x86 family connected directly to
FPGAs.

Altogether the recent developments indicate that
FPGAs will play an important role in high-performance
computing over the next decade and will also become
more accessible to a larger audience due to simplifica-
tions in the design process.

The implementations and examples of signal pro-
cessing applications in FPGAs presented in this chapter
highlight how the flexibility of FPGAs can be used to
simulate and model timing-critical problems in music

www.systematicmusicology.de
www.systematicmusicology.de
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DSP applications. The main purpose of this chapter
was the introduction of a platform capable of real
real-time implementations of algorithms as well as the
possibility to utilize special hardware traits to speed
up timing-critical computations in acoustic research. In
musical acoustics and especially in physical modeling
applications there is an ever rising need for high(er)-

performance computations to enable researchers as well
as musicians to interact with highly accurate models in
real time. Hence, extending the toolbox of a researcher
to more specialized hardware platforms can open up
new areas of research by facilitating the use of meth-
ods that were impractical previously due to throughput
limitations of standard hardware.
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There is no music without a brain. The brain is the
biological substrate of music perception, creative pro-
cesses, and of planning, executing, and monitoring the
movements necessary to play music. For the investi-
gation of the neural correlates of music, neurophysio-
logical methods are used such as functional magnetic
resonance imaging (fMRI) or electroencephalography
(EEG). While listening to a musical piece, or while
playing music, the brain dynamics of an individual
is recorded, both in time and space. While the EEG
mainly records neural activity in the neocortex, fMRI
is able to measure neural activity both in the cortex and
in subcortical structures located deep inside the brain,
e.g., the thalamus, the amygdala, or the basal ganglia.
EEG has a high temporal resolution (in the submillisec-
ond range), enabling researchers to record brain activity
with sampling rates necessary for the investigation of
very fast perceptual or executive processes. fMRI, on
the other hand, has a high spatial resolution (in the
millimeter- or even submillimeter range), enabling re-
searchers to differentiate brain regions, and thus the
where of music processing in the brain.

EEG-recorded brain-electric potentials, also re-
ferred to as event-related potentials (ERPs), have been
employed to investigate auditory-perceptual processes,
auditory attention, auditory memory, musical syntax,
musical meaning, and music-evoked emotions, as well
as action-related processes during music production.
For example, the so-called mismatch negativity (MMN)
has been used to investigate auditory sensory memory,
auditory grouping, and musical Gestalt. The so-called
early right anterior negativity (ERAN), on the other
hand, has been used to investigate the processing of
musical syntax. It was shown that the ERAN is mainly
generated in Broca’s area, a region of the brain known
to analyze the syntax of language – thus showing that
both musical and linguistic syntax is processed in over-
lapping regions of the brain. On the other hand, studies
with fMRI have provided detailed knowledge about
brain structures that are involved in music processing.
For example, fMRI studies have shown that beat per-
ception involves not only the cerebellum, but also the
basal ganglia, the premotor cortex, and the supplemen-
tary motor area.

However, understanding the functional neu-
roanatomy of music processing is challenging, e.g.,
because brain regions are usually active within net-
works, interacting strongly with each other, or even
playing different roles during different tasks within
different networks. How the interaction of many
neurons leads to a sorting and organizing of musical
content (which is then used to identify and recognize
rhythms, melodies, or timbres) is not yet understood.

This section gives an overview of some different
aspects and musical features investigatedwith neurosci-
entific methods (mainly EEG and fMRI), and modeling
of neural networks in relation to perceptual tests. It
gives insight into the state of the art in the field and
discusses recent findings and trends.

In Chap. 21, Simon Grondin, Emi Hasuo, Tsuyoshi
Kuroda and Yoshitaka Nakajima discuss auditory time
perception, where perception based on the interval be-
tween two events is different from that of beats and
a rhythm differentiating musical time. Also there is
a difference in the perception of time in music and in
language. The paper discusses the influence of pitch,
intensity or musical markers in time perception. Fur-
thermore, distinguishing the perception of musicians
and nonmusicians gives further insight into the prob-
lem.

Elvira Brattico,ChiaraOlcese andMari Tervaniemi
review the perception of musical sound in the brain in
Chap. 22. They discuss the role of attention in the prob-
lem. Discussing fMRI and EEG investigations, different
brain regions are identified for their contributiond to
processing. In particular, experiments using the MMN
and the ERAN are found to be helpful in recognizing
ERPs that can give deeper insights into the attention
problem of automatically or consciously perceived mu-
sical sounds or syntax.

Lola L. Cuddy reviews long-term memory in music
in Chap. 23. This is discussed in terms of semantics and
meaning, and episodic memory or procedural memory.
Discussing neurophysiological evidence, Cuddy reports
studies showing the preservation of musical memory in
Alzheimer patients, and discusses potential use of these
findings for therapy.

In Chap. 24, Katrin Schulze, Victoria Williamson
and Stefan Koelsch discuss the relation between music
and language in working memory. Based on fMRI and
EEG studies, the paper discusses the role of Broca’s re-
gion, the premotor cortex as well as other regions for
working memory, and discusses which of these regions
might differ between verbal and tonal working memory.
They suggest an overlap between neural resources un-
derlying working memory for tones and words, and put
forward the hypothesis that sensorimotor codes (i. e.,
action-related processes) are fundamental for auditory
working memory.

Marcus Pearce and Martin Rohrmeier discuss mu-
sical syntax in Chap. 25 in terms of its theoretical
foundations. Based on Noam Chomsky’s generative
grammar, musical syntax is described as a set of hier-
archically organized rules underlying the generation of
a musical piece. The difference between finite-state and
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context-free grammars is discussed, where the former
assumes local dependencies among (adjacent) musical
events, while the latter allows nonlocal dependencies
between (nonadjacent) musical events.

Following these ideas, in Chap. 26 Marcus Pearce
andMartin Rohrmeier continue to discuss musical syn-
tax, now in terms of neural and perceptual models.
The implementation of finite-context models as n-gram
systems, compared to hidden-Markov models as finite-
state models is discussed, next to neural networks.
These findings are discussed with respect to perceptual
as well as neurophysiological findings, methods and
ideas.

In Chap. 27, TramNguyen, Aaron Gibbings and Jes-
sica Grahn discuss musical rhythm and beat perception.
Sensorimotor synchronization is discussed as the basic
mechanism listeners use to perceive a beat or rhythm.
The models and perception tests find differences be-
tween beat as a steady pulse, and rhythm as patterns
of musical texture. This is also supported by fMRI,

positron emission tomography (PET) or EEG experi-
ments, but still research is ongoing and many questions
remain open.

Chapter 28 byGiacomo Novembre and Peter Keller
is devoted to music and action. It relates music per-
ception to performance and reviews the perceptual data
as well as the neuroimaging evidence. The relation be-
tween performance and social bonding is discussed.
The role of beat perception on action is shown. The
paper finds a coupling between the brain regions re-
sponsible for perception and performance.

Finally, Chap. 29 by Tuomas Eerola discusses mu-
sic and emotion. He distinguishes between automatic
emotions in response to music-making as a mapping of
musical features and emotions an expectancy of musi-
cal events, which might be violated and cause emotions;
and an entrainment between music and the subject,
which leads to an emotional movement in the listener.
He discusses measurement techniques for emotions and
discusses future problems in this field.
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21. Auditory Time Perception

Simon Grondin, Emi Hasuo, Tsuyoshi Kuroda, Yoshitaka Nakajima

In this chapter, we propose to review studies
on the capability of making explicit judgments
about the duration of auditory time intervals.
After a brief look at the main methods used to
study time perception, we then focus on factors
affecting sensitivity to time (e.g., discrimination
levels) including repetition of intervals and the
duration range under investigation, as well as
whether the interval is embedded in a music or
in a speech sequence. Factors affecting the per-
ceived duration of sounds and time intervals are
then described using for example markers’ length,
space, pitch, and intensity. The last section of this
chapter reviews the main theoretical perspectives
in the field of temporal information processing,
with an emphasis on the distinction between
the traditional beat-based versus interval-based
mechanisms.

21.1 Methods for Studying
Interval Processing............................ 424

21.2 Processing Time Intervals: Variability . 425
21.2.1 Number of Intervals

and Duration Range. .......................... 425
21.2.2 Interval Discrimination in Music
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21.3.3 Space, Pitch, and Intensity Effect ........ 432

21.4 Theoretical Perspectives .................... 434

21.5 Conclusion........................................ 435
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One critical aspect of music perception and produc-
tion is the capability of dealing with time. For instance,
variations in time are minimal when several notes are
played together, or almost, to form a chord or an arpeg-
gio chord, whereas several notes are also sometimes
delivered in very rapid succession to form an appog-
giatura, or played successively but slightly more slowly
in order to contribute to tempo.

In this chapter, we place emphasis on a descrip-
tion of empirical studies and theoretical issues related
to the ability to estimate short time intervals. In other
words, the content is dedicated to explicit judgments
concerning duration. Phenomena like temporal dis-
placement [21.1] will not be reviewed herein. Temporal
displacement means there is no perfect correspondence
between the physical arrival of stimuli and the percep-

tion of their simultaneity or successiveness. In addition,
we will also not review the capacity of judging the order
of arrival (temporal order judgments: TOJ) of stimuli.
Note however that in their classical work, Hirsh and
Sherrick [21.2] reported that the delay between sen-
sory events for TOJ is approximately 20ms. This delay
is much longer than the delay (temporal separation)
necessary to distinguish between simultaneity and suc-
cessiveness. In the latter case, the delay depends on the
sensory modality employed; typically 2�3ms is needed
in the auditory modality, and more in the visual and the
tactile modality [21.3]. In the former case, TOJ, this
delay is independent of the sensory modality. For the
specific case of audition, the reader interested in the
study of dichotic TOJ may consult a summary of thresh-
old results in [21.4, Table 1].
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21.1 Methods for Studying Interval Processing

There is a long history of research on psychological
time and interval processing [21.5]. In order to under-
stand the meaning of the results extracted from this
literature, it is relevant to become familiar with some
basic methods and terminology [21.6].

One fundamental distinction is related to the type
of performance that is of interest. If someone is asked
to tap twice with a finger and we have 3 s between the
taps, it is likely that the main performance index will be
how close to the target the finger production is. Maybe
there will be an overestimation or an underestimation
of time; it is the degree of deviation, also referred to as
perceived duration in the next section, which is of in-
terest. Suppose now that the 3 s tapping task is repeated
several times. It may occur that the mean production
is close to 3 s, but this does not mean that the timing
system is excellent. The timekeeping system of a par-
ticipant where each production lasts between 2.986 and
3:014 s is judged as better than the timekeeping system
of someone whose productions are in the range 2.5 to
3:5 s. The mean productions (perceived duration) of the
participants could be the same, but it is obvious that
there is much more variability (less sensitivity) in the
system of the second participant. In the next section, the
dependent variable of interest is related to variability.

Another fundamental notion to learn is that the basic
structure of an interval can vary. Essentially, one should
distinguish a filled interval, where a continuous signal
marks the beginning and end of the time period to be
processed, from an empty interval, which is an empty
period of time marked by two brief signals of or below
10ms typically. Note that any of these signals can be
issued from one sensory modality or another.

The methods described herein provide the possi-
bility to obtain performance indexes related to both
variability and perceived duration. These methods will
not be described in detail, the aim of the presentation
being to provide the reader with the main tools to ap-
proach the study of internal time. One basic method
for investigating capabilities and mechanisms related to
time perception is to present a participant with a sig-
nal (a stimulus) and to ask this person to estimate
its duration verbally in chronometric units (seconds or
minutes). This method is called verbal estimation. If
intervals are not too long, an experimenter may rather
choose to ask the participant to reproduce, usually with
finger taps, the duration of these intervals. This method
is referred to as time reproduction. There are different
reproduction methods: two brief successive presses to
mark the beginning and end of an interval, one con-
tinuous press to mark the entire interval, or a sensory
signal that marks the beginning of an interval and a key

press by the participant that marks the end. These vari-
ations may lead to slightly different results [21.7]. It is
also possible to adopt a method where the experimenter
verbally reports the target duration, in chronometric
units, and the participants should reproduce this dura-
tion (time production), usually with finger taps. Note
that the term production is sometimes used in the lit-
erature for indicating that, after the presentation of an
interval or a series of intervals of equal duration, a par-
ticipant has to produce a series of intervals of the same
length with a series of successive finger taps. This
may or may not involve a synchronization phase, i. e.,
a series of taps synchronized with the signals marking
time, before tapping without these signals [21.8]. This
interval production method proved to be very useful
for distinguishing the respective proportion of vari-
ance belonging to the motor process involved in the
tapping activity and the variance issuing specifically
from the mechanism responsible for keeping track of
time [21.9].

In addition to these methods (time estimation, re-
production, and production), there is a fourth one,
interval comparison. There are several ways of pre-
senting intervals to enable comparison. Many of the
methods used for investigating human timing derive
from classical psychophysics, and some from animal
timing studies. Basically, a forced-choice procedure
can be used where two successive intervals are pre-
sented and a participant is asked whether the second
one is shorter or longer than the first one. In experimen-
tal designs where there are one standard and multiple
comparison intervals, the standard is usually presented
first. When the comparison interval is presented first,
the discrimination level is lower [21.10]. There could
be one presentation of a standard and of a compari-
son interval on each trial, or there could be multiple
presentations of the same intervals. As we will see in
Sect. 21.2.1, the number of intervals changes the dis-
crimination level.

Amongst the other main comparison methods, there
is one called single stimulus. With such a procedure,
a response is required from a participant after each pre-
sentation of an interval. In one version of this method,
the bisection task, the shortest and the longest (stan-
dards) of a series of intervals are presented several
times, and in subsequent experimental trials, after each
presentation of one of this series, a participant is asked
to say if the presented interval is closer to the shortest
or to the longest standard interval. Instead of presenting
these standards, the experimenter could present several
times the mid interval from a series, and then, in sub-
sequent trials, ask if the presented interval from that
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series is identical or different: this is a generalization
task. Also, other studies on the sensitivity to time used
a task where anisochrony is to be detected in a sequence
of isochronous brief stimuli.

With many of these methods, it is possible to mea-
sure a difference threshold (or just noticeable differ-
ence, JND), which is the least two intervals need to
be different to distinguish between them. The value of
this threshold depends on the method and on the oper-
ational definition adopted for measuring it. Moreover,

this value (threshold) is sometimes divided by the value
of the duration under investigation: this ratio is the We-
ber fraction.

Finally, note that for measuring the perceived dura-
tion of a time interval, there is another method, called
the method of adjustment, where a standard interval and
a comparison interval are presented successively, and
the participants are asked to adjust the duration of the
comparison to make it subjectively equal to that of the
standard [21.11].

21.2 Processing Time Intervals: Variability

In this section of the chapter, we will focus on different
factors affecting the sensitivity to time. After a descrip-
tion of the impact of the number of intervals presented
and of the duration range on the levels of duration dis-
crimination, we will report how sensitive to time we
are in the context of music and speech. The section
ends with a comparison of audition with other sensory
modalities for processing time intervals.

21.2.1 Number of Intervals
and Duration Range

There are several factors that determine the level of
sensitivity to temporal intervals. One of these factors
is of particular interest for the present book: Increas-
ing the number of intervals presented, i. e., inducing
a pace [21.10, 12, 13]. Another factor of interest is
related to the range of duration (tempo) under inves-
tigation.

When single intervals are presented, it is well estab-
lished that the Weber fraction depends on the range of
duration. In the auditory modality, this fraction is higher
for very brief intervals (< 0:1 s) than for intervals from
0.1 to 2 s [21.14]. Such results are true for filled as well
as for empty intervals [21.15, 16].

In a series of experiments where the threshold was
estimated using an adaptive procedure with a conver-
gence toward a 70:7% probability of correct detections,
Drake and Botte [21.17] tested the influence of the
number of intervals on sensitivity to time. In one ex-
periment, they used two or more consecutive tones to
mark one, two, four, or six successive intervals. They
presented the standard interval(s), and then the compar-
ison interval(s) (same number of intervals) which were
shorter or longer. Participants had to indicate whether
the standard or the comparison sequence was faster.
Fors tandard intervals lasting 0.1 to 1 s, discrimination
was better with two than with one interval, and with
four than with two intervals; but it was not better with

six than with four intervals. The tempo sensitivity (We-
ber fraction) in Drake and Botte was about 5% with
a 100 ms standard, and slightly above 2% at 200ms
when a series of six intervals were presented. This
means that listeners could detect a change in duration
when this duration was changed by more than 5ms for
the 100 ms standard, and by more than 4ms for the 200
ms standard. Note, however, that this value is partly
related to the operational definition adopted for estab-
lishing the threshold.

Weber fractions for the discrimination of brief inter-
vals marked by auditory stimuli presented in sequences
ranged in other studies from 3 to 13% [21.18], and
are often reported to be about 5�10% [21.19, 20]. In
an interval discrimination study by Hirsh et al. [21.21]
where participants were asked to detect anisochrony
(the deviation of a tone) in sequences of tones, the We-
ber fractions were about 6�8%, 11�12%, and 20%,
respectively, for standard intervals (interonset intervals)
equal to 200, 100, and 50ms. Higher Weber fractions
(lower performances) with briefer intervals could be
due to the fact that participants might have been unable
to perceive some of the presented intervals correctly. In-
deed, when participants are asked to report the number
of sounds they perceive successively, these sounds must
be separated by interonset intervals longer than about
100ms for estimating the number correctly [21.22] (see
also [21.23]). Nevertheless, the impairments of discrim-
ination with shorter intervals, reported by Hirsh et al.,
are compatible with what we found for the discrimina-
tion of single intervals.

While it is well established that varying the number
of presented intervals influences discrimination levels,
it was only recently that researchers varied the number
of intervals in each sequence, the first or the sec-
ond, independently [21.10, 12, 13]. For instance,Miller
and McAuley [21.13] showed that increasing the num-
ber of intervals in the second (comparison) sequence,
but not the number of intervals in the first (standard)
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sequence, improves time sensitivity. This finding has
been shown for standard intervals ranging from 300 to
700ms [21.12, 13].

One of the most complete studies on the influence
of the number of intervals, standard or comparison,
on temporal discrimination at different duration ranges
was recently reported by ten Hoopen et al. [21.24]. In
their first experiment, which included base durations of
100, 200, 400, and 800ms, two sets of sequential sound
patterns were presented: one sequence of 9 empty time
intervals (standard) of equal duration (marked by 10
brief sounds). These standard intervals were followed
in continuity by 1, 2, 3, 5, 7, or 9 comparison inter-
vals and participants had to judge whether the tempo
in the (total) sequence became faster or slower. The re-
sults revealed that sensitivity increased with an increase
of the number of comparison intervals. In another part
of this experiment, there was one last comparison inter-
val immediately preceded by 1, 2, 3, 5, 7, or 9 standard
intervals and participants had to judge whether the last
sound of the total sequence came too early or too late.
Sensitivity was not improved by an increasing number
of preceding standards.

In ten Hoopen et al.’s second experiment, there
were four sequential conditions: 9 leading standard in-
tervals followed by 1, 2, . . . , or 9 comparison intervals;
9 leading comparison intervals followed by 1, 2, . . . ,
or 9 standard; 9 comparison intervals preceded by 1,
2, . . . , or 9 standard, and 9 standard intervals preceded
by 1, 2, . . . , or 9 comparison intervals. The threshold
was lower (higher sensitivity) when the increase in the
number of intervals occurred before the tempo change
rather than after. In their following experiment [21.24],
the number of intervals was varied from 1, 2, 3, 4, to
5, yielding 25 standard/comparison pairings. The effect
of the number of intervals before the tempo change was
larger than that after the tempo change. The authors also
noted that the thresholds were largest when the tempo
changes occurred early, i. e., at the beginning of the se-
quence, and second largest when the change occurred at
the very end of the sequence; the threshold was smaller
when tempo changes occurred during the sequence. Fi-
nally, in their investigation, ten Hoopen et al. showed
that adding one or two intervals improves performance
but additional interval presentations provide negligible
additional benefits.

The effect of the number of intervals is most of-
ten tested on brief intervals (< 1 s). Recently, it has
been shown that the benefit of multiple interval pre-
sentations applies from 1 to 1:9 s, and is not limited to
duration discrimination [21.25]. The effect applies with
a duration reproduction task and a categorization task.
What is more specifically interesting in this report is the
fact that variability does not increase proportionally as

a function of time (higher variability-to-time ratio with
longer intervals), but this effect does occur similarly
with single and multiple presentation conditions. These
results are also consistent with others showing the vio-
lation of Weber’s law [21.26]; for reviews, see [21.27]
or [21.28].

Working with long intervals invariably raises the
question of using counting or any other segmenting
strategy to keep track of time. It is known that inter-
vals do not have to be very long to gain benefit from
a strategy where subintervals are used [21.29, 30]. For
the reproductions of very long intervals (6�24 s), it
is shown that both singing and counting reduce vari-
ability considerably, and keep the reproductions close
to the target interval [21.31], see also [21.32]. More-
over, Grondin and Killeen [21.31] showed that with
both strategies, singing and counting, musician partici-
pants remained much closer to the target intervals than
nonmusicians. Also, the variability of the reproduced
intervals is not only much lower for musicians, but the
variability-to-duration ratio tends to keep decreasing as
intervals get longer with musicians, but not with non-
musicians.

We have reviewed the literature where discrimina-
tion is improved when the number of presented time
intervals is increased. However, it should be noted
that discrimination between different temporal patterns
can be both improved and impaired by the very fact
that two or more intervals neighbor each other. Sasaki
et al. [21.33] investigated how temporal patterns of two
adjacent time intervals were discriminated from each
other. For some patterns, the discrimination was more
difficult than would have been predicted from a com-
mon duration discrimination experiment in which each
time interval was isolated. This happened when the first
time interval was varied from 60 to 100ms, whereas
the second time interval was varied from 120 to 80ms,
keeping the total duration of the adjacent intervals at
180ms. This impairment can be related to the fact that
two neighboring intervals were perceived as having
very similar durations in these conditions (i. e., tempo-
ral assimilation occurred). We will return to this issue in
Sect. 21.3.2, but the result indicates that different modes
of processing may underlie the discrimination of single
and of multiple empty intervals.

Indeed, multiple presentations of sounds could
make listeners perceive a particular type of rhythm
[21.35, 36]. Moreover, successive sounds could be se-
quentially grouped by their similarity or proximity
[21.37]. It is beyond the purpose of this chapter to
discuss the rhythmic and the sequential grouping, but
duration discrimination is indeed modulated accord-
ing to what type of grouping listeners perceive from
the succession of sounds. Trainor and Adams [21.38]
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Comparison stimuli

Part 2

Tempo (T) = 100

Tempo (T) = 100

Gradual
Tempo 
Change

T = 104
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T = 102
T = 101

T = 99
T = 98
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T = 96
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T = 103
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T = 96

GRADUAL
CHANGE

ABRUPT
CHANGE

No tempo variation

Fig. 21.1 Diagram of experimental conditions. Each excerpt consisted of three parts, with Parts 1 and 3 being identical for
the gradual- and abrupt-variation conditions. Part 2 involved either a gradual change of musical tempo or an interruption.
The excerpt was taken from Bach Prelude No. 1 (Vol. 1) in C Major for well-tempered clavier (after [21.34])

presented the repetition of sound triplets consisting of
a 200 ms sound (short–S), a 200 ms sound (S), and
a 600 ms sound (long–L), like SSLSSLSSL. . . , these
sounds being separated by interstimulus intervals of
200ms. The authors found that adult and infant partici-
pants were better at detecting an increase in the duration
of intervals between SS or between SL compared to
those between LS. According to previous studies in-
volved in rhythm [21.39] (see also [21.40]), the pattern
SSLSSLSSL. . . could be perceived as segmented into
rhythmic groups of SSL, like [SSL][SSL][SSL]. . . ; in
other words, longer sounds are likely to mark the end of
rhythmic groups. The SS and SL intervals were within
the perceived groups of SSL, while the LS intervals
did not belong to any perceived groups. A similar ef-
fect was reported by Geiser and Gabrieli [21.41] with
different rhythmic patterns. The sequential grouping by
frequency proximity [21.42] and by timbre or loudness
similarity [21.43] could also result in a better discrimi-
nation of empty intervals within perceived groups than
intervals between groups (but see [21.44–46] which
failed to find any difference between these types of in-
tervals).

21.2.2 Interval Discrimination in Music
and Speech

In most psychophysical research on time-interval dis-
crimination capacity, intervals are presented in well-

controlled, but ecologically restricted conditions. In
everyday life, however, changes in duration between
events are embedded in much more complex contexts.

One of these complex contexts is music. Although
temporal changes are essential for establishing the es-
thetic dimension of music, not much is known about
precise sensitivity to slow changes in the context of mu-
sical detection. The capacity to detect tempo changes
with clicks is about equal to a just noticeable difference
of 4% [21.47], and in music, it seems to vary between 5
to 13%, depending on the base tempo under investiga-
tion [21.48].

However, in their experiment addressing this tempo
change issue, Grondin and Laforest [21.34] reported
a much higher sensitivity for the musical context. They
used the method of constant stimuli, and two types
of interstimuli intervals (ISI) were compared. As il-
lustrated in Fig. 21.1, a standard musical excerpt was
first presented, followed by a comparison excerpt. Com-
pared to the standard, only the tempo (time between
notes) was modified (accelerated or decelerated). The
ISI conditions were an abrupt tempo change (empty
ISI) or a gradual tempo change, i. e., a slow but contin-
uous change of the tempo of the excerpt during the ISI.
Sensitivity to tempo changes may indeed depend on the
ability acquired through musical training to detect such
changes. Therefore, this experiment also included in its
design a comparison of performances by musicians and
nonmusicians.
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This experiment byGrondin and Laforest reveals the
great sensitivity of all participants, even the nonmusi-
cians, for discriminating tempi when interval discrimi-
nation is embeddedwithinmusic. For bothmusician and
nonmusician groups, the only difference between Parts
1 and 3 (Fig. 21.1) was the time between notes. There
were about 150ms between notes in the standard ex-
cerpt. The Weber fraction (variability/standard tempo)
varied from 2.3 to 3:3%with the control group, and was
below 1% with the musicians (Fig. 21.2). Within this
duration range, sensitivity for discriminating intervals
is usually reported to be lower than that. The differ-
ence between musicians and nonmusicians is not sur-
prising considering that there seems to be fundamental
differences between these groups for processing inter-
vals [21.49]. What is remarkable here is the acute sen-
sitivity of musicians, even when changes are gradual.

Note that the experiment revealed no bias toward
easier perception for acceleration or for deceleration
(no difference of the bisection point in the different
conditions). This result was inconsistent with a por-
tion of the literature on tempo discrimination [21.50,
51]. Greater sensitivity to acceleration or deceleration
depends on base tempo [21.52], and the tempo adopted
for the experiment by Grondin and Laforest [21.34] was
probably too fast.

As for the discrimination of intervals in the context
of speech, there are not that many reports describing
this fundamental capability. Quené [21.53] systemati-
cally investigated this question in experiments where
participants were presented with a standard sentence
and a sentence in which the tempo was accelerated
or decelerated. Quené reported just noticeable differ-
ences of about 5%, with sensitivity for accelerations
being 1 to 2% higher (lower JND) than sensitivity
for decelerations. This author also showed that partic-
ipants’ judgments were really based on tempo rather
than on other acoustic properties. In Quené’s investi-
gation though, the difference between the standard and
comparison intervals varied from 5 to 20%. In other
words, the 5% reported value may be an overestima-
tion of the real value, i. e., an underestimation of the
real capacity to discriminate tempo in speech.

Kato et al. [21.54] also addressed the question
of tempo sensitivity in speech but instead of using
sentences, they used a series of four-syllable (mora)
words, with each syllable consisting of a consonant and
a vowel. In their study, the mean word duration was
713ms, with modifications varying from 2.8 to 11:2%.
When entire words were modified, Kato et al. reported
a Weber fraction of 3:5%; this value was just above
5:1%when the vowel onsets were specifically modified.
Note that Kato et al. also observed better discrimination
for accelerations than for decelerations.

Musicians
Nonmusicians

Abrupt Gradual
Change

Standard deviation

4

3.5

3

2.5

2

1.5

1

0.5

0

Fig. 21.2 Mean standard deviation for musicians and non-
musicians in abrupt- and gradual-change conditions (error
bars correspond to the standard error) (after [21.34])

A recent experiment provided direct comparisons,
with the same participants, of performance levels for
sentences and tone conditions. Grondin et al. [21.55]
conducted an experiment with French-speaking partic-
ipants. In addition to delivering sentences in French,
Slovenian (a foreign language participants did not un-
derstand) was also used because in French, seman-
tic meaning may have attracted attentional resources.
Moreover, during the experiment, certain grouping
strategies were imposed on participants, the same in
both languages. This temporal patterning of syllables
was expected to provide rhythm, and sentences were se-
lected accordingly. In each language, one sentence was
divided rhythmically into 4 three-syllable fragments (3–
3–3–3: Il avait demandé à François de l’aider and
Predite, popoldne, do nase, bicise). The other sentence
was divided into 3 four-syllable fragments (4–4–4:
Emmanuelle est repartie lundi matin and Solnce sije,
kladvo bije, zgodnje ure). There were two tone condi-
tions. In one, there was a series of 11 identical empty
intervals marked by 12 sounds; and in the other, there
were 12 identical filled intervals, with 20ms between
intervals. There were also conditions where empty and
filled intervals marked by tones were segmented into
the 3–3–3–3 or the 4–4–4 structure.

As illustrated in Fig. 21.3, discrimination was ex-
cellent in all conditions, but remained much better in
the tone conditions than in the speech conditions: We-
ber fractions below 2% with tones and around 4:5% in
the speech conditions. Observing better discrimination
with tones than with sentences reveals that extensive
speech training does not improve sensitivity to time
interval variations. The results rather indicate that the
acoustical variations in speech reduce the discrimina-
tion of time interval variations. Keeping nontemporal
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3–3–3–3
4–4–4

Tones French Slovenian

Weber fraction
0.08

0.06

0.04

0.02

0

Fig. 21.3 Mean Weber fraction in each rhythm (3–3–3–
3; 4–4–4) condition as a function of stimulus condition
(tones, French, Slovenian) (after [21.55])

features simple and constant, as is the case with tones
but not with speech stimuli, facilitates temporal dis-
crimination. However, knowing or not the semantic
meaning of a language does not seem to significantly
affect tempo discrimination in a speech context.

This study also revealed that inducing internal sub-
sequences within tone conditions, as opposed to using
a series of equal intervals, does not lead to better dis-
crimination. If anything, including rhythmic patterns in
sequences of tones led to slightly lower discrimination
levels. It is as if it is not possible to access a second
level of rhythm for improving discrimination levels.
Moreover, discrimination with filled intervals was at
least as good as the one with empty intervals. This
probably means that the high performance levels were
linked to a repetition effect rather than to some rhyth-
mic benefit. Finally, note that there was no significant
difference between detecting acceleration versus decel-
eration.

21.2.3 Comparison of Audition
with Other Sensory Modalities

The fact that audition basically constitutes the process-
ing of successive sounds, and that this processing is

continuously solicited by the need to understand speech
and enjoy music, leads to the prediction that auditory
signals must be more efficient for marking time, in
a temporal processing task, than signals delivered from
other sensory modalities.

There are many pieces of information in the liter-
ature for confirming that auditory temporal processing
is better than visual or tactile temporal processing (for
a review, see [21.56]). It is not the purpose of the
present chapter to summarize this literature but the fol-
lowing information should draw a global picture about
this issue. It is known for instance that participants are
much better at discriminating intervals marked by au-
ditory signals than by visual signals, and this finding
applies to filled and empty intervals, and to intervals
lasting 125ms to 4 s [21.15]. In addition, the discrimi-
nation of empty intervals is easier with auditory signals
than with tactile signals [21.57], and for brief empty
intervals, discrimination is easier when signals are de-
livered from the same modality than from different
(intermodal) modalities [21.57–59].

Recently,Kuroda et al. [21.60] presented two neigh-
boring empty intervals delimited by three successive
signals, each one being a sound (auditory–A) or a flash
(visual–V). Participants judged whether the second in-
terval, whose duration was systematically varied, was
shorter or longer than the 500 ms first interval. Com-
pared with VVV (three visual stimuli) and AAA (three
auditory stimuli), discrimination was impaired for VAV
(auditory stimulus between two visual stimuli) but not
much for AVA (visual stimulus between two auditory
stimuli), a finding consistent with what Fraisse [21.61]
found with similar stimuli. The study by Kuroda et al. is
also consistent with the idea of the superiority of audi-
tion (AAA) over vision (VVV) for processing temporal
intervals.

Finally, just like there are benefits to expect from
multiple presentations of intervals marked by auditory
signals, increasing the number of intervals marked by
flashes serves to improve performance [21.10], but this
benefit may not apply with very brief intervals and may
depend on the method adopted for presenting sequences
of flashes [21.62].

21.3 Processing Time Intervals: Perceived Duration

Music is made up of multiple sounds of certain du-
rations which are played successively. Perceiving the
durations of these sounds and the time intervals created
by these sounds is essential for enjoying music. It is
said that perceived rhythm is closely related to the rela-
tionship between the onsets of successive sounds (e.g.,

[21.36, 63–65]). This is understandable considering that
when an instrument that can produce long sounds, e.g.,
a violin, and an instrument that can only produce short
sounds, e.g., a drum, play the same rhythm together,
the sounds coincide somewhere around their onsets
(e.g., [21.66], see also [21.67] for perceptual attack time
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of musical tones). Accordingly,many of the rhythm per-
ception studies have been conducted focusing on the
timing of sound onsets (e.g., [21.68, 69]).

Interestingly, the perceived durations of sounds and
time intervals are not always veridical to their physical
durations. In this section, perceptual phenomena related
to the perceived duration of sounds and time intervals
will be explained.

21.3.1 Markers’ Length

Sounds used in music, such as sounds of musical instru-
ments and voice, have certain durations. The duration
of musical sounds could vary depending on the instru-
ment and the way the sound is played. Some sounds can
be about tens or hundreds of milliseconds (e.g., [21.35,
36, 70]), while longer sounds can be more than a second
(e.g., [21.36, 71]).

The duration of a sound can be considered as the
duration of a filled interval. The perceived duration of
a filled interval is said to be longer than that of an
empty interval of the same physical duration [21.72–
74]). In other words, the duration of a filled interval
is overestimated compared to an empty interval. This
phenomenon is sometimes called the filled duration il-
lusion [21.73] or the sustained sound illusion [21.75],
but note that in some cases, the filled interval which
causes the filled duration illusion could refer to a time
interval which is marked by two brief sounds like an
empty interval but has one or more brief sounds inserted
within this interval (e.g., [21.76, 77]). This illusion is
a good example demonstrating that the perceived dura-
tion of a time interval is influenced by the structure of
the interval.

Despite the simplicity of the stimuli, the filled du-
ration illusion shows some complex aspects of time
perception. For example, the amount of the illusion,
i. e., the amount of overestimation of the filled interval
compared to the empty interval, differed between stud-
ies. Zwicker [21.74] reported that the filled interval was
perceived to be as long as an empty interval in which
the physical duration was doubled (see also [21.78]).
Craig [21.72] reported that a silent interval between
two sustained sounds needs to be 657ms longer than
the first sound (i. e., a filled interval) to be perceived
as having the same duration. Wearden et al. [21.73] re-
ported that the perceived duration of an empty interval
is only 55�65% of the perceived duration of a filled
interval when their physical durations were the same.
Moreover, there seemed to be individual differences in
the occurrence of the filled duration illusion. In Ha-
suo et al. [21.79], where the subjective durations of
empty and filled intervals of 20�180ms were measured
with the method of adjustment, the illusion occurred

clearly for some participants but not for many others.
Such individual differences were replicated in Hasuo
et al. [21.80] with time intervals up to 520ms. These
authors also reported that the occurrence of the illusion
is influenced by the experimental method.

One of the explanations for the overestimation of
a filled interval compared to an empty interval as-
sumes that there is more delay in perceiving the offset
of a sound compared to the onset (e.g., [21.72, 81,
82]). In this case, the perceived duration of a filled
interval will be longer than that of an empty inter-
val because it will take longer to catch the end of
the interval to be judged in the case of filled inter-
vals (Fig. 21.4). Similar arguments were provided by
Fastl and Zwicker [21.78], who schematized temporal
changes of auditory-nerve excitation. In the internal-
marker hypothesis ofGrondin [21.15], it is not excluded
that a part of the explanation is also located at the begin-
ning of the timekeeping activity. Another explanation
is based on the assumption that our internal pacemaker
runs faster when there is sound compared to when there
is silence (e.g., Wearden et al. [21.73] – see Sect. 21.4
for details about the internal-clock model). The same
time interval will seem longer when the pacemaker
runs faster. Similar explanation is sometimes applied
to explain the difference in perceived duration between
sensory modalities: when there is an auditory stimu-
lus and a visual stimulus of the same physical duration,
the perceived duration of the auditory stimulus will be
longer than that of the visual stimulus (e.g., [21.83,
84]), and this phenomenon can be explained by assum-
ing that the sound makes the pacemaker run faster than
the light [21.84] (see also [21.56]). These explanations
account for the overestimation of a filled interval rela-
tive to an empty interval, but given the complexity in the
occurrence of the filled duration illusion, it seems dif-
ficult to come to a clear conclusion on which of these
explanations is more plausible. Rather, it is more likely
that the timekeeping process for these time intervals can
be modulated depending on the listener and the experi-
mental method [21.80].

Sound duration is not only important for the percep-
tion of the sound itself, but also for the perception of the
time interval between sounds.Woodrow [21.85] showed
that when there are two sounds marking a silent time
interval of 500ms between the offset of the first sound
and onset of the second sound (offset-onset interval),
lengthening either of the two sounds increases the per-
ceived duration of this interval even though the physical
duration of this interval was fixed. Similarly, Grondin
et al. [21.86] showed that an intermodal offset-onset in-
terval (250, 500, and 750ms) is perceived to be longer
when the first or the secondmarker is 100ms rather than
5ms. Kuroda et al. [21.60] showed a similar effect of
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IE

IF

M2M1

Fig. 21.4 From an internal-marker hypothesis’ viewpoint,
differences in perceived duration between a filled interval
(IF) and an empty interval (IE) may depend on differences
at the beginning and end of the marking activity. With an
empty interval, an observer may wait for the end of the
first marker (M1) before starting to time, but would start
timing a filled interval as soon as a signal is detected; and
may stop timing as soon as the second marker (M2) of an
empty interval is detected, but would have to wait for the
disappearance of the signal marking the time to stop the
timekeeping of a filled interval

marker duration by changing the duration of the middle
marker in a stimulus sequence of three successive inter-
or intramodal markers. Hasuo et al. [21.87] observed
the influences of sound marker duration, focusing on
the time interval between the onsets of two successive
sounds (onset-onset interval). Also in this case, the per-
ceived duration of time intervals (120, 240, 360ms)
increased as the second marker lengthened from 20 to
100ms [21.88]. Lengthening the first marker also in-
creased the perceived duration of the time interval when
the time interval was 240ms or longer (in their Exper-
iment 2), but this effect did not appear in their other
experiments involving the duration of the first marker.

Interestingly, sound durations can influence the per-
ceived duration of time intervals even in contexts re-
lated to music.Hasuo et al. [21.89] observed the effects
of sound marker duration using a very simple rhythm
pattern consisting of three successive sounds mark-
ing two neighboring time intervals by their onsets. In
this case, similarly to Hasuo et al.’s [21.87] results,
lengthening the second sound increased the perceived
duration of the first time interval, and lengthening the
third sound increased the perceived duration of the sec-
ond time interval. In other words, a sound whose onset
marked the end of the time interval to be judged in-
creased the perceived duration of this interval. Schubert
and Fabian [21.90] found similar effects of sound du-
rations using a part of an actual music piece. They used
the dotted rhythm in the opening two bars of Varia-
tion 7 of J. S. Bach’s Goldberg Variation (BWV988).
The rhythmic cell consisted of a dotted quaver (dotted

eighth), a semiquaver (sixteenth), and a quaver (eighth),
in this order, and the actual dottedness of the rhythm
as well as the durations of the tones were varied. They
found that shortening the last sound of the rhythmic cell
(i. e., changing the quaver to a semiquaver and a semi-
quaver rest) caused the rhythm to be perceived as more
dotted even when the actual dottedness was unaltered.
This could be related to Hasuo et al.’s [21.89] results
in the sense that shortening the sound which terminates
the time interval makes the interval seem shorter; short-
ening the third sound of the rhythmic cell may have
caused the second time interval between the second and
the third sound to be perceived as shorter, which must
have made the contrast between the first and the second
time interval greater – making the perceived dottedness
clearer.

21.3.2 Interactions Between Intervals

Music is made up of multiple sounds that are played
successively. Thus, time intervals often appear in a con-
text of many neighboring time intervals rather than in
isolation.When there is more than one time interval, the
perceived durations of these intervals can be influenced
by one another; research indicates that the subjective
duration of time intervals can be affected by preceding
or following intervals (e.g., [21.91–94]).

The ratio between neighboring time intervals is im-
portant in music. In western music, simple integer ratios
such as 1 W 1 or 2 W 1 often appear [21.35, 95], and even
when the actual durations of neighboring time inter-
vals deviate from such simple ratios, our perception can
be shifted towards these simple ratios [21.68, 92, 96,
97]. One of the phenomena that could be related to the
formation of the 1 W 1 perception is an illusion in time
perception called time shrinking [21.98]. Time shrink-
ing typically takes place in a temporal pattern consisting
of three successive sounds marking two neighboring
time intervals, T1 and T2, in this order (/T1/T2/; slashes
denote short sound markers delimiting T1 and T2).
When T1 is slightly shorter than T2, the perceived du-
ration of T2 will be considerably shorter than when it is
presented in isolation. A typical temporal condition in
which time shrinking takes place is when T1 � 200ms,
and maximum time shrinking occurs when T2–T1 is
about 80ms (see [21.77] for a review). Studies showed
that time shrinking also appears with visual [21.99]
and tactile [21.100, 101] stimuli, but in these cases, the
time condition in which time shrinking occurs seems
to be wider than in the auditory modality [21.99, 101].
When time shrinking occurs, the physically longer T2
will be shortened perceptually, thus being perceived as
having a duration similar to T1. In other words, time
shrinking can be considered to be a type of temporal as-
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similation between two neighboring durations [21.102].
When T2 is lengthened further and exceeds the range
in which time shrinking occurs, the underestimation of
T2 disappears suddenly and an overestimation starts to
appear [21.103]. In this case, the physically longer T2
will be even more different from T1 – this is probably
a contrast between the two neighboring time intervals.

Time shrinking shows the influence of the preced-
ing time interval (T1) on the perception of the following
time interval (T2). A question may arise whether the
perception of the preceding interval (T1) is influenced
by the following interval (T2). Accordingly, Miyauchi
and Nakajima [21.104] measured the subjective dura-
tions of both T1 and T2, and compared them to their
subjective durations when the time intervals were pre-
sented in isolation. When T1 was slightly shorter than
T2, T1 was overestimated, and T2 was underestimated;
the perceived durations of T1 and T2 approached each
other, indicating bilateral assimilation. Such assimi-
lation took place when �80� T1–T2 � 40ms. The
assimilation effect on T1 was much smaller, however,
compared to time shrinking on T2. When the difference
between T1 and T2 exceeded this range, the assimila-
tion changed to contrast.

The assimilation and contrast between neighboring
time intervals are important for the constitution of the
1 W 1 rhythmic category [21.77]. Because of the large
effects of time shrinking, the temporal range of the
1 W 1 category is asymmetrical, especially for short du-
rations (e.g., [21.89, 97]). In addition to the behavioral
studies, there are electrophysiological studies by Mit-
sudo et al. [21.105, 106], who showed that the auditory
temporal assimilation could be associated with brain ac-
tivities that appeared after the presentation of T2 in the
right prefrontal area.

When there are four or more successive sounds
marking three or more neighboring time intervals, the
perceived duration of the intervals can influence each
other in complex ways [21.93].

Another duration illusion in a similar context oc-
curs with filled time intervals. In this illusion, called
the time-stretching illusion, a sine tone is perceived
as longer when it is preceded by a noise than when
presented in isolation [21.107]. This illusion also oc-
curs with a band noise preceded by a wider band noise
of the same spectral density [21.108]. According to
Sasaki et al., the overestimation of the tone duration
increases (1) as the noise intensity relative to the tone
intensity is increased, (2) as the noise is closer to
the tone in frequency, (3) as the tone duration is in-
creased, and (4) as the noise duration is increased up to
about 300ms. However, Sasaki et al., as well as Kuroda
and Grondin [21.109], also reported that some amount
of overestimation remained even when the noise was

weaker than the tone (see also [21.110]). Sasaki et al.
and Carlyon et al. reported that the illusion disappeared
when a gap of more than 20ms was inserted between
the two sounds. Finally, Kuroda and Grondin reported
that the illusion did not occur when a tone was followed,
instead of being preceded, by a noise.

21.3.3 Space, Pitch, and Intensity Effect

Duration processing is sometimes discussed in terms
of the relation with space. This issue has attracted
attention probably because space and time have to be in-
tegrated to perceive motion that is a fundamental feature
of perceptual events. How space and time are integrated
has been investigated since the early 20th century, and
the pioneering works examined how time modulates
spatial perception, instead of how space modulates du-
ration perception, mainly with the visual and the tactile
modality (see [21.111] for a review). These works re-
ported the tau effectwhere time affects the perception of
spatial distance. This phenomenon takes place, for ex-
ample, with three successive brief flashes, A, B, and C,
which are aligned at equal spatial intervals. Two spatial
distances, A–B and B–C, are perceived as identical if
these flashes are presented at equal time intervals. How-
ever, the A–B spatial distance is perceived as shorter
than the B–C distance, despite the physical equality of
these distances, if the A–B time interval is shorter than
the B–C time interval; as well, the A–B spatial dis-
tance is perceived as longer than the B–C distance if
the A–B time interval is longer than the B–C time inter-
val. In other words, the ratio of two neighboring spatial
distances is perceived as similar to that of the corre-
sponding time intervals.

Since then, several studies demonstrated that the
opposite effect, i. e., the effect of space on dura-
tion perception, could be observed with three visual
flashes (e.g., [21.112, 113]). This phenomenon, called
the kappa effect, was also tested with the auditory
modality, whereas most of the studies adopted fre-
quency (pitch) separation instead of spatial distance
as an independent variable that would modulate dura-
tion perception. For example, Shigeno [21.114] used
three successive sinusoidal sounds each lasting 200ms.
The initial and the last sounds were fixed at 1000
and 2500Hz, respectively, while the middle sound’s
frequency was systematically varied. The relative du-
rations of the first and the second interstimulus time
intervals were systematically varied though the total du-
ration was kept at 1000ms. When the middle sound’s
frequency was closer to the last sound’s frequency than
to the initial sound’s frequency, the first time interval
was likely to be perceived as longer than the second
one. Indeed, in this frequency condition, the middle
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sound had to be presented before the physical bisec-
tion point so that participants perceived the two time
intervals as equivalent. Using synthesized vowels /i/ and
/e/ as the initial and the last, or the last and the initial
sounds, respectively, Shigeno also found that the first
time interval was likely to be perceived as longer than
the second one when the formant frequencies (vowel
quality) of the middle sound were closer to those of
the last sound than to those of the initial sound (see
also [21.115] using voiced stop consonants).

Note that Cohen et al. [21.116] were the ones who
first tested the kappa effect with three successive sounds
of different frequencies but failed to find clear evi-
dence of the effect. However, they found another effect
in the subsequent experiment where two continuous
sounds (filled time intervals), instead of empty inter-
vals, were consecutively presented. The first and the
second sounds were at 1000 and 3000Hz, 2000 and
4000Hz, or 2500 and 2973Hz, respectively. These
sounds were also presented in the opposite order. The
total duration of the two sounds was fixed at 1:5 s, while
participants adjusted the relative durations of these
sounds so that they perceived these durations as equiv-
alent. Participants tended to adjust the first sound to be
longer than the second one when the former sound was
of lower frequency than the latter. In other words, when
two sounds of different frequencies are consecutively
presented, the sound of lower frequency is perceived as
shorter. The effect was replicated by Yoblick and Sal-
vendy [21.117].

Grondin and Plourde [21.118] examined whether
the kappa effect would occur by spatial distance instead
of frequency separation (see also [21.119]). Four 20 ms
1 kHz sinusoidal sounds were successively presented,
delimiting three neighboring time intervals. The first
three sounds were delivered from the same spatial lo-
cation while the last one was delivered from a different
location on a vertical plane. Both the first and the sec-
ond time intervals were 75, 150, or 225ms, while the
last time interval, which was compared with the pre-
ceding ones by participants, was systematically varied.
Increasing spatial distance between the two locations
(from 1.1 to 2:2m or from 2.2 to 4:4m) resulted in an
overestimation of the last time interval, except when the
preceding intervals lasted 75ms. This overestimation
could be regarded as the occurrence of the kappa ef-
fect, but disappeared when participants knew where the
sounds would be presented before each trial (one spatial
condition per session) instead of when they were uncer-
tain of the locations (all spatial conditions were mixed
within one session).

The kappa effect is explained by the imputed-
velocity model, positing the constancy of motion speed
or velocity [21.77, 111]. According to this model, the

kappa-effect (three-stimuli) pattern is perceived as con-
sisting of a single object appearing three times, instead
of three discrete objects appearing successively. This
single object is perceived as passing through space
with constant speed. Speed constancy is physically kept
when three stimuli are presented at equal temporal in-
tervals and at equal spatial distances, but not kept if the
middle stimulus is made close to the initial or to the
last one in space, when time intervals are kept equal.
Because this speed inconstancy is re-adjusted by the
perceptual system, the first time interval is perceived as
shorter than the second one when the middle stimulus is
close to the initial one; as well, the first time interval is
perceived as longer than the second one when the mid-
dle stimulus is close to the last one. The single object,
therefore, is perceived as moving between three spatial
locations with constant speed.

Henry andMcAuley [21.120] examined whether this
model could apply to three successive sounds of dif-
ferent fundamental frequencies, ranging from 329.63
to 523:25Hz. The key point of their experiments was
the fact that the interonset interval between the ini-
tial and the last sounds were varied, this interval being
728, 1000, or 1600ms. When the whole duration was
shorter, pitch was perceived as changing faster during
the stimulus pattern, thus strengthening the impression
of motion. Indeed, the acceleration of the pitch veloc-
ity magnified the kappa effect. This is consistent with
what was expected on the basis of the idea that the
kappa effect is caused by the perception of motion
implied by three successive signals. However, Alards-
Tomalin et al. [21.121] demonstrated the occurrence of
the kappa effect by the intensity separation (i. e., with
three successive sounds of different intensities) but re-
ported that the imputed-velocity model could not apply
to this kappa effect. In their experiment, three addi-
tional sounds were presented before the kappa-effect
(three-sound) pattern in order to extend the ascending or
descending intensity change of the kappa-effect pattern.
These additional sounds were expected to strengthen
the impression of motion but indeed reduced, instead
of magnifying, the kappa effect.

Note that the imputed-velocity model does not help
to predict any spatial effects on the perception of sin-
gle time intervals delimited by two signals. Indeed,
the presentation of only two signals does not imply
whether speed is constant or not. There are not many
studies examining spatial effects on the perception of
single time intervals, even with the visual [21.122–
125] and the tactile modality [21.126–128]. However,
Roy et al. [21.129] reported that single intervals lasting
around 125 or 250ms were perceived as shorter when
they were marked by two sounds 3.3 m apart than when
marked by two sounds 1.1 m apart from each other. In
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other words, with single time intervals, longer spatial
distance resulted in shorter perceived duration.

Since the frequency of two consecutive sounds
affects their perceived duration as mentioned earlier
(see also [21.130] with single intervals), it might be
possible that sound intensity (loudness) also affects
the perceived duration of filled time intervals. Several
studies have investigated how intensity affects the per-
ceived duration of single filled intervals but the results
seemed inconsistent [21.131, 132]. However, Matthews
et al. [21.133] indicated that perceived duration is af-
fected by the relative intensity of signal and background
sounds, instead of the absolute intensity of signals.
In their experiment, a standard sound of 600ms and
a comparison sound of variable duration were suc-
cessively presented. A background sound of about 42
(quiet) or 72 dBA (loud) was presented before the stan-
dard, between the standard and the comparison, and

after the comparison. The standard and the comparison
were at 46 and 68 dBA, or 68 and 46 dBA, respec-
tively. In the quiet background, the probability that
participants judged the comparison as longer than the
standard was increased when the comparison inten-
sity (68 dB) was higher than the standard one (46 dB)
compared with when the comparison intensity (46 dB)
was lower than the standard (68 dB). In the loud back-
ground, the probability of judging the comparison as
longer was decreased when the comparison intensity
was higher than the standard one compared with when
the comparison intensity was lower than the standard.
In other words, louder comparisons were perceived as
longer when the standard and the comparison inten-
sity was above the (quiet) background intensity but
were perceived as shorter when the standard and the
comparison intensity was below the (loud) background
intensity.

21.4 Theoretical Perspectives

In the present portion of the chapter, the focus is given
to a theoretical issue that is important to consider in the
perspective of a handbook on music, and neuroscien-
tific explanations are kept to a minimum. For a more
complete view on the main theoretical proposals based
on neuroscience, the reader is invited to consult some
recent reviews [21.134–138].

One classical way of approaching the question
of the mechanism(s) involved in temporal processing
is to distinguish duration-based and beat-based tim-
ing [21.62, 139]. It is actually an interval-based mecha-
nism that is proposed in the traditional internal (single,
central) clock perspective originally proposed by Creel-
man [21.140] and Treisman [21.141]. This clock is
described as a pacemaker emitting pulses whose accu-
mulation in a counter determines the impression about
time, more pulses accumulated resulting in longer per-
ceived duration. Errors when estimating time intervals
could be attributed to the properties of the pacemaker’s
rate of emission [21.27], and it is reasonable to posit
that the counter is not error free [21.142]. Another
source of errors in such a timing process is related to
attention [21.143, 144]. A time interval is marked by
one or more sensory signals, and fluctuations in atten-
tional processes may change the beginning and end of
a timekeeping period marked by the signals [21.145].
This fact is often referred to as a switch process. As
well, if another task is to be performed in parallel during
the timekeeping operation, the experience of time will
be transformed. The attention devoted to a nontempo-
ral task is not available for keeping track of time. When

less attention is allocated to time, fewer pulses are accu-
mulated and, consequently, time is perceived as being
shorter [21.146, 147]. To explain this fact, Zakay and
Block [21.148] posited that attention is under the con-
trol of a gate mechanism. Moreover, depending on the
type of temporal tasks to be completed, memory and de-
cisional processes are processing levels that are likely to
be involved, and therefore, potential sources of errors.
That is what is argued in the information processing
version of the scalar expectancy theory [21.149].

Instead of a process based on a single interval
presentation, sequences of sensory signals lead to a dif-
ferent level of discrimination, as we have seen earlier,
and therefore, probably provide a different source of in-
formation on which temporal judgments can be made.
This possibility is known as the beat-based hypothesis.
Within such a view, the efficiency of timing is based
on the expectation generated by the predictability of
the arrival of the next signal (or stimulus). Indeed, this
efficiency is based, according to Jones [21.150, 151]
(see also [21.64]) on the synchronization (attunement)
of some internal oscillatory activity with environmen-
tal stimuli having some coherence or predictability. In
terms of Jones’ Dynamic attending theory, this process
is called a future-oriented attending mode.

The multiple presentations of intervals not only
generate a beat but also provide an opportunity to stabi-
lize the representation of an interval in memory, which
should reduce variance in a duration discrimination pro-
cess for instance. This perspective is known as the
multiple-look model [21.17]. This model assumes that
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increasing the number of standard intervals (models)
presented improves the representation of this standard
in memory. This model is supported by the data show-
ing that increasing the number of standard presentations
actually improves performance (up to a certain number
of presentations), but not by the fact that the number
of standard and the number of comparison intervals
both influence performance, with more presentations
in each case improving sensitivity to time [21.10, 12,
13].

Returning to the duration-based versus beat-based
distinction, neuroscientific investigations now provide
evidences that the role of the cerebellum, at least
for the processing of subsecond intervals, differs ac-
cording to the type of temporal processing required.

Indeed, both mechanisms are likely available, but rely
on distinct neural substrates [21.152, 153]. Moreover,
there are probably important individual differences
in the way these mechanisms are used. Grahn and
McAuley [21.154] make a distinction between people on
the basis of their way of extracting an implicit periodic
beat. Indeed, their functional magnetic resonance imag-
ing study helped to distinguish between strong beat
perceivers and weak beat perceivers. When the two
groups are compared, the former one has greater neu-
ral activity in the supplementary motor area (SMA), left
premotor cortex, and left insula, but the neural activity
is greater in the participants for the latter group in the
right premotor cortex, the left posterior superior and left
middle temporal gyri.

21.5 Conclusion
Experimental psychologists have been interested in
testing a variety of auditory temporal experiences. The
capacity to make an explicit judgment about the dura-
tion of sounds, or of an interval between sounds, has
received a great deal of research attention. This capacity
is crucial because the experience of audition, in speech
or music for instance, is essentially temporal.

It is known that sensitivity to time is better in the
auditory modality than in other modalities, and is in-
creased when multiple, instead of single, intervals are
presented. However, under specific conditions, the rep-
etition of intervals may generate distortions like the
impression that the last interval of a sequence is briefer
(a time-shrinking effect). Having space between sound
sources, or changing frequencies between successive

sounds, also has an impact on perceived duration. It is
also generally recognized that filled durations are per-
ceived as longer than empty durations, but this effect
depends on the method used and on individual differ-
ences.

Implicit judgments about time are traditionally re-
ported to depend on an internal clock. This clock is
usually described as a pacemaker-counter device, the
experience of time relying on the accumulation by the
second component of pulses emitted by the first compo-
nent. Some recent findings in neuroscience reveal that
there could be different systems for judging time, some
people relying more spontaneously than others on the
possibility of using a system based on the processing of
beat.
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22. Automatic Processing of Musical Sounds
in the Human Brain

Elvira Brattico, Chiara Olcese, Mari Tervaniemi

This chapter introduces neurophysiological evi-
dence on the dissociation between unconscious
and conscious aspects of musical sound percep-
tion. The focus is on research conducted with the
event-related potential (ERP) technique, which
allows chronometric investigation of information-
processing stages during music listening. Findings
suggest that automatic processes are confined to
the auditory cortex and might even involve the
discrimination of deviations from simple musical
scale rules. In turn, voluntary, cognitive processes,
likely originating from the inferior prefrontal cor-
tex, are necessary to understand more complex
musical rules, such as tonality and harmony. The
implications of understanding how and to what
extent music is processed below the level of con-
sciousness are discussed in rehabilitation and
therapeutic settings.
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22.1 Perceiving the Music Around Us:
An Attentive or Automatic Process?

In psychology, perception of music is typically con-
ceptualized as a conscious, attentive process. Auditory
attention is what enables us to process sound informa-
tion from the world and is also defined as a spotlight
on sounds around us to make them stand out. When
a sound or sound sequence stands out, we notice and
process it. Attention can change rapidly, switching from
one thing to another. For instance, attention can be
steered by our intentions (top–down) or by features of
sounds in the environment (bottom–up) [22.1]. Hence,
outside the focus of attention, when our intentions are
diverted elsewhere, we might be attracted by an object
or a sound in the environment, which is then processed
further and consciously. Outside the focus of attention,
preattentive or automatic processes help us decide what
to pay attention to and what to filter out [22.2].

Hillyard [22.3, p. 180] wrote:

A stimulus set preferentially admits all sensory
input to an attended channel [. . . ] for further per-

ceptual analysis while blocking or attenuating input
arriving over irrelevant channels [. . . ] at an early
stage of processing.

According to early filter theories from which the state-
ment by Hillyard was inspired [22.4, 5], after early
sensory-memory stages, characterized by parallel and
fast sensorial (nonintelligent) analysis of the different
stimulus features, there are higher level stages of in-
formation processing leading to feature integration and
conscious perception. These processes are controlled by
top–down voluntary attention and they permit cogni-
tive operations on sounds. Additional neural resources,
particularly in the parietal lobe, midbrain and pulvinar,
are allocated to selective stimuli of the environment,
allowing only relevant information to be further pro-
cessed by the cerebral cortex [22.6–9]. Subsequently,
the neurophysiological signal from the auditory channel
is amplified (Posner [22.9]; for brain-imaging evidence
concerning the auditory system, see [22.10, 11]).
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To study the chronometric succession of neural ac-
tivity going from fast automatic to slow attentive pro-
cesses, the most appropriate method is the event-related
potential (ERP; also more generally, sometimes referred
to as evoked response), which measures the neural re-
sponses to a stimulus or a mental act by averaging those
portions of an electroencephalography (EEG) ormagne-
toencephalography (MEG) signal that are locked to each
stimulus or act presentation (termed trial) in the experi-
mental session. As compared with other brain research
methods, such as functional magnetic resonance imag-
ing (fMRI) or positron emission tomography (PET),
that measure the slow metabolic changes in oxygenated
hemoglobin and other molecule consumption deriving
from neural activity, the ERPmethod allows one to study
with millisecond accuracy the different stages of neural
sound processing [22.6, 12, 13]. The ERP data, deficient
in spatial resolution but refined in latency information,
can then be combined with anatomical and functional
knowledge to infer the localization of the recorded neu-
ral activity. ERP responses or components to sounds
are typically measured as the voltage potential between
a reference electrode and the electrode placed at the
scalp vertex as early as within the first tens of millisec-
onds from sound onset.

With regard to neurocognitive processes involved in
music listening, the intervention of voluntary attention

allows the sophisticated analysis of music according
to the high-level hierarchical rules of a musical sys-
tem, such as those of Western tonal music [22.14,
15]. The attribution of meaning to musical sounds
is also supposed to take place during the attentional
stage of pitch processing [22.16]. However, while atten-
tional processes are important to understand complex
musical rules and likely to attribute musical mean-
ing, the way they are studied with brain research
methods, with attentive tasks on the sound stimuli of
interest, can be regarded as artificial compared with
the everyday experience of music listening [22.17].
Relevant to this, the most common way of consump-
tion of music, amounting to about 76% of all music
consumption, consists in hearing music in the back-
ground while attending to a primary activity [22.18].
Thus, in order to extract the neural processing specific
to the encoding of musical pitch relations, allowing
generalization to the most typical music consump-
tion situation, it is preferable to adopt a paradigm in
which subjects direct their attention away from the
sounds. While this experimental procedure does not
bear on all of the music consumption situations in
which we find ourselves, it nonetheless includes most
of them, at the same time permitting one to avoid
contaminations from top–down processes related to at-
tention.

22.2 The MMN as a Measure of Automatic Sound Processing
in the Auditory Cortex

The mismatch negativity or MMN [22.19] is an ERP
component, which permits one to probe auditory brain
processes without the need of attentive listening. The
MMN is measured with EEG as a negative wave
over frontocentral scalp regions and a potential re-
versal at mastoidotemporal regions, peaking at around
100�200ms in response to deviant sound stimuli in-
serted in a sequence of repetitive standard stimuli. The
potential reversal at the mastoidal sites suggests the
generation of the MMN in the bilateral auditory cortex,
which is located in the supratemporal lobe. Typically,
the MMN indexes the automatic change detection ca-
pacity in the auditory cortex and the auditory processing
accuracy in the human brain.

The MMN is considered an automatic brain re-
sponse since it is elicited even when the subject is
focused on a primary (e.g., visual) task and not at-
tending to the auditory stimulation. Furthermore, the
MMN is observed even during sleep, in coma patients
and in newborn infants, confirming its independence
from neural processes related to awareness [22.20].

Nevertheless, many studies show that the attention-
independent MMN recording can be used as a pre-
diction of the individual discrimination accuracy in
behavioral and sensory tasks that use different kinds
of sounds and sound-features, such us simple iso-
lated tones changing in pitch [22.21–23] and com-
plex spectro-temporal patterns changing in their con-
tour [22.24].

The MMN depends on the presence of a neural
memory trace of a brief duration accurately represent-
ing each simple and complex feature of the standard
stimulus, including its temporal aspects, and on a neu-
rally distinct mechanism comparing the incoming stim-
ulus with the stored trace [22.25]. Relative to this,
Tervaniemi et al. [22.26] observed an MMN follow-
ing the omission of the second tone of a tone pair
only when the interstimulus interval was shorter than
200ms [22.27, 28]. This finding demonstrated that the
memory trace for the standard stimulus has a duration,
called the temporal window of integration. TheMMN is
also described to reflect the cerebral cortex function of
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predicting the upcoming events by continuously updat-
ing a model of the (auditory) environment [22.29–31].
This brain capacity of executing neural matches and
mismatches between consecutive sounds at a preatten-
tive level is a fundamental survival tool. It regulates
adaptive behavior, allowing humans to detect poten-
tially dangerous inputs.

Classically, the MMN is measured in experiments
using the one-deviant oddball paradigm: each sequence
of repetitive stimuli contains unexpected variations
(10�20% occurrence) differing in only one physical
feature from the standard. The eliciting changes in the
auditory input include frequency, pitch, intensity, du-
ration, spatial location and rhythm, as well as more
complex features, such as the presence of one phoneme
instead of another or an unexpected auditory pattern
violating a rule of the auditory sequence. More re-
cently, a multifeature paradigm has been introduced,
consisting of several deviant sounds deviating from the
standard in one feature each (50% occurrence) in the
same sound sequence [22.32]. This allows the record-
ing of several MMNs for different auditory features in
less than 15min. The musical multifeature paradigm
was adapted from themultifeature one to mimic a musi-
cal context, by integrating the feature changes in 4-tone
patterns selected from the pitches of the chromatic scale
and modulated into different keys and modes [22.2].
Also a melody multifeature paradigm, with changes in

melodic contour, key, timbre, rhythm, and tuning has
been implemented [22.33, 34]. These fast multifeature
paradigms permit one to study automatic musical pro-
cessing skills even in children and clinical populations,
using experiments that are not uncomfortable in terms
of duration [22.35–37].

By performing experiments with different stimula-
tion intervals, it has been estimated that the memory
system indexed by the MMN lasts almost 10 s [22.38,
39]. This has traditionally been the duration of the long-
term auditory sensory memory [22.40]. Furthermore,
the so-called backward-masking effect has to be con-
sidered: Winkler and Näätänen [22.41] observed that
the MMN is elicited only when the intertone interval
between the first and second tone of a pair is long
enough (150�400ms). The MMNs seem to also re-
flect the long-term memory, for example in the case of
mother-tongue phonemes or musical scale sounds (as
will be described in the following sections). Therefore,
the MMN is not only a measure of auditory discrimina-
tion accuracy but also an index to investigate the higher
level mechanisms of neuroplasticity [22.42]. In fact,
based on MMN evidence, new views of the human au-
ditory system have been developed: instead of one-way
flow of information from short-termmemory storage to-
wards long-termmemory, we now consider the memory
system to also include information flow from the long-
term memory towards short-term subsystems [22.43].

22.3 Neural Generators of the MMN

The neural activity underlining the MMN depends on
different generators located in different brain areas.
They integrate their activity to create a network that
works to detect violations and evaluate unexpected
stimuli. The MMN generators have been studied by
fMRI [22.44–51], PET [22.52–55], and optical imaging
(OI [22.56, 57]) methods. The first phase of the MMN
mechanism, the detection of a change in the auditory
space, originates in the superior temporal gyrus, namely
in the nonprimary auditory cortex. Indeed, the auditory
cortex is the area mainly involved in the MMN and it
is fundamental to creating the short-term memory trace
underlying it, as well as to estimating the degree of its
violation by the incoming sound [22.58].

The second phase of the MMN consists in the
orientation of attention toward sound deviants auto-
matically processed in the auditory cortex [22.59, 60].
The inferior frontal cortex (mainly in the right hemi-
sphere) is the neural generator of the second MMN
phase. The frontal activation is delayed with respect
to the auditory-cortex processing [22.61], supporting

the hypothesis that the auditory cortex change-detection
process activates the frontal attention-orientation mech-
anism [22.20, 25, 62, 63].

The MMN elicited by variations of pure sinu-
soidal tones originates in the auditory cortex, where
different feature changes, such us frequency, inten-
sity, and duration are processed in distinct areas [22.2,
64]; this is analogous to data from MEG in Levänen
et al. [22.65, 66]. The generation sources of MMNm
(magnetic mismatch negativity) responses to a change
in different features of complex sound information
were found to be differently located. This suggests
that distinct supratemporal neuronal populations exist,
each involved in the processing of a specific sound
change and probably located in different portions of
the auditory cortex [22.67]. Tervaniemi et al. [22.68]
investigated the location and activation of phonetic
versus musical sound processing. They presented the
subjects with sequences of frequent and infrequent
phonemes (/e/ and /o/) or chords (A major and A mi-
nor) and observed that the MMN in the right hemi-
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sphere was stronger when elicited by an infrequent
chord change than by a phoneme change, while it
did not significantly differ within the left hemisphere.
Furthermore, the MMNm sources for a phoneme or
a chord change were found to be differently located in
spatially distinct cortical areas, with the phoneme pro-
cessing areas superior to those for the chord change in

both hemispheres. In a subsequent fMRI study, pseu-
dowords and musical sounds were found to activate
distinct parts of the auditory as well as thalamic ar-
eas [22.69]. Thus, in healthy adult listeners, auditory
areas seem to have a highly specialized structure to en-
code sounds of different complexity and informational
content.

22.4 The MMN for Studying Automatic Processing of Simple Musical Rules

Using the MMN one can study whether the auditory
cortex can process a violation of a rule-based sound
sequence even outside of attentional focus. For in-
stance, Tervaniemi et al. found that a significant MMN
is elicited by an ascending tone or a repeating tone ran-
domly presented in descending tone sequences [22.70].
It was concluded that not only physical stimulus prop-
erties, but also its abstract features are encoded in
a sensory memory trace and automatically compared
at a preattentive level [22.71, 72]. The MMN elicited
by rule violations was defined as an abstract-feature
MMN indicating how physical and abstract deviations
are encoded even preattentively from the standard stim-
ulation [22.71, 73–78].

In a more musical context, a local rule of West-
ern tonal music is represented by the chromatic scale,
which identifies the 12 pitches of the scale as the
basic elements for composing a musical piece. As Lev-
itin and Tirovolas [22.79] remarked, composers some-
times reward and sometimes violate listener expecta-
tions [22.80, p. 216] but do so within this system of legal
tones for their culture’s music. Brattico et al. [22.81]
showed that a violation of the rules of the chromatic
scale elicits an MMN in the auditory cortex at the
preattentive level. In this case, the prediction for the
incoming sound is based not on a repetitive sound
heard before but on the relations between sounds, which
are governed by the musical scale [22.81]. The ERPs
were measured in participants with minimal musical
education while they were presented with unfamiliar
melodies, containing out-of-tune or out-of-key viola-
tions in a passive condition (reading a book) or an
attentive condition (they rated the congruity or incon-
gruity of the melodies). An early frontal MMN-like
negativity was elicited in response to both pitch vio-
lations, but it was stronger for the out-of-tune than for
the out-of-key pitches, independently of the subjects’
attention. These results showed that the musical scale
features are automatically processed and compared with
the representations for the musical scale pitches already
at the level of the auditory cortex (although a second

generator was also noticed in the inferior prefrontal
cortex). These findings evidence intelligent cognitive
processes related to (simple) musical rule extraction al-
ready at the preattentive level [22.81, 82].

Furthermore, two important dichotomies govern-
ing Western music – major versus minor and con-
sonance versus dissonance – have also been studied
using MMN. Brattico et al. [22.83] found that two-
tone intervals characterized by a simple frequency ratio
(such as consonant intervals: octave, major fifth) are
more easily discriminated than intervals characterized
by complex frequency ratios (such as dissonant in-
tervals: minor sevenths, minor second). She and her
colleagues also showed with magnetoencephalographic
recordings that in professional musicians or students
from music academies (as opposed to nonmusicians)
the magnetic MMN (MMNm) originated from the bi-
lateral auditory cortex and was enhanced specifically
in response to nonconventional chords, such as dis-
sonant or mistuned chords. In contrast, their MMNm
did not significantly differ from that of nonmusi-
cians in response to minor chords, which are more
frequently encountered in Western tonal music. The
study pointed at a chord-selective neuroplasticity of the
auditory cortex dependent on the exposure to a mu-
sical culture. Virtala et al. [22.84] further tested the
MMN of healthy nonmusicians exposed to four dif-
ferent chords, major, dissonant, minor and inverted
major, composed of the same tones and transposed
to 12 different levels but with a different tone order.
The minor and dissonant chords among major chords
elicited an MMN while the inverted major chord did
not. This finding, thoroughly investigated also in new-
born infants, adolescents, and adult musicians [22.85–
87] suggests that the knowledge of traditional mu-
sic categories is implicitly learned from exposure to
a musical culture and consequently preattentively en-
coded from an early age. The MMN enhancement in
musicians demonstrates that explicit training in mu-
sic might further facilitate and strengthen these pro-
cesses.
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22.5 ERAN as an Index of Semiautomatic Processing of Musical Rules
The violation of the less-local, hierarchical rule of har-
mony, dictating how chords should succeed each other
(for instance, that a musical piece is always ended by
a tonic chord preceded by a dominant chord), elic-
its a different brain response, the early right anterior
negativity (ERAN) originating selectively from dis-
tinct anatomical regions of the frontal lobe, namely
the inferior frontal gyrus (BA44; Brodmann area 44)
and the ventral premotor cortex [22.88]. In Brattico
et al. [22.81] the MMN to the violation of the musi-
cal scale was comparable in attended and unattended
conditions, showing the automaticity of the neural pro-
cess of neural representation of that basic musical rule
and of the discrimination of its violation. In contrast,
the ERAN process, underlying the neural representation
of chord succession rules, is only partially automatic,
since it is typically elicited when subjects pay attention
to deviant timbres inserted in the musical sequences.
Moreover, while in Koelsch et al. [22.89] an ERANwas

elicited even when subjects were distracted from the
sound stimulation by a primary task unrelated to the
sounds, there was no ERAN to the chords in the mid-
dle of the cadence but only to the final ones, which
are more salient. Similarly, in Loui et al. [22.90] the
ERAN was larger when subjects were paying atten-
tion to the sounds as opposed to when they were
distracted by a reading comprehension task. The formal
knowledge of music enhances the neural representa-
tions of musical rules as indexed by the enhancement
of the ERAN in musicians as opposed to nonmusi-
cians [22.91]. In relation to this, when musical expertise
is complex, such as in the case of Finnish folk mu-
sicians trained to perform pieces of various musical
cultures, sometimes not even containing chords typi-
cal of Western tonal harmony (such as the Neapolitan
chord not much used in Finnish folk music), the ERAN
response is affected and diverges from that of typical
listeners [22.92].

22.6 Environmental Exposure Modulates the Automatic Neural
Representations of Musical Sounds

The brain modifies its neural activity to adapt to the
environmental demands [22.93]. This process is most
visible during childhood and adolescence, when it inter-
mingles with developmental processes such as neuronal
apoptosis, mielinization and overall body growth, but
it exists to a certain extent even in adulthood. For
instance, the exposure to repetitive sounds modifies
plastically the auditory-cortex representations in order
to implement their autonomic processing, saving neu-
ral resources, and to quickly discriminate the deviant
incoming sound events. The MMN indexes this plas-
tic process in the auditory domain. For instance, an
enhanced MMN was elicited in response to infrequent
voices familiar to the subjects (a close relative or a long-
term friend of each subject recorded their utterance
of the vowel a) as compared to infrequent unfamiliar
ones [22.94], or to an infrequent tongue-clucking sound
versus a similar but unfamiliar sound [22.95].

The MMN sensibility to familiar sounds might also
imply that musicians, exposed everyday to musical
sounds and sequences, would show a larger MMN re-
sponse to any musical sound than nonmusicians, and
particularly to those musical sounds to which they are
most accustomed. This would indicate that the mu-
sicians’ auditory cortex has an increased preattentive
ability to discriminate violations of musical sound fea-
tures and perhaps even of musical rules (which could be

viewed as instances of sound sequence features). This
hypothesis was confirmed by data from various stud-
ies [22.29, 96–98]. In particular, Koelsch et al. [22.96]
presented major chords and single tones to both profes-
sional violinists and nonmusicians, in both passive and
active conditions. Slightly mistuned chords elicited an
MMN only in professional musicians, but not in non-
musicians. In contrast, the musicians and nonmusicians
did not differ in their MMN elicited by sinusoidal tones.
These results indicate that the sensory memory function
can be trained and modulated, however, this modulation
being specific to musical sounds.

This neural sensitivity to encode particular music
features in a highly specialized manner has prompted
research in which musicians with different practice
history are compared. Such an approach is also moti-
vated by the fact that musicians’ perceptual and motor
skills depend highly on the level of expertise as well
as on the instrument, practice strategies, and musi-
cal genre. The musical multifeature paradigm defined
by Vuust et al. [22.2] allowed one to study system-
atically and in a time-efficient manner the influence
of a specific musical training on musicians’ skills. In
this paradigm, six types of acoustic changes relevant
for different musical genres (pitch, mistuning, inten-
sity, timbre, sound-source location, and rhythm) were
presented in the same sound sequence including 4-tone
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patterns resembling Alberti’s bass. A pitch slide typ-
ical for improvisational (jazz) music (less present in
classical music) was inserted in order to compare the
neural responses of musicians with those of other mu-
sicians playing different musical genres [22.99]. The
MMN was measured in three groups of musicians play-
ing classical, jazz, or rock/pop music; also a group of
nonmusicians was included. The jazz musicians had the
larger MMN amplitude across the six different features,
indicating a greater overall sensitivity to sound feature
violations, but particularly to pitch-related feature de-
viants, such as the pitch slide. These data suggest that
not only the musical training, but also the characteris-
tics of the genre of music played by musicians might
increase and influence their auditory cortex preatten-
tive skills [22.99]. However, one has to keep in mind
that the advanced sound discrimination skills of musi-
cians might reflect either an innate prerequisite or an
effect of music practice. In fact, superior performance
in musicality tests is also reflected as enhanced MMN
responses [22.21, 100]. Thus, longitudinal studies using
the MMN need to be conducted in order to determine
the sources of individual abilities in music perceptual
skills.

Recently, Tervaniemi’s group obtained pioneering
evidence on the effects of music training in sound dis-
crimination accuracy [22.101] in a semilongitudinal
setting with the majority of the children involved in the
study being followed up on many times over several
years. In their study, children aged 7�13 years were
presented with a multifeature paradigm (with deviances
in pitch, perceived location, intensity, and duration; ad-
ditionally a gap was placed within the sounds) and
with a major–minor chord paradigm. Half of them were
actively involved in musical training and received in-
dividual teaching in an instrument as well as lessons
on music theory on a weekly basis, while half were ac-
tive in other hobbies but not in any music-related ones.

When the recordings were conducted for the first time
at the onset of the musical training at the age of 7
years, the groups did not differ in any MMN parame-
ters in the multifeature or chord paradigms. However,
during the accumulated training in music until the age
of 13, the MMN grew faster in the musically active
children than in the musically inactive children. This
observation was specific to the chord paradigm; in the
multifeature paradigm, a similar statistically nonsignifi-
cant trend was observed for the location deviance alone.
This result extends to childhood previous observations
made with adult musicians [22.33, 99, 102] according
to which music training can selectively modulate sound
discrimination of those sound features and sound types
that are most common in a certain musical culture
and/or most salient in a particular instrumental prac-
tice, without being generalized to all sounds and sound
types.

The selectivity of auditory-cortex discrimination
skills does not, however, exclude the possibility of
a cross-modal transfer of those skills to other domains.
It has been found that musicians have superior au-
tomatic discrimination skills for acoustic features of
language sounds, as a consequence of musical train-
ing, as the features involved are those spectral (pitch)
features relevant also in music [22.103]; even the
brainstem frequency-following response that indexes
neuronal phase locking to the F0 acoustic cue – of
a pitch note or a phoneme – is enhanced in musi-
cians compared to nonmusicians [22.104, 105]. This
spectral sound discrimination superiority dependent on
musical training and thus on a highly trained audi-
tory system has also been noticed in the discrimination
of speech sounds, namely vowels and temporal varia-
tions of consonant-vowel syllables [22.106], although
whether this is strictly a result of musical training or of
inborn musicality skills [22.107] remains to be deter-
mined in future investigations.

22.7 Disrupted Automatic Discrimination of Musical Sounds

In the population, it is not uncommon to find individu-
als with self-reported or objectively suboptimal abilities
for musical perception. Peretz et al. identified these in-
dividuals as congenital amusics or tone-deaf by means
of a listening test, the Montreal battery for evaluation of
amusia [22.108], combined with other perceptual and
cognitive tests that isolate the music deficit from any
other behavioral or cognitive difficulty. Scoring below
two standard deviations from the mean obtained with
the normal population is the commonly used criterion
for a diagnosis of congenital amusia. The percentage

of amusics among the general population has been
estimated to be around 4, hence similar to other devel-
opmental disorders, such as dyslexia.

Neurophysiological and structural evidence shows
that congenital amusic individuals have an abnormal
connectivity between the superior temporal gyrus and
the inferior prefrontal cortex, namely between the two
brain regions that allow the processing of musical rules
and their violations [22.109]. The first study report-
ing related functional brain evidence was by Peretz
et al. [22.110]. In that study, eight amusic individuals
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and ten controls were measured with the ERP tech-
nique while they listened to patterns of five repeated
tones, in which the fourth tone was replaced 30% of the
time, displaced either upward or downward by a quar-
tertone to 3 semitones. In an attentive condition, the
most evident ERP components reflecting the conscious
detection of a sound change are typically the N200 and
the P300. In amusic individuals the N200–P300 com-
plex was enhanced for large pitch changes, whereas for
quartertone and semitone changes the P300 was signif-
icantly reduced, as compared with controls (for whom
the N200 was not even visible). Remarkably, the N100,
an earlier obligatory ERP component reflecting initial
sensory encoding of any incoming sound, did not dis-
tinguish the two experimental groups, confirming that
the origin of the neural deficit for music perception can
be traced down to the later, conscious stages of auditory
processing [22.110, 111]. Seemingly discrepant results
were obtained by Albouy et al. [22.109] in an MEG
study using a working memory task where nine amu-
sic individuals and nine control subjects were asked to
detect if two 1:5 sec melodies of six tones, separated
by a 2 sec silent interval, were the same or different.
The change, presented in half of the melodies, could
appear in the second to fifth tone of the second melody.
The N100 response to the first tone in the melodies was
similar in amusic and normal individuals, replicating
previous findings, whereas the N100 response to the
subsequent changed tones was diminished in amusic
individuals as compared with controls (with a later en-
hanced response in amusic individuals, due to a delayed
N100 latency). The authors claimed that they traced the
music-specific problem down to the level of the audi-
tory cortex. However, the neural generator of the N100
was identified in the inferior frontal gyrus, and indeed
the neural response was obtained in a task involving
conscious and effortful retrieval from working mem-
ory of musical material. Behavioral data obtained in the
same study (replicating other findings: e.g., Tillmann
et al. [22.112]) confirms a specific working memory
deficit for pitch in amusic individuals, which is reflected
in the N100 response and hints at a later stage of pro-
cessing than the auditory-cortex one indexed by these
findings.

The possibility that preattentive auditory-cortex
skills might be preserved in amusia was further ex-
plored in a study by Peretz et al. [22.113]. They found
even more surprising evidence about the dissociation
between preattentive skills of amusic individuals and
their conscious perception of musical pitch. Amusic
individuals showed an early negative ERP response
(MMN or N200) to mistuned pitches, which were
at a quartertone interval from the preceding sound,
when those pitches were inserted in unfamiliar tonal

melodies, but not to out-of-key pitches. In contrast,
amusics did not show the later positive ERP response
(P600) to mistuned or out-of-key pitches, which were
observed in controls, suggesting the presence in amu-
sic individuals of a neural dysfunction for cognitively
extracting and becoming aware of the musical viola-
tion, in spite of their preattentive ability to discriminate
it. The authors commented on the findings as fol-
lows [22.113]:

This early neural information, typically computed
in the right auditory cortex [. . . ] appears, however,
insufficient to make contact or to build schemas
about musical keys for conscious detection of vio-
lations in the right inferior frontal region.

The neurophysiological studies evidencing resid-
ual neural reactions to wrong pitch in congenital
amusia have encouraged attempts for rehabilitation
towards compensating the neurogenetic vulnerabil-
ity. For instance, Peretz’s group investigated 10�13-
year-old children with a marked deficit in perceiving
small pitch intervals (but with normal general intel-
ligence [22.114]). The children were asked to listen
to music for at least 30min per day during a period
of 4 weeks. Such passive music intervention, though,
did not have any effect on the neural or behavioral
correlates of the defective pitch processing in amusic
children, leading the researchers to conclude that mu-
sical deprivation in childhood does not seem to be the
cause of congenital amusia [22.114]. However, the au-
thors left open the question as to whether active and
motivational musical training would produce any posi-
tive rehabilitative effects on amusic children.

Recently, altered musical sound processing has also
been studied in cochlear implant (CI) users. A CI is
a device comprising a microphone, a speech processor
and a transmitter coil, for conversion of acoustic signals
into electric pulses. The CI is implanted above the basi-
lar membrane of the inner ear in patients suffering from
severe and profound hearing loss, allowing them to
substantially increase speech intelligibility, especially
if implanted early in life, but with limited improve-
ments in regard to music perception, particularly in the
domains of timbre and pitch [22.115, 116]. Using the
fastmultifeature paradigm Torppa et al. [22.36] showed
the presence of an MMN to sound features in prelin-
gually deaf children with a CI, which was diminished
as compared with control children but only in timbre,
sound duration, and gap. Diminished MMN amplitudes
to timbre and pitch deviants inserted in a musical multi-
feature paradigm were also obtained with postlingually
deaf CI adults [22.117], and even with 14-year-old CI
adolescents who had been prelingually deaf [22.37].
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Remarkably, in the latter experiment the CI adolescents
followed an intensive active ear-training program last-
ing two weeks, and this short-term intensive program

was sufficient to modify the neural responses to rhythm
deviants, showing the potentiality of a musical rehabil-
itation program for young CI users.

22.8 Conclusions
The findings presented above highlight the role of
preattentive neural mechanisms in music perception, as
indexed by the MMN. Indeed, a study with stroke pa-
tients showed that the increase in the magnetic MMN to
pitch changes correlated with the recovery of cognitive
functions, such as behavioral improvement in the story
recall and mental subtraction tasks [22.51]. This and
other evidence presented also in the above text depicts
preattentive auditory skills as prerequisites for more
complex operations, which require cognitive functions.

The MMN literature reviewed, nevertheless, also
evidenced dissociation between unconscious and con-
scious aspects of musical sound perception, suggesting
that voluntary, cognitive processes, likely originating
from the inferior prefrontal cortex, are necessary to
understand more complex musical rules, such as tonal-
ity and harmony. This neural dissociation points at the
presence of subliminal sound events never reaching the
level of awareness which results in a behavioral music-
specific deficit, but at the same time represent a hope
for rehabilitation (such as for amusic individuals and

CI users). In the auditory domain, then, the concept of
unconscious by Jung still holds and describes our phe-
nomena well [22.118, p. 964]:

The unconscious contains all those psychic events
which, because of the lack of the necessary intensity
of their functioning, are unable to pass the threshold
which divides the conscious from the unconscious;
so that they remain in effect below the surface of the
conscious, and flit by in subliminal phantom forms.

Subliminal effects of music on cognitive activities or
even emotional responses in another modality have
been proved, and the general mood state of subjects can
be improved without realizing it while being exposed
to relaxing music in the background without paying at-
tention to it [22.119, 120]. Hence, understanding how
and to what extent music is processed below the level
of consciousness has potential implications not only for
applications of music in rehabilitation of perceptual and
cognitive functions but also in therapeutic settings or for
our wellbeing in everyday life.
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23. Long-Term Memory for Music

Lola L. Cuddy

This chapter begins with a brief overview of tra-
ditional approaches to long-term memory in
general. It highlights the memory system known
as semantic memory, and then in subsequent sec-
tions explores the proposal that a purely musical
semantic memory may be identified and is isolable
from semantic memory in other, nonmusical, do-
mains. Finally, neuropsychological evidence for the
selective sparing of the musical semantic memory
system in dementia is reviewed.
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23.1 Long-Term Memory and the Semantic System

Research in long-term memory has led to a theoret-
ical description of memory organization according to
three interdependent systems – semantic, episodic, and
procedural memory systems [23.1]. The concept of se-
mantic memorywas famously introduced to psychology
by Tulving [23.2] as follows:

A mental thesaurus, organized knowledge a person
possesses about words and other verbal symbols,
their meaning and referents, about relations among
them, and about rules, formulas and algorithms for
the manipulation of these symbols, concepts, and re-
lations.

It was to be distinguished from the type of memory
typically studied in laboratories of the time, namely,
episodic memory [23.2, 3]. Episodic memories are
memories for specific events or life-time situations,
tagged with reference to specific temporal-spatial lo-
cations. Recalling that California is a state of the U.S.
requires semantic memory, whereas recalling whether
you have ever been in California requires episodic
memory. Recalling a list of unrelated words in a mem-
ory experiment involves episodic memory – that is, the
meanings of the words are already known and rep-
resented in semantic memory, but the participant in
the experiment must remember that a given word was
presented at a certain place and time in a word list
spoken by a specific individual. Autobiographicalmem-

ories – self-referential life-time memories – are a type
of episodic memory that may contain semantic features.
Semantic and episodic memories have been studied tra-
ditionally in the verbal and visual domains.

The third system, procedural memory, is skill mem-
ory – the performance in multiple domains of particular
types of action such as riding a bike, reading, tying
one’s shoes, or, perhaps, singing a tune. It is thought
that procedural memory is below the level of conscious
awareness, because it is easy to produce these actions,
though difficult to explain how and where they were
learned. Thus, procedural memories do not require con-
scious control or attention. They are acquired through
repetition of a complex activity and so become auto-
matic.

Another distinction arising from theories of mem-
ory organization is that of explicit and implicit memory.
Whereas explicit memory involves conscious recollec-
tions of events, implicit memory involves the effect
of prior learning on performance without conscious
awareness of effect. Procedural memory, with its char-
acteristic definition of unconscious processing, has
been identified with implicit memory. By contrast, se-
mantic and episodicmemories have been identified with
explicit, conscious, memory. However, implicit mem-
ory is not always related to procedural memory. Both
semantic and episodic memories have implicit features,
a point which has implications for describing the con-
tents of musical semantic memory, as discussed below.
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23.2 Semantic Memory for Music

This section deals with the issue whether there is
a musical semantic memory that is behaviorally, and
possibly neurally, distinct from verbal semantic mem-
ory. It addresses the questions how such a memory
might be described and defined. It is a matter of debate
whether musical semantic memory is contained within
a general verbal semantic system or is itself a separate
entity.

Slevc and Patel [23.4] argue that it is not possible
to disclose the semantic meaning of music specifically.
According to Patel [23.5], the range of musical seman-
tics is rather limited, because music, unlike words, does
not have semantic referents that link to meaningful con-
cepts. Such a perspective implies that musical semantic
memory may be loosely tied to a general semantic
memory, but lacks the resources to organize a vast se-
mantic network of its own.

It is true that musical knowledge may be tied
to linguistic elements – such as song lyrics, titles,
music-theoretic, and cultural concepts. Steinbeis and
Koelsch [23.6] have demonstrated that the emotions
expressed by single musical features activate the pro-
cessing of related emotional words. It is also plausible,
to borrow an example from Patel [23.5], to conclude
that it takes little effort to decide whether Beethoven’s
Appassionata connotes explosive fury or passive con-
templation. However, word-associations to music are
extramusical and failure to retrieve these linguistic de-
scriptors need not signal failure of the musical semantic
memory system.

Apart from extramusical referents, however, mu-
sical meaning can emerge from the interpretation of
intramusical structural relations contained in the mu-
sic itself [23.7, pp. 170–171]. For Omar et al. [23.8,
p. 468]), semantic musical memory is a self-contained,
abstract, purely musical [. . . ] nonreferential system
meaningful on its own terms containing knowledge of
familiar tunes, instrumental timbres, symbols (nota-
tion), rules of musical structure, and emotion. For Platel
et al. [23.9, p. 245]:

Semantic memory allows us to identify or to have
a strong feeling of knowing for familiar songs
or melodies [. . . ] Musical semantic memory may
represent a musical lexicon, separate of a verbal
lexicon, even though strong links certainly exist be-
tween them.

The musical lexicon has been formally described as
a component of a modular music recognition sys-
tem [23.10] (see also [23.11, 12]).

The musical lexicon is presently best understood
as a perceptual representational system for isolated
tunes, much in the same way as the mental word lex-
icon represents isolated words. [23.13, p. 257]

This perspective on musical semantic memory empha-
sizes the point that the musical lexicon enables a strong
sense of familiarity for a previously encountered tune
interacting with, but relatively independently of, verbal
associations with the tune.

In accord with this notion, neuroimaging studies
have proposed distinct neural networks for musical
and verbal semantic memory. For example, Groussard
et al. [23.14] reported an fMRI study comparing acti-
vation for verbal and musical semantic representations.
Within the left temporal cortex, musical material mainly
activated the superior temporal gyrus and verbal mate-
rial mainly activated the middle and inferior gyri.

The contents of musical semantic memory are ac-
quired and processed implicitly – that is without con-
scious effort and awareness. In an extensive and impor-
tant critical review, Rohrmeier and Rebuschat [23.15]
discuss evidence that implicit musical knowledge is
formed through mere exposure to musical structures
without explicit instruction about the rules for build-
ing such structures. See for example, the studies on
implicit knowledge of musical regularities and the re-
sults of artificial grammar learning studies (reviewed
in [23.15, 16]). Knowledge of the principles governing
tonality is implicit knowledge. This knowledge, implic-
itly acquired, may be tapped by semantic and episodic
memory.

Formal music training is not required to recog-
nize familiar tunes, generate musical expectancies and
respond to the emotional properties – arousal and va-
lence – of music [23.17]. Krumhansl [23.18] proposed
that statistically frequent patterns in music are guides to
understanding the organizing principles of hierarchical
tonal structure in music. Krumhansl and Cuddy [23.19]
note that these principles are implicitly picked up by
preschool-age children, though they cannot describe
this knowledge. The process of acquisition may be sim-
ilar to that of natural language acquisition [23.20].

Moreover, when presented with musical excerpts
that do not correspond to Western musical tonality,
adult listeners implicitly re-orient to the unfamiliar
pitch hierarchies of cross-cultural musical systems.
Their pitch judgments correspond to the statistical
distributions of tones (for the music of North India,
see [23.21], for the music of Bali [23.22], for Korean
court music [23.23]).
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There are many underlying causes of amnesia and
memory loss – for example, stroke, tumor, psychiatric
depression, vitamin deficiency, and neurodegenerative
disease. Patients with brain damage following stroke
have provided evidence for an isolated musical seman-
tic memory or musical lexicon that is selectively lost
or alternatively spared. Peretz and Coltheart [23.10]
summarize case reports in which brain-damaged non-
musicians have lost the ability to recognize tunes while
maintaining the ability to recognize words, including
the lyrics that accompany the tunes. Similarly, the
patient KB, who became amusic and aprosodic follow-
ing right-hemisphere stroke, was unable to recognize
instrumental tunes despite preserved cognitive abili-
ties [23.24] (see also [23.25]). KB was able to recognize
lyrics of popular tunes, when spoken, but unable to
produce a single response to the request to sing the
tune that would normally accompany the spoken lyrics.
The reverse situation, loss of ability to recognize words
but preserved ability to recognize tunes, is found more
rarely, but was reported for three brain-damaged pa-
tients who were afflicted with word deafness yet able
to recognize music [23.10]. However, selective preser-
vation of musical memory is more commonly and
strikingly found among the dementias.

Evidence from dementias studies: Alzheimer Dis-
ease (AD): Of the cases of neurodegenerative disease
leading to dementia, Alzheimer’s disease (AD) is the
most prevalent accounting for about 2=3 of cases of
dementia. The course of AD is relentlessly progres-
sive through mild, moderate, and severe stages. There
is no known cure. It primarily affects cholinergic trans-
missions to all cortical areas; some may be affected at
differential rates but eventually all become impaired.
The diagnosis is confirmed only by postmortem find-
ings of characteristic plaques and tangles in brain tissue.

Participants in early studies of sparing in AD were
representative of a selected population – professional or
skilled musicians (pianists, violinists, a trombonist; for
a detailed summary table of references, see [23.8, Ta-
ble 1]; also see [23.26, Table 1]). Performance sparing
for these individuals might be seen as evidence of pre-
served procedural, not semantic, musical memory.

Our first study was a case study [23.27] of an
84-year-old woman (EN), a former music lover, but not
a professional musician, EN was severely demented;
she was unable to carry on an intelligible conversa-
tion and did not recognize family members. Yet, as the
family members reported to us, she still enjoyed and re-
membered music. We did not attempt imaging because
of the difficulty of explaining the procedure to EN and
our wish to avoid creating obvious distress. However,

a postmortem examination two years following our test-
ing sessions revealed neuropathological changes that
confirmed relatively advanced AD – moderately severe
atrophy of medial temporal lobe (MTL) structures and
expansion of temporal horns of lateral ventricles. Im-
munostaining of representative sections showed signifi-
cant neuronal loss and reactive gliosis in MTL together
with the presence of moderate to numerous diffuse and
neuritic amyloid plaques and prominent neurofibrillary
degeneration (Braak Stage V of VI: [23.28]).

We had administered three tests in which we as-
sessed EN’s familiarity with melodies and one in which
we had assessed her ability to detect a pitch distor-
tion in familiar melodies. The test employed was the
Distorted Tunes Test (DTT) constructed by Dennis
Drayna [23.29] as an update of a test intended to iden-
tify tune-deafness [23.30]. Twenty-six short melodies
were presented of which 17 were distorted by pitch
errors. Pitch errors changed two to nine notes gener-
ally within one or two semitones of the correct note.
The distortion maintained the contour (ups and downs
in pitch) and rhythm of the familiar melody but the
distortions violated the tonal structure of the melody.
An online version of the DTT is available where the
melodies may be heard [23.31].

Familiarity was assumed if EN sang along correctly
with a short test tune and continued to sing after the
tune stopped.Unfamiliaritywas assumed if she sat with
a blank stare and made no effort to sing along with the
test tune. Evidence of correct detection of a pitch distor-
tion was grimacing, frowning, and other facial signs of
displeasure. No such displeasure was taken to indicate
that she found the tune to be correctly played.

EN’s test results provided encouraging support for
the possibility that sparing of musical memory may be
detected in dementia and may be reliably and quantita-
tively assessed through behavioral observation. Allow-
ing assessment by behavioral observation corroborated
with an independent judge, we found that EN’s scores
were high and typically in the control range. We noted
dramatic contrast between EN’s response to music and
her mental status. We also noted that evidence of spar-
ing would not have been recovered with conventional
assessment – conventional assessment requiring verbal
communication would suggest severe musical difficul-
ties.

Subsequent work [23.32] followed the case study
with an assessment of 50 AD persons at various stages
of the disease. Their performance on six tests was
compared with a larger sample of healthy young and
older adults and showed intact recognition of familiar
melodies along with preserved ability to detect pitch
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distortions in the mild and moderate stages. Difficulties
with detecting grammatical distortions in spoken song
lyrics were evident even at the mild stage of AD.

Among some AD persons there is also sparing of
ability to detect tonal violations even with unfamiliar
melodies [23.33]. Where this is found, it may be said
to reveal a preservation of implicit tonal knowledge. It
implies that the detection of a distortion is not merely
a process of matching a heard melody with a stored tem-
plate of a melody and detecting a mismatch. It implies
that there is an ability to detect a deviation from the
tonal system of pitches, an ability that reflects musical
knowledge of the Western tonal-hierarchical system of
pitch organization.

A recent study by Kerer et al. [23.26] assessed 10
participants with MCI and 10 with early stage AD
and compared their results with 28 cognitively nor-
mal older adults. They tested identification of familiar
musical melodies and recognition of a pitch distortion
in the melodies. Pitch distortions were introduced by
rules similar to those followed in the DTT described
above. Compared to healthy controls, their patient sam-
ple was poorer on verbal tasks such as naming the
titles of the melodies, thus exhibiting a failure of the
word-association system. However, patients were supe-
rior to controls on detecting a pitch distortion in familiar
melodies and also in a timbre task, which was to decide
whether melodies were normally played by instruments
or presented vocally. The authors attribute the latter
findings to a specialized memory for music.

In tandem with the above studies from our labora-
tory, we have also reported that recognition memory
is compromised, not preserved, both in healthy aging,
and dementia, as well as in mild cognitive impairment
(suspected prodromal to AD) [23.34, 35]. The paradigm
for assessing recognition memory involves presenting
a playlist of melodies to a participant followed by
a test list in which the playlist is interleaved with new
melodies. The participant must judge which melodies
in the test list occurred in the playlist and which did
not. Young adults find the test quite easy, but older
adults, even cognitively healthy older adults, do not.
The problem for older adults and AD adults is that it
is difficult to distinguish melodies heard on the playlist
(where the participant must remember the episode of
hearing the melodies in a certain place at a certain time)
from melodies heard before outside the laboratory. The
kind of memory being tested in a recognition memory
paradigm may be characterized as episodic memory,
and its failure in AD may be partly attributable to ag-
ing, rather than the disease.

Other studies with the recognition paradigm have
obtained similar results [23.36, 37]. Halpern and
O’Connor used an explicit and an implicit memory

task. Whether test instructions were explicit (yes/no
responses to a previously heard playlist of melodies
mingled with new melodies) or implicit (pleasantness)
ratings for the melodies, AD participants show poorer
performance than healthy controls. An exception to this
finding is a study by Quoniam et al. [23.38] who re-
ported a positive affective bias (liking) for previously
heard melodies in AD. Their results are puzzling, how-
ever, in that healthy controls showed little effect of
repetition on likingness with the AD group surpassing
the controls; the finding deserves to be replicated.

Evidence from other neuropsychological sources:
A number of researchers have studied a somewhat rarer
form of dementia, known as fronto-temporal dementia
and its temporal variant semantic dementia. Frontotem-
poral dementia involves damage to the brain’s frontal
and temporal lobes and affects planning and judgment,
emotions, speaking and understanding speech, walking
and other basic movements. Both frontotemporal de-
generation (FTD) and Alzheimer’s disease (AD) are
characterized by atrophy of the brain, and a gradual,
progressive loss of brain function. However, FTD is
primarily a disease of behavior and language dysfunc-
tion, while the hallmark of Alzheimer’s disease is loss
of memory, especially episodic memory. FTD patients
exhibit behavioral and personality changes but retain
features of memory such as keeping track of day-to-day
events, and orientation to space and time. AD patients
display increasing memory deficits, but typically retain
socially appropriate behavior in the early (mild to mod-
erate) stages. Some FTD patients may have language
dysfunction only as revealed in the two types of pro-
gressive aphasia: semantic dementia and progressive
nonfluent aphasia. The language decline seen in AD pa-
tients is of a milder nature [23.39].

Semantic dementia (SD) is associated with predom-
inantly temporal lobe atrophy (left greater than right).
The hallmark of the aphasia in semantic dementia is
difficulty generating or recognizing familiar words. Pa-
tients exhibit language difficulties, not in producing
speech but with a loss of the meaning or semantics
of words, faces, and objects. Although semantic mem-
ory impairment occurs in AD, AD is almost always
accompanied by severe impairment of episodic mem-
ory, and eventually disruption of many other cognitive
domains, including visuospatial and frontal executive
function [23.40, 41].

A few studies have assessed long-term musical
memory in FTD and SD; some have drawn com-
parisons with AD cases [23.42–45]. In general, SD
participants showed deficits in familiarity decisions, es-
pecially where naming of tunes is involved. Hailstone
et al. [23.46] present a case study of SD with con-
vincing evidence that musical knowledge was relatively
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preserved. In the study by Hsieh et al. [23.42] vari-
ability in SD results was high and three of the 13 SD
patients performed in the normal range on their tune fa-
miliarity test. AD patients, as might be expected from
the AD findings cited earlier above, did not differ sig-
nificantly from controls.

Weinstein et al. [23.47] report a case study of pro-
found impairment in SD – a computer programmer in
his early 60s who had also been a semiprofessional
harpsichordist. The man was able to perform both fa-
miliar and previously unfamiliar Baroque pieces with
accuracy and musicality. Of particular importance was
the presence in his performances of novel, additional,
notes that were style-appropriate embellishments. He
also introduced a stylistically appropriate retard in the
final, compared with the initial, presentation of a theme.
The authors suggest that their case study may reflect the
preservation of the abstract concept of musical style in
SD; that is, preservation was not limited to the habitual
striking of keys and was not solely procedural. They
propose the hypothesis that:

knowledge represented in semantic memory is
partly modular, dissociating long-term representa-
tions of object and word concepts from meaningful
knowledge in other domains, such as music. [23.47,
p.250]

A case of musical sparing despite profound se-
mantic and episodic impairment following herpes en-
cephalitis was presented by Finke et al. [23.48]. Their
patient was a a 69-year-old professional cellist (PM)
who, despite his severe memory impairment, performed
normally on a battery of musical tests, including dis-
criminability of famous from nonfamous pieces, and
learning complex new musical material as revealed by
an incidental memory task. Finke et al. [23.48, p. 592]
note that for PM: learning and memory of complex
musical information constitutes an island of intact cog-
nition within a severe amnesic syndrome and suggest
this information involves a brain network independent
of other types of (nonmusical) episodic and semantic
memory.

23.4 Concluding Comments

Neuropsychological studies of neuropathology have
yielded valuable behavioral/cognitive evidence sup-
porting the notion of a musical semantic system that
may be dissociated from semantic memories in other
domains. This musical system may be preferentially
spared in the face of loss of cognitive abilities. What
my colleagues and I [23.27] once felt was a puzzle to
decipher – whether there was loss or sparing of the
musical system in AD – is resolved by considering
that loss was found where musical episodic memories
were tested, preservation when musical semantic mem-
ory was tested. Here it is doubtless relevant that Platel
et al. [23.9] have uncovered separate neural substrates
for musical episodic and musical semantic memories.

This chapter therefore proposes that a musical se-
mantic memory can be dissociated from the traditional,
or nonmusical, semantic memory. From patient stud-
ies, results indicate that musical semantic memory
may be further characterized in three ways. First, mu-
sical semantic memory contains or accesses implicit
tonal knowledge allowing the detection of tonal ir-
regularities or violations. Second, memories may be
acquired independently of performance. The patient
studied by Finke et al. [23.48], reported above, was
capable of learning music composed, but not prac-
ticed, after the onset of his encephalitis. Third, musical

semantic memories may activate other personal, au-
tobiographical memories in both AD [23.49–51] and
brain-damaged patients [23.52]. The music may never
have been performed by the patient but was experienced
under memorable circumstances. Hence an associative
link was established between a musical semantic mem-
ory and a life-time episode.

For future research what is needed is a standard-
ized battery of musical tests that includes both musical
episodic, musical semantic, and musical procedural
tasks. Comparison of research results, including neu-
roimaging, would then be facilitated. More attention
should be paid to the implicit features of musical knowl-
edge, as outlined by Rohrmeier and Rebuschat [23.15].

Behavioral findings of spared long-term musical
memory in neurodegenerative disease have important
implications for palliative care while the cure remains
elusive. Care givers can rely on the emotional associ-
ations with familiar music to promote a reduction of
patient anxiety and agitation.
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24. Auditory Working Memory

Katrin Schulze, Stefan Koelsch, Victoria Williamson

This chapter reviews behavioral and neuroimaging
findings on:

1. The comparison between verbal and tonal
working memory (WM)

2. The impact of musical training
3. The role of sound mimicry for auditory memory
4. The influence of long-term memory (LTM) on

auditory WM performance, i. e., the effect of
strategy use on auditory WM.

Whereas the core structures, namely Broca’s
area, the premotor cortex, and the inferior pari-
etal lobule, show a substantial overlap, results
in musicians suggest that there are also differ-
ent subcomponents involved during verbal and
tonal WM. If confirmed, these results indicate that
musicians develop either independent tonal and
phonological loops or unique processing strate-
gies that allow novel interactive use of the WM
systems. We furthermore present and discuss data
that provide substantial support for the hypothesis
that motor-related processes assist auditory WM,
and as a result we propose a strong link between
sound mimicry and auditory WM.
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24.1 The Baddeley and Hitch WM Model: Theoretical Considerations
and Empirical Support

Working memory (WM) describes a brain system that
is thought to be responsible for the temporary storage
and simultaneous manipulation of information [24.1–
4]. This system underpins higher cognitive functions
like planning, problem solving, comprehension and rea-
soning, and is critical for understanding or appreciating
speech and music.

There are many theories and models of short-term
memory (STM) or WM (for an overview see [24.5–
11]). Our chapter, however, is theoretically embedded
in the highly influential Baddeley and Hitch [24.3] WM
model due to the fact that studies that have exam-
inedWM for music and language have overwhelmingly
focused on this framework [24.3, 12–18]. In addition,

although parts of this model are still debated, no other
verbal memory model is as well investigated, devel-
oped, or corroborated by research results [24.4].

There is little consensus in the literature regarding
use of the terms STM and WM [24.19]. In some publi-
cations the term STM is used to describe the temporary
storage of information, while WM refers to the main-
tenance and manipulation of information [24.6, 19].
Often, however, it is difficult to know whether a task
needs further processing and/or manipulation in addi-
tion to the passive storage of information, e.g., if one
tone has to be compared with several tones played in
a sequence. Therefore, in this chapter no distinction is
made between STM and WM; we refer only to WM. In

© Springer-Verlag GmbH Germany 2018
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addition, the term auditoryWM will be used to describe
WM processes for stimuli that were presented audito-
rily. Finally, it should be noted that whereas verbal WM
has been investigated using both recall and recognition
tasks, WM for tonal material has primarily been stud-
ied within recognition paradigms (but see [24.18] for
a recall task for musical stimuli).

As mentioned, the present review is based on the
Baddeley and Hitch WM model, the first version of
which was described almost 40 years ago [24.3]. This
initial WM model was developed from earlier frame-
works such as the Atkinson and Shiffrin model [24.20],
which assumed that:

1. Successful conversion to long-term storage required
information to be held in the short-term store.

2. The short-term store was essential for access to
long-term memory (LTM).

3. The short-term store was a seat of intellectual abil-
ity.

These assumptions were challenged by evidence
that long-term memory (LTM) was dissociable from
STM, as seen in neurological patients [24.21], and that
complex encoding strategies, as opposed to simple re-
hearsal, predicted recall success [24.22].

Baddeley and Hitch [24.3] conducted their own se-
ries of dual task studies where they demonstrated that
people could manage a concurrent task while hold-
ing items in memory for later recall with just a small
decrement in processing speed, something that should
not have been possible according to previous memory
models. The concept of a unitary, passive short-term
store was consigned to history and replaced with the
WM model, which separated out attentional control
from storage processes in memory. The original WM
model proposed an attentional control system (the cen-
tral executive) that operated in conjunction with two
subsidiary systems: the visuospatial sketchpad and the
phonological loop. Each of the subsidiary systems
contained tightly coupled storage and rehearsal ele-
ments.

The central executive component was underre-
searched for many years, leaving the homunculus of

the WM system poorly understood. After a decade,
Baddeley [24.23] drew on a new theory proposed by
Norman and Shallice [24.24] to suggest that the exec-
utive comprised a supervisory attentional system that
allocated limited resources between the storage systems
depending on task demands. More recent studies have
confirmed the central executive’s role in complex pro-
cesses such as focusing and dividing attention, and task
switching [24.6]. The true extent of the central execu-
tive’s role in higher cognition however remains a highly
contentious issue [24.25].

The phonological loop represents speech-based or
verbal materials in WM. The loop comprises a short-
term store and an articulatory rehearsal mechanism,
both of which are described in more detail below. The-
ory regarding the development of the phonological loop
framework was directly informed by behavioral re-
search, which demonstrated that:

1. Storage within the loop is phonological as op-
posed to visual (the phonological similarity ef-
fect [24.26]).

2. Spoken material gains obligatory access to the
storage component (the articulatory suppression ef-
fect [24.27]).

3. Subvocal rehearsal is likely to occur in real time (the
word length effect [24.28]).

The visuospatial sketchpad is responsible for pro-
cessing and storing both visual and spatial informa-
tion. There is a degree of dissociation between vi-
sual and spatial memory within this WM compo-
nent as evidenced from findings of behavioral dual
task paradigms, [24.29] and the neuroimaging litera-
ture [24.30].

The episodic buffer was introduced as a fourth com-
ponent to the WM model to acknowledge the mutual
interaction between LTM and WM [24.31]. As a lim-
ited capacity system, the episodic buffer is thought to:

1. Bind information from the subsidiary systems
2. Store information in a multimodal code
3. Enable the interaction of resources between the

WM and LTM systems [24.6, 32].

24.2 WM: Behavioral Data

24.2.1 Verbal Information

Baddeley and Hitch’s [24.3] multicomponent WM
model predicts that verbal information is processed by
the phonological loop. As described above, this compo-

nent can be further subdivided into (i) the phonological
store, a passive storage component and (ii) the articu-
latory loop, an active rehearsal mechanism. The store
can maintain speech-based information only for a few
seconds [24.2, 5]. If longer maintenance is required,
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then the articulatory loop can rehearse the information,
a process comparable to subvocal speech [24.1].

The phonological loop component of the WM
model continues to provide a parsimonious account of
a number of verbal memory phenomena. Firstly, the
phonological similarity effect describes how memory
span is lower for lists of visually presented acousti-
cally similar verbal items compared to lists of dissimilar
sounding verbal items (B, V, P, T, G versus X, R, J, Y,
S). Furthermore, errors made in this task are typically
phonological rather than visual (i. e., recalling a C in-
stead of a T). As a result of this finding,Conrad [24.33]
argued that short-term storage of verbal materials must
rely on recoding visual letters into subvocal auditory
codes. (Note that such subvocal processing presumably
involves sensorimotor-related codes, i. e., codes related
to vocalization. This issue will become important when
we discuss the tonal loop.) This argument has remained
a principle of the WM model ever since. Phonological
similarity is disruptive to memory as the phonological
codes become confused either during the storage or re-
trieval phases of recall [24.34, 35].

A second, well-established finding in verbal mem-
ory research is that maintenance and rehearsal of stored
material in the articulatory loop can be interrupted by
articulatory suppression [24.1, 2], and overt or covert
movement of the articulators including the jaw, tongue
and throat musculature [24.28, 34, 36–39]. According
to theory, articulatory suppression gains obligatory con-
trol over at least part of the articulatory loop within
WM, which then reduces the overall functionality of the
phonological loop by preventing the basic recoding of
visually presented materials into (sensorimotor-related)
phonological codes and/or disrupting the rehearsal pro-
cess [24.27, 40].

Finally, the word length effect demonstrates that
subvocal rehearsal within the articulatory loop is likely
to occur in real time. People achieve greater memory
spans [24.28] and superior recognition accuracy [24.36]
for lists of short words compared to lists of long words.
Although the word length effect has proved to be one of
the most contentious aspects of the WM model [24.41],
both the effects of articulatory suppression and of word
length suggest that verbal material is maintained within
WM in a manner comparable to subvocal speech [24.1,
2, 6].

24.2.2 Tonal Information

Because the Baddeley and Hitch WM model [24.1, 3]
was developed to explain mainly verbal and visual-
spatial information, the framework does not specify
whether nonphonological information is processed by
the phonological loop, or whether, in addition to the

phonological loop, different subsystems exist for other
materials such as tones [24.12, 15]. We have seen above
that verbal material is maintained in WM by internal ar-
ticulatory rehearsal; can tonal pitch also be maintained
in this way?

Studies have found that internal rehearsal improved
WM performance for tones [24.14–16]. Other studies,
however, report that internal rehearsal only leads to
a small improvement of WM performance or no im-
provement at all [24.42–44]. These conflicting results
could be explained by the fact that the experimental
stimuli used across these studies differed to the de-
gree to which participants can imitate them. Studies
that found a small or no beneficial effect of internal re-
hearsal used auditory stimuli that were difficult to sing
or repeat, because:

1. The pitches of the tones did not correspond to the
Western chromatic scale [24.43, 44].

2. The pitch difference between the tones was smaller
than one semitone [24.43, 44].

3. Chords were used, which consisted of several si-
multaneously played sine wave tones [24.42].

By comparison, studies that found a benefit of
rehearsal used auditory stimuli with (i) pitches that
corresponded to the Western chromatic scale [24.15,
16] and/or (ii) pitch differences larger than one semi-
tone [24.14–16], and are thus easy to sing/repeat.
Overall therefore, the data support the assumption that
internal rehearsal mechanisms underlie WM for tones.

24.2.3 Comparison Between Verbal
and Tonal WM

The majority of auditory WM studies to date have used
verbal materials (phonemes, syllables, and words) to
explore both storage and rehearsal processes. By con-
trast, research on WM for pitch, or research comparing
verbal and tonal WM, is rather scant and to date pro-
vides an inconsistent picture.

Deutsch [24.45] was among the first to conduct an
auditory WM experiment and reported that intervening
tones interfered more strongly with memory for a sin-
gle tone compared to intervening phonemes. Deutsch
interpreted this result as evidence for a specialized tonal
WM system, at least when it comes to the storage of sin-
gle tones. Furthermore, Salame and Baddeley [24.46]
observed that vocal music interfered more with verbal
WM than instrumental music, again supporting the as-
sumption of two independent WM systems for verbal
and tonal stimuli.

Semal et al. [24.47], however, criticized the lack of
control of the pitch relations between the standard tones
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and the intervening verbal material inDeutsch’s [24.45]
study, and argued that this could explain the missing in-
terference between the to-be-remembered tones and the
intervening verbal material. In their experiment, pitch
similarity of the intervening stimuli, which were either
words or tones, modified WM performance to a greater
degree than the nature of their modality, suggesting that
pitch for both verbal and tonal material was processed
in the same WM system. This result was replicated
by Ueda [24.48] using different stimuli. Furthermore,
Chan et al. [24.49] showed that better verbal WM per-
formance was associated with musical training, a result
also pointing towards overlapping mechanisms under-
lying verbal and tonal WM.

Few behavioral studies have attempted to com-
pare WM storage using sequences of verbal and tonal
materials. Whilst it seems difficult to recreate classic
WM storage effects such as phonological similarity in
the musical domain, some studies have drawn close
parallels in order to compare verbal and tonal WM.
Williamson et al. [24.18] argued that the phonologi-
cal similarity effect was based on acoustic confusion
at the point of memory storage, an effect that could
be represented in music by pitch proximity [24.47]. In
Williamson et al. [24.18] nonmusician participants re-
called sequences of phonologically similar (B, D, G) or
dissimilar (M, Q, R) letters and pitch proximal (C4, D4,
E4) or distant tones (C4, G4, B4), the notes being bal-
anced according to theory of tonal hierarchy [24.50].
The results replicated the traditional phonological sim-
ilarity effect with verbal items and saw in parallel
a smaller effect of pitch proximity with tonal stimuli.
Participants were pretested for their ability to perceive
the difference between the tones, meaning that acoustic

confusion within memory storage was the most likely
explanation for the observed effect. This study supports
the theory that storage of both verbal and tonal material
in WM is based on acoustic representations of sound.
Whilst this finding argues for similar processing con-
straints in verbal and tonal WM storage it does not, in
of itself, support storage system overlap; the principles
of storage may be similar for verbal and tonal materials
but storage could still be separable, based on the indi-
vidual codes of speech (phonological store) and tones
(tonal store) [24.51].

Studies of rehearsal activity in WM for verbal and
tonal material more clearly show support for over-
lap than is necessarily justified for storage processes.
Schendel and Palmer [24.16] demonstrated that when
musicians carry out music suppression (singing la)
there was decreased recognition accuracy for both digit
and tone sequences, in the same manner as with verbal
suppression (producing the word the), indicating that
musical or verbal suppression does not selectively im-
pair verbal or tonal WM. (To our knowledge, there is
lack of studies investigating effects of nonphonological
sensorimotor suppression, such as moving the fingers
of the left hand in string players during a pitch WM
task.) Williamson [24.52] required nonmusician partic-
ipants to carry out whispered articulatory suppression
while encoding and recalling sequences of letters and
tones. She reported that both verbal and tonal WM
tasks showed a decrement under articulatory suppres-
sion, a finding that could not be accounted for by the
dual-task nature of the experiment. This result suggests
that subvocal rehearsal of verbal and tonal material
may take place in a similar way within the articulatory
loop.

24.3 Neural Correlates Underlying WM

24.3.1 Verbal Information

As with behavioral work, most neuroimaging stud-
ies that have explored the functional neuroarchitecture
underlying auditoryWM utilize verbal material. The in-
ternal rehearsal of verbal material has been found to be
supported by a functional network comprised mainly of
Broca’s area and premotor areas (as well as the supple-
mentary motor area (SMA) and pre-SMA) [24.53–57].
In addition, data indicates that both the insular cor-
tex [24.54, 58, 59] and the cerebellum [24.57, 60, 61]
are involved during the internal rehearsal of verbal in-
formation.

The crucial role of Broca’s area and the premotor
cortex for internal rehearsal has been corroborated by

numerous studies (for an overview see [24.1]). Findings
regarding the phonological store, however, are much
less conclusive. It has been suggested that parietal ar-
eas, particularly the inferior parietal lobule [24.53, 54,
56, 60–64], but also the superior parietal lobule [24.53,
60], serve as the underlying neural correlate of the
phonological store. However, pinpointing the phono-
logical store in the parietal lobe is controversial. Firstly,
neural activity in the parietal lobe has been associ-
ated with attention, and therefore activation in this area
might also reflect increased engagement of attentional
resources [24.65, 66]. Secondly, the coordinates of the
reported activation during tasks requiring storage of
verbal material differ greatly between studies [24.4].
And finally, passive listening does not activate the infe-



Auditory Working Memory 24.3 Neural Correlates Underlying WM 465
Part

C
|24.3

rior parietal lobule (IPL) [24.4, 67], a finding predicted
by the WM model [24.3, 4] if this structure is involved
in automatically storing incoming auditory information.

As a consequence of these theoretical and empirical
inconsistencies, area Spt (Sylvian-parietal-temporal,
i. e., left posterior planum temporale), has been sug-
gested as an alternative neural structure underlying the
temporary storage of verbal information during WM
tasks [24.4] based on the following observations. First,
activation in the left Spt was (i) enhanced during the
delay period of a WM task [24.13, 68] and (ii) not influ-
enced by the modality of the presented stimuli (auditory
or visual [24.68]). In addition, area Spt is involved dur-
ing the perception and production of speech. Based on
these findings it has been suggested that area Spt acts
as an auditory-motor interface for WM [24.4, 13, 68],
meaning that perception, production and WM are more
closely linked than previously believed. This proposi-
tion is corroborated by the dual-stream model of speech
processing [24.69–72]. This model assumes a ventral
stream that supports speech comprehension via lexical
access and a left dominant dorsal stream comprising
also area Spt, which enables humans to map perceived
speech signals onto articulatory representations, and
therefore supports sensory–motor integration.

24.3.2 Tonal Information

Far fewer neuroimaging studies have investigated WM
for tones than have investigated the phonological loop.
Gaab et al. [24.73] showed the involvement of the
supramarginal gyrus (SMG), the intraparietal sulcus
(IPS), the planum temporale, premotor regions en-
croaching on Broca’s area, and cerebellar regions dur-
ing a pitch memory task in participants that were
not selected for musical expertise. The neural network
observed in this study is surprisingly similar to the
network supporting the phonological loop described
above. Another group had previously observed activa-
tion of a similar network during a WM task for tones,
including the inferior frontal and insular cortex, the
planum temporale, and the SMG [24.74].

24.3.3 Comparison Between Verbal
and Tonal WM

To our knowledge, only three neuroimaging studies
have compared the neuroarchitecture of auditory WM
for sequential tonal and verbal material [24.13, 14, 17].
In a functional magnetic resonance imaging (fMRI)
experiment, Hickok et al. [24.13] studied nonmusi-
cians and compared the neural correlates underlying
verbal and tonal WM. The authors presented piano
melodies during a tonal condition and pseudoword

sentences during a verbal condition. The internal re-
hearsal of the verbal and tonal materials involved ac-
tivation of area Spt and premotor regions encroaching
on Broca’s area [24.13]. A similar functional network
was uncovered in a WM recognition study by Koelsch
et al. [24.14] in which neural similarities between WM
for verbal (syllables) and tonal (pitch) material were ex-
plored, again in nonmusicians. The functional network
observed during verbal rehearsal included the premotor
cortex, the anterior insula, the SMG/IPS, the planum
temporale, the inferior frontal gyrus, pre-SMA and the
cerebellum. Importantly, internal rehearsal of the tonal
stimuli relied on a virtually identical network to that ac-
tivated during verbal rehearsal.

In a follow-up study, Schulze et al. [24.17] em-
ployed a recognition task to compare the neuroarchi-
tecture supporting the internal rehearsal of verbal and
tonal WM. In a replication of the above-described ex-
periment [24.14], both verbal and tonal WM tasks
activated structures previously reported during either
verbal [24.1, 53, 54, 56] or tonal [24.13, 73, 74] WM
processes in nonmusicians, namely Broca’s area, the
left premotor cortex, (pre-)SMA, left insular cortex, and
left IPL. This finding corroborates data from previous
experiments, which have reported considerable overlap
of the functional networks subserving verbal and tonal
WM [24.13, 14]. Importantly, all these core structures
activated during tonal WM were also activated during
verbal WM in nonmusicians. By contrast, verbal but
not tonal WM relied on additional structures, includ-
ing the right ventrolateral premotor cortex, right IPL,
right cerebellum and the left mid-dorsolateral prefrontal
cortex (mid-DLPFC). These structures have previously
been associated with verbal WM tasks [24.1, 75, 76].
This activation difference between verbal and tonal
WM was also expressed in the behavioral data: non-
musicians showed superior performance during verbal
than during tonal WM.

In summary, the few neuroimaging studies that have
directly compared the structures underlying verbal and
tonal WM [24.13, 14, 17] have obtained data from non-
musicians that point towards a considerable overlap of
neural resources underlying WM for verbal and tonal
material. This common (core) network is mainly left-
lateralized and includes fronto-parietal structures, that
is premotor cortex, Broca’s area, and in two of the
three studies also the IPL [24.14, 17] and the cerebel-
lum [24.14, 17], as well as the planum temporale/area
Spt [24.13, 14]. (Schulze et al. [24.17] did not scan
continuously like in the other fMRI studies [24.13,
14], but employed a sparse-temporal sampling scanning
technique. Thus, participants did not have to separate
scanner noise from the information they had to re-
hearse, possibly leading to less (or no) activation of
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area Spt. Another possibility is that the sparse temporal
scanning method was not sensitive enough to capture
the involvement of area Spt.)

24.3.4 Comparison Between Nonmusicians
and Musicians

Speech is a fundamental human skill typically acquired
during early childhood. Thus, while both musicians
and nonmusicians are trained in processing and pro-
ducing speech, nonmusicians’ expertise in the music
domain is comparatively far less developed. This begs
the question of whether tonal WM would be different
in musicians compared to nonmusicians, where a group
difference in verbalWMwould not be predicted. In sup-
port of this hypothesis Williamson et al. [24.18] found
that nonmusicians showed effects of both phonologi-
cal similarity and pitch proximity, whereas musicians
showed the former but not the latter. It was suggested
that musicians, thanks to their specialized training, de-
velop systems and/or strategies for storing tones that
negate the impact of pitch proximity. Nonmusicians, on
the other hand, are more likely to store a basic acoustic
representation of the tonal sounds that they hear, which
are then more vulnerable to the impact of pitch proxim-
ity.

Schulze et al. [24.17] directly studied the neural un-
derpinnings of verbal and tonal WM in highly trained
musicians to see how they compared to the estab-
lished WM network in nonmusicians. The aim was
to determine if musicians had developed a specialized
or alternative system for processing tones. Many of
the structures (Broca’s area, left premotor cortex, left

insular cortex, (pre-)SMA, and left IPL) that were acti-
vated more strongly in nonmusicians during verbalWM
showed an increased involvement in musicians com-
pared to nonmusicians during tonal WM. That is, the
functional network that supported verbal WM in non-
musicians was also used by musicians for tonal WM
tasks. In addition, unlike nonmusicians, musicians re-
cruited a number of structures exclusively for either
verbal or tonal WM: the left cuneus, the right globus
pallidus, the right caudate nucleus, and the left cerebel-
lum supported WM for tonal material; the right insular
cortex was exclusively involved in processing verbal in-
formation.

On top of these differences, activation distinctions
between verbal and tonal WM tasks were reported for
a number of structures in musicians, thus supporting the
existence of two WM systems, potentially a phonolog-
ical loop maintaining and processing phonological in-
formation and a tonal loop maintaining and processing
tonal information. Both WM systems showed a consid-
erable overlap in activation because the same WM core
structures were activated. Differences, however, were
also observed for both systems in that they relied on
different neural subcomponents. Importantly, it is not
possible to explain the observed functional differences
between the verbal and tonal WM tasks in musicians by
citing performance differences between both tasks, be-
cause several brain structures were recruited selectively
for verbal or tonal WM [24.17, 77]. Instead, musical
expertise might facilitate the development of a more
extended network underlying tonal WM, which shows
similarities to the functional network supporting verbal
WM, but also substantial differences.

24.4 Sensorimotor Codes – Auditory WM and the Motor System

To acknowledge the interconnection of verbal WM
with speech perception and production, the underlying
representations of verbal WM have been named senso-
rimotor codes [24.78]. In the following we explain and
discuss results that indicate internal WM rehearsal for
verbal material shares characteristics with speech pro-
duction.

The word length effect and the articulatory sup-
pression effect, which were described above, support
the assumption that verbal WM is similar to subvocal
speech (for an overview see [24.1]). In addition, the
phonological loop has been conceptualized as a mem-
ory system that involves internal articulatory speech
actions implemented by motor-related areas such as
Broca’s area, premotor and insular cortices [24.1, 58],
SMA [24.53, 54, 57], and the cerebellum [24.1, 57,

60]. As discussed above, results suggest that tonal
WM can be improved by internal rehearsal only if
participants are able to imitate and repeat these audi-
tory stimuli [24.14–16, 42–44]. WM thus seems more
closely linked to production (i. e., action-related) pro-
cesses than previously believed. This assumption has
been supported by data that compares the neural corre-
lates of verbal and tonal WM between musicians and
nonmusicians described above [24.17]. The better per-
formance of nonmusicians for verbal compared to the
tonal WM tasks, and the superior performance of mu-
sicians compared to nonmusicians for tonal WM tasks,
was primarily associated with activation differences in
neural structures that have been described to support
planning, programming, executing and controlling ac-
tions, like Broca’s area, premotor cortex, (pre-)SMA,
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left insular cortex, intraparietal sulcus and IPL, and the
cerebellum.

Initially we interpreted these observed behavioral
and neurophysiological differences between verbal and
tonal WM in nonmusicians as a consequence of the ex-
tensive production and rehearsal of verbal material in
their daily life, which for nonmusicians is not the case,
or is to a lesser degree, for musical material. An alter-
native but related interpretation is that musical training
could lead to a long-term learning of associations be-
tween pitch information and motor actions [24.79–83].
As a result of this process, musicians could have devel-
oped more elaborate sensorimotor codes supporting the
internal rehearsal of tones compared to nonmusicians.
Such codes probably include, e.g., finger representa-
tions, and codes of finger movements, in piano and
string players.

To our knowledge no studies have investigated
whether the ability to repeat an auditory stimulus might
facilitate its internal rehearsal and therefore increase au-
ditory WM capacity, but there is some indication that
mimicry is important for auditory WM [24.84–86]. For
example, WM processes for timbres, which are diffi-
cult or impossible to mimic, differ from those for tones
and words, which are easy to mimic: Whereas WM for
timbre seems to rely on a passive sensory trace, WM for
verbal and tonal stimuli appears to be maintained by ac-
tive internal rehearsal processes [24.85]. Furthermore,
distractors that share features with hard-to-mimic au-
ditory stimuli are likely to overwrite and degrade their
memory trace [24.87, 88].

Interestingly, monkeys, who are not vocal learners
and therefore cannot learn to mimic unfamiliar audi-
tory stimuli, seem to rely only on a passive form of
auditory STM (the authors [24.89] referred to a pas-
sive form of STM to explicitly distinguish it from WM,
therefore this term has also been used here. Otherwise,
as explained in the introduction, in the present chap-
ter no distinction has been made between STM and
WM): Scott et al. [24.89] used a small set of sounds
from different categories (pure tones, environmental
sounds, monkey calls, etc.) and observed that monkeys
performed very poorly on an auditory serial delayed
match-to-sample task. The authors observed an over-
writing effect for auditory stimuli (including monkey
vocalizations) that was far greater compared to that in
the visual domain, indicating that the observed perfor-
mance in monkeys depended on the passive form of
STM and not on WM. Interestingly, when humans are
tested on auditory stimuli that they cannot mimic, they
too seem to rely on passive auditory STM [24.87, 88].

The idea that auditory WM relies on the assistance
of the motor system is further supported by patient stud-
ies. Speech disorders such as speech apraxia, a disorder

of speech planning and programming [24.90], are as-
sociated with decreased performance in a verbal WM
task [24.91]. Another piece of evidence comes from
the investigation of the three-generational KE family,
half of whom suffer from a speech and language disor-
der caused by a mutation of the FOXP2 gene [24.92,
93]. Although the speech impairments of the affected
KE (aKE) family members are widespread, their core
deficit is in executing orofacial, especially articulatory,
sequences. The structural and functional cortical ab-
normalities in the aKE also include the inferior frontal
(Broca’s) area and ventral premotor cortices [24.92, 94–
96]. The first study to compareWM in aKE and controls
used a test [24.97] based on the Baddeley and Hitch
WM model and analyzed the different components of
WM separately – the central executive, the phono-
logical loop, and the visuospatial sketchpad [24.98].
Compared to controls (the control group was matched
to the aKE for age and performance IQ), the aKE
performed only worse for the tasks related to the phono-
logical loop. Importantly, the aKE members were also
impaired in the recognition-based subtest of the phono-
logical loop word list matching, in which repetition
(i. e., motor output) of speech-based material is not re-
quired. Results thus suggest that the aKE, who show
both structural and functional abnormalities in Broca’s
area, a structure underlying phonological and audi-
tory WM (see above), could be specifically impaired
in phonological WM but not other domains of WM.
This indicates an association between the speech dif-
ficulties of the aKE members and their representations
underlying internal rehearsal of speech-based material
in phonological WM [24.98].

Interestingly, just as with auditory WM, auditory
LTM appears to require the assistance of the (oro)motor
system. Schulze et al. [24.99] tested whether a sound
that can be neither mimicked nor labeled can be stored
as a long-lasting representation for subsequent recog-
nition by comparing participants’ ability to recognize
different auditory stimuli that varied widely in the de-
gree to which they could be reproduced or labeled
(words, pseudowords, nonverbal sounds, and reversed
words, i. e., words played backwards, were presented
auditorily). Participants listened to a list of 10 stim-
uli once for familiarization (study list), and then, after
a 5min interval filled with a counting task to blockWM,
were presented with these 10 items from the study list
again in random order intermixed with 10 new items
(recognition list), and had to make an old-new judg-
ment for each of these items. The results were clear;
participants showed recognition difficulty only for the
reversed words, which were hard either to mimic or
to label with an associate. Importantly, a control ex-
periment demonstrated that recognition difficulty was
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not due to a perceptual failure. The participants’ poor
memory performance of the reversed words supports
the proposal that a sound’s pronounceability – its po-
tential to activate subvocally the speech production
system, potentially via an auditory mirror-neuron sys-
tem [24.100, 101] – may be essential for generating
a long-lasting representation of that sound.

In summary, sensorimotor processes are thought to
be involved in the rehearsal and representation of in-
formation in auditory, verbal and tonal WM [24.13,
14, 17, 102, 103] and thus may play in important role
during the representation and manipulation of auditory
information. These action-related sensorimotor codes
are assumed to rely on motor knowledge – how to pro-
duce the auditory stimulus (e.g., syllable, tone). The

dual-stream model of speech processing [24.69, 71, 72]
suggests that sensory–motor integration, i. e., mapping
the perceived speech signals onto articulatory represen-
tations is one of the functions of the dorsal path of
the auditory system. Results indicate that the superior
longitudinal as well as the arcuate fasciculi [24.104]
form the dorsal stream. Speech production requires mo-
tor speech representations as well as representations of
sensory speech targets to compare between predicted
and actual consequences of motor speech acts [24.70].
Sensorimotor integration also seems to play a role dur-
ing singing [24.105, 106]. Therefore, we propose that
internal rehearsal associated with auditory WM relies
on sensorimotor representations, which also underlie
singing and speaking.

24.5 The Influence of LTM on Auditory WM Performance
WM is a limited-capacity system in terms of how much
information can be stored and for how long [24.1, 28,
107]. However, the use of a strategy based on infor-
mation stored in LTM can improve WM performance,
for example by chunking the to-be-remembered in-
formation [24.108, 109]. During chunking, items are
organized into one unit or chunk [24.107], resulting in
stronger associations between items within one chunk
than between chunks [24.110]. This process is thought
to be supported by the episodic buffer, which enables
features from different sources to be bound [24.6]. Pre-
viously, the neural correlates underlying such strategy-
based memorization were explored for the visual–
spatial or verbal domain [24.111–114], but it was
largely unknown whether a similar functional network
was also involved during the strategy-based WM for
tones.

By using structured (all tones belonged to one
tonality) and unstructured (atonal) five-tone sequences,
Schulze et al. [24.115] investigated: (i) whether mu-
sical structure influences performance on a nonverbal
auditory WM task, and if so, (ii) how this is re-

flected in the brain of nonmusicians and musicians.
Musicians, but not nonmusicians, performed better for
the structured than for the unstructured sequences,
indicating that musicians’ knowledge about musical
regularities helped them to maintain the structured
sequences in WM [24.116–119]. In terms of brain re-
sponses, musicians showed stronger involvement of
a lateral (pre)frontal–parietal network during the mem-
orization of the structured sequences, including the
right inferior precentral sulcus and the premotor cor-
tex, as well as the left IPS. A similar network has
been described previously to support strategy-based
WM processing for visual and auditory–verbal stim-
uli [24.111, 113, 114]. The combined results point to-
wards a modality-independent (pre)frontal–parietal net-
work subserving strategy-based WM. A follow-up be-
havioral study by Schulze et al. [24.120] has confirmed
the facilitating effect of tonality (structure) on tonal
WM performance in both musicians and nonmusi-
cians, but only during memory maintenance (forward
task) and not complexmemorymanipulation (backward
task).

24.6 Summary and Conclusion

This chapter reviewed and discussed research results
demonstrating behavioral, structural, and functional
differences and similarities between verbal and tonal
WM. Whereas the core structures, namely Broca’s
area, premotor cortex, and IPL, show a substantial
overlap, results in musicians suggest that there are
also different subcomponents involved during verbal

and tonal WM tasks. If confirmed, these results indi-
cate that musicians develop either independent tonal
and phonological loops or unique processing strate-
gies that allow novel interactive use of the WM sys-
tems. In addition we discussed behavioral and neu-
roimaging results that provide substantial support for
a strong link between sound mimicry and auditory
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WM. Sensorimotor processes are thought to be in-
volved in the rehearsal and representation of informa-
tion in auditoryWM. These action-related sensorimotor

codes are assumed to rely on motor knowledge –
how to produce the auditory stimulus (e.g., syllable,
tone).

References

24.1 A.D. Baddeley: Working memory: Looking back
and looking forward, Nat. Rev. Neurosci. 4(10),
829–839 (2003)

24.2 A.D. Baddeley: Working memory, Science
255(5044), 556–559 (1992)

24.3 A.D. Baddeley, G.J. Hitch: Working memory. In:
Recent Advances in Learning and Motivation, ed.
by G.A. Bower (Academic, New York 1974) pp. 47–
89

24.4 B.R. Buchsbaum, M. D’Esposito: The search for
the phonological store: From loop to convolution,
J. Cogn. Neurosci. 20(5), 762–778 (2008)

24.5 A.D. Baddeley: Working memory, Curr. Biol. 20(4),
R136–R140 (2010)

24.6 A.D. Baddeley: Working memory: Theories, mod-
els, and controversies, Annu. Rev. Psychol. 63,
1–29 (2012)

24.7 N. Cowan: Evolving conceptions of memory stor-
age, selective attention, and their mutual con-
straints within the human information-process-
ing system, Psychol. Bull. 104(2), 163–191 (1988)

24.8 N. Cowan: An embedded-processes model of
working memory. In: Models of Working Memory,
ed. by A. Miyake, P. Shah (University Press, Cam-
bridge 1999) pp. 62–101

24.9 K.A. Ericsson, W. Kintsch: Long-term working-
memory, Psychol. Rev. 102(2), 211–245 (1995)

24.10 D.M. Jones: Objects, streams and threads of audi-
tory attention. In: Attention: Selection, Awareness
and Control, ed. by A.D. Baddeley, L. Weiskrantz
(Clarendon, Oxford 1993) pp. 87–104

24.11 J.S. Nairne: A feature model of immediate mem-
ory, Mem. Cogn. 18(3), 251–269 (1990)

24.12 W.L. Berz: Working memory in music: A theoreti-
cal model, Music Percept 12(3), 353–364 (1995)

24.13 G. Hickok, B. Buchsbaum, C. Humphries, T. Muf-
tuler: Auditory-motor interaction revealed by
fMRI: Speech,music, and workingmemory in area
Spt, J. Cogn. Neurosci. 15(5), 673–682 (2003)

24.14 S. Koelsch, K. Schulze, D. Sammler, T. Fritz,
K. Muller, O. Gruber: Functional architecture of
verbal and tonal working memory: An fMRI study,
Hum. Brain Mapp. 30(3), 859–873 (2009)

24.15 T. Pechmann, G. Mohr: Interference in memory for
tonal pitch: Implications for a working-memory
model, Mem. Cogn. 20(3), 314–320 (1992)

24.16 Z.A. Schendel, C. Palmer: Suppression effects on
musical and verbal memory, Mem. Cogn. 35(4),
640–650 (2007)

24.17 K. Schulze, S. Zysset, K. Mueller, A.D. Friederici,
S. Koelsch: Neuroarchitecture of verbal and tonal
workingmemory in nonmusicians andmusicians,
Hum. Brain Mapp. 32, 771–783 (2011)

24.18 V.J. Williamson, A.D. Baddeley, G.J. Hitch: Mu-
sicians’ and nonmusicians’ short-term mem-
ory for verbal and musical sequences: Compar-
ing phonological similarity and pitch proximity,
Mem. Cogn. 38(2), 163–175 (2010)

24.19 N. Cowan: What are the differences between
long-term, short-term, and working memory?,
Essence Mem 169, 323–338 (2008)

24.20 R.C. Atkinson, R.M. Shiffrin: Human memory:
A propsed system and its control processes.
In: The Psychology of Learning and Motiva-
tion: Advances in Research and Theory, ed. by
K.W. Spence, J.T. Spence (Academic, New York
1968) pp. 89–195

24.21 T. Shallice, E.K. Warrington: Independent func-
tioning of verbal memory stores: A neuropsycho-
logical study, Q. J. Exp. Psychol. 22(2), 261–273
(1970)

24.22 F.I.M. Craik, R.S. Lockhart: Levels of processing–
framework for memory research, J. Verbal Learn.
Verbal Behav. 11(6), 671–684 (1972)

24.23 A.D. Baddeley: Working Memory Oxford Psychol-
ogy Series, Vol. 11 (Clarendon, Oxford 1986)

24.24 D.A. Norman, T. Shallice: Attention to action:
Willed and automatic control of behaviour. In:
Consciousness and Self-Regulation. Advances in
Research and Theory, ed. by R.J. Davidson,
G.E. Schwartz, D. Shapiro (Plenum, New York 1986)
pp. 1–18

24.25 R.W. Engle, M.J. Kane: Executive attention, work-
ing memory capacity, and a two-factor theory of
cognitive control, Psychol. Learn. Motiv. 44, 145–
199 (2004)

24.26 R. Conrad, A.J. Hull: Information, acoustic confu-
sion and memory span, Br. J. Psychol. 55, 429–432
(1964)

24.27 A.D. Baddeley, V. Lewis, G. Vallar: Exploring the
articulatory loop, Q. J. Exp. Psychol. Sect. A 36(2),
233–252 (1984)

24.28 A.D. Baddeley, N. Thomson, L. Buchanan: Word
length and the structure of short-term mem-
ory, J. Verbal Learn. Verbal Behav. 14(6), 575–589
(1975)

24.29 R.H. Logie: Visuo-spatial processing in working
memory, Q. J. Exp. Psychol. A 38(2), 229–247 (1986)

24.30 E.E. Smith, J. Jonides: Working memory: A view
from neuroimaging, Cogn. Psychol. 33(1), 5–42
(1997)

24.31 A.D. Baddeley: The episodic buffer: A new compo-
nent of working memory?, Trends Cogn. Sci. 4(11),
417–423 (2000)

24.32 R.J. Allen, A.D. Baddeley, G.J. Hitch: Is the binding
of visual features in working memory resource-
demanding?, J. Exp. Psychol. Gen. 135(2), 298–313



Part
C
|24

470 Part C Music Psychology – Physiology

(2006)
24.33 R. Conrad: Acoustic confusions in immediate

memory, Br. J. Psychol. 55, 75–84 (1964)
24.34 A.M. Surprenant, I. Neath, D.C. LeCompte: Irrel-

evant speech, phonological similarity, and pre-
sentation modality, Memory 7(4), 405–420 (1999)

24.35 A. Baddeley (Ed.): Human Memory: Theory and
Practice (Psychology, East Sussex 1997)

24.36 A.D. Baddeley, D. Chincotta, L. Stafford, D. Turk: Is
the word length effect in STM entirely attributable
to output delay? Evidence from serial recognition,
Q. J. Exp. Psychol. Sect. A 55(2), 353–369 (2002)

24.37 R.N.A. Henson, T. Hartley, N. Burgess, G. Hitch,
B. Flude: Selective interference with verbal short-
term memory for serial order information: A new
paradigm and tests of a timing-signal hypothesis,
Q. J. Exp. Psychol. Sect. A 56(8), 1307–1334 (2003)

24.38 J.D. Larsen, A.D. Baddeley: Disruption of verbal
STM by irrelevant speech, articulatory suppres-
sion, and manual tapping: Do they have a com-
mon source?, Q. J. Exp. Psychol. Sect. A 56(8),
1249–1268 (2003)

24.39 I. Neath, A.M. Surprenant, D.C. LeCompte: Irrel-
evant speech eliminates the word length effect,
Mem. Cogn. 26(2), 343–354 (1998)

24.40 T. Meiser, K.C. Klauer: Working memory and
changing state hypothesis, J. Exp. Psychol. Learn.
Mem. Cogn. 25(5), 1272–1299 (1999)

24.41 C. Hulme, A.M. Suprenant, T.J. Bireta, G. Stu-
art, I. Neath: Abolishing the word-length effect,
J. Exp. Psychol. Learn. Mem. Cogn. 30(1), 98–106
(2004)

24.42 L. Demany, G. Montandon, C. Semal: Pitch per-
ception and retention: two cumulative benefits
of selective attention, Percept. Psychophys. 66(4),
609–617 (2004)

24.43 C. Kaernbach, K. Schlemmer: The decay of pitch
memory during rehearsal, J. Acoust. Soc. Am.
123(4), 1846–1849 (2008)

24.44 T.A. Keller, N. Cowan, J.S. Saults: Can auditory
memory for tone pitch be rehearsed?, J. Exp. Psy-
chol. Learn. Mem. Cogn. 21(3), 635–645 (1995)

24.45 D. Deutsch: Tones and numbers: Specificity
of interference in immediate memory, Science
168(939), 1604–1605 (1970)

24.46 P. Salame, A.D. Baddeley: Effects of background
music on phonological short-term memory, Q.
J. Exp. Psychol. 41(A), 107–122 (1989)

24.47 C. Semal, L. Demany, K. Ueda, P.A. Halle: Speech
versus nonspeech in pitch memory, J. Acoust. Soc.
Am. 100(2 Pt 1), 1132–1140 (1996)

24.48 K. Ueda: Short-term auditory memory interfer-
ence: The Deutsch paradigm revisited, J. Acoust.
Soc. Japan 25(6), 457–467 (2004)

24.49 A.S. Chan, Y.C. Ho, M.C. Cheung: Music training
improves verbal memory, Nature 396(6707), 128
(1998)

24.50 C.L. Krumhansl: Cognitive Foundations of Musical
Pitch (Oxford Univ. Press, Oxford 1990)

24.51 A.D. Patel: Language, music, syntax and the brain,
Nat. Neurosci. 6(7), 674–681 (2003)

24.52 V. Williamson: Comparing Short-Term Memory
for Sequences of Verbal and Tonal Materials,
Ph.D. Thesis (Univ. of York, York 2008), available
from http://ethos.bl.uk/OrderDetails.do?uin=uk.
bl.ethos.550492

24.53 E. Awh, J. Jonides, E.E. Smith, E.H. Schumacher,
R.A. Koeppe, S. Katz: Dissociation of storage and
rehearsal in verbal working memory: Evidence
from positron emission tomography, Psychol. Sci.
7(1), 25–31 (1996)

24.54 E. Paulesu, C.D. Frith, R.S. Frackowiak: The neu-
ral correlates of the verbal component of working
memory, Nature 362(6418), 342–345 (1993)

24.55 J.A. Fiez, E.A. Raife, D.A. Balota, J.P. Schwarz,
M.E. Raichle, S.E. Petersen: A positron emission
tomography study of the short-term mainte-
nance of verbal information, J. Neurosci. 16(2),
808–822 (1996)

24.56 O. Gruber, D.Y. von Cramon: The functional neu-
roanatomy of human working memory revisited.
Evidence from 3-T fMRI studies using classical
domain-specific interference tasks, Neuroimage
19(3), 797–809 (2003)

24.57 S.M. Ravizza, M.R. Delgado, J.M. Chein, J.T. Becker,
J.A. Fiez: Functional dissociations within the in-
ferior parietal cortex in verbal working memory,
Neuroimage 22(2), 562–573 (2004)

24.58 D.E. Bamiou, F.E. Musiek, L.M. Luxon: The insula
(Island of Reil) and its role in auditory processing,
literature review, Brain Res. Brain Res. Rev. 42(2),
143–154 (2003)

24.59 J.M. Chein, J.A. Fiez: Dissociation of verbal work-
ing memory system components using a delayed
serial recall task, Cereb. Cortex 11(11), 1003–1014
(2001)

24.60 S.H. Chen, J.E. Desmond: Cerebrocerebellar net-
works during articulatory rehearsal and verbal
working memory tasks, Neuroimage 24(2), 332–
338 (2005)

24.61 M.P. Kirschen, S.H. Chen, P. Schraedley-Desmond,
J.E. Desmond: Load- and practice-dependent in-
creases in cerebro-cerebellar activation in ver-
bal working memory: An fMRI study, Neuroimage
24(2), 462–472 (2005)

24.62 S. Crottaz-Herbette, R.T. Anagnoson, V. Menon:
Modality effects in verbal working memory: Dif-
ferential prefrontal and parietal responses to au-
ditory and visual stimuli, Neuroimage 21(1), 340–
351 (2004)

24.63 R.N.A. Henson, N. Burgess, C.D. Frith: Recoding,
storage, rehearsal and grouping in verbal short-
term memory: An fMRI study, Neuropsychologia
38(4), 426–440 (2000)

24.64 J. Jonides, E.H. Schumacher, E.E. Smith,
R.A. Koeppe, E. Awh, P.A. Reuter-Lorenz,
C. Marshuetz, C.R. Willis: The role of parietal
cortex in verbal working memory, J. Neurosci.
18(13), 5026–5034 (1998)

24.65 R. Cabeza, L. Nyberg: Imaging cognition II: An em-
pirical review of 275 PET and fMRI studies, J. Cogn.
Neurosci. 12(1), 1–47 (2000)

http://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.550492
http://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.550492


Auditory Working Memory References 471
Part

C
|24

24.66 M. Corbetta, G.L. Shulman: Control of goal-
directed and stimulus-driven attention in the
brain, Natl. Rev. Neurosci. 3(3), 201–215 (2002)

24.67 J.T. Becker, D.K. MacAndrew, J.A. Fiez: A comment
on the functional localization of the phonological
storage subsystemofworkingmemory, Brain Cogn
41(1), 27–38 (1999)

24.68 B.R. Buchsbaum, R.K. Olsen, P. Koch, K.F. Berman:
Human dorsal and ventral auditory streams sub-
serve rehearsal-based and echoic processes dur-
ing verbal working memory, Neuron 48(4), 687–
697 (2005)

24.69 G. Hickok: The functional neuroanatomy of lan-
guage, Phys. Life Rev. 6(3), 121–143 (2009)

24.70 G. Hickok, J. Houde, F. Rong: Sensorimotor in-
tegration in speech processing: Computational
basis and neural organization, Neuron 69(3), 407–
422 (2011)

24.71 G. Hickok, D. Poeppel: The cortical organization of
speech processing, Nat. Rev. Neurosci. 8(5), 393–
402 (2007)

24.72 J.P. Rauschecker, S.K. Scott: Maps and streams
in the auditory cortex: Nonhuman primates illu-
minate human speech processing, Nat. Neurosci.
12(6), 718–724 (2009)

24.73 N. Gaab, C. Gaser, T. Zaehle, L. Jancke, G. Schlaug:
Functional anatomy of pitch memory – An fMRI
study with sparse temporal sampling, Neuroim-
age 19(4), 1417–1426 (2003)

24.74 R.J. Zatorre, A.C. Evans, E. Meyer: Neural mecha-
nisms underlying melodic perception and mem-
ory for pitch, J. Neurosci. 14(4), 1908–1919 (1994)

24.75 R. Cabeza, L. Nyberg: Neural bases of learning
and memory: Functional neuroimaging evidence,
Curr. Opin. Neurol. 13(4), 415–421 (2000)

24.76 M. Petrides, B. Alivisatos, E. Meyer, A.C. Evans:
Functional activation of the human frontal cortex
during the performance of verbal working mem-
ory tasks, Proc. Natl. Acad. Sci. US 90(3), 878–882
(1993)

24.77 T.D. Wager, E.E. Smith: Neuroimaging studies of
working memory: A meta-analysis, Cogn. Affect
Behav. Neurosci. 3(4), 255–274 (2003)

24.78 M. Wilson: The case for sensorimotor coding in
working memory, Psychon. Bull. Rev. 8(1), 44–57
(2001)

24.79 M. Bangert, T. Peschel, G. Schlaug, M. Rotte,
D. Drescher, H. Hinrichs, H.J. Heinze, E. Alten-
muller: Shared networks for auditory and mo-
tor processing in professional pianists: Evidence
from fMRI conjunction, Neuroimage 30(3), 917–
926 (2006)

24.80 A. D’Ausilio, E. Altenmuller, M. Olivetti Belar-
dinelli, M. Lotze: Cross-modal plasticity of the
motor cortex while listening to a rehearsed mu-
sical piece, Eur. J. Neurosci. 24(3), 955–958 (2006)

24.81 U.C. Drost, M. Rieger, M. Brass, T.C. Gunter,
W. Prinz: When hearing turns into playing: Move-
ment induction by auditory stimuli in pianists, Q.
J. Exp. Psychol. A 58(8), 1376–1389 (2005)

24.82 U.C. Drost, M. Rieger, M. Brass, T.C. Gunter,
W. Prinz: Action-effect coupling in pianists, Psy-

chol. Res. 69(4), 233–241 (2005)
24.83 B. Haslinger, P. Erhard, E. Altenmuller,

U. Schroeder, H. Boecker, A.O. Ceballos-Baumann:
Transmodal sensorimotor networks during action
observation in professional pianists, J. Cogn.
Neurosci. 17(2), 282–293 (2005)

24.84 A.R. Halpern, R.J. Zatorre, M. Bouffard, J.A. John-
son: Behavioral and neural correlates of perceived
and imagined musical timbre, Neuropsychologia
42(9), 1281–1292 (2004)

24.85 K. Schulze, B. Tillmann: Working memory for
pitch, timbre, and words, Memory 21(3), 377–395
(2013)

24.86 A.R. Halpern, R.J. Zatorre: When that tune runs
through your head: A PET investigation of auditory
imagery for familiar melodies, Cereb. Cortex 9(7),
697–704 (1999)

24.87 D. McKeown, R. Mills, T. Mercer: Comparisons of
complex sounds across extended retention in-
tervals survives reading aloud, Perception 40(10),
1193–1205 (2011)

24.88 T. Mercer, D. McKeown: Updating and feature
overwriting in short-term memory for timbre, At-
ten. Percept. Psychophys. 72(8), 2289–2303 (2010)

24.89 B.H. Scott, M. Mishkin, P. Yin: Monkeys have
a limited form of short-term memory in audition,
Proc. Natl. Acad. Sci. US 109(30), 12237–12241 (2012)

24.90 F.J. Liégeois, A.T. Morgan: Neural bases of child-
hood speech disorders: Lateralization and plas-
ticity for speech functions during development,
Neurosci. Biobehav. Rev. 36(1), 439–458 (2012)

24.91 G.S. Waters, E. Rochon, D. Caplan: The role of
high-level speech planning in rehearsal – ev-
idence from patients with apraxia of speech,
J. Mem. Lang. 31(1), 54–73 (1992)

24.92 F. Vargha-Khadem, D.G. Gadian, A. Copp,
M. Mishkin: FOXP2 and the neuroanatomy of
speech and language, Nat. Rev. Neurosci. 6(2),
131–138 (2005)

24.93 C.S.L. Lai, S.E. Fisher, J.A. Hurst, F. Vargha-Kha-
dem, A.P. Monaco: A forkhead-domain gene is
mutated in a severe speech and language disor-
der, Nature 413(6855), 519–523 (2001)

24.94 F. Liégeois, A.T. Morgan, A. Connelly, F. Vargha-
Khadem: Endophenotypes of FOXP2: Dysfunction
within the human articulatory network, J. Eur.
Paediatr. Neurol. Soc. 15(4), 283–288 (2011)

24.95 K.E. Watkins, F. Vargha-Khadem, J. Ashburner,
R.E. Passingham, A. Connelly, K.J. Friston,
R.S. Frackowiak, M. Mishkin, D.G. Gadian: MRI
analysis of an inherited speech and language
disorder: Structural brain abnormalities, Brain
125, 465–478 (2002)

24.96 F. Liegeois, T. Baldeweg, A. Connelly, D.G. Gadian,
M. Mishkin, F. Vargha-Khadem: Language fMRI
abnormalities associated with FOXP2 gene muta-
tion, Nat. Neurosci. 6(11), 1230–1237 (2003)

24.97 S.J. Pickering, S.E. Gathercole: Working Memory
Test Battery for Children (WMTB-C) (Pearson, Lon-
don 2001)

24.98 K. Schulze, F. Vargha-Khadem, M. Mishkin:
Phonological working memory and FOXP2 (2017)



Part
C
|24

472 Part C Music Psychology – Physiology

submitted for publication
24.99 K. Schulze, F. Vargha-Khadem, M. Mishkin: Test

of a motor theory of long-term auditory memory,
Proc. Natl. Acad. Sci. USA 109(18), 7121–7125 (2012)

24.100 G. Rizzolatti, L. Craighero: The mirror-neuron sys-
tem, Annu. Rev. Neurosci. 27, 169–192 (2004)

24.101 E. Kohler, C. Keysers, M.A. Umilta, L. Fogassi,
V. Gallese, G. Rizzolatti: Hearing sounds, under-
standing actions: Action representation in mirror
neurons, Science 297(5582), 846–848 (2002)

24.102 C. Jacquemot, S.K. Scott: What is the relationship
between phonological short-term memory and
speech processing?, Trends Cogn. Sci. 10(11), 480–
486 (2006)

24.103 K. Schulze, S. Koelsch: Working memory
for speech and music, Ann. N.Y. Acad. Sci.
1252, 229–236 (2012), https://doi.org/10.1111/
j.1749-6632.2012.06447.x

24.104 D. Saur, B.W. Kreher, S. Schnell, D. Kummerer,
P. Kellmeyer, M.S. Vry, R. Umarova, M. Musso,
V. Glauche, S. Abel, W. Huber, M. Rijntjes, J. Hen-
nig, C. Weiller: Ventral and dorsal pathways for
language, Proc. Natl. Acad. Sci. USA 105(46),
18035–18040 (2008)

24.105 K. Schulze: How singing works, Front Psychol 3, 51
(2012)

24.106 S.D.B. Dalla, M. Berkowska, J. Sowinski: Disorders
of pitch production in tone deafness, Front. Psy-
chol. 2, 164 (2011)

24.107 G.A. Miller: The magical number seven plus or
minus two: Some limits on our capacity for pro-
cessing information, Psychol. Rev. 63(2), 81–97
(1956)

24.108 K.A. Ericsson, W.G. Chase, S. Faloon: Acquisition
of a memory skill, Science 208(4448), 1181–1182
(1980)

24.109 F. Gobet: Chunking models of expertise: Impli-
cations for education, Appl. Cogn. Psychol. 19(2),
183–204 (2005)

24.110 F. Gobet, P.C. Lane, S. Croker, P.C. Cheng, G. Jones,
I. Oliver, J.M. Pine: Chunking mechanisms in hu-

man learning, Trends Cogn. Sci. 5(6), 236–243
(2001)

24.111 D. Bor, N. Cumming, C.E. Scott, A.M. Owen: Pre-
frontal cortical involvement in verbal encod-
ing strategies, Eur. J. Neurosci. 19(12), 3365–3370
(2004)

24.112 C.R. Savage, T. Deckersbach, S. Heckers, A.D. Wag-
ner, D.L. Schacter, N.M. Alpert, A.J. Fischman,
S.L. Rauch: Prefrontal regions supporting sponta-
neous and directed application of verbal learning
strategies: Evidence from PET, Brain 124(Pt 1), 219–
231 (2001)

24.113 D. Bor, J. Duncan, R.J. Wiseman, A.M. Owen:
Encoding strategies dissociate prefrontal activ-
ity from working memory demand, Neuron 37(2),
361–367 (2003)

24.114 D. Bor, A.M. Owen: A common prefrontal-parietal
network for mnemonic and mathematical re-
coding strategies within working memory, Cereb.
Cortex 17(4), 778–786 (2007)

24.115 K. Schulze, K. Mueller, S. Koelsch: Neural cor-
relates of strategy use during auditory working
memory in musicians and non-musicians, Eur.
J. Neurosci. 33(1), 189–196 (2011)

24.116 S. Koelsch, E. Schroger, M. Tervaniemi: Superior
pre-attentive auditory processing in musicians,
Neuroreport 10(6), 1309–1313 (1999)

24.117 C.L. Krumhansl, R.N. Shepard: Quantification of
the hierarchy of tonal functions within a diatonic
context, J. Exp. Psychol. Hum. Percept. Perform
5(4), 579–594 (1979)

24.118 C.L. Krumhansl: The psychological representation
of musical pitch in a tonal context, Cogn. Psychol.
11, 346–374 (1979)

24.119 S. Koelsch, E. Schroger, T.C. Gunter: Music mat-
ters: Preattentive musicality of the human brain,
Psychophysiology 39(1), 38–48 (2002)

24.120 K. Schulze, W.J. Dowling, B. Tillmann: Working
memory for tonal and atonal sequences during
a forward and a backward recognition task, Mu-
sic Percept 29(3), 255–267 (2012)

https://doi.org/10.1111/j.1749-6632.2012.06447.x


Musical Synta
473

Part
C
|25.1

25. Musical Syntax I: Theoretical Perspectives

Martin Rohrmeier, Marcus Pearce

The understanding of musical syntax is a topic of
fundamental importance for systematic musicol-
ogy and lies at the core intersection ofmusic theory
and analysis, music psychology, and computa-
tional modeling. This chapter discusses the notion
of musical syntax and its potential foundations
based on notions such as sequence grammat-
icality, expressive unboundedness, generative
capacity, sequence compression and stability. Sub-
sequently, it discusses problems concerning the
choice of musical building blocks to be modeled
as well as the underlying principles of sequential
structure building. The remainder of the chapter
reviews the main theoretical proposals that can
be characterized under different mechanisms of
structure building, in particular approaches using
finite-context or finite-state models as well as
tree-based models of context-free complexity (in-
cluding the Generative Theory of Tonal Music) and
beyond. The chapter concludes with a discussion
of the main issues and questions driving current
research and a preparation for the subsequent
empirical chapter Musical Syntax II.
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The idea that there is a grammar of music is prob-
ably as old as the idea of a grammar itself. Mark
Steedman [25.1, p. 1]

25.1 Outline

What distinguishes music from other sounds? One an-
swer is to be found in the manner in which the elements
are organized and related within a structural frame-
work and, most importantly, the apprehension of this
structure by a listener, so that the sound is experienced
as music by that listener. Therefore, discovering the
principles of musical structure building is one of the
central questions for theoretical and empirical music
research. Despite the strong historical (and method-
ological) divide between music-theoretical, computa-

tional, and psychological/neuroscientific approaches,
questions about musical structure and the perception
of it facilitate a close link across traditional divisions
between disciplines [25.2]. Note that we use the term
computational to describe a theory that is expressed in
computational terms, whether or not it is actually im-
plemented as a computer program.

Exploring the principles of musical structure build-
ing naturally requires us to distinguish between the goal
of uncovering rules governing the structure of music (an
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external goal) and the cognitive principles of the per-
ception and production of these structures (an internal
psychological goal). Yet both aspects form two sides
of the same coin: the capacities and limitations of hu-
man perception and cognitive processes influence the
possible structures that composers can use (for a sim-
ilar argument about language, the reader is directed
to [25.3]) and, together with other constraints (e.g.,
those imposed by cultural factors or the physical prop-
erties of instruments, constraints of the hands or the
body, constraints of the performance and so on [25.4])
give rise to the musical structures that we find in mu-
sic. In turn, musical structure is acquired implicitly by
listeners from mere exposure and musical interaction
and represented internally [25.5, 6] and, ultimately, re-
produced in compositional practice (since composers
are listeners before they become composers). However,
there can be no learning without a hypothesis space
and therefore theoretical models of musical structure,
especially those grounded in computational modeling,
provide a useful approach to understanding the hypoth-
esis space that human learners are faced with when they
acquire the syntactic structure of a musical style.

Finding a formal characterization of musical struc-
ture brings traditional music theory in close connection

with computational modeling since the search for an
optimal structural description (that relates to structures
as heard) strongly implies modeling the internal struc-
ture of the music (whether it is a single composition,
a part thereof, or a corpus). Since music is an inherently
psychological phenomenon, we often use psychological
understanding to guide the development of structural
models of music, just as we use structural models of
music to guide the development and testing of psycho-
logical theories of the perception of musical structure.

The disciplines involved in research on musical syn-
tax range from musicology and music theory, through
computational modeling, to psychology and neurobiol-
ogy. Although the disciplinary perspectives are distinct
(e.g., it is possible to develop a structural theory that is
optimal according to some criterion, such as simplicity,
but not according to the criterion of matching human
perception and cognition), in this contribution, we fo-
cus on a converging picture that emerges when musical
syntax is examined by triangulating between theory,
computational modeling, and cognitive research. Here
we focus on theoretical approaches to musical syntax
while empirical research using computational models,
psychological experimentation, and neuroimaging are
covered in the companion chapter,Musical Syntax II.

25.2 Theories of Musical Syntax

25.2.1 The Concept of Musical Syntax

Berwick et al. [25.7, p. 89] give a brief account of syn-
tax as:

the rules for arranging items (sounds, words, word
parts, phrases) into their possible permissible com-
binations in a language.

In human language the set of items (alphabet of sym-
bols) may be words and morphosyntactic units, in
birdsong they may be pitches, slides and other sounds.
In music the symbols may be melodic notes, chords,
voice-leading patterns or relationships between voices,
timbral qualities and so on. Many music-theoretical
approaches constitute informal, verbal accounts of syn-
tactic models of music. Although the use of strict and
well-defined formalisms is not (yet) common in music
theory, there are some accounts that employ the notion
of syntax in music theory. For instance, Aldwell and
Schachter write the following in order to characterize
harmonic syntax [25.8, p. 139]:

One way that music resembles language is that
the order of things is crucial in both. I went to

the concert is an English sentence, whereas I con-
cert went the to is not. Similarly, I-VII6-I6-II6-V7-I
[. . . ] is a coherent progression of chords, whereas
I-I6-VII6-II6-I-V7 [. . . ] is not, as you can hear if
you play through the two examples. In the study of
language, the word syntax is used to refer to the ar-
rangement of words to form sentences; word order
is a very important component of syntax. In study-
ing music, we can use the term harmonic syntax to
refer to the arrangement of chords to form progres-
sions; the order of chords within these progressions
is at least as important as the order of words in lan-
guage. (Other components of harmonic syntax are
the position of chords within phrases, the prepara-
tion and resolution of dissonances, and the relation
of chord progressions to melody and bass lines.)

A syntactic theory might be applied to any aspect of
musical structure – melody, harmony, rhythm, metre,
grouping structure, form, or even aspects such as timbre
and dynamics. In practice, syntactic approaches have
typically been applied to what happens in a musical
sequence – e.g., predicting (combinations of) pitches
and chords – rather than when it happens. Conversely,
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theories of rhythm and metre often do not take an ex-
plicitly syntactic approach. By analogy, metrical and
rhythmic features of language are often studied from
the perspective of phonology rather than syntax. Awell-
formed harmonic sequence, for instance, may be as-
signed to metrical structure in a regular or irregular
way. It is important to note that despite the predom-
inance of Western music in theoretical and cognitive
research [25.9], the general notion of musical syntax
is not limited to Western tonal music – and there are
approaches addressing non-Western music [25.10–12].
Different aspects of musical structure may be more
or less important in different musical styles and cul-
tures.

Several models for musical syntax have been pro-
posed based on different levels of structural representa-
tion (melodic structure, harmony and chords, bass lines,
outer voices, voice-leading, other types of categorized
sound, polyphonic pitch structure and so on). Here, we
reserve the term syntax for approaches presenting a for-
mal system characterizing the sequential structure of
such building blocks, in contrast to the more general
term musical structure which captures the rich interac-
tion of different musical features such as rhythm, metre,
timbre, counterpoint, dynamics, phrasing, instrumenta-
tion, agogics, and so on. The precise identity of these
building blocks is one of the central ongoing research
questions in musical syntax.

The general term musical structure refers to the way
in which one or more pieces of music may be repre-
sented in terms of their constituent parts, potentially
reflecting a wide range of different musical features in-
cluding rhythm, metre, timbre, counterpoint, dynamics,
phrasing, instrumentation, agogics, and so on.

Musical syntax is a formal characterization of the
principles governing permissible sequential structure
in music. It characterizes sequences of musical events
generated from a lexicon of building blocks and a set of
rules governing how the building blocks are combined.

The lexicon (the set of building blocks) may consist
of single events or patterns (schemata) of notes, glis-
sandi, rests, chords, voice-leading patterns, timbres, or
other noises. The rules may constitute any formal sys-
tem that characterizes how sequences may (and may
not) be formed by combining elements from the lexicon.

25.2.2 Foundations of Musical Syntax

Why do we need a syntax of music? When characteriz-
ing musical structure, and the cognitive representation
and processing of that structure, several issues arise
which motivate the development of a formal syntactical
understanding of music. These include distinguishing
regular and irregular musical structures (i. e., making

grammaticality judgements), the fact that the space of
possible musical compositions is theoretically infinite
(or unbounded), the idea that we want to be able to de-
scribe structural relationships within musical sequences
(i. e., focus on strong generative capacity compared to
weak generative capacity). Syntax is also relevant to
tasks such as compression, identifying the stability of
events at different levels within music, and measuring
musical similarity. We investigate these issues further
in the following sections.

Grammaticality
One core foundation for the concept of musical syn-
tax is the notion of regularity, permissibility, well-
formedness or grammaticality, i. e., the characterization
of structures that are regular or irregular with respect to
a particular system (representing, for example, a musi-
cal style). If such a distinction were irrelevant, the char-
acterization of musical syntax would be unnecessary
since every sequence would be equally plausible. How-
ever, musical styles and idioms are implicitly character-
ized by regular and irregular sequences. Although cat-
egorical grammaticality decisions are often made, the
distinction may be one of degree (compare [25.13–15],
in linguistics). For instance, not every chord sequence
or every musical form is regular in the 18th century
Classical idiom [25.16]. Another example illustrates
a regular and irregular common-practice harmonic se-
quence (Fig. 25.1 adapted from [25.17]). Musical reg-
ularity can be characterized empirically through (com-
putational or hand-conducted) corpus analysis, which
can provide information about frequent and less fre-
quent regular patterns and indirectly about irregularity
by the discovery of absent and low-probability patterns
(although absence does not necessarily constitute evi-
dence for ungrammaticality). Grammaticality can also
be experimentally established through psychological
experiments. Furthermore, introspective analyses by in-
dividual experts may be regarded as single-participant
experiments, with some extrapolation to wider groups
(whether expert or otherwise) assumed. In this context
it is essential to understand the importance of negative
evidence in the form of explicit instruction about im-
plausible or irregular structures (note that this is differ-
ent from the absence of positive evidence). While some
regularities and rules may be inferred from positive data
alone (i. e., the presence of well-formed structures), it is
negative evidence that makes the strongest conclusions
possible with regard to range, scope of generalization,
andmutual interaction of grammatical systems. There is
continuing debate about whether and how people might
receive negative evidence in the development of lan-
guage, but this topic has received little attention in the
domain of music.
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I I I II6 II6 V7VII6VII6 I6 II6 V7

I

a) Good b) Poor

Fig. 25.1a,b The contrast between a good (a) and a poor (b) harmonic progression as discussed by Aldwell and
Schachter [25.8, p. 140]. (b) is poor because the dependencies between the chords are disrupted – for instance, the
II6 chord is not functionally well connected to its context (even though it features good voice-leading). Further note that
in the analysis of the good example, the authors propose a hierarchical analysis of I VII6 I6 as a prolongation of a single
I harmony

Unboundedness
The set of possible musical structures is unbounded –
music, in Humboldt’s famous words, makes infinite use
of finite means. It is simple to demonstrate the unbound-
edness of musical structures: for every sequence we can
imagine a longer one or a variation of it that inserts
another element (tone, chord, etc.) into the sequence;
we can further imagine a composition that never ends
(such as ideal airport music). Hence, it is impossible
to construct an exhaustive list of all musical sequences.
Therefore, the only way to characterize musical struc-
ture is by employing a finite set of building blocks
and recursive (or iterative) rules to generate grammat-
ical sequences based on the recombination of building
blocks using the rules. Generative grammars [25.18, 19]
are one kind of formalism that embodies this principle,
often used in theoretical approaches to the syntax of
music (and other auditory sequences such as language
or birdsong). Note that in this context the term gener-
ative does not refer to (human) music generation but
to the description and analysis of a set of sequences
by formal rules that are capable of generating them
by a well-defined formal mechanism (such as a formal
grammar).

Weak and Strong Generative Capacity
A syntactic model of a set of (musical) sequences may
focus on the description of the surface sequences in or-
der to reproduce exactly those sequences. For a given
language (i. e., a set of strings), such a characterization
may be accurate in terms of coverage (i. e., they can
generate the set of strings). This is referred to as weak
generative capacity. However, for most languages there
is an infinite number of formal models that adequately
describe the language, many of which are highly im-
plausible. For this reason it is desirable that a syntactic
theory matches theoretical insights as well as cogni-
tively relevant (or adequate) structures, provides useful
and testable generalizations, and achieves optimal com-

pression (see below). This broader concept is known as
strong generative capacity.

Compression
Characterizing a set of (musical) sequences using a gen-
erative theory allows us to capture a potentially infinite
set of sequences using a finite set of rules. In this sense,
we can think of generative theories in terms of the
extent to which they enable compression through ef-
ficient representations of a set of sequences. Highly
efficient, sparse encoding of the environment consti-
tutes a core principle of cognitive systems [25.20, 21],
and there is a close relationship between prediction and
compression because we only need to store the infor-
mation that is not predictable using a model [25.22].
Research in music information retrieval [25.23] and
music psychology [25.24] has used general-purpose
compression algorithms as models of musical complex-
ity. A model that better captures structural regularities
with general coverage in a given musical idiom is ex-
pected to be capable of more accurate prediction and,
therefore, compression. Conversely, we can use com-
pressibility (of unseen data to ensure generalizability)
as a measure of the power and efficiency of a generative
theory (and the latent structure that it postulates). How-
ever, a more complex model will itself consume more
space, meaning that increased level of compression of
the data must exceed the increased size of the model
in order to be efficient. In this respect, approaches fol-
lowing the paradigms of minimum description length
(MDL; [25.25]) and Bayesian model comparison pro-
vide closely related methods [25.22, Chap. 28] for
comparing different candidate models taking into ac-
count differences in their complexity and the numbers
of free parameters and so on [25.26, 27]. SeeMavroma-
tis [25.28] for an example of these principles applied to
music.

Compression-based evaluation of a model of musi-
cal syntax is independent from other questions such as
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grammaticality or weak/strong generative capacity. In
particular, the criterion of optimal compression makes
it possible to evaluate and compare syntactic models in-
dependently of the grammaticality distinction as well as
independently of tests (such as pumping lemmata) that
require grammaticality distinctions over sequences that
are extremely improbable and do not generalize over
corpora (such as n-th level center embeddings). In this
context, compression provides a better way to provide
a foundation for strong generative capacity and also
assess the cognitive relevance of a proposed syntactic
account of a (musical) language.

Stability, Similarity, and Semantics
as Underpinnings of Syntax

There are several other ways to motivate syntactic struc-
ture in music. One of these is the proposal that we
need an account of syntactic structure in music to be
able to predict the relative stability of musical events.
Manymusic theorists observe that in harmonic, melodic
or voice-leading sequences, some events may be con-
sidered ornamental or accidental whereas others are
structurally fundamental [25.8, 29, 30]. If this notion of
relative structural stability – not to be confused with
tonal stability and the tonal hierarchy [25.31] – is ex-
tended to a fully recursive structure (i. e., not just to
individual notes or chords but also to motifs, phrases,
and other larger scale components of musical form), it
can be accounted for using a hierarchical syntactic for-
malism. Whether or not this type of structure is in turn
coextensive with the above forms of establishing hier-
archical structure remains a question open for further
theoretical investigation.

Another, related avenue for establishing hierar-
chical structure is similarity. From a theoretical and
psychological perspective musical similarity may be
construed in terms of operations of omission or inser-

tion of events with respect to a common core struc-
ture (for instance, differences between different cover
versions of a song). In this context, it is important
that such operations respect (hierarchical) structural
boundaries of constituents (e.g., a tonic expansion)
rather than comparisons between unstructured surface
sequences. For example, De Haas et al. [25.32] im-
plemented a similarity measure that is closely related
to structural stability in terms of the largest common
embeddable subtree between two compositions. This
approach outperformed edit distance (a structure-free
surface comparison between sequences) in predict-
ing harmonic similarity between music sharing similar
melodies. Similarity is also closely related to the con-
cept of compression since we can train a syntactic
model on one piece of music and use that model to
predict another piece of music – greater degrees of pre-
dictability (and hence compressibility) indicate greater
degrees of structural overlap between the pieces [25.21,
23].

Finally, semantics may constrain syntactic struc-
tures, particularly in linguistics. Whereas linguistic
syntactic structures to a large extent serve the tempo-
ralization/linearization of semantic structure (in terms
of form/meaning pairs), there is no immediate anal-
ogy in music. Although music may express meaning in
terms of illocutionary acts like warnings, or aggression,
or in terms of symbolic associations, it is agreed that
music, in general, lacks complex, explicit propositional
semantic forms ([25.33] and its discussion [25.33–
36]). However, the patterns of relative stability outlined
above (which are themselves related to syntactic struc-
ture) lead to perception and experience of tension and
release by the listener, which can be viewed as a kind
of semantic interpretation [25.37–40]. However, further
research is required to examine these potential relation-
ships between syntax and semantics in music.

25.3 Models of Musical Syntax

A model of musical syntax consists of two core com-
ponents: first, a choice of the underlying representation
for musical building blocks and how they relate to the
musical surface; second, a formalism used to generate
musical structure based on the set of building blocks.

25.3.1 Building Blocks

The choice of building block is fundamental for the syn-
tactic model. In contrast to language, where the set of
morphosyntactic features is largely accepted, syntactic
models of music have made different choices of build-
ing block. This entails modeling musical structure at

different levels of representation (or abstraction), such
as: harmony and chord sequence, bass line, melodic line
(diastematics), outer voices and voice-leading, or poly-
phonic pitch structure. Every choice involves selecting
a distinction between structural and nonstructural items
with respect to the underlying model. For instance,
a model of harmonic syntax may regard different sur-
face and melodic realizations of a chord sequence as
equivalent; similarly, a theory of voice-leading would
regard certain note repetitions, trills, or ornaments as
nonstructural. Given the divergence of representations,
styles, and level of abstraction adopted by different
approaches in the literature, there is no consensus at
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present how (and based on which principles) a funda-
mental domain of building blocks for a musical syntax
could be established independently of the modeling
goals.

We should mention here that some very interest-
ing work has been done on representational spaces for
various aspects of musical elements including, most
notably, pitch spaces [25.37, 41–48] and metrical struc-
ture [25.49]. These theories define how these aspects
of music may be expressed in algebraic ways and po-
tentially represented by cognitive systems [25.50], but
since they characterize the formal space of musical ob-
jects rather than explicitly specifying how sequences of
elements may be combined, we do not consider them as
theories of syntax proper.

25.3.2 Structure Building

Traditionally there have been a number of theoretical
attempts to characterize the sequential structure of ele-
ments in a sequence, ranging from Markov models to
context-free languages and corresponding probabilistic
models. Many theories of structure have used explicit
types of formal languages in the Chomsky hierarchy
and its extensions [25.51]. Characterizations with mod-
els of different complexity involve a trade-off between

the expressive (and compressive) power of the represen-
tation and corresponding processing requirements.

The languages generated by each class of gram-
mar form proper subsets of the languages generated by
classes of grammar higher up in the hierarchy. However,
as we move up the hierarchy, the complexity of recogni-
tion and parsing increases in tandem with the increased
expressive power of each class of grammar. In partic-
ular, while context-free grammars (and those higher
in the hierarchy) are capable of capturing phenomena,
such as embedded structure, which cannot be captured
by finite-state grammars, they also bring with them
many problems of intractability and undecidability, es-
pecially in the context of grammar induction [25.52].

It is fundamental to note that the Chomsky hierar-
chy and its extensions [25.51] constitute just one way of
characterizing (musical) sequential structure. They are
in no particular way primary or more natural than other
approaches that characterize classes of infinite sets of
strings, except in historical terms. There are many ways
to characterize sequential structure, as any handbook
of formal languages demonstrates (e.g., Handbook for-
mal languages, [25.53]). Furthermore, computational
models are, fundamentally, in no respect distinct from
hand-crafted models by theorists in terms of their ex-
pressive power [25.5, 54, 55].

25.4 Syntactic Models of Different Complexity

25.4.1 Finite-Context Models

There is an interesting subclass of grammar contained
within the class of finite-state grammars which are
known as finite context grammars [25.56, 57]. In finite
context automata, the next state is completely deter-
mined by testing a finite portion of length n� 1 of the
end of the already processed portion of the input se-
quence [25.57]. The core idea of these very local mod-
els is to characterize sequential structure by identifying
possible element-to-element transitions (how elements
may follow or precede each other). This characteriza-
tion formally amounts to a table that lists grammatical
relationships between each possible combination of el-
ements (such as chord, note, or root transitions). This
account is easily extended to larger context-lengths: the
next element may be related not only to its predeces-
sor, but also to the sequence of 2, 3, or more preceding
elements. What such accounts have in common is the
assumption that there are no (unbounded) dependencies
between events longer than the relevant context of the
model. In general, finite-context models correspond to
the formal subcategory of strictly local languages (k-

factor languages) and are also referred to as Markov or
n-gram models.

A k-factor language is formally defined by a set
of factors (strings of length k). A sequence is gram-
matical iff every subsequence of length k is part of
the set of factors. Several models have been proposed
in music theory and cognition that contain, in part, k-
factor models [25.58–60]. It is important to note here
that schema-theoretic approaches [25.61–63] do not
naturally correspond with k-factor languages without
modification (since they involve reductions, nonlocal
patterns, and the ability to distinguish notes that are
structurally important from those that are not).

These characterizations of structure, however, only
draw a distinction between regular and irregular se-
quences, yet within those categories, they consider
every possible sequence equally. For many theoretical
purposes this is insufficient as some of these struc-
tures occur very frequently whereas other transitions
are rare, less common, or unlikely. This theoretical re-
quirement demands a characterization that is based not
only on grammaticality but also on probability. It is
straightforward to expand the above definition to incor-
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porate probabilities: every entry in a transition matrix
is associated with a probability. Probabilistic instantia-
tions of the approach, therefore form a superset of the
nonprobabilistic versions, which only allow the proba-
bilities 0 (nongrammatical) and 1 (grammatical). Often
these probabilities are estimated through analysis of fre-
quency counts of events in a corpus [25.64, 65]. Such
probabilistic extensions of k-factor languages are re-
ferred to as Markov models or n-gram models (for
which n-grams correspond to probabilistic versions of
k-factors). In an n-gram model, the sequence ej

.j�n/C1
is called an n-gram (note that the subscript and su-
perscript symbols denote the beginning and ending of
a subsequence in the string; in the previous case it
refers to the subsequence, from index .j� n/C 1 to the
index j) which consists, conceptually, of an initial sub-
sequence, ej�1

.j�n/C1, of length n�1 known as the context
and a single symbol extension, ej, called the prediction.
The quantity n� 1 is the order of the n-gram rewrite
rule.

Such models are frequently used in computational
models of music (see below), and also some music the-
oretical accounts (e.g., Piston’s table of common root
progressions, shown in Table 25.1).

By definition all types of strictly local or Markov
models share the Markov assumption (25.1) and (25.2):
the grammaticality (gr) of a subsequence or the proba-
bility (p) of a symbol appearing in a sequence depends
only on its immediate preceding context of length k.
This assumption means that these models cannot repre-
sent any nonconsecutive dependencies between musical
elements beyond a fixed finite length.

gr
�
ei1
�D gr

�
eii�nC1

�
(25.1)

p
�
ei1
�� p

�
eii�nC1

�
(25.2)

Markov models provide powerful approximations
to sequential structure for numerous practical applica-
tions independently of whether those sequences obey
the Markov assumption. Nonetheless, such models are
theoretically as well as practically limited in the ex-
tent to which they can capture and represent more
complex structural features such as nonlocal dependen-

Table 25.1 Table of common root chord progressions (af-
ter [25.60])

Is often followed by Sometimes by Less often by
I IV or V VI II or III
II V IV or VI I or III
III VI IV I, II or V
IV V I or II III or VI
V I VI or IV III or II
VI II or V III or IV I
VII III I

cies, nested structures, and cross-serial dependencies.
To some extent these limitations can be addressed by
using sophisticated representation schemes such as the
multiple-viewpoint formalism [25.64, 65] that extends
the range of context that a Markov model can take
into account by combining several Markov models over
different feature spaces and (possibly) time scales, in-
cluding nonadjacent events.

25.4.2 Finite-State Models

Several theoretical approaches can be viewed as having
equivalent representational power to finite-state or reg-
ular grammars in Chomsky’s terminology. In contrast
to k-factor languages, such models involve grammars
that distinguish between (hidden) variables (nontermi-
nal symbols) and surface symbols (terminals). Accord-
ingly, regular grammars (i. e., grammars that only have
rules of the form A! aB; in which a refers to a termi-
nal and A;B to nonterminals; see the appendix below)
characterize sequential structure by building up a string
from left to right. They form a true superset of k-factor
languages. The formal machine that recognizes the set
of strings generated by such a grammar is a finite-state
automaton (informally, a flow-chart). The probabilistic
counterpart to a regular grammar is the Hidden Markov
Model (HMM; [25.66]).

25.4.3 Context-Free or Equivalent Models

There are several accounts of structure in music the-
ory which go beyond the expressive power of finite-
context and finite-state grammars (for further discus-
sion [25.38]):

� Differences of structural importance� Dependency structure, preparation, and ornamenta-
tion� Headedness� Nested structures� Functional categories.

A useful starting point is the insight that the elements
in a sequence may differ in structural importance, i. e.,
some can be left out without impairing grammatical-
ity whereas others cannot. An early account by Kostka
and Payne [25.67] refers to this as levels of harmony
(note, however, that the observation is not restricted
to harmony). Second, musical structure expresses de-
pendencies: e.g., in a I II V or I III IV progression,
the II or III chord may be understood as preparation
for V or IV and not simply a sequential succession of
I; accordingly, it is dependent on V or IV, not on I.
This is expressed by the rules V! II V or IV! III IV
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(for further details the reader is directed to [25.68]).
This further entails that goals are structurally more fun-
damental than their preparations and, conversely, that
ornamentation and variation adds new material to basic
structure. This notion of dependency structure further
entails a notion of headedness, namely that in the II
V progression, V is the fundamental chord, i. e., the
head (as expressed in the left-hand side of the rules
above).

Another central formal concept concerns nested
structures: the notion of dependency introduced above
may lead to the formation of dependent subsubse-
quences within a dependent subsequence within a se-
quence (and so on). For instance, the II chord (which is
the preparation of the V chord) in the above sequence
may be further elaborated, ornamented, or prepared.
This leads to recursive structures in the form of tail
recursion (chains) and nested recursion (sequence in
a sequence). One prominent example of nested struc-
ture in tonal music is modulation (e.g., an early account
by [25.69]; the reader is also directed to [25.38,
68, 70]; for nested structure in music see [25.1, 38,
71, 72]). Finally, Riemann [25.73] introduced the no-
tion that chords can be classified into different func-
tional categories (such as tonic, dominants, and sub-
dominants) that may be functionally interchangeable,
such as II and IV leading to V. Riemann considered
harmonic sequences to be hierarchical [25.74], and
Rohrmeier [25.38, 68] developed a context-free formal-
ism for the functional approach to harmony. In this
formalism, tree structures represent different harmonic
sequences that fulfill identical harmonic functions in the
same way in higher parts of the tree.

Context-free languages and hierarchical tree-
based accounts are well-suited for representing
these kinds of structural dependencies in sequences.
A number of theories account for music in such
theoretical terms: Schenker [25.75], Lerdahl and
Jackendoff [25.71]; Keiler [25.77, 78]; Steedman [25.1,
72]; Narmour [25.30]; Lerdahl [25.37]; Tidhar [25.79];
Rohrmeier [25.38, 68]. Various partial or full com-
putational implementations of these theories exist, as
discussed below.

Grouping
structure

Metrical
structure

Time-span
segmentation

Time-span
reduction

Stability
conditions

Prolongational
reduction

Fig. 25.2 The overall structure of
GTTM (after [25.76, Fig. 10.6])

Schenker [25.75] proposed a theoretical account
of music based on reductional analysis that reveals
different layers of musical structure ranging from sur-
face to foreground, middle ground and Ursatz. Briefly
construed, his account entails that principles of coun-
terpoint (such as neighbor notes) may be used to distin-
guish the structural importance of musical events.

Lerdahl and Jackendoff ’s Generative Theory of
Tonal Music [25.71] (GTTM) provides an account that
brings the ideas expressed by Schenker into a rule-
based theoretical framework, inspired by the generative
approach to grammar in linguistics. It is, for exam-
ple, founded on the assumption that a piece of music
can be partitioned into hierarchically organized seg-
ments which may be derived through the recursive
application of the same rules at different levels of
the hierarchy. Specifically, the theory is intended to
yield a hierarchical, structural description of the final
cognitive state of an experienced listener to that com-
position.

According to GTTM, a listener unconsciously in-
fers four types of hierarchical structure in a musical
surface (Fig. 25.2): first, grouping structure which cor-
responds to the segmentation of the musical surface
into units (e.g., motives, phrases, and sections); sec-
ond,metrical structurewhich corresponds to the pattern
of periodically recurring strong and weak beats; third,
time-span reduction which represents the relative struc-
tural importance of pitch events within contextually
established rhythmic units; and finally, prolongational
reduction reflecting patterns of tension and relaxation
amongst pitch events at various levels of structure. Ac-
cording to the theory, grouping and metrical structure
are largely derived directly from the musical surface
and these structures are used in generating a time-span
reduction which is, in turn, used in generating a prolon-
gational reduction. Each of the four domains of orga-
nization is subject to well-formedness rules that specify
which hierarchical structures are permissible and which
themselves may be modified in limited ways by trans-
formational rules.While these rules are abstract in that
they define only formal possibilities, preference rules
select which well-formed or transformed structures ac-
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tually apply to particular aspects of the musical surface.
Time-span and prolongational reduction additionally
depend on tonal-harmonic stability conditions which
are internal schemata induced from previously heard
musical surfaces.

When individual preference rules reinforce one an-
other, the analysis is stable and the passage is regarded
as stereotypical whilst conflicting preference rules lead
to an unstable analysis causing the passage to be per-
ceived as ambiguous and vague. In this way, according
to GTTM, the listener unconsciously attempts to ar-
rive at the most stable overall structural description of
the musical surface. Experimental studies of human lis-
teners have found support for some of the preliminary
components of the theory including the grouping struc-
ture [25.80] and the metrical structure [25.31].

The theory constitutes a formal predecessor to Jack-
endoff ’s later parallel architecture framework of lan-
guage [25.81, 82]. It is important to observe that the
GTTM is not a grammar or a syntax of music: it pro-
vides a model of parsing but contains no generative
rules or mechanisms to derive the musical surface, fur-
ther it does not model a distinction between regular and
irregular sequences. Rather than generating the musical
surface, the GTTM is a theory of musical processing
with only limited applicability as a theory of structural
syntax per se.

It is highly challenging to develop formal context-
free grammars that account for musical surface struc-
ture but several efforts have been made (e.g., [25.83,
84] for reviews). Johnson-Laird [25.85] used grammat-
ical formalisms to investigate what has to be computed
to produce acceptable rhythmic structure, chord pro-
gressions, and melodies in jazz improvisation. While
a finite-state grammar (or equivalent procedure) can
adequately compute the melodic contour, onset, and
duration of the next note in a set of Charlie Parker
improvisations, its pitch is determined by harmonic
constraints derived from a context-free grammar model-
ing harmonic progressions. In a more recent approach,
Rohrmeier [25.38, 68] introduces a set of context-free
rules modeling the main features of tonal harmony from
the common-practice period.

Context-free languages (and more complex for-
malisms) constitute supersets of regular and suprareg-
ular languages. In fact, the latter constitute local bound-
aries of context-free languages (i. e., substrings that do
not use the features of nested embedding are regular;
it is further possible to derive precise models of lo-
cal transitions from context-free models). Accordingly,
the distinction between these types of languages does
not imply a forced alternative – rather, context-free lan-
guage models can result from the addition of the above
structural features to regular language accounts. Put an-

other way, we can add degrees of context-free character
to regular grammars.

25.4.4 Beyond Context-Free Complexity

Are there aspects of musical structure that require
greater than context-free power to be modeled? De-
bates in theoretical linguistics of the past 25 years
have reached a fairly consensical view that human lan-
guage is mildly context sensitive [25.86, 87]. It requires
syntactic power that is stronger than context-free but
considerably less strong than the immense computa-
tional power of full context-sensitive grammars. One
example of this context-sensitive complexity is given
by cross-serial dependencies (as in Dutch or Swiss
German relative clauses [25.86, 88]) that cannot be ex-
pressed by context-free grammars. In the Chomskian
tradition, minimalist grammars, that are equally mildly
context-sensitive [25.89], adopted two mechanisms of
external merge (similar to a context-free tree building
operation) and internal merge (combining an already
derived branch of a tree with different free positions
in the tree). Internal merge may express features such
as movement (Sue wondered which book Peter read?).
Katz and Pesetsky [25.90] argue that musical and lin-
guistic structure are formally equivalent in the sense
that both require structure-building operations based on
external and internal merge.

What about music? In his review, Roads [25.83]
argues that the strict hierarchy characteristic of context-
free grammars is difficult to reconcile with the ambigu-
ity inherent in music. Faced with the need to consider
multiple attributes occurring in multiple overlapping
contexts at multiple hierarchical levels, even adding
ambiguity to a grammar is unlikely to yield a sat-
isfactory representation of musical context. The use
of context-sensitive grammars can address these prob-
lems to some extent but this also brings considerable
additional difficulties in terms of efficiency and com-
plexity. There are several attempts to model music
using grammatical formalisms which add some de-
gree of context sensitivity to context-free grammars
without adding significantly to the complexity of the
rewrite rules. An example is the Augmented Transition
Network (ATN) which extends a recursive transition
network (formally equivalent to a context-free gram-
mar) by associating state transition arcs (rewrite rules)
with procedures which perform the necessary contex-
tual tests. Cope [25.91] describes the use of ATNs to
rearrange harmonic, melodic, and rhythmic structures
in EMI (experiments in musical intelligence). Another
example is provided by the pattern grammars developed
by Kippen and Bel [25.10] for modeling improvisation
in North Indian tabla drumming.
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Steedman [25.1, 72] has developed a categorial
grammar (augmented context-free) to account for the
harmonic structure of 12-bar blues, based on a the-
ory of tonal harmony due to Longuet-Higgins [25.45,
46]. Although it is less ambitious than that of Johnson-
Laird [25.85], this allows a more elegant description
of improvisational competence since it does not rely

on substitution into a previously prepared skeleton.
However, in using the grammar to generate structural
descriptions of blues chord progressions, Steedman had
to introduce implicit meta-level conventions not explicit
in the production rules of the grammar. The extent of
context-sensitivity required to adequately model musi-
cal structure requires further investigation.

25.5 Discussion

This discussion of theoretical accounts of musical syn-
tax raises several issues and questions which are driving
current research:

1. How powerful a grammar do we need to represent
the relationships present in musical structure? Are
there examples of syntactic musical structures that
require (mild) context sensitivity? How can multi-
ple, polyphonic streams be represented by formal
approaches?

2. How does musical syntax interact with other aspects
of musical structure such as rhythm, metre, and tim-
ing? Or are these aspects also best explained using
syntactic formalisms?

3. To what extent does real music, and listeners’ per-
ception of music, exhibit features of recursion,
nonlocal dependencies, single or multiple center-
embedding?

4. Which kinds of formal structures are listeners (mu-
sicians or nonmusicians) sensitive to?

5. Can such syntactic structures and relationships be
learned, and if so, how and which kinds of predis-
positions need to be assumed as innate?

The power of a particular syntactic formalism is in-
dependent of whether it is probabilistic or deterministic.
Probabilistic models have distinct advantages in terms
of the subtlety with which they can capture structural
dependencies for application in prediction, classifica-
tion, parsing, and learnability/inference as well as in
terms of robustness and graded grammaticality. For
each of the model classes of the extended Chomsky hi-
erarchy probabilistic counterparts have been proposed
(e.g., finite-context grammars: n-gram models; regu-
lar grammars: Hidden Markov models; context-free
grammars: probabilistic context-free grammars). These
developments suggest as a general strategy that it may
be beneficial to move from deterministic to probabilistic
models for implementation and evaluation. It is impor-
tant to note here that the Chomsky hierarchy is just one
way of characterizing the power of grammatical for-
malisms but it does not necessarily lend itself naturally
to every aspect of musical structure. Furthermore, as

we noted above degrees of context-free character may
be added to regular grammars and degrees of context-
sensitivity added to context-free grammars.

While Markov and n-gram models are easily
learned and are useful for prediction, they are barely
capable of modeling more complex structures, nonlo-
cal and hierarchical dependencies in music described
above that are essential in musical implicative struc-
ture, stability, tension, and similarity. Conversely, more
powerful types of syntactic formalisms are consider-
ably more difficult to infer from data. It is not currently
clear that we can develop one overarching theoretical
stance that generalizes across musical styles and cul-
tures. As in other areas of empirical musicology, the
majority of research on musical syntax has focused
on Western music and harmony in particular (with
a few notable exceptions including [25.10, 12] and re-
cent work by Mavromatis [25.92]). Different musical
styles or traditions may emphasize different kinds of
building block or show different degrees and kinds of
complexity in their syntactic structure. Cross-cultural
comparisons may have implications for evolutionary
theories of music. While each process of inference
requires predetermined (innate) assumptions about at
least the search space and the structure of the model,
it must be noted that cross-cultural universality by no
means implies innateness of more than these assump-
tions.

Many of these questions are best addressed by
implementing a computational theory as a computer
model that embodies a particular theoretical stance on
musical syntax and testing the model by comparing its
behavior with human behavior. Modeling requires the
theory to make all its assumptions explicit and permits
the analysis of complex examples and large corpora. It
is also possible to conduct a quantitative comparison
of the behavior of a computational model with the be-
havior of listeners, allowing a rigorous empirical test of
the theory as a psychologically plausible model of cog-
nitive representation and processing of musical syntax.
We address these points in detail in the following chap-
ter, Musical Syntax II.
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25.A Appendix: The Chomsky Hierarchy
Noam Chomsky introduced a containment hierarchy of
four classes of formal grammar in terms of increas-
ing restrictions placed on the form of valid rewrite
rules [25.52]. A formal grammar consists of a set
of nonterminal symbols (variables), terminal sym-
bols (elements of the surface), production rules, and
a starting symbol to derive productions. In the fol-
lowing description, a 2 T� denotes a (possibly empty)
sequence of terminal symbols, A;B 2 V denote non-
terminal symbols, ˛ 2 .V [T/C denotes a nonempty
sequence of terminal and nonterminal symbols, and
ˇ; ˇ0 2 .V [T/� denote (possibly empty) sequences
of terminal and nonterminal symbols. The difference
between different formal grammars in the Chom-
sky hierarchy relates to different possible production
rules.

Every grammar in the Chomsky hierarchy corre-
sponds with an associated automaton: while formal
grammars generate the string language, formal au-
tomata specify constraints on processing or generating
mechanisms that characterize the formal language. Au-
tomata provide an equivalent characterization of formal
languages as formal grammars.

25.A.1 Type 3 (Regular)

Grammars in this class feature restricted rules allowing
only a single terminal symbol, optionally accompanied
by a single nonterminal, on the right-hand side of their
productions

A! a

A! aB (right linear grammar) or

A! Ba (left linear grammar) :

Regular grammars generate all languages which can
be recognized by a finite-state automaton, which re-
quires no memory other than a representation of its
current state.

It is essential to note that regular grammars are not
equivalent to Markov models or k-factor languages (see
Sect. 25.4.1 above).

25.A.2 Type 2 (Context Free)

Grammars in this class only restrict the left-hand side
of their rewrite rules to a single nonterminal symbol –
i. e., the right-hand side can be any string of nonterminal
symbols

A! ˛ :

The equivalent automata characterization of a context-
free language is a nondeterministic pushdown automa-
ton, which is an extension of finite-state automata that
employsmemory using a stack and state transitionsmay
depend on the current state as well as the top symbol in
the stack.

25.A.3 Type 1 (Context Sensitive)

Grammars in this class are restricted only in that there
must be at least one nonterminal symbol on the left-
hand side of the rewrite rule and the right-hand side
must contain at least as many symbols as the left-hand
side, i. e., string length increases monotonically in the
production sequence.

ˇAˇ0! ˛;
ˇ̌
ˇAˇ0

ˇ̌� ˛
Context-sensitive languages are equivalently char-

acterized by a linear bounded automaton, that is a state-
machine extended by a linear bounded random access
memory band, whose transitions depend on the state,
the symbol on the memory band.

25.A.4 Type 0 (Unrestricted)

Grammars in this class place no restrictions on their
rewrite rules

˛! ˇ

and generate all languages which can be equivalently
characterized by a universal Turing machine (the re-
cursively enumerable languages), which is the same as
the linear bounded automaton for context-sensitive lan-
guages without bounds on the memory tape.
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26. Musical Syntax II: Empirical Perspectives

Marcus Pearce, Martin Rohrmeier

Efforts to develop a formal characterization of mu-
sical structure are often framed in syntactic terms,
sometimes but not always with direct inspiration
from research on language. In Chap. 25, we present
syntactic approaches to characterizing musical
structure and survey a range of theoretical issues
involved in developing formal syntactic theories
of sequential structure in music. Such theories
are often computational in nature, lending them-
selves to implementation and our first goal here
is to review empirical research on computational
modeling of musical structure from a syntactic
point of view. We ask about the motivations for
implementing a model and assess the range of
approaches that have been taken to date. It is im-
portant to note that while a computational model
may be capable of deriving an optimal structural
description of a piece of music, human cognitive
processing may not achieve this optimal perfor-
mance, or may even process syntax in a different
way. Therefore we emphasize the difference be-
tween developing an optimal model of syntactic
processing and developing a model that simu-
lates human syntactic processing. Furthermore,
we argue that, while optimal models (e.g., op-
timal compression or prediction) can be useful
as a benchmark or yardstick for assessing human
performance, if we wish to understand human
cognition then simulating human performance
(including aspects that are nonoptimal or even
erroneous) should be the priority. Following this
principle, we survey research on processing of
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musical syntax from the perspective of compu-
tational modeling, experimental psychology and
cognitive neuroscience. There exists a large num-
ber of computationalmodels ofmusical syntax, but
we limit ourselves to those that are explicitly cog-
nitively motivated, assessing them in the context
of theoretical, psychological and neuroscientific
research.

26.1 Computational Research

26.1.1 Foundations

Different approaches to building computer models of
musical structure can be characterized, and distin-
guished, in terms of how expressive they are in terms
of the degree of structural complexity they are capable

of representing. Therefore, there is a direct link between
the theoretical characterization of musical syntax (dis-
cussed in Chap. 25) and the implementation and testing
of these theories as computational models of cogni-
tion, discussed here. Implementing a theory of musical
syntax and processing has several potential advantages,
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following well-known examples in cognitive science:

1. Implementing a theory as a computer program
(which must run, generating output from the data
and parameters supplied as input) ensures that it
takes as little as possible for granted and any as-
sumptions are explicitly stated [26.1–3].

2. Experiments can be run to evaluate the implemented
theory by comparison of its behavior with the output
expected from theoretical accounts or directly with
human behavior given the same inputs [26.3, 4].

It is important to distinguish between models whose
knowledge is provided to them by a human expert (in
the style of good, old-fashioned artificial intelligence,
GOFAI) and those that acquire knowledge about musi-
cal structure by learning (either supervised or unsuper-
vised) from experience of music, given some predefined
structural representation, the parameters of which are
learned (in the tradition of machine learning), be it
a neural network, a Markov model or grammatical in-
ference. The appropriate approach depends on the goal
of the modeling. However, in many cases the two ap-
proaches are complementary in that successfully learn-
ing complex representations (e.g., context-free rules) is
extremely challenging but the alternative approach can
result in models that do not generalize far beyond the
musical domain for which they were developed (e.g.,
Steedman’s [26.5, 6] grammars for blues harmony). In
the past, tasks that required context-free representa-
tions have usually been hand coded while tasks that
require simpler representational relationships have been
able to benefit from the flexibility of machine learning.
However, methods have now been developed in compu-
tational linguistics to learn certain kinds of context-free
representation [26.7]. Note that if we are interested in
cognitive representations of music, there is the addi-
tional issue of the extent to which the representations in
question are actually learned or inherited (i. e., innately
specified) by human beings ([26.8] as, e.g., discussed in
the poverty of the stimulus debate [26.9]).

As mentioned above, we must also emphasize the
distinction between finding an optimal structural de-
scription of a piece of music and modeling the cognitive
representation of that piece in the mind of a lis-
tener. The former bounds the latter but listeners are
likely to be subject to constraints of perception and
cognition (e.g., limitations of working memory load),
which would prevent them reaching an optimal struc-
tural description. Note also that it is problematic to
assume the existence of an average listener without
understanding all the factors (e.g., musical training,
environmental context, degree of attention etc.) that
could influence the structural descriptions that listen-

ers form. Nonetheless, it is often useful to identify
theoretical bounds on structural complexity using an
optimal model. Furthermore, theoretical models of mu-
sical structure can help us understand the hypothesis
space that human learners are faced with when they
acquire the syntactic structure of a musical style. In
artificial intelligence research, we distinguish between
the representation defining the search space and algo-
rithms for traversing the space. Similarly in machine
learning, we distinguish between the hypothesis space
and learning mechanisms for traversing the space. In
the case of musical syntax, the hypotheses correspond
to potential stylistic grammars generating structural de-
scriptions of music and we can think of the learning as
traversing the space of possible grammars, specifying
the parameters distinguishing those grammars along the
way.

The following sections illustrate these points, using
different kinds of computational models that have been
proposed for understanding musical syntax.

26.1.2 Early Approaches: Pattern Processing

We begin with a review of two early approaches that
are of historical importance because they laid the
foundations for symbolic models that subsequently be-
came influential. One early approach was based on
the assumption that listeners use pattern induction pro-
cesses to develop predictions for successive events in
melodies [26.10, 11]. These models attempt to define
formal languages for describing the patterns perceived
by humans in temporal sequences (such as music) and
use them to explain how these patterns are applied for
prediction. Simon and Sumner [26.11], for example, be-
gin with ordered alphabets for representing the range
of possible values for a particular musical dimension
(e.g., note names, note durations). Simon and Sum-
ner restrict their attention to the dimensions of melody,
harmony, rhythm and form and use alphabets for dia-
tonic notes, triads, duration, stress and formal structure.
The operations they consider are same (when the subse-
quent symbol is identical to the previous one) andNEXT
(the subsequent symbol is obtained by taking the next
symbol in the specified alphabet a specified number of
times). Sequences of symbols may then be described
more compactly as a sequence of these operations.

Deutsch and Feroe [26.10] extended the model of
Simon and Sumner in several ways, in particular defin-
ing structures as sequences of elementary operators and
sequence operators such as prime, retrograde, inver-
sion and alternation. They apply their pattern language
to various alphabets, corresponding to collections of
pitches, such as the major and (natural, harmonic and
melodic) minor scales, major, minor and diminished tri-
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ads, and seventh chords. They argue that the pattern
language facilitates processing in four ways:

1. Reduced redundancy of representation
2. Distinct alphabets may be invoked at different levels
3. Embedded sequence structures and their associated

alphabets may be encoded as chunks
4. The chunking of structures allows for the represen-

tation of configurations that satisfy proximity and
the differentiation of different members of the al-
phabet in terms of frequency.

Deutsch and Feroe propose that multiple representa-
tions may be formed by listeners who, according to the
model, will tend to choose the most parsimonious. The
acquisition of a representation is an ongoing process of
generation and testing of multiple hypothesized struc-
tural representations [26.12, 13].

26.1.3 Markov Modeling

Another early approach to modeling musical structure
was based on statistical learning and information the-
ory, in particular using information content and entropy
to measure the complexity of a musical style. It is in-
teresting to note that information theory was applied to
music as early as 1955 [26.14–17] just a few years af-
ter Shannon’s foundational work was published [26.18].
Typically, this approach involves representing a musical
work as a sequence of symbols drawn from an alphabet
(e.g., a melody might be represented as a sequence of
pitch symbols, harmonic movement as a sequence of
chord symbols). The learning task is to estimate a con-
ditional probability governing the next symbol in the
musical sequence, given the preceding symbols. Such
models (in various guises) have been highly influential
in terms of understanding predictive processing in hu-
man cognitive processing of music [26.19, 20].

It is possible to vary the length of the context
used in estimating the probability, known as the or-
der of the model (a zeroth-order model has no context,
a first-order model a context of one symbol and so
on). Usually the probabilities (i. e., the parameters of
the model) are estimated through statistical analysis
of a corpus of musical works. These models are also
known as Markov models because the probability of
an event is only dependent on the immediately previ-
ous context (the Markov property), or, in other words,
the model does not take into account any nonlocal de-
pendencies. Once a probability distribution has been
generated in a particular context, the entropy of that
distribution reflects the model’s uncertainty about the
following musical event before it arrives while the in-
formation content (the negative log probability) reflects

how unexpected the next note is, once it has arrived –
given a local model [26.21]. Note that the entropy and
information content of a musical event or sequence are
not properties of the music per se, but properties of the
music from the perspective of an underlying model.

It is interesting that one of the first nonmilitary
applications of early computers was software to gen-
erate music incorporating grammatical representations
of musical styles corresponding to probabilisticMarkov
models [26.22]. Early work using these models tended
to focus on fixed, low-order models with simple rep-
resentational building blocks (e.g., chromatic pitch) to
estimate and compare the average entropy of differ-
ent musical works and corpora [26.16, 23–26] rather
than dynamic prediction of ongoing sequential musical
structure.

More recent research addressed these limitations
by using variable-order Markov models, where the
order varies depending on the context to generate ac-
curate predictions dynamically throughout pieces of
music [26.27, 28]. Prediction performance may also be
improved by combining predictions from a long-term
model (trained on a large corpus of music in the style)
and a short-term model (which starts with an empty
model and learns incrementally from the current musi-
cal work) [26.27, 28]. The long-term model represents
the effects of long-term schematic exposure to a musi-
cal style while the short-term model reflects more local
learning of repeated structure within a musical work.
The probability distribution generated by the two mod-
els may be combined using arithmetic or geometric
averaging, weighted by the entropy of the distribu-
tions [26.29].

Improved prediction performance can also be
achieved by allowing the model to estimate and com-
bine probabilities based on multiple features of the
musical surface. Multiple viewpoint frameworks were
originally developed by Darrell Conklin [26.27, 30, 31]
to allow the integration of information from models of
different features (inspired in part by Ebcioğlu [26.32]).
The framework assumes a symbolic representation in
which music is represented as a sequence of discrete
events composed of a finite number of attributes each
of which may assume a value from a finite alphabet. For
example, a melody is often represented as a sequence of
notes, each of which is composed of a pitch, onset time,
duration and loudness.

A viewpoint is a mapping from a sequence of musi-
cal events to an element from the alphabet associated
with the viewpoint. Basic viewpoints are projection
functions associated with the attributes of the events
(i. e., pitch, onset, duration and loudness in the example
above). The framework also allows the specification of
derived viewpoints (e.g., pitch interval, contour, scale
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degree), which are derived from a basic viewpoint (e.g.,
pitch in this case). Note that some viewpoints may be
undefined at particular locations (e.g., pitch interval
for the first event in a melody). Test viewpoints are
viewpoints that return a Boolean value (e.g., whether
a note falls on a tactus beat or not) and threaded view-
points represent a base viewpoint (e.g., pitch interval)
at points where a test viewpoint is true (e.g., pitch in-
terval between notes falling on tactus beats) thereby
allowing for sequences of nonsequential events. Finally,
linked viewpoints represent the Cartesian product of
two or more primitive viewpoints – for example, a link
between pitch interval and scale degree will have an al-
phabet composed of pairs, whose first element is a pitch
interval and whose second is a scale degree.

When modeling music with a multiple viewpoint
system, separate models are constructed for each view-
point included in the system and the resulting distri-
butions are combined in much the same way as the
long-term and short-term model outputs are combined.
The distributions are first mapped back into distribu-
tions over the alphabet associated with the basic feature
from which they are derived (e.g., pitch in the above
examples) so that they can be combined. Typically,
the viewpoint models are combined in a first stage
separately for the long- and short-term models, which
are then combined [26.27, 28, 33]. Multiple-viewpoint
models have been developed for the domains of melody,
harmony and voice leading [26.28, 33, 34].

When configured appropriately and trained on rel-
evant corpora, these methods both improve prediction
performance of the models [26.27, 28] and also ac-
count accurately for listeners’ pitch expectations in
melody [26.28, 35–40]. In some cases, the model pa-
rameters that optimize prediction performance do not
improve fit to human perception and vice versa [26.28]
suggesting that human expectation may be subject to
constraints (such as memory or representational limita-
tions) that prevent optimal prediction.

26.1.4 Beyond Simple Markov Models:
Hidden Markov Models
and Dynamic Bayesian Networks

The models of the Markov and n-gram family discussed
in Sect. 26.1.3 are essentially equivalent to probabilistic
versions of strictly local grammars (Chap. 25). One im-
portant feature of Markov models is that they can only
model local sequential dependencies and do not assume
any underlying deep structure (hidden variables). Al-
though they operate directly on surface symbols, it is
possible to use multiple viewpoint frameworks to allow
such models to operate on nonsequential events (e.g.,
notes on tactus beats or phrase-final events, [26.27,

28]) and on representations of higher-order structure
(e.g., phrase classes). However, although some of these
formal limitations in expressive power may be ad-
dressed in part with the multiple-viewpoint approach,
more expressive models of sequential structure have
been developed in machine learning research, many of
which have been applied to music. In the Chomsky hi-
erarchy, the different model classes (from finite-state
to finite-context) assume an underlying deep structure
(represented using nonterminal symbols) that predicts
the surface terminal symbols (Chap. 25); in an analo-
gous way, many modeling approaches take advantage
of an explicit representation of deep structure in music.

One well-known example is hidden Markov mod-
els (HMMs, e.g., [26.41, 42]; for an introduction see the
comprehensive review by [26.43]), which correspond to
probabilistic extensions of finite-state automata. As an
extension of Markov models, the hidden Markov model
assumes the Markov transition matrix not as a model
characterizing transitions between surface symbols (as
in the visible Markov models described above), but as
transitions between deep structural (hidden) states that
themselves emit surface symbols from associated emis-
sion distributions over the terminal alphabet. In other
words, it assumes a Markov model as the underlying
deep structure of states that govern the symbol distribu-
tion over subsections of the sequence.

HMMs have been employed to model various as-
pects of music, including, for instance, melodic struc-
ture [26.44, 45], meter and rhythm [26.45, 46], text
setting [26.47] and harmonic structure [26.34, 48, 49].
Modeling harmony in a corpus of jazz standards,
Rohrmeier and Graepel [26.34] found that a sim-
ple HMM modeling chord sequences exhibited barely
any overfitting of its training data. Dynamic Bayesian
networks (DBNs, [26.50]) generalize HMMs and con-
stitute a family of graphical models that model the
dependency structure of different (temporal) deep-
structural features. DBNs were applied to modeling
music by Paiement et al. [26.51] as well as Raczynski
et al. [26.52] to model polyphonic pitch structure. Fur-
thermore, DBNs can be straightforwardly adapted to
modeling the interaction of different parallel feature-
streams in the framework of HMMs. Rohrmeier and
Graepel [26.34] implemented a DBN modeling Jazz
harmony using features of duration and mode to im-
prove predictive power though the approach does not
extend to derived viewpoints.

Most of the models of sequence processing dis-
cussed so far drew their motivation from the modeling
of musical expectation (see also [26.53], for an ex-
tensive account of the role of expectation in music
perception). Models with a rich deep structure, how-
ever, may be used to understand other aspects of music
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processing such as inferring information encoded in the
deep structure of the sequence. For instance Raphael
and Stoddard [26.48] used a type of DBN for the infer-
ence of harmonic structure from the surface sequence
of events.Mavromatis [26.45] employed a model selec-
tion procedure to find the optimal topology for a HMM,
using this to draw theoretical and cognitive conclusions
regarding representation of deep structure. He applied
the model to two cases, the statistical learning and seg-
mentation paradigm used by Saffran and colleagues
(e.g., [26.54]) and metrical induction from rhythmi-
cal patterns in a corpus of Palestrina’s vocal music.
Mavromatis [26.46] extended this approach and drew
computationally informed conclusions regarding a dis-
cussion surrounding Renaissance meter.

In summary, while the application of deep structure
models and DBNs in cognitive music research is grow-
ing, there is a great potential to employ these models
(in combinationwith model selection) to understand the
role of deep structure in the representation and process-
ing of musical syntax.

26.1.5 Hierarchical Models

While computational implementations of Markovian
approaches (and derived approaches such as HMMs and
DBNs) have largely addressed the problem of modeling
effects of expectancy and prediction, many computa-
tional approaches have sought explicitly to implement
hierarchical generative models of music. The motiva-
tion derives from theoretical insights that tonal music
is organized in a hierarchical fashion and, accordingly,
cognitive models of music processing should be able
to account for such structural complexity. Moreover,
theoretical hierarchical accounts of music stress that hu-
man music cognition involves substantially more than
computation of sequential predictions including, in par-
ticular, the perception of large-scale processes (e.g.,
musical form), reductive listening, experience of hierar-
chical tension and recognizing similarity (see Chap. 25
for a discussion of various ways to motivate and ex-
plore the understanding of musical syntax). Accord-
ingly, computational models of hierarchical structure
have been inspired by a diverse array of modeling goals.

The hierarchical and generative branches of music
theory mainly trace back to Schenkerian theory [26.55,
56]. Apart from Schenkerian theory itself, there have
been three major lines of hierarchical modeling re-
search: the generative theory of tonal music (GTTM)
and tonal pitch space [26.57, 58], which originated
from the goal of framing Schenkerian analysis in
terms of formal linguistic approaches; Narmour’s the-
ory of melodic expectancy and complexity [26.13,
59]; and approaches to tonal harmony that employ

methods from generative linguistics and formal lan-
guage theory [26.5, 6, 60, 61]. Each of these formal
approaches have inspired efforts to build computational
models.

Schenkerian Analysis and Derivative Models
Schenkerian theory constitutes one of the earliest and
most comprehensive formal approaches to syntax in
tonal music and remains dominant in music-theoretical
teaching. It has been the object of several computational
approaches from the early days of computing to the
present day.

Early work by Kassler focused on understanding
Schenkerian-like operations of analysis from the per-
spective of formal languages [26.62]. He formalized
a subset of Schenkerian derivations with primitive-
recursive functions [26.63] and described a basic im-
plementation of a (presumably two-voice) model of
Schenkerian analysis in terms of primitive operations
on a matrix representation of pitch sequence, such
as an Ursatz axiom, arpeggiation, neighbor note pro-
longation, simplified interruption (termed articulation),
octave adjustment, bass ascent, mixture, etc. [26.62, 64,
65]. In a separate modeling attempt based on functional
programming, Smoliar and colleagues used a recursive
list structure of musical events that encoded a set of
Schenkerian elaboration operations in terms of Lisp
function calls. Drawing a direct formal analogy be-
tween (generative) linguistic parse trees and musical
structure, they developed a tree-based structural repre-
sentation of a Schenkerian reductive analysis [26.66–
68]. In an approach similar to Schenkerian analysis
techniques,Baroni and colleagues applied formal gram-
mars to melodic structure [26.69, 70]. However, none
of these early approaches resulted in a complete, fully
automatic functioning model of Schenkerian analysis.
Marsden [26.71] suggested that this may be due to to
the massive explosion of combinatorial complexity that
arises when encoding a formal account of Schenkerian-
style reductive analysis at the level of notes.

With greater computational resources available,
a number of researchers have recently returned to
the problem of implementing Schenkerian analysis.
Mavromatis and Brown [26.72] proposed a theoreti-
cal approach to modeling Schenkerian analysis with
probabilistic context-free grammars. However, their
model did not reach the stage of a full implementa-
tion due to issues of complexity (see [26.71]). Mars-
den [26.73] proposed a graph-theoretical representation
of reductive structures (termed E-Graph) suitable for
computational implementation. Subsequently, Mars-
den [26.74] proposed an expanded representation of
Schenkerian reduction in a generative framework. Us-
ing the limited case of short musical phrases, Marsden
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developed a preliminary implementation of Schenke-
rian analysis [26.74] and building on this theoretical
framework, a first proof-of-concept prototype was de-
veloped [26.71].

Recent research on implementing Schenkerian the-
ory includes Yust [26.75], who proposed the structure
of maximal outerplanar graphs (MOP) as represen-
tations for the structure of Schenkerian prolongation,
and the work of Kirlin (e.g., [26.76]) who has de-
veloped a corpus of 41 pieces annotated with cor-
responding Schenkerian analyses in machine-readable
format [26.77]. Kirlin and Jensen [26.78] use super-
vised probabilistic learning to uncover deep hierar-
chical musical structure, including an algorithm for
deriving the most probable analysis for a given piece
of music.

The Implication-Realization Model
Breaking with Schenkerian tradition (see [26.79]), Eu-
gene Narmour developed a distinct theoretical ap-
proach to modeling melodic expectancy [26.13] as
well as melodic complexity and reduction [26.59]. The
implication-realisation model is based on the implica-
tions that a melodic interval (the implicative interval)
has for the following interval (the realized interval) and
presents a detailed classification of interval pairs based
on the size and direction of the component intervals.
The model consists of two independent perceptual sys-
tems – the bottom-up and top-down systems of melodic
implication. While the principles of the former are held
to be automatic, unconscious and universal, the prin-
ciples of the latter are held to be learned and hence
culture dependent. Although the model is presented
in a highly analytic manner, it has psychological rel-
evance because it proposes hypotheses about general
perceptual principles that are precisely and quantita-
tively specified and therefore amenable to empirical
investigation [26.80, 81]. Research has also compared
the implication-realization model with variable-order
Markov models in terms of how well they account
for listeners’ pitch expectations [26.28, 36, 37]. Further-
more, Grachten and colleagues have examined the use
of the implication-realization model in a computational
model of similarity for use in music information re-
trieval [26.82].

Furthermore, Narmour [26.59] presents detailed
proposals for the ways in which basic musical struc-
tures (pairs of intervals) may form larger sequential
units (chains) and larger hierarchical units (transforma-
tions) based on the idea of closure, which occurs when
a structure does not generate a strong implication. How-
ever, these hierarchical aspects of the theory have been
somewhat neglected in terms of computational model-
ing and empirical evaluation.

The Generative Theory of Tonal Music (GTTM)
The GTTM [26.57] constitutes probably the most influ-
ential model in empirical musicology to date. It models
the perception of musical structure in term of the in-
teraction of four levels of structure: grouping structure,
metrical structure, time-span reduction and prolonga-
tional reduction (see [26.58, Ch. 1] for a review); these
levels are defined in terms of well-formedness rules ex-
haustively defining the (very large) set of well-formed
candidate analyses and preference rules that define
rules to select the best analysis from the well-formed
candidates. Although it is partly inspired by genera-
tive grammars for language, it is important to note
that the GTTM is not a formal grammar because no
(tree-defining) context-free rules are specified, and it is
unclear whether it could be developed into one. Further-
more, the GTTM is a model of the final representation
of a piece of Western tonal music as it might appear in
the mind of an idealized listener, enculturated in West-
ern music. It does not account for any effects of stylistic
enculturation nor make any predictions about the dy-
namic nature of structure perception during listening
(this was later addressed by Jackendoff [26.83]).

While the GTTM is specified to a much higher de-
gree of detail and specificity than Schenkerian theory,
it is still highly imprecise from a computational point
of view. For instance, it does not specify a ranking for
the preference rules and in some cases assumes hu-
man musical intuition for making analytical decisions.
These factors pose challenges for computational imple-
mentations of the GTTM. Nonetheless, Lerdahl [26.58]
has devised a model of musical tension that is based
on a complete GTTM analysis and predicts musical
tension based on local and global factors [26.58]. The
model has been found to predict participants’ contin-
uous ratings of musical tension for a small number
of musical pieces [26.84]. To date, the most exten-
sive progress towards an implementation of the GTTM
has been made by Hamanaka and colleagues [26.85,
86].

Generative Grammars for Music
Many authors have proposed recursive generative gram-
mars for modeling the hierarchical organization of
harmonic sequences, an idea whose essence goes
back to Riemann [26.87]. Following the formaliza-
tion of context-free rewrite grammars and the Chom-
sky hierarchy, a number of earlier approaches applied
these techniques to music (e.g., [26.69, 70, 88, 89]).
More recent approaches include Steedman [26.5, 6] and
Rohrmeier [26.60, 61]. Based on Steedman’s categori-
cal grammar formalism [26.90], Granroth-Wilding and
Steedman [26.91] implemented a model of jazz har-
mony that extends Steedman’s earlier theoretical gram-



Musical Syntax II: Empirical Perspectives 26.1 Computational Research 493
Part

C
|26.1

mars for blues harmony [26.6]. Similarly,De Haas et al.
developed an implementation of Rohrmeier’s gram-
mar for the purposes of music information retrieval,
such as harmonic similarity and transcription [26.92–
94]. Tidhar [26.95] implemented adapted versions of
a context-free grammar formalism for the parsing of
Couperin’s unmeasured preludes.

Other approaches have attempted to combine
context-free grammars with probabilistic learning.
Gilbert and Conklin [26.96], for example, have em-
ployed a probabilistic context-free grammar for mod-
eling melodic reduction. Bod [26.97] argues for
a memory-based approach to modeling melodic group-
ing structure as an alternative to the Gestalt approach
based on rules. He used grammar learning techniques to
induce the annotated phrase structure of the Essen Folk
Song Collection [26.98, 99]. Three grammar induction
algorithms were examined: first, the treebank grammar
learning technique, which reads all possible context-
free rewrite rules from the training set and assigns each
a probability proportional to its relative frequency in the
training set; second, the Markov grammar technique,
which assigns probabilities to context-free rules by de-
composing the rule and its probability by an n-th-order
Markov process, allowing the model to estimate the
probability of rules that have not occurred in the train-
ing set; and third, a Markov grammar augmented with
a data-oriented parsing (DOP) method for conditioning
the probability of a rule over the rule occurring higher
in the parse tree. A best-first parsing algorithm based
on Viterbi optimization was used to generate the most
probable parse for each melody in the test set given each
of the three models. The results demonstrated that the
treebank technique yielded moderately high precision
but very low recall (F D 0:065), the Markov grammar
yielded slightly lower precision but much higher recall
(F D 0:706), while the Markov-DOP technique yielded
the highest precision and recall (F D 0:810). A qualita-
tive examination of the folk song data reveals a number
of cases (15% of the phrase boundaries in the test set)
where the annotated phrase boundary cannot be ac-
counted for by Gestalt principles but that are predicted
by the Markov-DOP parser.

26.1.6 Neural Networks

Neural networks represent a different class of models
that have been used to understand the representation
and processing of musical syntax. Rather than basing
the model on a specific representation of musical struc-
ture (e.g., n-grams, production rules, music-theoretic
principles), neural networks are biologically inspired
in the sense that they take their motivation from basic
properties of the brain (e.g., parallel processing across

simple units, distributed representations, synaptic con-
nectivity, graceful degradation and Hebbian learning).
Note, however, that while they are biologically inspired,
most neural network models (especially so-called con-
nectionist models) are not actually biologically plau-
sible models of neural processing. Thus they remain
at Marr’s [26.100] algorithmic/representational level
rather than at the implementational/physical level of
description. At this level, one practical difficulty with
neural networks as simulations of cognitive processing
is that the nature of the learned representations are often
not easily interpretable.

Mozer [26.101], for instance, developed a model
based on a recurrent artificial neural network (RANN,
[26.102]) and used psychoacoustic constraints in the
representation of pitch and duration. In particular, the
networks operated over predefined, theoretically moti-
vated multidimensional spatial representations of pitch
(which emphasized a number of pitch relations includ-
ing pitch height, pitch chroma and fifth relatedness,
[26.103]) and duration (emphasizing such relations as
relative duration and tuplet class). These neural net-
works are trained within a supervised regime in which
the discrepancy between the activation of the output
units (the expected next event) and the desired acti-
vation (the actual next event) is used to adjust the
network weights at each stage of training. When trained
and tested on sets of simple artificial pitch sequences
with a split-sample experimental paradigm, the RANN
model outperformed simple digram models. In particu-
lar, the use of cognitively motivated multidimensional
spatial representations led to significant benefits (over
a local pitch representation) in the training of the net-
works. However, the results were less than satisfactory
when the model was trained on a set of melodic lines
from ten compositions by J.S. Bach and used to gen-
erate new melodies; the neural network architecture
appeared unable to capture the higher-level structure in
these longer pieces of music.

The question arises of whether these neural network
models provide good simulations of human process-
ing. In an artificial grammar learning paradigm of
melodic structure [26.40, 104], a simple recurrent net-
work model [26.102] was compared with an n-gram
model [26.28] and a chunking model [26.105]. Results
indicate that the n-gram model achieved by far the best
performance, yet the simple recurrent network exhib-
ited characteristic patterns of performance (including
errors) that were closer to the human level [26.106,
107].

One approach to addressing the apparent inability
of RANNs to represent recursive constituent structure
in music involves what is called auto-association. An
auto-associative network is simply one that is trained
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to reproduce on its output layer a pattern presented
to its input layer, generally forming a compressed
representation of the input on its hidden layer. For ex-
ample, training a network with eight-unit input and
output layers separated by a three-unit hidden layer with
the eight one-bit-in-eight patterns typically results in
a three-bit binary code on the hidden units [26.108].
Pollack [26.109] introduced an extension of auto-
association called recursive auto-associative memory
(RAAM), which is capable of learning fixed-width rep-
resentations for compositional tree structures through
repeated compression. The RAAM architecture con-
sists of two separate networks: first, an encoder network
that constructs a fixed-dimensional code by recursively
processing the nodes of a symbolic tree from the bot-
tom up; and second, a decoder network that recursively
decompresses this code into its component parts until
it terminates in symbols, thus reconstructing the tree
from the top down. The two networks are trained in
tandem as a single auto-associator. Large et al. [26.110]
examined the ability of RAAM to acquire reduced rep-
resentations ofWestern children’s melodies represented
as tree structures according to music-theoretic predic-
tions [26.57]. It was found that the trained models
acquired compressed representations of the melodies in
which structurally salient events are represented more

efficiently (and reproduced more accurately) than other
events. Furthermore, the trained network showed some
ability to generalize beyond the training examples to
variant and novel melodies although, in general, per-
formance was affected by the depth of the tree structure
used to represent the input melodies with greater de-
grees of hierarchical nesting leading to impaired repro-
duction of input melodies. However, the certainty with
which the trained network reconstructed events corre-
lated well with music-theoretic predictions of structural
importance [26.57] and cognitive representations of
structural importance as assessed by empirical data on
the events retained by trained pianists across impro-
vised variations on the melodies.

Recent developments in neural networks have led
to successful modeling of musical structure using re-
stricted Boltzmann machines (RBMs) [26.111, 112].
RBMs appear to be approaching the prediction perfor-
mance of the best-performing variable-order Markov
models described in Sect. 26.1.3 [26.112]. However,
these neural network models are difficult to analyze
and it remains to be seen how successful they will be
in modeling cognitive processing of musical syntax.
Nonetheless, they do at least demonstrate that such pro-
cessing can be implemented using parallel distributed
(and potentially nonsymbolic) representations.

26.2 Psychological Research

Computational models shed light on the plausibility
of specific assumptions about, and constraints on, the
nature of the cognitive representations and algorithms
underlying music perception and serve as analytical
tools to explore the types of syntactic structures present
in music. However, to understand the kinds of syn-
tactic structures that are perceived and represented by
listeners, it is important to compare empirically the
output of a model with the responses of listeners. Em-
pirical research on musical listening can help identify
the power, the limits and constraints of human percep-
tion and cognition of musical syntax. In this context,
computational models are useful for generating hy-
potheses and selecting stimuli that differ quantitatively
in terms of their syntactic properties (e.g., grammat-
icality, uniformity, see Chap. 25). Although there are
notable differences between language and music (e.g.,
in terms of lexical categories and the nature of semantic
content), cognitive scientific research on music follows
an analogous approach, exploring processing via a com-
bination of theoretical inquiry, computational modeling
and psychological/neuroscientific testing [26.113]. Fur-
thermore it has been suggested that music and language,

which are both sequential auditory forms of human
communication, may share similarities at more abstract
levels of cognitive and neural representation [26.114–
116], a point to which we return below.

Psychological research has established that encul-
turated listeners are sensitive to sequential structure in
music; however, research paradigms have sometimes
been driven by (overly) simple representational as-
sumptions. We will examine the evidence relating to
harmonic movement, melody and high-level form. One
topic that continues to attract debate is the extent to
which listeners are capable of representing hierarchi-
cal, nonsequential relationships in music. We examine
research on this question below.

26.2.1 Perception of Local Dependencies

As discussed in Chap. 25, harmony constitutes one
of the core building blocks in Western tonal music
and it has been studied in the context of different
theories of syntax. Accordingly, a large number of
experimental studies have focused on the perception
of harmonic structure from a variety of perspectives.
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At a local level, listeners are able to detect harmonic
relations between successive chords as evidenced by
longer reaction times to in-key than out-of-key har-
monic transitions in the paradigm of musical priming
studies ([26.117, 118], see [26.119] for a review). These
findings have been replicated with longer sequences of
chords and more complex harmonic relations [26.120,
121]. Furthermore, there is evidence that these har-
monic priming effects are affected both by the global
context of the prevailing key (which determines the
overall stability of a chord), by the local harmonic
context and by the rhythmic organization of the pro-
gression [26.120]. Research has also examined whether
these effects are best explained by learned properties of
harmonic movement or by sensory properties of the tar-
get chords [26.121–123]. The results consistently show
that the structural properties of harmonic movement
have a stronger effect than sensory influences such as
repetition priming [26.124, 125], even when efforts are
made to make these sensory influences very strong. Fur-
thermore, Tillmann et al. [26.126] used self-organizing
maps (a variety of neural network) to argue that these
priming effects can be explained by learning of tonal
organization through musical exposure.

We can ask similar questions about the percep-
tion of structure in melody. Early work on predictive
processing of musical structure focused on rules of
melodic organization and how they influence pitch ex-
pectations [26.13, 80, 81]. Empirical studies of these
rules have found that listeners’ melodic expectations
do generally exhibit influences of pitch proximity
(smaller intervals are more expected) and pitch re-
versal (large pitch intervals are expected to be fol-
lowed by smaller ones in the opposite registral direc-
tion) [26.53, 127]. Actual melodies also exhibit these
properties [26.128], possibly reflecting physical con-
straints of performance – the difficulty of produc-
ing large intervals accurately and tessitura constraints
producing regression to the mean after large inter-
vals [26.129–131]. Therefore, it remains possible that
listeners learn these regularities (or variants of them,
subject to cognitive constraints, [26.53, 132]), which
are then reflected in their pitch expectations.

In fact, there is empirical evidence of implicit
learning of regularities in musical melody and other
sequences of pitched events ([26.40, 54, 104, 133];
see [26.8] for a review on implicit learning of music).
Consistent with an approach based on statistical learn-
ing, melodic pitch expectations vary between musical
styles [26.134] and cultures [26.135–140], throughout
development [26.141] and across degrees of musical
training and familiarity [26.36, 37, 134]. Furthermore,
pitch expectations appear to be informed both by long-
term exposure to music [26.142] and by the encoding of

regularities in the immediate context [26.133]. As with
harmonic expectations, computational models relying
on nonhierarchical statistical learning of regularities
have proved highly successful in predicting listeners’
melodic expectations [26.28, 37, 38].

All of these effects can be accounted for by lo-
cal models corresponding to strictly local grammars.
Therefore, it is crucial to ask which aspects of hierar-
chical and nonlocal structures affect music listening and
processing.

26.2.2 Perception of Nonlocal Dependencies

There are several ways in which nonlocal dependencies
can be expressed in music, ranging from short chord
sequences (such as “I IV V/ii ii V I”, in which the
IV chord implies the V chord and not V/ii, and the
second I chord prolongs the initial one, rendering the
whole sequence a constituent of a prolonged tonic) to
dependencies between (sub)phrases (e.g., antecedent-
consequent patterns) and between larger formal units
like the parts of a minuet or a sonata [26.143]. It may
even be possible to understand these dependencies at
different timescales (chords, parts of phrases, phrases,
movements) as recursive instantiations of similar struc-
tures [26.57, 143].

Deutsch [26.144] describes experiments in which
subjects were presented with sequences of 12 notes,
which they recalled in musical notation. Half the se-
quences were structured in accordance with the model
of Deutsch and Feroe [26.10], described above, such
that a higher-level subsequence of four elements acted
on a lower-level subsequence of three or four elements
while the remaining sequences were unstructured. Se-
quences were presented in one of three conditions:
first, with no temporal segmentation; second, tempo-
rally segmented in accordance with tonal structure; and
third, temporally segmented in violation of tonal struc-
ture. The results demonstrated that recall was high in
the first and second conditions and low in the third
condition and for unstructured sequences, suggesting
that hierarchically structured sequences are better en-
coded in memory. However, on a similar task, Boltz and
Jones [26.145] have found that rule recursion has only
a modest effect on memory for melodies and only in
certain conditions.

Regarding large-scale form, researchers have stud-
ied the aesthetic judgments of musicians and nonmu-
sicians for pieces of music in which the large-scale
tonal form has been disrupted by rearranging or rewrit-
ing certain parts. These studies have been conducted
by rearranging the various movements of Beethoven
sonatas and string quartets [26.146], reordering the vari-
ations making up Bach’s Goldberg variations [26.147],
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altering the endings of excerpts from Romantic and
Classical works (1�6min) such that they start and end
in a different key ([26.148]; methodologically criti-
cized by Gjerdingen [26.149]) and using rearranged
versions of the opening movement of Mozart’s Sym-
phony in G Minor [26.150]. The results consistently
suggest that listeners gain as much pleasure from the al-
tered versions as the unaltered versions and musicians
are no more affected than nonmusicians by these dis-
ruptions [26.148, 150]. In a study of musicians listening
to original and rearranged versions of six keyboard
works by Handel [26.151] found that both versions
were deemed equally conforming to stylistic expecta-
tions and accuracy in judging whether the starting and
ending key were the same was at chance. These findings
suggest that there are severe constraints on the ability to
build cognitive representations of large-scale formal re-
lationships in music, even for musicians (though none
of these studies examined professional musicians with
a very high level of expertise).

However, there is crucial evidence that listeners
are sensitive to long-distance hierarchical dependencies
at the phrase-level and midrange timescales. Koelsch
et al. [26.152], examined responses to the final chord

in a pair of chorale melodies composed of two sub-
phrases, together with modified versions in which the
first phrase was altered to break tonal closure with
the final phrase. The results showed strong characteris-
tic differences between the two versions in the neural
response (the early right anterior negativity (ERAN),
Sect. 26.3.2) to the final chord. In addition, behav-
ioral measures showed that there were no differences in
emotional response (valence and arousal) between the
versions, suggesting that nonlocal harmonic dependen-
cies are independent of emotional expression. Further
behavioral measures showed that the final chord of the
original version was judged to close the sequence bet-
ter than the final chord of the altered versions (although
the difference was relatively small, pointing towards the
use of implicit rather than explicit knowledge). Fun-
damentally, because the harmonic dependencies in this
study exceed ten chords, it is impossible that nonveridi-
cal n-gram or Markov models could explicitly represent
the difference. Accordingly, this evidence for nonlocal
dependencies affecting the perception of phrase clo-
sure falsifies the assumption that simple local models
of harmony can adequately model human perception of
musical syntax.

26.3 Neuroscientific Research

26.3.1 Introduction

It is pertinent to ask what cognitive neuroscience can
tell us over and above research in experimental psy-
chology and cognitive science [26.153–156]. Clearly,
it can tell us something about the neural basis of psy-
chological processes; less obviously, but perhaps more
importantly, it can also tell us something about those
psychological processes themselves. Once a neural re-
sponse has been linked to a specific psychological
process (and this itself may require great effort to es-
tablish), then we can use it as an additional measure
of that process, alongside behavioral measures. Such
neural responses have the potential advantages that they
may bemore sensitive and less prone to various kinds of
bias than behavioral measures. Potential disadvantages
include the difficulty of establishing direct, specific re-
lationships between features of the neural response and
particular psychological processes.

26.3.2 Neural Basis of Syntactic Processing
in Music

Neuroscientific research has used electroencephalogra-
phy (EEG) to investigate event-related-potential (ERP)

responses to violations of harmonic syntax [26.157–
164]. Two characteristic brain responses have been
reported: an early anterior negativity (EAN) with a la-
tency of 150�280ms (sometimes right lateralized and
referred to as the ERAN – early right anterior negativ-
ity), and a later bilateral or right-lateralized negativity
(N5) with a latency of 500ms [26.157, 161]. The EAN
is thought to reflect the violation of harmonic expecta-
tion, while the N5 is thought to reflect the higher pro-
cessing effort needed to integrate unexpected harmonies
into the ongoing context [26.163]. The amplitude of
the EAN is related to the long-term transition probabil-
ity of the chord [26.165, 166] suggesting that it reflects
implicit learning of harmonic movement through ex-
perience (see Sect. 26.1.3 above). Consistent with this
proposal are findings that the EAN is attenuated (though
still present) in five to six-year-old children compared
to adults and accentuated in adult musicians, relative to
adult nonmusicians [26.159].

To date, less is known about the neural correlates
of structural processing in other aspects of music such
as pitch, rhythm and timbre. Early studies [26.167–
171] identified a late positive component (LPC) peaking
between 300�600ms at central and posterior sites in
response to stylistically unexpected notes in a melody.
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The amplitude and latency of the LPC are sensitive to
musical expertise, the familiarity of the melody, the de-
gree of expectancy violation [26.167], and also to the
timing of the unexpected note [26.168].

There is an important distinction between schematic
representations of the syntactic rules governing a mu-
sical style and veridical memory for the structure of
a familiar piece of music [26.172]. Miranda and Ull-
man [26.173] describe a functional dissociation be-
tween two ERP components: an early (150�270ms)
anterior-central negativity (i. e., the EAN) associated
with out-of-key violations in both familiar and unfamil-
iar melodies, and a subsequent (220�380ms) posterior
negativity elicited by both in-key and out-of-key vio-
lations of familiar melodies only. They suggested that
these two components are driven by violations of musi-
cal rules (of tonality/harmony) and of veridical memory
representations of familiar melodies respectively. In or-
der to focus exclusively on schematic acquisition of
syntax, Loui et al. [26.166] examined neural responses
to deviant melodic endings in pitch sequences gener-
ated according to an artificial (strictly local) grammar,
using pitches taken from the unfamiliar Bohlen–Pierce
scale. They report an EAN, whose amplitude increased
with greater learning of the grammar (measured by
degree of exposure and performance in a grammat-
icality decision task). Again, this suggests that the
EAN reflects a process of implicit statistical learning
of sequential dependencies in the auditory environment
(Sect. 26.1.3).

The EAN to violations of melodic syntax tends
to occur earlier (around 100ms) than to violations of
harmonic syntax (circa 180ms) [26.37, 38, 174], per-
haps indicating that single notes are processed more
quickly than chords. Using a computational model of
auditory expectation [26.28], which makes probabilis-
tic pitch predictions based on statistical learning, to
identify notes in melodies that varied systematically in
information content (IC), Omigie et al. [26.39] showed
a linear relationship between the amplitude of the EAN
and IC. Pearce et al. [26.37] reported an increase in
the amplitude of beta oscillations for high information
content (low probability) notes at a latency of around
500ms in centroparietal regions and in phase locking
in the same time window between electrodes located
over centroparietal and occipital regions. Again these
results are consistent with the proposal that these neural
indicators of syntactic processing reflect probabilistic
inference based on implicit statistical learning.

26.3.3 Syntax in Music and Language

EEG research has also addressed the question of
whether there exists an overlap in neural processing of

musical and linguistic syntax. Violations of syntax in
language often generate two characteristic ERPs: a left
anterior negativity (LAN) peaking around 300�450ms
at frontal scalp locations, and a positive-going deflec-
tion termed the P600 at a latency of about 600ms with
a posterior distribution. An early study suggested that
violations of harmonic syntax generate an increased
P600, which is very similar to that induced by viola-
tions of linguistic syntax [26.162]. More recent research
has presented music synchronously with visually pre-
sented sentences where each word coincides temporally
with a note or chord in the music. Introducing syn-
tactic violations in the music and language allows the
investigation of conditions where the violations are
congruent or incongruent in the two domains. This re-
search suggests that the LAN to syntactic violations in
language is reduced by unusual harmonic movement
(e.g., a Neapolitan chord, [26.175]) and also by low-
probability notes in melodic phrases [26.176]. There is
also evidence that the ERAN is reduced when presented
concurrently with a linguistic violation [26.177]. Inter-
estingly, these interactive effects are not in evidence
when musical violations are paired with semantic in-
congruities in language [26.176, 177].

Analogies have been drawn between the ERAN and
the early left anterior negativity (ELAN) often observed
in response to violations of syntax in language [26.178].
Interestingly, children with specific language impair-
ment not only show characteristic changes in the ELAN
to language [26.179] but also a reduced ERAN to
harmonic violations [26.180]. Broca’s aphasics also
show reduced neural responses to harmonic violations
in music [26.181] and there is evidence from magne-
toencephalography (MEG) research that the ERAN to
violations of harmonic syntax originates in Broca’s area
and its right hemisphere homologue [26.182]. Further-
more, functional magnetic resonance imaging (fMRI)
studies [26.183–186] suggest that violations of har-
monic syntax induce activation in the inferior frontal
cortex, which is also suggestive of a relationship be-
tween the neural processing of syntax in music and
language [26.114].

26.3.4 Grouping Structure

One other aspect of musical structure that has been
studied from the perspective of cognitive neuroscience
is grouping structure. Using EEG and MEG, Knösche
et al. [26.187] found that phrase boundaries in melodies
generated a late (500�600ms for EEG, 400�700ms for
MEG) positive deflection, which they termed the clo-
sure positive shift (CPS). Source localization suggested
that the CPS was generated by structures in the limbic
system, including anterior/posterior cingulate and pos-
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terior mediotemporal cortex. Similar neural responses
have been observed at syntactic phrase boundaries in
language [26.188], which seem to be related to prosodic
cues [26.189, 190]. A subsequent study showed that the

CPS to musical phrase boundaries is stronger in mu-
sicians than in nonmusicians [26.191], suggesting that
strategies for segmenting music are influenced by mu-
sical training.

26.4 Implications and Issues

We have reviewed empirical research on musical syntax
from computational, psychological and neuroscientific
perspectives. We close with a discussion of two is-
sues that naturally arise during this discussion: first, the
extent to which the different perspectives on musical
syntax converge; and second, the relationship between
syntax and semantics in music, which naturally invokes
the question of affective responses to music.

26.4.1 Convergence Between Approaches

One of the key challenges facing future research is
to integrate insights from these different methodolog-
ical and epistemological approaches. Computational
modeling allows us to implement theories of musical
structure and syntax and examine the behavior of the
implemented algorithm when supplied with musical ex-
amples. This can provide insights into optimal syntactic
representations and absolute constraints on the syntac-
tic structure of a musical style [26.192]. Psychological
research, on the other hand, can indicate the kinds
of syntactic forms and relationships that listeners are
capable of perceiving, representing and learning. Im-
plementing a psychological theory as a computational
model requires the theory to be precisely expressed
and also allows the theory to be tested and refined
through quantitative comparison of human and model
responses. It also allows comparison of human perfor-
mance at different levels of experience and expertise
with optimal syntactic parsing. Finally, neuroscientific
research provides information about the neural basis of
syntactic processing, which can impose constraints on
human syntactic processing and also provide data that
is more sensitive to implicit knowledge than behavioral
methods (e.g., [26.193, 194]. Therefore, future research
should triangulate more explicitly between computa-
tional modeling, psychological experimentation and
cognitive-neuroscientific investigation in further devel-
oping our understanding of musical syntax [26.37, 195].

26.4.2 Syntax, Semantics and Emotion

Musical styles can be said to possess syntax in an
analogous way to that in which natural languages (or
programming languages) do. However, music is dif-

ferent from natural language in that musical elements
do not usually carry clear referential and propositional
semantics in the way that linguistic atoms do. It is
sometimes possible to establish indexical references for
appropriately enculturated listeners – the old castle, the
sea, a storm, the spring, love, James Bond’s theme or
Brunhilde’s leitmotif being good examples taken from
various pieces of music. However, it is impossible to
communicate complex statements like had he not gone
to sea last spring and then returned to the old cas-
tle, James Bond would not have fallen in love with
Brunhilde (see [26.113, 196, 197] for further discus-
sion). Therefore, meaning in musical communication
is borne to a large extent by syntactic structure and
the listener’s perception of structural relations between
musical elements [26.198]. In particular, the syntactic
structure of music affords the communication of pat-
terns of tension and resolution, through the systematic
manipulation of the listener’s structural expectations,
based in turn on their internalized syntactic represen-
tations of the style.

There is one prominent theoretical perspective on
affective responses to music that is relevant here since
it relates the expression and perception of meaning
to predictive processing of musical structure, using
information-theoretic principles [26.53]. Building on
arguments made by Hanslick [26.199], Meyer [26.198,
200] examines from a theoretical perspective the dy-
namic cognitive processes in operation when we listen
to music and how these processes not only underlie
the listener’s understanding of musical structure but
also give rise to the communication of affect and the
perception of meaning in music. Meyer proposes that
meaning arises through the manner in which musical
structures activate, inhibit and resolve expectations in
the listener about forthcoming musical structures. He
notes that these expectations may differ independently
in terms of the degree to which they are passive or ac-
tive, their strength and their specificity. He contends,
in particular, that affect is aroused when a passive ex-
pectation induced by antecedent musical structures is
made active by it being temporarily inhibited or per-
manently blocked by consequent musical structures.
Meyer discusses three ways in which the listener’s ex-
pectations may be violated. The first occurs when the
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expected consequent event is delayed, the second when
the antecedent context generates ambiguous expecta-
tions about consequent events, and the third when the
consequent is unexpected. While the particular effect of
music is clearly dependent on the strength of the expec-
tation, Meyer argues that it is also conditioned by the
specificity of the expectation.

Meyer [26.200] discusses the relationship between
his theory of musical expectancy and concepts in
information theory. He starts with the suggestion
that [26.200, p. 414]:

once a musical style has become part of the habit
responses of composers, performers and practiced
listeners it may be regarded as a complex system of
probabilities

and that expectations arise out of these internalized
probability systems. In particular, he suggests that
a musical style may be conceived as a Markov process
(Sect. 26.1.3) and that experienced listeners possess in-
ternalized models of that process. The degree to which
hypothetical meanings provide ambiguous expectations
about consequent structures can be measured by en-
tropy (or uncertainty) [26.200, p. 416]:

The lower the probability of a particular consequent
[. . . ] the greater the uncertainty (and information)
involved in the antecedent-consequent relation.

An unexpected consequent conveys a maximum of in-
formation. The process of revaluation corresponds to

the feedback of information such that future behavior
is conditioned by the results of past events.

Meyer notes that uncertainty may arise from dif-
ferent sources. Thus, systemic uncertainty decreases
throughout the experience of a piece of music as the
listener’s model develops and the composer may delib-
erately introduce designed uncertainty to combat this
effect. Furthermore, the redundancy (lack of uncer-
tainty) inherent in a style serves to combat noise, be
it cultural (resulting from discrepancies between the
habit responses of a given listener and those operating
in the style) or acoustical. Witten et al. [26.201, p.71]
make a similar distinction between perceptual uncer-
tainty (that which is relative to a particular listener’s
model) and stylistic uncertainty (that which is inherent
in the musical style).

As noted above, the most obvious emotional re-
sponse to expectancy violation and uncertainty in
music is tension but according to Meyer [26.198],
these processes may also give rise to a range of spe-
cific emotional experiences including apprehension/
anxiety (p.27), hope (p.29), and disappointment (p.182)
(see also [26.202]). Convergingly, empirical research
has found that stylistically unusual chord progressions
do stimulate increases in physiological arousal [26.177]
while notes that have a low probability of occurrence
in performed melodic music [26.28] have been found
to be associated with increased arousal, reduced va-
lence, increased skin conductance and reduction in
heart rate [26.35].
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27. Rhythm and Beat Perception

Tram Nguyen, Aaron Gibbings, Jessica Grahn

From established musicians to musical novices,
humans perceive temporal patterns in music and
respond to them. There is much that we still do
not understand, however, about how the tempo-
ral patterns of music are processed in the brain.
Understanding the neural mechanisms that un-
derlie processing of temporal sequences will help
us learn why humans perceive the temporal reg-
ularities, or periodicities, in musical rhythms.
Therefore, in this chapter, we discuss the latest
findings in beat perception research, touching on
both behavioral and neuroimaging findings from
studies that have used electroencephalography
(EEG), magnetoencephalography (MEG), functional
magnetic resonance imaging (fMRI), and trans-
cranial magnetic stimulation (TMS). Overall, the
findings establish the importance of both audi-
tory and motor brain areas in rhythm and beat
processing. The authors also discuss the implica-
tions of beat perception research and highlight the
challenges currently facing the field.
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27.1 Temporal Regularity and Beat Perception

Picture yourself at a concert listening to your favorite
band. The music is booming over the speakers and it en-
gulfs the entire room. Take a look around you. From the
established musicians on stage to the musical novices
in the crowd, people are bobbing their heads, tapping
their feet, clapping their hands, or swaying their bod-
ies along to the music. It is evident from this picture
that all humans, to some extent, have the ability to per-
ceive the temporal patterns in music and respond to
them. Although music seems to universally and auto-
matically affect humans, there is still much that we do
not know about how the temporal patterns of music
are processed in the brain. Understanding the mecha-
nisms in the brain that underlie time-keeping will help
us learn why humans perceive the temporal regularities,
or periodicities, in musical rhythms. The ability to per-
ceive these temporal periodicities has been termed beat
perception or beat-based timing [27.1–3]. Research on

beat perception has been tackled with a variety of
methodologies in both humans and animals, including
behavioral work and brain imaging techniques such as
electroencephalography (EEG), magnetoencephalogra-
phy (MEG), functional magnetic resonance imaging
(fMRI), and transcranial magnetic stimulation (TMS).
In this chapter, we will consider the latest findings in
beat perception research, touching on both behavioral
and neuroimaging findings.Wewill also discuss the im-
plications of this research and highlight the challenges
facing the field today.

Understanding the structure of temporal patterns
in our environment is crucial for many aspects of
perceptual, cognitive, and motor function. For exam-
ple, humans rely on accurate temporal perception and
production for normal hearing, speech, motor control,
and music [27.4, 5]. In fact, the ability to perceive
temporal patterns in our environment is evident even
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in infancy [27.6–8]. Some characteristics of temporal
pattern perception appear to be unique to humans, in-
cluding our receptiveness to musical rhythm and more
specifically, our ability to perceive the beat [27.9, 10].
As many of the words associated with rhythm and beat
have different meanings in different fields, we will de-
fine how they are used in this chapter. A musical rhythm
is a pattern of temporal intervals in a stimulus sequence
(Fig. 27.1). The rhythmic pattern is indicated by the on-
sets of a stimulus, usually a tone, a click, or some other
sound. The length of the temporal intervals in the se-
quence is defined by the time between onsets, termed
interonset intervals. Listening to a musical rhythm often
gives rise to a sense of pulse, or sometimes referred to as
a beat. The beat is a series of regularly recurring, salient
psychological events [27.1, 11]. The beat is a psycho-
logical event because it is not stimulus driven, even
though it usually arises in response to a rhythmic stim-
ulus [27.12–15]. The psychological internalizing of the
beat is why we can sense it even when music is rhyth-
mically complex or has notes occurring off the beat.

Individual beats are frequently perceived to possess
different degrees of accents, or stress, which gives rise
to meter. Meter (or metrical hierarchy) is the grouping
or temporal organization of beats, in which some beats
are perceived as more salient than others [27.13, 16].
For example, in a march rhythm, every other beat is
accented .1 2 1 2/, whereas in a waltz it is the first of
every three beats .1 2 3 1 2 3/. These patterns therefore
differ in their perceived meter: the 1’s are strong beats
and the others are weak beats. Depending on the metri-
cal structure, feeling the beat is harder in some musical
rhythms than others [27.17, 18]. Different researchers
also define structural complexity differently, but one
common definition involves the presence of simple in-
teger ratios between intervals in a sequence [27.19,
20]. For example, a sequence containing intervals of
250, 500, 750, and 1000ms has a 1 W 2 W 3 W 4 simple
integer ratio relationship between its intervals. Simple
integer ratios are not the only factor used to defined
complexity. Another factor is whether there is an on-
set of a tone occurring at regularly spaced intervals,
generally between 300�900ms [27.21]. Using these
two factors, researchers have created rhythms of differ-

Meter (triple)

Musical notation

Beat

Rhythm

Fig. 27.1 Illustration of a musical rhythm and its associated
metrical hierarchy. Rhythm (bottom) shows the waveform
of a rhythmic sequence. The vertical lines show where
notes occur and the horizontal line indicates time between
note onsets. Musical notation (second from the bottom) of
the same rhythmic pattern is shown. Beat locations (third
from the bottom) in the rhythm are shown. Sounds under
the light brown beat lines are perceptually accented and are
perceived as louder, or more salient, than the other sounds.
Meter (top) shows a metrical organization of the beats in
the rhythm. Beats under the light brown metrical lines are
perceived as more salient than other beats

ent complexity [27.22, 23]. For example, metric simple
rhythms have intervals that are related by simple integer
ratios. However, integer ratios alone are not sufficient to
induce a beat. Regular occurring perceptual accents or
cues may also be necessary [27.24]. Therefore, the in-
tervals are also arranged so that an interval onset occurs
every four units (e.g., 4 3 1 1 1 2), creating a perceptual
accent that induces perception of a regular beat at those
times [27.25]. For metric complex rhythms, the inter-
vals are arranged so that they are not reliably grouped
into having an onset every four units (e.g., 2 1 3 2 1 4 1).
Therefore, metric simple rhythms induce a stronger per-
cept of a beat than metric complex rhythms [27.22]. In
music, the beat is often emphasized by nontemporal ac-
cents or cues such as pitch, timbre, or loudness [27.26–
28]. For example, changes in loudness (or intensity)
cause louder notes to be perceived as more prominent.
Perceiving the beat through changes of loudness re-
quires very little effort. In fact, the beat can be perceived
even if one is barely attending to it. However, even
rhythmic patterns without changes in nontemporal ac-
cents, can induce listeners to feel the beat. In this case,
any perceptual accents that occur are due to the tempo-
ral accents rather than the nontemporal accents [27.29].

27.2 Behavioral Investigations

Beat perception in humans can be studied using sen-
sorimotor synchronization (SMS), a technique where
a movement (motor), such as the tap of a foot, is tem-
porally synchronized with a predictable external event
(sensory), such as a beat [27.30]. Humans have the

unique ability to move in (and out of) phase with a beat
using different body parts and it is this coupling of the
sensory and motor systems that has made SMS a popu-
lar technique to study beat perception [27.31]. Although
SMS is a skill that is refined in many musicians, even
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musical novices are able to move in synchrony with the
beat [27.32], yet another reason why SMS is a practical
technique. Beat-finding studies using SMS often focus
on synchronizing finger tapping to auditory sequences
that consist of tones or clicks. In many beat percep-
tion studies, synchronization is less accurate when the
beat is more difficult to perceive [27.31]. For exam-
ple, synchronizing to rhythms with a structured timing
pattern is easier than synchronizing to rhythms with
an unstructured timing pattern [27.33], suggesting that
metrical structure influences the precise timing of an
individual’s movement [27.2]. Likewise, rhythms with
complex interval ratios are more difficult to synchro-
nize to than rhythms with simple interval ratios [27.34].
Metrical levels, which are regular time points at inte-
ger multiples or fractions of the basic (or referent) beat
level, can also influence an individual’s ability to syn-
chronize with the beat [27.26]. For example, although
synchronization is better with musical pieces that are
temporally regular compared to musical pieces that are
temporally less regular and thus more expressive, tap-
ping to expressive pieces occurred at a higher metrical
level than the less regular pieces. Therefore, the timing
variation in expressive music reduces synchronization
accuracy, but seems to aid the recovery of the music’s
metrical structure [27.35].

Synchronizing to auditory sequences of tones or
clicks differs from synchronizing to music. Unlike the
auditory sequences created in the laboratory, music is
usually more variable and contains information about
tempo, harmony, pitch, etc. There is evidence that
melodic, harmonic, and pitch structure influence beat
perception [27.36–38]. For example, synchronizing to
expressively timed music is easier than synchroniz-
ing to metronomic sequences with the same timing
pattern [27.33]. However, one study found that remov-
ing melodic and harmonic information had little effect
on pianists’ ability to find the beat in ragtime mu-
sic [27.39]. However, when participants heard only the
right-hand part, not the left-hand part, tapping the beat
was more variable and less accurate. The authors found
the following factors were important for accurate tap-
ping to the beat: a predictable alternating pattern in

the left-hand part and a majority of notes on metrically
strong positions (on the beat) in both the right-hand and
left-hand parts. Thus, metrical structure has a strong
influence on beat perception. Rhythms with strong met-
rical structures often correspond with high temporal
expectations. Therefore, synchronization accuracy is
high [27.40, 41].

For the most part, beat perception is believed to be
universal in humans. However, there are factors that
give rise to large individual differences. Musical train-
ing or experience is one such factor. Many laboratory
studies of SMS have shown that musical experts are
better at synchronizing to the beat (producing smaller
asynchronies between taps, smaller variability and
tapped to a wider range of metrical levels) than musical
novices [27.32, 35, 42]. Performance on other rhythm
tasks is also improved by musical training [27.43, 44].
For example, musically trained individuals are better at
detecting changes in rhythms than musically untrained
individuals [27.35, 45, 46], regardless of whether the
rhythms are metrically simple or complex [27.35]. This
improvementmay be because formal lessons emphasize
explicit learning of many complex rhythmic structures,
allowing musicians to better parse both metrically sim-
ple and complex rhythms [27.43]. Another possibility,
however, is that musical training enhances sensitivity to
underlying temporal structures that make the beat more
salient.

SMS has allowed researchers to examine many as-
pects of beat-finding behavior within a single task.
These aspects include, but are not limited to, the vari-
ability of tapping and the deviations of taps from the
beat [27.30]. Another advantage of the technique is that
it provides researchers with the opportunity to study the
interaction between the perceptual systems and the mo-
tor systems. However, this advantage is also a drawback
for many studies using SMS because it can be challeng-
ing to separate the perceptual processes from the motor
processes [27.47]. Thus, it is still unclear what cogni-
tive principles govern how humans perceive the beat
and what mechanisms might underlie these principles.
The use of brain imaging techniques attempts to resolve
some of these questions.

27.3 Electrophysiological Investigations

Electroencephalography (EEG) or magnetoencephalog-
raphy (MEG) are examples of nonbehavioral tech-
niques used to study beat perception. An advantage of
electrophysiological techniques is that they can provide
temporal resolution at the millisecond level [27.48, 49].
Electrophysiological methods work because communi-

cating neurons send and receive signals through the
movement of either positive or negative ions (depend-
ing on whether the signal is excitatory or inhibitory).
The movement of ions creates a current flow, which
results in an electrical potential (i. e., an unequal dis-
tribution of electrical charges). Individually, these po-
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tentials are too small to be detected, but when numbers
of neurons in the outer cortical layers all function in
synchrony there is a summative effect of individual
electrical potentials that gives rise to the signal detected
by surface EEG readings at the scalp.

27.3.1 Electroencephalography

A common use of EEG is to record the brain responses
to particular events (e.g., on-beat and off-beat notes
in a rhythm) and compare them to look for differ-
ences. The brain response is recorded as a waveform
that shows the changes in strength of electrical poten-
tials over time (Fig. 27.2). Responses that are triggered
by a specific event are called event-related potentials
(ERPs). To obtain ERPs, waveforms from each elec-
trode are averaged over many presentations of the same
stimulus. Many presentations are required to overcome
the large amount of electrical activity in the brain that
is unrelated to the task of interest. The electrical inter-
ference from this superfluous activity is also captured
in the EEG signal as noise, but the noise is averaged
out when the large number of presentations is com-
bined (Fig. 27.3). This time-locked, averaged response
is called an evoked response because it is the average
response evoked by a stimulus.

One question in regard to beat perception has been
whether the perception of metrical structure requires
attention, or is perceived even without attention. Two
EEG studies have been successful in using evoked re-
sponses to test for distinguishable neural components
(positive or negative peaks in the waveform of the
evoked response) related to rhythm and meter process-
ing. In the first, Geiser et al. [27.50] measured changes
in ERP responses to alterations of metrical organiza-
tion (shifting the metric structure from 3=4 to 5=8 or
7=8 by adding or omitting an 8th note in a repeating
rhythm) and rhythmic patterns (replacing one long note
with two faster ones). Participants either attended to the
rhythm and meter directly (pressing a key when rhyth-
mic/metrical changes were detected) or attended and
responded to unrelated pitch changes. In line with pre-
vious work, other researchers found that changes to the
rhythm elicited a negative ERP component between 100
and 150ms after the perturbation, regardless of atten-
tion [27.51, 52]. Perturbations to the metric structure,
however, only elicited a negative ERP when attended.
The fact that negative ERPs were observed for rhythmic
violations regardless of attention, but to metrical viola-
tions only when attended, suggests that processing of
meter is a more complex, attention-demanding process
than processing of rhythm. One caveat, however, is that
the metrical violations used in these studies were more
difficult to detect than the rhythmic violations. There-

fore, the lack of negative deflection to meter changes
in the pitch-detection condition may indicate that these
particular metric violations were difficult and required
attention to detect, rather than all metric encoding re-
quiring attention.

On the contrary to previous findings attention may
not be necessary to encode metrical structure [27.53].
Participants heard repeating rhythms, but rather than
changing the rhythms by adding or subtracting notes
similar to the manipulation in the Geiser et al. [27.50]
study, certain notes in the rhythm were omitted entirely
and there was silence where the note should have been.
The omissions occurred on notes that were either metri-
cally strong (e.g., downbeats), or metrically weak. The
beauty of comparing omissions on strong andweakmet-
ric positions is that both omissions are acoustically iden-
tical (silence is silence), but if participants had a metri-
cal representation of the rhythm then omission of met-
rically strong notes should produce a greater response
than omissions of metrically weak notes. To manipulate
attention, participants were asked to either monitor the
rhythm and indicate when an omission occurred, or to
monitor a stream of white noise presented at the same
time as the rhythm and indicate when the noise intensity
changed. Metrically strong omissions elicited a larger
brain response compared to metrically weak omissions,
as measured by an ERP component called the mismatch
negativity (MMN). TheMMNwas also larger for strong
omissions in the white noise condition, when partici-
pants were not attending to the rhythm but rather to the
white noise stream, suggesting that, encoding of metri-
cal structure does not require attention.

27.3.2 Magnetoencephalography

Another method for investigating the neural compo-
nents of beat perception is to useMEG rather than EEG.
Both EEG and MEG measure signals from the move-
ment of ions into and out of neurons, but they do so
in different ways. Rather than detecting the electrical
changes like EEG, MEG detects the changes in mag-
netic fields [27.54] caused by the current flow of the
ions. The magnetic fields produced by even thousands
of synchronously firing neurons are very small, so an
array of hypersensitive sensors is required to detect the
changes (Fig. 27.4). MEG measures the average mag-
netic field strength at each sensor positioned around the
head, over time. Similar to event-related potentials in
EEG, average stimulus-locked waveforms can be gen-
erated from the MEG output. These waveforms, called
event-related fields (ERFs), can be analyzed and inter-
preted much the same as ERPs. ERF components that
are equivalent to ERP components are even named ac-
cordingly, with ERF components given an “m” suffix
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Fig. 27.2 Sample of electroen-
cephalography (EEG) waveforms.
Each line, called a trace, shows the
changes in scalp-recorded electrical
activity at a particular electrode
(y-axis) recorded over time (x-axis)
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Fig. 27.3 Simplified illustration of
averaging electroencephalography
(EEG) signal over many presentations
to reduce noise in the signal. (top) An
example of an EEG trace over time
from a single electrode, with stimulus
onsets and trial epochs marked by
the white boxes. The data outside
the white boxes are removed leaving
only data collected during the trial
epoch (time-locked to the stimulus
onset) in the analysis. (bottom) Trial
epochs are then averaged together to
remove noise, leaving a smoothed
event-related potential (ERP)

to differentiate that they are magnetic field peaks in
MEG (e.g., a mismatch negativity (MMN) is called an
MMNm when recorded with MEG).

A recent study used MEG to study changes in ERF
responses to increasingly salient violations of rhyth-
mic expectancy [27.55]. One of the key consequences
of listening to rhythm is the setting up of expectancy.
We make predictions about how the rhythm will con-
tinue based on what we have already heard and we
expect the events occurring on-beat (e.g., the down-
beat) to be more salient than events occurring off-beat.
Vuust et al. [27.55] had participants listen to repeating
rhythms in which there were occasional violations of
rhythmic expectancy. In line with the researchers’ pre-
dictions, when the rhythmic violations occurred, two
neural components were observed in the ERFs: an
MMNm, associated with expectancy violation detection
and a P3am, associated with the internal evaluation of
the rhythmic sequence. The components were strongest
for the condition with the largest violation of ex-

pectancy. Moreover, consistent with behavioral [27.15,
56] and ERP work [27.57, 58], musicians showed
a greater sensitivity than nonmusicians to violations,
with larger, earlier MMNm peaks. The authors suggest
that musicians have a better internal representation of
the metrical structure, which allows them to make more
precise predictions about the incoming stimuli. There-
fore, even small violations elicit stronger, more rapid
responses when those precise predictions are violated.

27.3.3 Oscillatory Activity
and Auditory Steady-State Response

When perceiving a beat, we form an expectation about
when the beat will occur. ERPs and ERFs have proven
useful in detecting violations of beat expectations, but
one does not have to use violations to measure ex-
pectancy based on beat perception. Another method is
to study the oscillations of populations of neurons in re-
sponse to rhythmic stimuli. Oscillatory activity in pop-
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Fig. 27.4 A magnetoencephalography (MEG) machine.
Participants sit comfortably in the chair while the large ar-
ray of sensors, housed in the large white cylinder on the
top of the machine, are lowered onto their head. The sen-
sors detect very small changes in magnetic fields caused by
neural firing (Photo: National Institute of Mental Health,
National Institutes of Health, Department of Health and
Human Service)

ulations of neurons arises from feedback connections
between the neurons that lead to the synchronization
of their firing patterns. Neural oscillations can occur at
different rates, or frequency bands: one well-known ex-
ample is the alpha band (� 8�12Hz), associated with
relaxation. Neural oscillatory responses form the ba-
sis of an emerging theory of beat perception called
resonance theory [27.11, 59, 60]. The basic idea of res-
onance theory is that subpopulations of neurons entrain
to (or fire in synchrony with) an incoming auditory
stimulus, for example, a rhythm. As more neurons fire
in synchrony with the rhythm, the notes of the rhythm
that occur at the times of peak firing may be perceived
as more salient and are processed more accurately. The
increased neural firing that is in synchrony with the
incoming stimuli could explain how feelings of pulse
and meter arise, which is something that other theories
struggle to explain [27.61].

Investigations of oscillatory processes related to
rhythm and timing have found changes in both the
gamma (> 30Hz) and beta (13�30Hz) frequency
bands. Gamma band oscillations have been associated
with anticipation [27.62] and attention [27.63]. Oscil-
lations in the beta band have been strongly associated
with motor tasks and have been observed in the sensory
and motor cortices [27.64]. In studies of rhythm, beta
and gamma band activity have been linked to the antic-
ipation of tones [27.65, 66].

A study by Snyder and Large [27.66] measured
gamma band oscillatory brain responses to examine
rhythmic expectancy and metric encoding when listen-
ing to an isochronous tone sequence. The researchers
accented (made louder) every other tone in the sequence
to induce perception of a duple meter (1 2 1 2, etc.).
The researchers found a greater evoked neural oscilla-
tory response for strong beat (accented) tones compared
to weak beat tones. This finding was consistent with
findings in ERP studies [27.50, 53]. Moreover, in line
with neural resonance theories of timing, they found in-
creases in induced oscillatory activity when the omitted
strong beat tone should have occurred. The higher in-
duced gamma activity (even in the absence of a tone)
was interpreted as evidence of the participant’s ex-
pectancy of a strong beat. Thus, their meter perception
could be measured by the neural oscillations. As metri-
cal perception and attentional processes are both linked
to gamma band activity, the findings may support the
hypothesis that detection of metrical violations [27.50]
requires attention.

Extending the findings of Snyder and Large [27.66],
Iversen et al. [27.65] used MEG to examine oscilla-
tory neural responses evoked by a repeating rhythmic
pattern consisting of two tones followed by a rest.
Listeners were instructed to impose different metri-
cal interpretations on the rhythm by placing mental
accents on either the first or second tone. The early
evoked response, specifically in the upper beta range
(20�30Hz), was stronger for the beat that was men-
tally accented. A second experiment established that
the beta band increase was very similar to the in-
crease seen when tones were physically (rather than
mentally) accented by being made louder. Increased
beta band activity (which is typically linked to mo-
tor control/movement) may parallel fMRI findings that
activation in motor networks correlates with metrical
interpretation of rhythm, even in the absence of move-
ment [27.22, 67], although strong conclusions cannot
be drawn because the relationship between neural syn-
chrony and fMRI activation is only beginning to be
investigated [27.68, 69].

In addition to increases in beta and gamma band os-
cillatory activity, recent studies have found increases in



Rhythm and Beat Perception 27.3 Electrophysiological Investigations 513
Part

C
|27.3

a lower frequency band called the delta band (< 4Hz).
Delta band activity is generated by populations of neu-
rons firing at the same rate as (i. e., resonating with)
a periodic stimulus [27.70, 71], in this case: the beat
of a rhythm. This low-frequency resonance can be
captured with EEG by measuring steady-state-evoked
potentials (SSEPs). A pair of studies by Nozaradan
et al. [27.70, 71] has found that the SSEP response is
larger at the frequency of the beat rate when partic-
ipants listen to rhythm, suggesting a greater number
of neurons are firing at the time the beat occurs. In
the first study, participants were asked to mentally ac-
cent either every other (1 2 1 2, binary meter), or every
third (1 2 3 1 2 3, ternary meter) tone in an isochronous
tone sequence. The researchers found that the SSEP
was larger at the frequency of the imagined-to-be-
accented tones for each condition (Fig. 27.5). These
findings indicate two things: that participants can im-
pose a perceptual metric interpretation on isochronous
tone sequences and that entrained neural responses oc-
cur at the rate of the imposed interpretation. A second
study extended these findings with short, repeating,
syncopated rhythms instead of isochronous tones. The
rhythms induced the perception of a regular beat but
didn’t necessarily have a note occurring on every beat.
The participants still felt a beat, even when the beat oc-
curred when no note was being played. Therefore, if
an enhancement of the SSEP response was seen at the
beat rate, the researchers could conclude that this en-
hancement was, at least in part, driven by perception
of a beat, rather than being only driven by the notes
in the rhythmic stimulus. This is indeed what the re-
searchers found. Taken together, the findings of these
different studies provide compelling evidence that en-
hancements of neural synchrony measured in the delta,
beta, and gamma bands could be neural markers of our
perception of pulse and meter.

27.3.4 Limitations of Electrophysiological
Methods

Although EEG and MEG are very useful techniques for
investigating the neural response to beat and rhythm,
these methodologies are not without their limitations.
For example, it is difficult with EEG to tell where in the
brain the activity is occurring. The skull, membranes
covering the brain, cerebrospinal fluid, and even other
neurons can blur the signal, obscuring the true intracra-
nial source of the signal. The simplest model of activity
is that the signal is coming from a single source, called
a dipole. The goal of source localization is to determine,
for each point in time, where in the head the dipole is,
what its orientation is, and how strong it is (the dipole
moment). The difficulty in determining these things is
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Fig. 27.5a–c Perceived meter is evident in neural re-
sponse. In the control condition (a), participants heard
a stimulus with an evident 2:4Hz beat. In the binary meter
imagery condition (b), participants heard the same stim-
ulus as the control condition, but imagined an accent on
every second beat. The peak at 1:2Hz in the binary meter
condition reflects the perceived beat rate (half as fast as the
control). In the ternary meter imagery condition (c), par-
ticipants heard the same stimulus, but imagined an accent
on every third beat. The peak at 0:8Hz (and its harmonic
at 1:6Hz) reflects the perceived ternary meter (a third as
fast as the control). As the stimulus was always the same,
the different EEG responses between conditions reflect
changes in the imagined beat rate

that an infinite number of combinations of intracranial
sources could give rise to a particular signal distribution
on the scalp; this is what’s known as the inverse prob-
lem [27.72]. In essence, trying to determine the source
of an EEG signal based on its distribution on the scalp is
akin to trying to reconstruct an unknown object (or set
of objects) using its shadow as your only reference. To
narrow down the number of possibilities it is necessary
to use complicated modeling algorithms and informa-
tion from other neuroimaging techniques (e.g., PET or
fMRI) about possible activation centers (or seeds) for
dipole locations [27.73, 74].
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MEG is slightly better for source localization be-
cause magnetic fields are not distorted as much by
bone and tissue. However, magnetic fields decay more
quickly as a function of distance than electric fields so
they can only be recorded from the surface of the cortex.

This means that MEG signals have even less contri-
bution from deeper sources than EEG signals [27.49].
To see deeper into the brain and to obtain better spa-
tial resolution, we need to use alternative neuroimaging
techniques.

27.4 Hemodynamic (fMRI/PET) Investigations

Techniques such as functional magnetic resonance
imaging (fMRI) and positron emission tomography
(PET) are better at indicating where in the brain the ac-
tivity is occurring. The hemodynamic approach offers
fMRI superior spatial resolution that cannot be accom-
plished with EEG or MEG. The approach relies on the
principles of neurovascular coupling. Simply put, when
a brain region is more active, it consumes oxygen, thus
requiring increased blood flow to the region to replen-
ish the depleted oxygen. The increase in oxygenated
blood leads to a magnetic signal variation, known as
the blood-oxygen-level-dependent (BOLD) response,
which can be detected using an MRI scanner [27.75–
77] (Fig. 27.6). Therefore, fMRI works by detecting
changes in blood oxygenation related to increased re-
gional blood flow [27.78]. The change is detectable
around 2�3 s after the start of neuronal activity. In
comparison to electrophysiological methods (EEG and
MEG), hemodynamic methods (fMRI and PET) have
poorer temporal resolution, but the trade-off is better
spatial resolutions.

Fig. 27.6 A functional magnetic resonance imaging
(fMRI) machine. Participants lie on the bed, which is
moved until their head is in strong magnetic field in the
bore, the small hole in the middle of the round structure.
The coil (small round cage-like structure on the bed, close
to the magnet) is used to detect changes in the blood-
oxygen-level-dependent (BOLD) signal, which denotes
brain activity (Photo: Siemens 3-Tesla Prisma MRI
scanner with 64-channel head coil, housed at the Centre
for Functional and Metabolic Mapping at The University
of Western Ontario, London, Ontario, Canada)

Several studies have used fMRI to investigate how
the brain responds during beat perception and rhythm
perception and production. These studies generally
show activation in several brain areas traditionally as-
sociated with movement: the premotor cortex (PMC),
the supplementary motor area (SMA), the cerebellum,
and the basal ganglia [27.22, 79–82] (Fig. 27.7). These
motor areas are active during rhythm listening even
when no movement is involved, suggesting that the
brain areas associated with the control of movement
are involved in the perception of rhythms [27.22]. To
isolate the brain areas that respond specifically to the
beat, the neural activity to beat-based rhythms (e.g.,
metric simple rhythms, or other rhythms that induce
beat perception) and nonbeat-based rhythms (e.g., met-
ric complex rhythms, or rhythms that do not induce beat
perception) are compared. The basal ganglia, the SMA,
and the superior temporal gyri (STG) generally re-
spond more to beat-based than nonbeat-based rhythms,
whereas other motor areas (the PMC and the cerebel-
lum) respond similarly to both rhythm types [27.22,
67, 83]. Similar findings are shown for simpler reg-
ular (isochronous) and irregular auditory sequences.
Regular tone sequences generate greater basal ganglia
activity than irregular tone sequences [27.84].

Activity in the motor areas during beat perception
has led to an emerging perspective that beat percep-
tion relies on the interaction between the auditory and
the motor systems. That is, the basal ganglia exhibits
greater communication, or coupling, with other mo-
tor areas during beat perception [27.67]. Specifically,
beat perception leads to increased coupling between
the basal ganglia and the SMA and the PMC [27.67].
A network including the basal ganglia, SMA, and
PMC responds when participants need to internally
predict or generate a beat in a rhythm. Therefore,
the ability to tap along to the beat may be facili-
tated by this network, which enables predictions to
be formed about when the beat will occur [27.67].
Greater connectivity is also shown between the puta-
men and the ventrolateral prefrontal cortex (VLPFC)
when synchronizing finger taps to the beat, suggest-
ing that the basal ganglia play an important role in
beat perception by interacting with auditory work-
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Fig. 27.7 Functional magnetic resonance images of mo-
tor areas that are active when listening to rhythms. (top)
A cut away anatomical image with labels for the motor
regions involved in beat perception: the premotor cortex
(PMC), the supplementary motor area (SMA), the cere-
bellum, and the basal ganglia. (bottom) Functional images
showing increased activation in motor areas when partici-
pants listened to rhythms, but did not move to them. The
bottom left image is a horizontal slice (nose would be at the
top) showing increased activation in the cerebellum. The
bottom right image is a coronal slice showing increased
activation in the SMA, as well as bilaterally in the PMC
and basal ganglia

ing memory mechanisms in the inferior frontal cor-
tex [27.85].

fMRI has also been used to investigate individual
differences in rhythm and beat perception. These differ-

ences might correlate with the communication between
auditory and motor areas. Musical training or expe-
rience appears to influence auditory-motor commu-
nication. Although both musicians and nonmusicians
show auditory-motor coupling between left auditory
and premotor cortex, only musicians show significant
coupling in the right hemisphere [27.44]. Other work
has found greater auditory-motor coupling for musi-
cians compared to nonmusicians, but this time in both
hemispheres [27.67]. Increased coupling between the
STG and the PMC might be important for integrat-
ing auditory perception with motor production [27.44,
67]. Musical training may lead to greater integration
because of the extensive practice at using auditory feed-
back to alter motor production.

Interestingly, basal ganglia activity does not appear
to correlate with the speed of the beat, instead showing
maximal activity around 500�700ms, the beat rate that
humans find ideal [27.86, 87]. Findings from behavioral
work that used both musical and nonmusical stimuli
suggest that beat perception is maximal at a preferred
beat period near 500ms [27.21, 60, 88]. Therefore, the
basal ganglia are not simply responding to any per-
ceived temporal regularity in the stimuli, but are most
responsive to regularity at the frequency that best in-
duces a sense of the beat.

Further evidence for the basal ganglia role in
beat perception comes from cross-modality research of
rhythms. Beat perception is not necessarily restricted to
the auditory modality. There is evidence that it can also
exist in the visual modality [27.89], but in many beat-
based timing tasks the auditory system consistently
outperforms the visual system [27.90–92]. However,
when visual rhythms are presented after beat-based au-
ditory rhythms with the same pattern, the beat can
subsequently be induced in the visual rhythm [27.89].
One fMRI study showed that activity in the basal
ganglia during visual rhythm presentation significantly
predicted whether the visual rhythms induced a beat
or not [27.93], suggesting that the basal ganglia are
not only responsible for beat perception in the auditory
modality, but may be responsible for beat perception in
the visual modality as well.

27.5 Patient and Brain Stimulation Investigations

The disadvantage of fMRI is that it cannot be used
to tell us whether an activated brain area is neces-
sary for a given process to occur, only that it responds
when that process is being carried out. Data from pa-
tients with impaired brain function can establish causal
relationships. Thus, patients with impaired basal gan-

glia function can clarify whether the basal ganglia play
a causal role in beat perception. Parkinson’s disease
(PD) is one example of a neurological disorder that
affects basal ganglia function. PD results from death
of dopaminergic neurons that project to the basal gan-
glia, therefore affecting normal basal ganglia functions,
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leading to complications with movements. Therefore, if
the basal ganglia are essential for normal beat percep-
tion, healthy controls should be better at discriminating
beat-based rhythms than individuals with PD. This pre-
diction is supported; in PD patients, the ability to detect
changes in beat-based rhythms is significantly impaired
compared to healthy controls [27.94]. The controls
were significantly better at discriminating beat-based
rhythms than nonbeat-based rhythms, but PD patients
did not benefit to the same degree from the presence of
the beat. These findings support the fact that the basal
ganglia have a pivotal role in beat perception.

Brain stimulation techniques can also establish
whether a brain area is necessary for a particular
cognitive function. Transcranial magnetic stimulation
(TMS) is a noninvasive stimulation technique that ex-
cites neurons in the cortex with a rapidly changing
magnetic field placed at the surface of the scalp.
A rapidly changing current is run through the TMS
coil (Fig. 27.8), which generates rapidly changing mag-
netic fields around the coil. These magnetic fields
subsequently generate weak electric currents in the
underlying tissue. TMS is a technique that disrupts
neuronal processing; making it ideal for determining
whether a brain area is necessary for a particular task
or function. However, it is only ideal for stimulating
the cortical surface. Therefore, deeper structures such
as the basal ganglia may be out of reach, but other mo-
tor areas, such as the cerebellum or premotor cortex can
be tested. TMS work in the domain of beat perception
is emerging [27.95–99]. A study on healthy controls

Fig. 27.8 Example of a transcranial magnetic stimulation
(TMS) experiment. The experimenter uses a TMS coil to
stimulate the participant’s premotor cortex (PMC). TMS
is a non-invasive stimulation technique used to excite neu-
rons in the cortex by creating a rapidly changing magnetic
field at the surface of the scalp

found that after the application of TMS over the medial
cerebellum, duration-based timing was significantly im-
paired [27.96]. A follow-up study using fMRI was able
to support these findings, suggesting that motor areas
are implicated in beat perception [27.83]. Although beat
perception research has advanced quickly, there are still
many unanswered questions and unresolved issues, but
with new techniques (or novel combinations of current
techniques), the future of beat perception research is
looking upbeat.

27.6 Discussion

A wide variety of computational approaches have been
used to model timing and rhythm perception. Although
the findings of recent neuroscientific investigations sup-
port some of the predictions of neural resonance theory
there is still no consensus about which model is best.
Both EEG and MEG have found neurological markers
of anticipation and representations of metric structure,
especially in beta and gamma bands and SSEPs ap-
pear to mark beat and meter perception in the delta
band. Beat perception may rely on automatic, preatten-
tive processes, in contrast to metrical encoding which
may require attention (although this is not certain).
Neuroimaging studies have found evidence of specific
auditory-motor networks of neural areas that support
beat perception, arguably a crucial process for musical
rhythm perception.

While it is true that a great deal has been learned
from neuroscientific research techniques, the method-

ologies have drawbacks as well. Two major criticisms
of neuroscientific research are the unnecessary expense
of the methodologies and the current inability to dis-
tinguish between psychological models [27.100, 101].
Many of the techniques also require participants to re-
main virtually motionless for long periods, sometimes
in very noisy environments (e.g., the bore of an fMRI).
In addition, the relative novelty of the investigative
techniques and increasing complexity of preprocessing
and statistical analysis of the data may lead to flaws in
the analysis being overlooked or unrecognized. For ex-
ample, it is difficult for a researcher to remain familiar
with all the details of the variety of statistical proce-
dures that correct for multiple comparisons across brain
regions in fMRI, or time windows in EEG/MEG.

Despite these issues, neuroscientific techniques
have some undisputable advantages over behavioral
techniques. One advantage is that it provides another
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independent variable to test: the brain’s response can
provide valuable information even if an overt behav-
ioral response cannot be measured. A study byWinkler
et al. [27.102] illustrates this advantage nicely. The re-
searchers investigated whether the ability to feel the
beat was present in newborns. To test this, infants (2�3
days old) listened to rhythms while their brain activ-
ity was recorded using EEG. Occasionally part of the
rhythm was omitted; sometimes this omission was on
a beat, other times it was off the beat. If newborns have
beat perception, the omissions of beats should be more
salient than the omissions of off-beats. Obviously, the
researchers could not ask infants to make a behavioral
response, but changes observed in the EEG recordings
could be used instead. A clear difference in the EEG
responses to omissions and off the beat was detected,
which the experimenters interpreted to mean that beat
perception might be innate. As a caveat, the interpre-
tation of these findings may or may not prove to be
true and depend heavily on one’s specific definition of
the word innate; infants can hear in the womb from as
early as six months after conception and this prenatal
learning could potentially contribute to the effect. Even
prenatal dancing by the mother may need to be taken
into account, as there is evidence that infants’ rhythm
perception is influenced by being bounced in time with
music [27.103]. At the very least, findings that rhythm
perception can be influenced by culture suggests that if
the innate ability does exist it is also shaped by sub-
sequent experience [27.8, 65, 104, 105]. Interpretation
of the findings aside, the Winkler et al. [27.102] study
does nicely illustrate how neuroscientific methods can
provide meaningful information in the absence of be-
havioral response.

Another important use of neuroscientific methods
is when behavioral results do not allow for two com-
peting models to be distinguished. One example of this
is how electrophysical research has led to entrainment
models (timing in relation to a steady pulse) gaining ev-
idence, in addition to the more traditional interval-based
models (timing of discrete events) of timing [27.3,

106–108]. Interval-based timing theories have the ad-
vantage of parsimony: many things that we time have
no regular beat, so if a beat-based timing system were
to exist, it would be in addition to an interval-based
system. The existence of an additional beat-based sys-
tem would be justified, however, if it provided more
accurate timing. While some studies show increased
temporal accuracy in beat-based timing tasks [27.3,
109] others have failed to show this advantage [27.108].
Grahn and Brett [27.22] designed a study to reconcile
these conflicting findings. In a two-part behavioral and
fMRI study, there was an advantage for reproducing
beat-based rhythms over nonbeat rhythms. In the fMRI
portion, using the same stimuli, but in a discrimination
task that equated performance between the two rhythm
types, the researchers found increased activation in
a specific network of areas (including the basal gan-
glia) when perceiving beat-based rhythms, even though
no behavioral advantage was present. This showed that
a beat-based mechanism could be active, even when
performance improvements were not observed. Thus,
even when behavioral results do not distinguish be-
tween the predictions of beat-based and interval-based
models, neuroscientific methods can indicate whether
or not the brain is using the same mechanisms. Adding
to the support for entrainment theories are recent EEG
findings showing entrainment of neural populations to
the beat [27.70, 71] and oscillatory synchronization in
the beta and gamma bands [27.65, 66] discussed earlier.

Ultimately, for the field to move beyond measur-
ing neural correlates of rhythm and beat perception and
simple localization of cognitive processes to brain ar-
eas, the delineation of specific neurobiological timing
components and mechanisms is required. This will rely
on greater integration between neurosciences and mod-
eling is crucial. As techniques for data acquisition and
analysis advance, so does the richness of neuroscien-
tific data. Continued interdisciplinary communication
and collaboration promises to yield further advances in
our understanding of how rhythm and beat perception
comes about.
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28. Music and Action

Giacomo Novembre, Peter E. Keller

In this chapter, the relationship between mu-
sic and action is examined from two perspectives:
one where individuals learn to play an instrument,
and another where music induces movement
in a listener. For both perspectives, we review
experimental research, mostly consisting of neu-
roscientific studies, as well as select behavioral
investigations. We first review research examin-
ing how learning to play music induces functional
coupling between motor and sensory neural pro-
cesses, which ultimately changes the way in which
music is perceived. Next, we review research ex-
amining how certain temporal properties of music
(such as the rhythm or the beat) induce motor
processes in a listener, depending on or irrespec-
tive of musical training. The coupling of perceptual
and motor processes underpins predictive com-
putations that facilitate the anticipation and
adaptation of one’s movement to music. Such
skills in turn support the capacity to coordinate
one’s movements with another in the context of
joint musical performance. This picture empha-
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sizes how studying the relationship betweenmusic
and action will ultimately lead us to under-
stand music’s powerful social and interpersonal
potential.

When we consider music as a form of human ac-
tion, it is easy to become astonished by the remarkable
complexity and precision achieved by expert musicians
during a performance. Yet it is under such exceptional
conditions that the human brain discloses its capabil-
ity for orchestrating multiple body parts in terms of
their timing, force, and kinematics, which undergo dy-
namic transformations throughout ever-changing musi-
cal pieces. But this is only part of the puzzle. Music
can be read from a score or recalled from memory.
It can be rehearsed, but also improvised. It can be
performed solo or in an ensemble, which necessitates
coordination at a millisecond timescale between indi-
viduals who may be perfect strangers. When all this is
considered together, it becomes clear that music is not
just an artistic form of expression, but also a behav-
ioral trace of the outstanding resources of the human
brain and body. Somehow complementary with these
observations, music is known to induce movement re-

sponses in a listener, a phenomenon that starts in the
fetus during the final weeks of gestation [28.1], and
develops through infancy [28.2, 3] into more complex
forms of actions [28.4] including dance. The present
chapter is intended to give an exposé of the significant
advances that has been made towards understanding the
cognitive and neural mechanisms that link music and
action.

Several different psychological and physiological
processes take place simultaneously during music pro-
duction (sensory, motor, memory, emotional), and be-
cause all of these are intrinsically linked with one
another, it is challenging for scientists to examine spe-
cific functions in isolation. Let us take a basic example:
striking a piano key with a finger. The movement (strik-
ing the key) is intended to generate a goal (a piano
tone). When this is observed from the outside perspec-
tive of another individual, this seems straightforward:
the movement preceded its goal. However, when con-
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sidering a first person perspective, it is the musician’s
intention (i. e., producing a piano tone) that leads the
generation of a movement: moving the finger toward
the piano key.

This distinction might seem trivial, but in fact it
represents a fundamental step to understanding that
movements and their ensuing effects are intrinsically
coupled in the human brain and cognition. More specif-
ically, a representation of a perceptual effect can trigger
the movement necessary to produce the effect itself,
particularly in musicians, who display special benefits
of brain plasticity [28.5–7]. This notion has strongly
influenced the study of music cognition and its under-
pinning neural correlates, and it has been inspired by
converging evidence from the fields of cognitive psy-
chology [28.8, 9] and neurophysiology [28.10, 11], as
well as computational neuroscience [28.12, 13].

While focusing on the notion of action-perception
coupling, we will examine two distinct perspectives on
this issue. Firstly, we will examine the role of experi-
ence and musical training in binding sensory and motor
neural processes. Secondly, we will consider certain
temporal properties of music, such as its rhythm or the
musical beat, that induce motor processes in a listener.
For both perspectives, we will pay particular attention
to the predictive character of these neural processes, and
their crucial role in allowing individuals to physically
respond to music, including interpersonal coordination
with other musicians in the context of a joint musical
action. We will focus our attention on neuroimaging
studies that place special emphasis on cognitive mech-
anisms, mostly run with musically trained participants
(or directly relevant for them), with only a few refer-
ences to purely behavioral investigations.

28.1 Coupling Action and Perception Through Musical Experience

The highly plastic nature of the musician’s brain has
been emphasized in the literature in recent years (for
reviews, see [28.6, 7]). In this section, we will focus
on studies that specifically addressed action-perception
coupling in musicians or in individuals who received
musical training for experimental purposes. We will
first list some behavioral investigations (Sect. 28.1.1),
and then move on to neuroimaging evidence from
studies using hemodynamic measures (fMRI) and elec-
trophysiological techniques (EEG, MEG), as well as
brain stimulation methods (TMS) (Sect. 28.1.2). Fi-
nally, special attention will be given to recent studies
addressing the predictive character of action-perception
coupling, and related mechanisms such as internal mod-
els [28.14–16] (Sect. 28.1.3).

28.1.1 Behavioral Evidence

Research in experimental psychology has explored
action-perception links in music through the use of
action-effect compatibility manipulations. Drost et al.,
have conducted a number of behavioral studies [28.17–
19] comparing pianists and nonmusicians in the context
of an interference paradigm where participants had to
play a chord on a piano in response to visual impera-
tive stimuli. These visual stimuli were accompanied by
simultaneously presented task-irrelevant sounds, which
could either match or not match the target chord.
It was found that incongruent sounds delayed exe-
cution time in pianists but not nonpianists [28.17].
In addition, these incongruent sounds tended to in-
duce false responses, i. e., production of the heard

chord, instead of the imperative one [28.18]. More-
over, this interference could only be observed when
the timbre of the musical sound matched the partici-
pant’s instrument background [28.19]. The studies by
Drost and colleagues demonstrate that auditory per-
ception primes action if strong action-perception links
have been established through instrument-specific train-
ing.

In related research, Keller and Koch [28.20] found
that mental images of anticipated action effects can
prime responses to a similar degree as is observed with
congruent and incongruent sounds, highlighting the
role of action-perception coupling in action preplanning
(i. e., before sounds are actually perceived) [28.20, 21].
Subsequent studies investigated such preplanning in
sequential actions – a definitive aspect of music perfor-
mance – by requiring participants to respond to visual
imperative stimuli by producing a series of finger taps
on vertically aligned keys. Taps triggered tones in some
conditions, where the key-to-tone mapping was manip-
ulated (between blocks of trials) to be either congruent
or incongruent in terms of pitch and spatial height. One
version of this task [28.22] required participants to re-
spond as quickly as possible to the imperative stimuli.
Results indicated that reaction times were shorter in
conditions where sequences of finger taps and tones
were congruent in height than when they were incon-
gruent. This effect was restricted to musicians and,
furthermore, increased in size with years of musical
experience. Therefore, action-perception coupling asso-
ciated with musical training allowed participants to plan
their actions by imagining the auditory sequences in an
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anticipatory fashion, and the efficiency of such preplan-
ning was greatest when movements and their auditory
effects were congruent. Further studies using a version
of the paradigm that required taps to be produced at
a specific tempo (rather than rapidly) demonstrated that
action-perception coupling not only enhances the ef-
ficiency of action planning, but also facilitates timing
accuracy and economical force control by optimizing
movement kinematics [28.21, 23].

Taken together, this behavioral evidence indicates
that the perception or mental imagery of sounds –
which would normally be associated with specific
movements – trigger representations of those specific
movements (see also [28.24, 25] for additional evidence
supporting this notion).

28.1.2 Neuroimaging Evidence

Neuroimaging research has shed light on the
neurophysiological mechanisms underpinning action-
perception coupling in the musician’s brain. Haueisen
and Knösche designed a magnetoencephalography
(MEG) study that allowed them to investigate brain
responses to well-known piano pieces in musicians
with or without piano experience [28.26]. In piano
players, perception of these pieces led to an increase
in neural activity over the motor cortex hand area.
Most interestingly, the authors found a distinct spatial
response to notes that would be preferably played
with the thumb versus the little finger, which matched
the homuncular organization of the primary motor
cortex (M1). The finding that the acoustic perception of
music within an individual’s behavioral repertoire led
to an increase of motor cortical activity in musicians
has been replicated in other neuroimaging studies
using different methods. For example, D’Ausilio et al.,
used transcranial magnetic stimulation (TMS) to
trigger motor evoked potentials (MEP) in a forearm
muscle normally used to play the piano [28.27].
Corticospinal excitability (which was indexed by
the amplitude of the MEPs) was found to increase
while pianists listened to a rehearsed piano piece
compared to an unrehearsed one. In another study,
Bangert et al., ran an fMRI study where professional
pianists and nonmusicians heard novel piano sequences
that were synthesized online (and therefore could
not be familiar) [28.28]. Compared to nonmusicians,
professional pianists showed a broad network of motor
areas responding to the piano sequences, including
both primary motor and premotor (BA 4/6) regions,
inferior frontal cortex and Broca’s area. Interestingly,
to explore whether this auditory-to-motor transfor-
mation was bidirectional, the authors also examined
the effect of producing piano tones in the absence

of auditory feedback. This latter task led to the ac-
tivation of auditory-related brain regions, such as
the superior temporal gyrus (BA 22) in professional
pianists.

Motor activations in the musician’s brain can not
only be elicited by the acoustic presentation of mu-
sic, but also visual presentations of musical actions.
In fMRI experiments, Haslinger et al., and Hasegawa
et al., presented video recordings of hands playing
a silent keyboard [28.29, 30]. Despite the fact that these
videos were mute (i. e., no sounds were presented), the
authors reported the activation of a frontoparietal brain
network – including premotor cortex (BA6) and inferior
parietal cortex – which was similar to the one revealed
in the study by Bangert et al. [28.28] (who presented
sounds, instead of silent videos).

Taken together, these data indicate that musical
training leads to the emergence of cross-modal action-
perception coupling, where the effects of musical ac-
tions (either the sounds produced or the visual presenta-
tion of the movement patterns) trigger a representation
of the movements necessary to produce these effects.
This idea has profound implications for human cogni-
tion more broadly, because it could be applied to other
motor tasks and therefore generalize across individuals
with different types of experience. For this reason, other
research has investigated to what extent these results
could be replicated in naïve participants who received
musical training only shortly before taking part in an
experiment. Lahav et al. [28.31] trained nonmusicians
to play a piano piece by ear (without notation) over a pe-
riod of five days. Following the training, participants
were presented with either the trained pieces, untrained
pieces (having the same notes, but in a different order)
or familiar but motorically unknown pieces [28.31].
Remarkably, the frontoparietal motor-related network
discussed above (here comprising Broca’s area, the pre-
motor region, the intraparietal sulcus, and the inferior
parietal region) responded most strongly to the trained
pieces, weakly to the untrained ones, and not at all to the
motorically unknown pieces (relative to a rest baseline
condition). Thus, a few days of training were suffi-
cient to replicate the effects – previously described in
studies with experienced musicians – in a group of non-
musicians (see also [28.32] for earlier EEG evidence
supporting this).

A few recent studies have made noteworthy
progress towards understanding the functioning of this
action-perception coupling mechanism, and how it
emerges through learning. Engel et al. [28.33] trained
nonmusicians to play melodies either by ear (and with-
out seeing their hands) or by imitating visual movement
patterns (without auditory feedback) [28.33]. Following
training, participants were able to recognize melodies
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learned in one modality upon presentation in the other
(i. e., untrained) modality. However, recognition accu-
racy and fMRI data indicated the cross-modal transfer
was stronger when the melodies had been trained by
ear. Moreover, in order to demonstrate that sensory-
motor coupling emerges as a result of motor learn-
ing, and not visual familiarity, Candidi et al. [28.34]
trained nonmusicians to recognize piano fingering er-
rors during the visual presentation of silent musical
sequences [28.34]. Expert pianists showed a somato-
topic corticospinal facilitation – indexed by the am-
plitude of motor-evoked potentials triggered by tran-
scranial magnetic stimulation (TMS) – of the finger
that committed the error (consistent with the study
by Haueisen and Knösche [28.26], who also reported
finger-specific activations, but in response to acousti-
cally presented music). Visually-trained nonmusicians,
however, did not show the same facilitation effect, al-
though they were equally able to recognize the errors.
Thus, visual experience is not sufficient to recognize
movement patterns if motor learning has not taken
place, at least for low-level (i. e., fingering) motor rep-
resentations.

Taking together the studies reviewed above, there
is converging evidence from both behavioral and neu-
rophysiological methods (including EEG, MEG, TMS
and fMRI) that, given an association between move-
ments and their ensuing effects, the perception of an
effect can trigger a representation of the movement
necessary to execute it. The musician’s brain is an
excellent example of action-perception coupling be-
cause movements and intended sounds become strongly
associated after long-term musical training. On the be-
havioral level, it has been consistently shown that the
representation of a musical sound and the motor re-
sources necessary to perform the sound are represented
by a comparable code and can interfere with each
other [28.17–19, 22] see also [28.35]. On the neural
level, listening to a trained musical sequence activates
the motor brain areas necessary for executing it, as
evidenced by measures such as corticospinal excitabil-
ity [28.27], blood oxygen level dependent signal [28.28,
31], EEG potentials [28.32] and MEG fields [28.26].
Conversely, the visual perception of (silent) musical ac-
tions leads to similar brain co-activations [28.29, 30,
33, 34], demonstrating that action-perception coupling
in the musicians’ brain is multimodal (i. e., visual and
auditory). Additional research has shown that these
coupling effects can also result after a short period
of musical training (with naïve participants), imply-
ing that such an action-perception matching system is
not necessarily musician-specific, but rather stands as
task-specific example of a cognitive mechanism with
broader relevance [28.31–33, 36].

28.1.3 The Temporal Dynamics
and Predictive Character
of Action-Perception Coupling

The studies reviewed above were not designed to ad-
dress the temporal dynamics of action-perception cou-
pling in the brain, but this aspect is fundamental to
understanding the cognitive and behavioral relevance of
such coupling.

Let us come back to the example of the finger strik-
ing a piano key (movement) to generate a sound (goal).
As we noted, from a first-person perspective, it is the
musician’s intention (i. e., to produce a piano tone) that
leads to the execution of a movement. Given this, one
would hypothesize that – in the musician’s brain –
the two processes associated with intending to perform
a specific keystroke, and hearing the auditory feedback,
are at least in part independent and have different priori-
ties, i. e., the actual sound of the key should be predicted
on the basis of its preceding intended neural represen-
tation.

Following this reasoning, Maidhof et al. [28.37]
and Ruiz et al. [28.38] conducted similar EEG stud-
ies [28.37, 38] where they examined the event-related
potentials (ERPs) preceding the execution of piano er-
rors. Both these studies reported both a behavioral and
an electrophysiological marker of performance errors.
First, erroneous keystrokes were produced with less
force, and therefore generated a softer sound. Second,
an early negative deflection (or error-related negativity,
ERN) of the EEG signal was found to anticipate the ac-
tual mistake by 100ms [28.37] and 50�70ms [28.38].
Source localization analysis revealed that these re-
sponses were generated by the anterior cingulate cortex
(a brain region implicated in action monitoring [28.39,
40]) and, most interestingly, this effect was indepen-
dent of whether or not auditory feedback was avail-
able [28.38]. Thus, errors were detected prior to their
execution, and this occurred independently of whether
the pianists could hear the actual feedback of the per-
formance.

These findings are particularly important because
they provide evidence that, during performance, inter-
nal forward models predict the outcome of an ongoing
motor command by comparing it with an efference copy
(i. e., a prediction of the perceptual effects of the motor
command) [28.41]. This indicates that, during the exe-
cution of a musical sequence, images of the intended
sounds are formed well ahead their generation, and
compared in real time with the state of the body. Thus,
the coupling of sensory and motor cortices is a dynam-
ical process with a strong anticipatory character that,
given the existence of an association between move-
ments and their ensuing effects, permits the generation
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of predictions about the state of one’s own body and the
sensory consequences of movements.

Further evidence has supported the proposal that
internal models play a role in real-time prediction
during online action planning. Maidhof et al. [28.42]
compared EEG brain responses to expectancy viola-
tions in musical action (i. e., during piano performance)
and perception (i. e., during listening) [28.42]. Both
types of violation led to a negativity peaking at around
200ms after tone presentation. However, the ampli-
tude was larger for the action violation compared to
the perceptual violation, indicating that the expecta-
tions associated with the intention to produce a tone
override those based on perceptual processes alone.
Furthermore, Ruiz et al. [28.43] explored EEG oscilla-
tory markers predicting an error during musical perfor-
mance [28.43]. It was shown that a burst of beta-band
oscillations that originated from the posterior fron-
tomedial cortex (pFMC, which includes the anterior
cingulate cortex, see [28.38]) anticipated the error by
120ms. Moreover, the efficiency of motor control cor-
rection mechanisms, i. e., the reduction of the force
utilized to execute a wrong note, could be predicted
based on the beta-band synchronization (note that beta
oscillations are associated with sensorimotor and, espe-
cially, motor functions [28.44, 45]) between pFMC and
brain regions implementing control adjustments (i. e.,
lateral prefrontal cortex) ( [28.37, 38]). Taken together,
these data indicate further that musical training leads
to a tight coupling between sensory and motor cortices,
which might underpin the generation of sensory predic-
tions – based on internal models – within the musician’s
brain.

A remarkable property of this dynamical pro-
cess is that it does not only permit predictions of
our own movements, but can also be used to gener-
ate predictions about others’ actions [28.14, 46]. Lee
and Noppeney [28.47] designed an elegant combined
psychophysical-fMRI study to investigate the tempo-
ral binding between sensory and motor processes in
musicians and nonmusicians [28.47]. Participants were
required to attend to musical or speech stimuli in
which the synchrony between sounds and images (of
either a speaking face or a hand playing the piano)
was manipulated parametrically. As could be expected,
the two groups were equally sensitive to the temporal
asynchronies in the speech domain, but the musician
group was superior in detecting temporal asynchronies
in the musical domain. Dynamic causal modeling re-
vealed that this superior performance was associated
with greater effective connectivity within a network of
brain regions including the superior temporal sulcus,
the premotor cortex and the cerebellum. Thus, cross-
modal plasticity due to musical training (as reviewed

in Sect. 28.1.2) led to the fine-tuning of internal for-
ward models (Sect. 28.1.3) that, critically, permit the
generation of predictions of observed actions with high
temporal resolution. Accordingly, coupling emerges
within an individual brain, but can also be used to gen-
erate predictions about others’ actions.

These fine-tuned internal forward models might al-
low musicians to predict not only when an event will
occur, but in some cases also what event will occur.
Through training, the musician’s brain does not only
bind specific events across sensory and motor modal-
ities. In addition, the brain learns which successions of
tones are most likely to occur according to statistical
regularities associated with the rules that govern har-
mony (i. e., sequential chord progressions) in a given
musical tradition. This phenomenon has been studied
for some time in the context of purely auditory percep-
tual experiments. Participants with and without musical
backgrounds were presented with sequences of chords
containing or not a violation of their harmonic structure,
while event-related potentials (ERP) were quantified
using EEG. In a series of experiments [28.48, 49], it
was shown that the perception of a harmonic viola-
tion led to an early right anterior negativity (ERAN)
peaking at around 200ms after chord presentation. By
comparing expert musicians with novices, it was fur-
ther shown that the amplitude of this negativity was
larger for expert musicians [28.50]. This finding in-
dicates that musical experience led to the generation
of stronger expectancies in the perceptual domain. It
should be noted, however, that expert musicians acquire
these rules not only bymeans of perceptual exposure (as
a naïve listener), but also by means of intensive prac-
tice. Therefore, given the tight functional link between
sensory and motor cortices highlighted by previous
studies, it remained to be explored to what extent ex-
pectancies in the auditory domain extend to the motor
domain.

A few recent studies examined this issue. First,
in a behavioral study, Novembre and Keller [28.51]
presented expert pianists with silent videos display-
ing a musician’s hand performing mute sequences,
including occasional chords that were harmonically in-
congruent with the preceding musical context [28.51].
The pianists were asked to imitate the chords as quickly
and accurately as possible. It was shown that, despite
the absence of auditory feedback, imitation was faster
and more accurate for chords that were preceded by
a congruent context. This result suggests that the har-
monic rules implied by the observed actions induced
strong expectancies that influenced action execution.
Thus, this study provided first behavioral evidence in
favor of harmonic structures regulating not only percep-
tual processes (as shown by the previous studies), but
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also the motor processes involved in producing these
structures.

This finding was replicated in a subsequent
study [28.52] where EEG was recorded during task per-
formance. ERP data from this investigation revealed
a negativity following the presentation of the final
incongruent sequential chord [28.52]. The negativity re-
sembled the ERAN that follows auditory presentation
of a harmonically incongruent chord [28.48, 50], or pos-
sibly the ERN that anticipates keystroke errors in piano
performance [28.37, 38]. Additionally, a second nega-
tivity with more posterior distribution was observed,
which anticipated the time during which the chord was
imitated. This ERP was taken as evidence of response
reprogramming.

A follow-up study examined the specificity of this
latter ERP, where pianists were presented with photos of
a model hand performing the chords, hence addressing
more directly the motor – as opposed to the percep-
tual – component of the task [28.53]. Besides replicating
the later negativity observed by Sammler et al. [28.52],
Bianco et al. [28.53] demonstrated that such neural sig-
natures were specifically linked to movements that had
to be reprogrammed in terms of what to do (type of
chord), and was different from the ERP elicited by the
revision of how to perform the chord (e.g., which set of
fingers to employ) [28.53].Moreover, contrary to results
for how to perform, imitation time relative to what to
do was influenced by length of the sequence, indicating
that themotor plan for the congruent chordwas prepared
ahead based on contextual information [28.51]. Most
strikingly, recent fMRI results have shown that mo-
tor predictions based on implicitly acquired rule-based
structures (harmonic relationships) are associated with
a network comprising the right homologue of Broca’s
area (the dorsal part of BA44, bordering premotor cor-

tex – PMC) interlinked with visuomotor parietal areas
(bilateral superior parietal lobe) [28.54]. These findings,
together with the established involvement of the right
homologue of Broca’s area in detection of auditory mu-
sical irregularities, support the hypothesis that this area
is fundamentally involved in structural integration and
prediction of complex musical material in both percep-
tion and production.

The above findings are particularly noteworthy in
that they offer evidence that the well-known predic-
tive character of the motor system is strongly based on
a musician’s knowledge of harmonic principles. This
latter piece of evidence indicates that the motor system
predicts not only when an action will occur, but also
what kind of action will occur [28.55]. Rule-based pre-
dictions in the motor system are consistent with other
accounts postulating a sensorimotor processing of syn-
tax, including harmony [28.56, 57].

In conclusion, the studies reviewed in this sec-
tion suggest that the coupling between sensory and
motor cortices underpins predictive computations by
means of internal models. The studies by Maidhof
et al. [28.37, 42] and Ruiz et al. [28.38, 43] explored
this notion within the musician’s brain by looking at
the relationship between intended sounds and executed
movements. The studies by Lee and Noppeney [28.47],
Novembre and Keller [28.51], Sammler et al. [28.52],
and Bianco [28.54] examined the prediction of another
musician’s musical actions. Taken together, the results
of this research suggest that musical training shapes and
develops a sensorimotor system that generates predic-
tions about the identity and timing of upcoming events.
In the next section, we discuss how these processes af-
fect the control of an individual’s ownmovement timing
and potentially support real-time interaction between
ensemble musicians.

28.2 Responding to Music with Action and (Social) Interaction

Recent research has explored to what extent action–
perception coupling functions as a resource for moving
our bodies in response to music, which is likely to
be a fundamental skill supporting interpersonal be-
havior and ensemble musical coordination. In this do-
main, three fundamental mechanisms have received
particular attention. Firstly, perceptual investigations
have examined the neural correlates mediating the pro-
cessing of temporal properties of music (such as the
rhythm or the musical beat) that induce motor pro-
cesses in musically trained and untrained individu-
als. Secondly, sensorimotor tasks have examined the

neural correlates that underpin the human ability to
coordinate and adapt body movement with an exter-
nal signal, with special focus on the social processes
involved. Finally, we review recent studies that ad-
dressed how action representations of self and other
emerge and are eventually integrated in the context
of joint musical actions that require synchronization
between multiple musical parts. We will focus on cog-
nitive and neural mechanisms that are likely to support
interpersonal coordination, with a special emphasis
on studies conducted with musically trained partici-
pants.
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28.2.1 Temporal Properties of Music
that Induce Motor Processes

From a behavioral perspective, the most straightforward
way to explore timing mechanism in the context of
action-perception coupling is to employ sensorimotor
synchronization tasks that require minimal movement
(hence allowing movement artifacts to be controlled for
during neuroimaging measurements). The most com-
monly used approach consists of finger-tapping tasks,
where a participant taps his/her finger in time with
a pacing signal (often an auditory sequence). Over
the course of many decades, behavioral research using
finger-tapping tasks has made significant advances in
understanding the mechanisms governing sensorimotor
synchronization (for a review see [28.58, 59]). Only re-
cently, however, neuroimaging methods have extended
this body of knowledge by allowing researchers to ob-
serve the brain response to musical properties, such as
rhythm, independently of a participant’s behavioral re-
sponse, e.g., during a passive perception task.

In a series of neat studies, Chen et al. [28.60] in-
vestigated action-perception coupling by using fMRI
to measure brain activity while nonmusician par-
ticipants tapped along with isochronous auditory
rhythms [28.60]. The study compared brain and behav-
ioral (tapping) measures across conditions in which the
rhythm had different levels of metrical saliency (i. e.,
sound intensity was manipulated in order to accent ev-
ery third tone to varying degrees across conditions). It
was shown that, as metric saliency increased, louder
tones were associated with longer tap durations and,
most interestingly, stronger coupling between auditory
and motor (especially dorsal premotor) cortical regions.
In order to dissociate activations related to rhythm per-
ception frommotor processes involved in the behavioral
tapping task, a second study used a listening task, and
demonstrated that a neural network of motor regions
including the supplementary motor area (SMA), mid-
PMC and cerebellum, was activated similarly as in
the synchronization task [28.61]. Finally, and partic-
ularly germane to the theme of the present chapter,
a third study compared the activation of this network
of motor brain regions across musicians and nonmu-
sicians [28.62]. It was found that regions within this
network responded to rhythmic stimuli independently
of musical training. Thus, the perception of rhythm
evoked motor responses in the brains of musicians and
nonmusicians alike.

Another musical property that has been associated
with motor activations in the brain is the musical beat.
The term beat refers to the psychological sense of a reg-
ular pulse underlying a rhythm pattern. In an fMRI
study, Grahn and Brett [28.63] measured the response

of motor brain regions to the beat of auditory rhythms in
participants with and without musical training [28.63].
These authors reported that rhythms having percep-
tual accents at regular intervals (i. e., hence inducing
a stronger sense of the beat) were better reproduced,
and associated with increased activation of SMA and
basal ganglia in both groups of participants. Another
study compared rhythms in which beats were accentu-
ated physically by increasing either the intensity or the
duration of tones within cyclically presented patterns
(as well as a condition in which the beat was imag-
ined and nonbeat conditions without a regular under-
lying beat) [28.64]. It was reported that, relative to the
nonbeat conditions, all three beat conditions were asso-
ciated with putamen activation (one of the structures of
the basal ganglia) and increased connectivity between
putamen and premotor, SMA and auditory cortex. The
strength of this coupling (particularly for patterns with
duration-based accents) was higher in musicians than
nonmusicians, indicating that – to some extent – these
activations can be boosted through musical training.

A final study shed light on the nature of these acti-
vations. Grahn and Rowe [28.65] aimed at establishing
whether the putamen response to beat perception re-
flected the process of finding the beat (i. e., extracting
regularity from the pattern’s temporal structure) or the
process of generating temporal predictions based on
the beat [28.65]. The authors compared conditions in
which participants (with varying degrees of musical
training) listened to series of rhythmic sequences in
which a given sequence could be preceded by a se-
quence with the same beat, a different beat (faster or
slower), or an irregular nonbeat sequence. These con-
ditions required beat continuation, beat adjustment, and
beat finding respectively. The authors reported that beat
continuation was associated with an increase in puta-
men activity, and that this effect was independent of
musical expertise. These data were taken to indicate
that putamen activation reflects the generation of on-
line predictions about when a future event will happen
in the context of the beat-based musical rhythms. This
finding, which is consistent with other evidence that
the basal ganglia play a key role in associating audi-
tory stimuli with motor responses (see e.g., [28.66]),
has important implications for several musical skills un-
derpinning the interpersonal coordination of multiple
musicians (Sects. 28.2.2 and 28.2.3 will address this
point directly). More generally, these studies shed light
on the neurobiological structures that mediate move-
ment responses to music perception (independently of
musical training), such as when listeners tap their feet
or sway their bodies to music [28.4, 67].

While the perception of rhythm and beat is a tem-
porally dynamic process, the series of studies described
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above utilized fMRI – a technique with very low tem-
poral resolution – to explore these neural processes.
This approach was optimal for identifying networks
of brain regions responsive to these musical proper-
ties, but was not well suited to providing fine-grained
information about the temporal dynamics of these ac-
tivities. EEG and MEG are better equipped for this
aim. Fujioka et al. [28.68] conducted an MEG study
in which neuromagnetic beta-band oscillations (which
are associated with sensorimotor and, especially, motor
functions [28.44, 45]) were recorded while participants
listened to isochronous auditory rhythms (at different
rates) or randomly timed sequences [28.68]. While a de-
crease in beta amplitude occurred after each sound
onset in both isochronous and random sequences, the
subsequent beta rebound anticipated the next sound on-
set in a rate-dependent manner only for isochronous
sequences. This finding was taken to indicate that the
time course of beta modulations reflects the internaliza-
tion of rhythmic periodicities and that this internaliza-
tion facilitates predictive timing (a finding that is also
consistent with animal studies [28.69]). These periodic
beta modulations were localized to auditory and mo-
tor brain regions – including the pre- and postcentral
gyrus, SMA and the cerebellum. Most importantly, cor-
ticocortical phase coherence between primary auditory
(Heschl’s gyrus) and motor regions (especially SMA)
was observed to unfold as a function of stimulus rate.
Therefore, these results illuminate the time course of
auditory-motor coupling in response to rhythmic stim-
uli, and indicate directly their relevance for generating
temporal predictions.

It is worth noting that auditory-motor coupling ef-
fects have also been observed at different temporal
scales, such as those that match the signal’s period-
icities [28.70, 71], using EEG-recorded steady-state-
evoked potentials (SSEPs). A recent advance in this
field is to link individual differences in covert neu-
ral entrainment, indexed by SSEPs, with overt behav-
ioral measures, as in a study showing that stronger
endogenous neural entrainment to the rhythmic beat
is associated with superior temporal prediction abili-
ties during sensorimotor synchronization with auditory
sequences [28.72]. Although it is currently not clear
whether the generators of such effects are specifically
auditory and motor regions, and the interaction among
them (as in the study by [28.68]), it is undeniable that
SSEPs are a promising index to tag neural entrainment
or attention allocation to the musical beat.

In sum, the fMRI studies reviewed earlier were suc-
cessful in demonstrating that temporal properties of
music, i. e., rhythm and beat, led to activation of a cor-
ticosubcortical network of brain regions that underpin
auditory-motor interactions. The fine-grained temporal

resolution of these cross-modal activations highlighted
in electrophysiological results supports the hypothesis
that they are implicated in the prediction of sensory
events (see also [28.73]). It is important to note that
these neural processes could have not been discovered
through behavioral methods alone, as in fact they can
be generated during the passive perception of a rhythm
(i. e., in the absence of behavioral responses). In this
sense, the coupling of perception and action during
perception of rhythms or beats reflects a spontaneous
association of music and action that is independent
of movement production (and independent of musical
training as well). We argue that this is a fundamen-
tal mechanism that permits the binding of movements
and percepts in real time (either to precisely time self-
produced movements, or predict other-related ones).
These computations might be a fundamental resource
for mediating interpersonal coordination, i. e., the tem-
poral coordination between multiple individuals, by
triggering synchronizedmotor responses in one individ-
ual to perceived sounds produced by another. We will
now turn to a body of literature that explored this issue
directly.

28.2.2 Sensorimotor Coordination,
Prediction and Social Processes

The motor responses to musical rhythm and beat
may drive music-induced movement, such as when
we tap our feet or sway our bodies to music [28.4,
67]. Likewise, when considering musically trained in-
dividuals, these responses may facilitate interpersonal
coordination, as when performing music with another
individual, where the shared goal is to maintain syn-
chrony [28.74]. Synchronizing with another individual
often comes easily, and has proven to be an uninten-
tional phenomenon in many contexts. For instance, two
people seated in rocking chairs tend to involuntarily
synchronize their rocking frequencies [28.75] or audi-
ences clapping tend to fall into unison [28.76]. Recent
research has used paced finger tapping as a model for
exploring the neural mechanisms that permit individu-
als not only to predict others’ action-timing, but also to
adapt their movements accordingly [28.59, 77]. Thus,
this research explores the social functions of action-
perception coupling, and its relevance for sensorimotor
synchronization [28.74].

In an fMRI study, Fairhurst et al. [28.78] simu-
lated the temporal dynamics of a joint action by having
musicians tapping with an adaptive auditory pacing
signal: a computer-controlled virtual partner [28.78].
The degree of cooperation of the virtual partner was
manipulated to elicit different levels of interagent syn-
chrony with the participant ([28.79]). The results in-
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dicated that a small change in the cooperation of
the virtual partner led to a large-scale shift in acti-
vated brain networks. Uncooperative virtual partners
who were overly adaptive led to poor synchronization
and the activation of lateral prefrontal areas associ-
ated with cognitive control. Cooperative virtual partners
who adapted to the participant’s tap timing to an op-
timal degree facilitated precise interagent synchrony,
accompanied by activation of cortical midline struc-
tures associated with socio-affective processes. These
findings are thus potentially informative about the neu-
ral underpinnings of phenomena whereby actions of
groups of individuals that are well synchronized feel
effortless and promote cohesion [28.74]. Indeed, other
research using behavioral methods has revealed that
interpersonal synchronization can lead to prosocial be-
havior [28.80], feelings of affiliation [28.81], in-group
cooperation [28.82] or trust [28.83]. Moreover, the find-
ings of Fairhurst et al. [28.78] are consistent with other
neuroimaging evidence for an association between ex-
periencing interpersonal synchronization and activity
of brain areas implicated in reward (such as the cau-
date) [28.84].

Successful coordination, however, it not entirely an
automatic process, but might vary depending on an indi-
vidual’s skills, such as the capacity to predict others’ be-
havior. The anticipatory mechanisms that enable these
predictions have been associated with motor-related
brain regions (see Sects. 28.1.3 and 28.2.1) and, in part,
might be independent of musical background. However,
the way in which these mechanisms operate in the con-
text of a sensorimotor synchronization task might vary
across individuals according to personal tendencies,
abilities and/or cognitive strategies adopted [28.85]. In
a relevant study, Pecenka and Keller [28.86] measured
individual differences in musicians’ temporal predic-
tion abilities in a task that required sensorimotor syn-
chronization with auditory pacing sequences that con-
tained tempo changes (accelerando and decelerando)
resembling those found in expressively timed mu-
sic [28.86]. Based on these estimates of temporal pre-
diction, individuals were classified as high predictors,
i. e., individuals whose tap time series indicated that
they anticipated the tempo changes, and low predic-
tors, i. e., those who tended to track the tempo changes
at a lag [28.87]. These prediction/tracking tendencies
were not related to participants’ motivation and, impor-
tantly, were stable when tested after several months.
Next, Pecenka and Keller [28.86] assessed the musi-
cians’ abilities to tap in synchrony with one another
in dyads comprised of two high predictors, two low
predictors, and mixed pairs. Consistent with the hy-
pothesis that that prediction is a key requirement for
achieving good coordination, dyads composed of high

predictors were more precise than low predictors and
mixed pairs.

In order to explore the brain networks underly-
ing these temporal prediction abilities, a subsequent
fMRI study [28.88] manipulated cognitive load (using
a visual working memory task of variable complex-
ity) while musicians tapped along with tempo-changing
pacing sequences. These sequences resembled another
human’s actions to the extent that their temporal profiles
matched those found in expressive music performance.
Estimates of the degree to which musicians predicted
the tempo changes indicated that prediction ability de-
creased gradually with increasing cognitive load, and
the related reduction in sensorimotor synchronization
accuracy was accompanied by a modulation of a net-
work of brain areas including premotor and motor
regions, SMA, inferior parietal cortex and the cere-
bellum. It is noteworthy that some of these areas are
considered to be crucial for achieving audio-motor syn-
chronization, as indicated by TMS studies showing that
interfering with the ventral [28.89] or dorsal [28.90]
premotor cortex causes a drop in synchronization ac-
curacy, which may be compensated for by an increase
in activity of the cerebellum [28.89].

Another important component of successful inter-
personal coordination in music performance is the ca-
pacity to adapt to another’s action timing. Even if one
can predict the timing of another’s actions accurately,
synchronization may be less than perfect if these pre-
dictions are not used effectively to guide self-generated
behavior or due to biological noise in central and pe-
ripheral nervous systems. It is therefore necessary to
employ adaptive timing mechanisms that facilitate in-
terpersonal coordination by correcting for synchroniza-
tion errors in a reactive fashion (see [28.77]). A recent
study [28.91] indicates that the capacity for adaptive
timing may be a factor that influences musical ensem-
ble coordination by affecting who adapts to whom and
to what degree. Fairhurst et al. [28.91] conducted an
fMRI study in which musicians were asked to tap along
with a computer-controlled virtual partner that was pro-
grammed to adapt to participants’ tapping either in an
optimal and reliable manner or in a way that rendered
its timing unreliable and prone to tempo drift. The mu-
sicians were classified into two groups – leaders and
followers – based on whether they found the interac-
tion easier when they were required to exert control to
maintain a steady tempo during interactions with un-
reliable virtual partners (leaders) or when they did not
during interactions with reliable virtual partners (fol-
lowers). This measure was correlated with scores on
a questionnaire that assessed locus of control, with
leaders being more likely than followers to perceive
life events to a consequence of their own actions. Be-
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havioral results indicated that leaders and followers
employed different synchronization strategies. Leaders
employed less adaptive timing than followers, suggest-
ing that the former focused on maximizing the stability
of their own tap tempo at the expense of precise syn-
chrony with the virtual partner. Followers, conversely,
employed more adaptive timing and thereby prioritized
synchrony with the partner over the stability of their
own tempo. This difference between groups was re-
flected on the neural level by higher activation in leaders
of right-lateralized areas classically implicated in self-
initiated movements, such as midcingulate cortex and
pre-SMA, which is consistent with the prioritization of
self-generated actions. Results also suggested that the
precuneus, a brain area relevant to the integration of
external and self-generated information [28.92], is sen-
sitive to the distinction between focusing on actions of
the self versus interactions between self and other.

Taken together, the studies reviewed in this section
represent an emerging field of research that holds poten-
tial for understanding not only how motor brain regions
entrain to temporal properties of music (Sect. 28.2.1),
but also how these activations become relevant in the
context of a social interaction such as interpersonal co-
ordination – including joint musical performance. The
studies reviewed in this section have explored the be-
havioral relevance of audio-motor coupling processes
by which the human brain entrains to properties of
music and generates predictions about the timing of
others’ upcoming actions. It was discussed how this
mechanismmight facilitate social interactions by bring-
ing about the effortless synchronization of movements
among members of a dyad or larger group. In the
case of musically trained individuals, this mechanism
is likely to play a significant role in enabling the precise
interpersonal coordination that characterizes musical
ensemble performance. Yet, these processes are sub-
ject to a certain degree of interindividual variability,
most likely depending both on basic sensorimotor skills
(e.g., [28.86, 88]) and on cognitive strategies [28.91].
Predictive and adaptive abilities appear to be key capac-
ities for achieving precise interpersonal coordination,
but the manner in which these are employed in the con-
text of joint actions vary from one person to another,
implying that not every dyad interacts in the same way.

28.2.3 Action Representation Mechanisms
in Musical Interaction

Predicting and adapting to the timing of another indi-
vidual are necessary but not sufficient skills for achiev-
ing temporally precise interpersonal coordination, e.g.,
in a joint musical performance. Another important skill
that deserves consideration is the capacity to form inte-

grated representations of self- and other-related actions.
Such corepresentations are crucial because, in real-life
situations, the actions produced by interacting indi-
viduals are often complementary rather than identical.
Therefore, the goal in complementary joint action is
not just to produce a movement, but the appropriate
movement, in synchrony with another. This presum-
ably requires dedicated mechanisms underpinning the
integration of self-initiated action, which are generated
internally, with others’ actions, which are exogenous
and, as such, can only be accessed via perceptual in-
put. Action–perception coupling has been proposed
a mechanism that potentially fulfills this function in
joint action generally [28.93–95], as well as in musical
joint action in particular [28.15, 96–98].

Behavioral research on music performance sug-
gests that expert musicians form representations of self-
and other-related actions, and that these representa-
tions are influenced by properties of the individual’s
own motor system. Evidence for this comes from
studies demonstrating that pianists synchronize bet-
ter with recordings of themselves than with those of
other musicians [28.99] and with pianists who are well
matched in terms of preferred performance tempo than
with pianists who are less well matched in preferred
tempo [28.100]. Furthermore, it has been shown that
practicing a coperformer’s part can in fact be detrimen-
tal to interpersonal coordination because in this case
predictions about microtiming in the other’s part are
based upon one’s own playing style, which may differ
from the coperformer’s style [28.101]. These findings
suggest that musicians form representations of oth-
ers’ parts [28.16] that allow one individual to simulate
another’s actions. Thus, the manner in which a per-
former would execute a given piece strongly influences
the way in which the performer synchronizes with an-
other’s performance of the piece. While this suggests
that representations of others’ actions are generated
by means of a simulation process [28.14, 98] within
one’s motor system, this was not tested directly in the
above-mentioned studies as they did not employ brain
measures.

To address this, in a single-pulse TMS study,
Novembre et al. [28.102] investigated the representa-
tion of self- and other-related actions in the context
of a musical joint action paradigm [28.102]. Pianists
learned to perform several pieces bimanually prior to
the experiment. During the experiment, they were asked
to perform the right hand part of the piece, while
the left hand part was either not performed, or be-
lieved to be played by a coperformer hidden behind
a screen (while the pianists were actually listening
to a recording). This paradigm was intended to lead
to a corepresentation of the left-hand part, reflecting
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either the self or the coperformer. The authors ex-
amined action representation processes related to the
left-hand part by stimulating the right motor cortex
(using single-pulse TMS), and observing changes in
the motor evoked potentials (MEPs) recorded from the
resting left arm [28.27]. Results indicated that MEP am-
plitude was larger when the participant believed that
he/she was interacting with a (hidden) coperformer.
Remarkably, this effect persisted in a subsequent ses-
sion in which neither visual nor auditory feedback from
the coperformer were provided (though the participants
were led to believe that the hidden coperformer was
nevertheless playing), and was larger in individuals pos-
sessing stronger empathic traits (i. e., perspective taking
skills, see [28.103]).

Thus, the study by Novembre et al. [28.102] indi-
cates directly that ensemble musicians form motor rep-
resentations of their ensemble members in the context
of joint action, which is consistent with the behavioral
evidence reported above. Moreover, this study suggests
that these representations have an intrinsic social com-
ponent, as: 1) perceptual feedback is not a prerequisite
for corepresentation; and 2) individuals who are more
prone to take the perspective of others form stronger
corepresentations.

A study by Loehr et al. [28.104] used a joint musi-
cal performance paradigm similar to that employed by
Novembre et al. [28.102] to investigate self and other
monitoring and integration while EEG was recorded
from pairs of pianists simultaneously [28.104]. The pi-
anists learned to play both the left- and right-hand parts
of musical pieces, and were then asked to perform
one part each (while hearing and seeing each other’s
actions). The experimenters manipulated the auditory
feedback from either pianist by creating a mismatch
between piano keystrokes and produced tones. The mis-
match either did or did not affect the harmony between
the players’ parts, hence permitting the differentiation
of processes related to monitoring the self’s perfor-
mance and the joint action outcome. Altered outcomes
elicited a feedback-related negativity irrespective of
whether it occurred in the pianist’s own or the partner’s
part, and a P300 with higher amplitude when the alter-
ation was related to the pianist’s own part. Crucially, the
P300 had higher amplitude if it affected the joint out-
come compared to the individual outcome, indicating
that this task led to the emergence of integrated repre-
sentations of self- and other-related actions.

A further study by Novembre et al. [28.105]
used another modification of the virtual piano duo
paradigm [28.102] to explore the extent to which motor
representations of ensemble members support efficient

temporal coordination between musicians [28.105]. To
this end, pianists were required to adapt with the right
hand to tempo changes contained in a recording of
the left-hand part. The left-hand part either had or had
not been practiced before the experiment in order to
manipulate whether or not a motor representation was
formed. In order to interfere with the representation of
the left-hand part (which was practiced, but not per-
formed), repetitive (double-pulse) TMS was used to
disrupt the neural processing in the right primary mo-
tor cortex [28.106, 107], and tempo adaptation accuracy
was measured following it. It was shown that interfer-
ing with the motor representation of the left-hand part
affected temporal adaptation only when the part had
been practiced (and therefore could be motorically rep-
resented). Moreover, this interference was stronger in
individuals with high perspective taking skills, which is
noteworthy given that Novembre et al. [28.102] demon-
strated that these individuals also form stronger repre-
sentations of others’ action. This finding is also con-
sistent with other accounts that postulate the relevance
of empathic and perspective taking skills in the context
of interactions between musicians [28.88, 108]. Thus,
the results of Novembre et al. [28.105] provided ev-
idence that motor representation processes might be
a means used by musicians to maintain synchrony with
one another [28.109]. This conclusion was supported,
and further extended, by a follow-up experiment in
which the same paradigm was employed in the con-
text of a turn-taking task between a pianist and a virtual
partner [28.110]. By delivering paired-pulses around
the turn switch, the authors of the study were able to
transiently impair the pianists’ entry accuracy. This ef-
fect was specifically observed when the dorsal premotor
cortex was targeted (while stimulating SMA did not
yield any effect), and only to the extent that the part
executed by the virtual partner had previously been re-
hearsed.

It can be noted that the studies reviewed
above [28.102, 104, 105, 110] used sensorimotor train-
ing tasks as a means to build representations of self-
and other-related actions. This is an important detail
in that it suggests the particular relevance of the body
of studies reviewed earlier in Sect. 28.1.2, where it
was shown that listening to or watching the perfor-
mance of a trained musical piece leads initially to the
formation, and later to the activation, of motor repre-
sentations in the musician’s brain. Considering this, it
appears clear that this recent research extends previ-
ous work by showing that action-perception coupling
processes might support interaction between ensemble
musicians [28.15, 96, 98].
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28.3 Conclusion and Perspectives
In conclusion, we have considered the relationship be-
tween music and action from two perspectives. Firstly,
in terms of how musical training can change the way in
which music is perceived. Secondly, in terms of mu-
sic inducing motor processes in a listener. For both,
we noticed that sensory and motor brain regions be-
come coupled in the human brain in response to music,
and that this coupling underpins predictive compu-
tations that scaffold the ability to synchronize and
adapt movements in response to a musical stimulus.
This mechanism is likely to support the human abil-
ity not only to dance, or move, in response to mu-
sic, but also to coordinate with others if music has

to be jointly performed. This suggests that the rela-
tionship between music and action can be seen as
a profoundly social phenomenon, for which individ-
uals interact with one another through sounds and
body movements [28.111]. This view in a sense in-
verts the way in which the relationship between music
and action has been traditionally conceived. Progress-
ing from increasing focus on technical and cultural
factors that influence music production, we might
soon witness a growing interest in the natural, intu-
itive, and spontaneous skills that make musical action,
interaction and participation such a universal phe-
nomenon [28.112].
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29. Music and Emotions

Tuomas Eerola

The rapid rise in emotion research in psychology
has brought forth a rich palette of concepts and
tools for studying emotions expressed and induced
by music. This chapter summarizes the current
state of music and emotion research, starting with
the fundamental definitions and the assumed
structures of emotions (Sect. 29.2). A synthesis
of the core affects, basic emotions and complex
emotions is offered to clarify this complex land-
scape. A vital development for the field has been
the introduction of a set of mechanisms and mod-
ifiers for the induction of emotion via music that
are here connected to the structures of emotions
(Sects. 29.3 and 29.4). Particular attention is given
to challenges that are still waiting to be resolved,
such as the cultural context and the situal context
of music listening (Sect. 29.5).
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29.1 The Rise of Music and Emotion Research

The question of how music induces emotions in listen-
ers with such effortless grace is a puzzle worth solving
not only for its myriad real-world applications, but
also for its ability to address the fundamental reasons
for the existence of music [29.1]. Emotions induced
through music are intrinsic to most ceremonies [29.2]
and may be used therapeutically [29.3], but research
has not yet fully dissected the factors contributing to
such effects and uses of music; in fact we are neither
sure of the ways in which music engenders feelings,
nor do we agree on the typology of emotions rele-
vant for most musical episodes. Extensive summaries of
music and emotion have been provided in recent dedi-

cated books and journal articles [29.4–7]. This chapter
not only reviews the topics in which consensus has
emerged, but also attempts to combine some of the
key themes that have perhaps become lost amongst
the increasing diversity of theories and foci of re-
search.

There has been a long-standing interest in the emo-
tional pull of music. From ancient Greece (Aristotle,
Plato) to the Enlightenment (Rousseau, Baumgarten),
philosophers have attempted to account for this pull, as
have the fathers of evolutionary thought (Charles Dar-
win) and contemporary psychology (Wilhelm Wundt).
While the empirical study of emotions has been pro-
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ceeding now for more than 100 years, the rise of its
popularity in music research coincided with the cog-
nitive paradigm loosening its grip on the range of
permitted topics in the early 1990s. From this point on,
softer topics such as emotions were allowed to flour-
ish after several decades of focus on human informa-
tion processing. Music research always had an eye on
the emotions despite their unpopularity in psychology,
and exceptional individuals had presented their views
on the subject. For instance, Kate Hevner discovered
the low-dimensional structure of affects in the 1930s,
fifty years before James Russell [29.8] proposed the
well-known affective circumplex model. Later, Leonard
B. Meyer connected emotions to expectations [29.9],
Paul Farnsworth developed a new emotion vocabu-
lary [29.10], and Daniel Berlyne redefined the topic as
a mission to find the objective properties of the stimulus
that would relate to arousal [29.11].

The 1960s and early 1970s saw research that re-
discovered the conceptual cartography of the emotional
landscape in music, with Rigg [29.12], Wedin [29.13],
andGabrielsson [29.14] asking listeners to provide free
verbal reports and adjective choices for the emotions
represented by music examples. This line of research
aimed to formulate a definitive emotion taxonomy for
music, which even now has not been fully resolved. In
the 1980s and 1990s, the field focused more on method-
ological innovations such as continuous ratings of emo-

tions [29.15], and on specific emotional responses such
as thrills [29.16] and strong experiences [29.17].

In the field of affective sciences, the 1990s wit-
nessed a frenzy of activity when influential neurosci-
entists such as Antonio Damasio [29.18] and Joseph
LeDoux [29.19] outlined their seminal theories of emo-
tions. The neuroscientist Jaak Panksepp [29.20] soon
applied these ideas to music, quickly followed by oth-
ers [29.21]. The culmination of research up until the
turn of the millennium was collated in the first hand-
book of the field [29.22], which solidified research
terms and concepts. However, in the period that has fol-
lowed, neither the field of affective sciences, nor the
smaller subfield of music and emotion studies, have
provided full answers to all fundamental issues.

This chapter comprises questions of what and how
concerning emotions and music. The first section in-
quires into what the perceived and experienced emo-
tions are; here the notions of core affects, basic emo-
tions, and complex emotions are discussed. This is
followed by a section exploring how, which offers
a summary of mechanisms considered relevant for the
emotions. Mechanisms are covered in parallel to emo-
tion structures, and the two complementary aspects of
emotions – perception and experience – are discussed
within a uniform interpretative framework. In the final
section, the current challenges are reviewed and dis-
cussed.

29.2 Structure of Emotions

To summarize the current state of research in music
and emotions, a few definitions are first in order. The
terminology used in the field is diverse, but the concen-
trated effort that created a dedicated handbook [29.4]
has remedied the situation considerably. Affect is the
broader domain encompassing emotions, moods, and
feelings. Emotions, which are typically the focus of
attention in this field, are distinguished from moods
by their relatively short duration and moderate to high
intensity, whereas moods tend to be longer and less in-
tense than emotions. However, it has been suggested
that this distinction is rather blurry and exceptions have
been pointed out [29.23]. Feelings refer to the subjec-
tive component of the emotion whereas arousal is the
physical activation of the autonomic nervous system.
Under these categories, there are specialized emotional
and physical reactions, such as chills or goosebumps,
and, in addition, strong emotions, which can encom-
pass a range of musical experiences [29.5]. Emotions
have the capacity to span a broad range of topics such
as motivation, preference, intensity, and affect reactiv-

ity [29.24], but these are rarely addressed in the context
of music and will not be covered in this chapter.

Although consensus on the topic of emotions has
been rather elusive [29.25], the main subcomponents of
emotions are largely agreed on. These include (1) ap-
praisal (one assesses a situation to be dangerous), (2)
expression (one screams), (3) autonomic reaction (one
starts to perspire), (4) action tendency (one moves away
from the situation), and (5) feeling (one feels threat-
ened), all of which occur more or less simultaneously
([29.26, pp. 6–8], [29.27]). Purely cognitive processing
is not usually considered an emotion since all theoret-
ical positions assume some form of arousal to distin-
guish emotions from processing of information [29.28].
The components occur at conceptually different levels
and indeed, the outcomes of these processes are of-
ten described at different levels: physiology (changes in
brain, hormonal or autonomic nervous system states),
psychology (functions, appraisal, or recognition pro-
cesses), or phenomenology (emotions as experienced).
In this chapter, the levels are distinguished in terms
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of the processes related to sensation, recognition and
experience of emotions and this division shapes the
models of emotions and mechanisms proposed at each
level.

The aim here is to bridge the gap between what are
now largely different avenues of research: the emotions
perceived in music (also known as emotion recogni-
tion or expressed emotions) and emotions experienced
or induced in the listener. The former was an early fo-
cus of the field [29.13, 29, 30]. In such studies, listeners
were often instructed to describe the music in emo-
tional terms (e.g., this music is sad) or describe what
the music might have been expressing (e.g., this music
expresses sadness). During the last decade, the em-
phasis has shifted towards explorations of how music
makes the listeners feel. The distinction between recog-
nized and induced emotions has been tempered by solid
evidence of the way in which the two often overlap. Em-
pirical evidence suggests that the distinction should be
characterized as a question of intensity [29.31] rather
than involving completely different processes, despite
work considering the latter [29.32]. Although the per-
ception and experience of emotions are intrinsically
linked, increasingly refined theorizing and the prolifera-
tion of practical examples have taken the two categories
in different directions. Here, instead, the intention is
clarify the similarities between emotion recognition and
induction processes in music by bringing the two into
a framework that contains different levels of affects
as well as series of mechanisms capable of producing

them. This framework also attempts to locate the mech-
anisms within these different levels of affects.

The theoretical review of emotion models is orga-
nized with three explanatory levels of affects, starting
from low-level core affects, proceeding to basic emo-
tions, and ending with high-level, complex emotions.
The first two levels refer mainly to processes involved
in perception of emotions whereas the last one refers to
induction of emotions, although this division risks over-
simplifying matters. To help the reader interpret and
keep track of the affect levels and how they are con-
nected to mechanisms discussed in the next chapters,
a schematic illustration of the key concepts is given in
Fig. 29.1.

The left part of the illustration concerns the ques-
tion of what the pertinent emotions are. Affect levels
refer to distinctions between low-level sensed emotions
(core affects), perceived emotions, and experienced
emotions. This division corresponds approximately to
the models of emotions conceived to date. The organi-
zation of affect levels as having low-level measurable
properties capable of producing highly different con-
ceptual interpretation is influenced by the hybrid model
of emotions proposed by Lisa Feldman Barrett [29.33,
34]. In this model, the underlying physical machinery
is best described by the dimensions (core affects) but
the conscious interpretation of these is categorical, and
influenced by the conceptual categories people have
for emotions. The synthesis proposed here (Fig. 29.1)
assigns different mechanisms of emotions to differ-
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ent affect levels. This dynamic model claims that the
way people use conceptual knowledge determines how
they feel, and, due to variance in context, differences
between individuals, and effects of high-level mecha-
nisms, there is increasing variation in emotions at the
highest complex and experiential level.

In the affective sciences in general, emotions have
been theorized as organized along a few core dimen-
sions (i. e., core affects), belonging to discrete cate-
gories (basic emotions), or having a complex, perhaps
even a domain-specific structure. Each of these major
descriptive schemes is applicable to music and will be
explained in the three sections that follow.

29.2.1 Emotion Dimensions and Core Affects

A popular way to conceptualize emotions is to divide
emotions into a continuum between positive and neg-
ative emotions. This dimensional approach, rooted in
the work of Wilhelm Wundt [29.35], is best known as
the circumplex model of emotions [29.8]. This bidi-
mensional model assigns emotions as a mixture of two
core dimensions, valence and arousal (hyphenated with
A and V in Fig. 29.1), that represent two orthogo-
nally situated continuums of pleasure-displeasure and
activation-deactivation in the affective space. The cir-
cumplex model has received support in large studies
of self-reported emotions [29.36], cross-cultural com-
parison [29.37], and psychometric studies (reviewed
in [29.38]) and has thus been used in a large number
of emotion studies in psychology as well as in system-
atic musicology. Russell and Feldman Barrett [29.34]
have characterized the dimensions as core affects, to
differentiate theirs from other dimensional models. The
term core affect refers to the idea that such affects arise
from the core of the body and in neural representa-
tions of body states. Core affects are assumed to present
already in infants [29.39] and have psychological uni-
versality [29.40, 41].

Another way of expressing the dimensions of emo-
tions has been to divide them into approach- ver-
sus avoidance-related emotions [29.42]. There have
also been influential variants of the circumplex model
such as the rotated circumplex model by Watson
et al. [29.43] (titled Positive and Negative Affect Scale,
or PANAS). Thayer [29.44] reorganized the arousal di-
mension into energetic arousal and tense arousal on
the basis that separate psychobiological systems are re-
sponsible for energy and tension. Both formulations
have been successfully applied to research on emotions
in music [29.45, 46], but they remain, nevertheless,
fairly unpopular in music research.

The main problem for any dimensional model is
that emotions can sometimes be ambivalent [29.47, 48].

It is possible to feel both happy and sad at the same
time, and indeed, empirical studies using tragicomic
films [29.49] or music [29.31] seem to suggest that mix-
tures within the dimensions are relevant for emotional
experiences. This problem is mitigated by postulating
that such mixed emotions are co-occurring combina-
tions of different activities within a dimension, or even
rapid switching between the two [29.50].

29.2.2 Basic Emotions
and Emotion Perception

Perhaps the most widely known way to organize emo-
tions is to assume they are discrete categories, also
referred to as basic, primary, or even fundamental.
Such theories posit that all emotions can be derived
from a limited set of innate and thus universal basic
emotions, such as fear, anger, disgust, sadness, and sur-
prise [29.51]. The actual number of categories and the
label for the categories is still a source of debate, but
the basic emotion model has gathered support from
neural, cross-cultural, developmental, and physiolog-
ical research spanning four decades [29.27]. Despite
the popular appeal of such categories, doubts about
their explanatory power has been raised, as, for in-
stance, brain imaging studies have not yet delivered
results consistent with the innate and distinct emotion
categories [29.52]. In music, almost half of the stud-
ies focusing on emotions experienced have resorted to
basic emotions [29.53]. This popularity is related to
the fact that the categories are easy to use in emo-
tion recognition studies, which are popular in develop-
mental [29.54, 55] and production research [29.56, 57].
Similarly, when physiological or neural correlates of
music-induced emotions are explored, basic emotions
tend to be chosen [29.58–62], although this has started
to change due to availability of emotion taxonomies
made specifically for music-aroused experiences (de-
scribed in the next section).

The dimensional and basic emotion models offer
distinct ways to tackle musical emotions. However,
when the two models are mapped onto each other in
emotion expressed by music, the results have suggested
that the models overlap considerably [29.63].

29.2.3 Complex Emotions
and Emotion Experience

When people engage with artworks, or objects in na-
ture, the emotional experiences are not easily explained
as dimensions or discrete patterns of survival emo-
tions [29.64]. Any fiction, including music, does not
have direct material effects on the physical or psycho-
logical wellbeing of the individual in the same way that
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events in everyday context do. This freedom of fiction
to explore the expanses of the human mind rather than
provide handy heuristics for reaction to the environment
in everyday activities may expand the scope of possible
emotions in fiction. It is perfectly plausible to think that
emotions induced by music – or any art in general –
are more contemplative, reflective and nuanced, or if
we need to use one word – complex. A similar argu-
ment has been put forward to other complex emotions
such as moral, social, or epistemic emotions that are not
necessarily involved in everyday survival [29.27]. Such
complex emotions are also more subject to cultural
and social interpretations than basic emotions [29.41,
65].

In music, the desire to explain complex emo-
tions has often been to topic of musicological writ-
ings [29.66, 67], but the empirical mapping of the
topic began in the late 1960s, when Kaarle Norden-
streng [29.68] analyzed the structures underlying lis-
tener experiences across musical excerpts. A decade
later Edward Asmus [29.69] carried out a large-scale
study (nD 2057) of the affect terms relevant for mu-
sic and proposed nine dimensions of affects accounting
for the variety of emotion states. The decisive at-
tempt to account for the emotional experiences induced
by music was taken by Marcel Zentner and his col-
leagues [29.70]. They started with a comprehensive list
of emotion terms relevant to music and validated these
with iterations of surveys, and finally administered the
refined lists to a festival audience. Next, the similarity
between the terms was able to reduce the list into ten
solid factors, which was further validated with separate
ratings and confirmatory factor analysis. This final stage
resulted in nine emotion factors, a model which is now
known as GEMS (GEMS). The model emphasizes pos-
itive emotions (at least seven out of nine factors in the

model) and provides factors particularly appropriate for
contemplative emotions such as wonder, nostalgia and
transcendence. For this reason, it fits well with the tradi-
tion of complex and aesthetic emotions, and it has been
widely adopted in studies of emotional experiences re-
lated to music [29.71, 72]. It is worth noting that other
proposals for the appropriate emotions induced by mu-
sic have been offered as well, based on equally large
samples of participants [29.73]. This proposal shares
many of the factors of emotions such as nostalgia, be-
ing moved, and final differences may just be semantic
and the final number of broad categories included.

To summarize, in this section I have discussed the
previous models of music-related emotions and pre-
sented a new synthesis, outlined in Fig. 29.1. In this
scheme, the low-level dimensional representations of
core affects can be collapsed into basic emotion cate-
gories in perception of emotions using specific, well-
known labels (e.g., happy, sad, etc.). However, at the
level of experienced emotions, the conceptual act of
labeling emotions is fundamentally modified by high-
level mechanisms and modifiers as well as by language
and culture. Therefore, the experiences as well as the
labels applicable are different in emotion perception
and experience. This fundamental difference between
emotion processes and actual experience is of crucial
importance here [29.33]. This perspective may explain
some of the dissatisfaction scholars have had with the
models designed to explain emotions as processes and
objects of recognition (core affects and basic emotions)
whereas others have declined to acknowledge the ex-
istence of music-specific emotions. The champion for
the complex emotions is the GEMS model, but the
differences between the complex and basic emotions
becomes less of an issue if the differences in the pro-
cesses are fully acknowledged.

29.3 Mechanisms and Modifiers of Emotions

The reasons and mechanisms of how a particular piece
of music might express emotion or evoke particular
emotions in listeners is not yet completely understood,
although a coherent theoretical framework for experi-
enced emotion has been proposed by Patrik Juslin and
Daniel Västfjäll [29.74]. The individual mechanisms in
this framework (dubbed as BRECVEMA according to
eight mechanisms in a recent update, [29.75]) will, in
this synthesis, be divided into four fundamental pro-
cesses (physiology, embodied, memory, and appraisal),
which are assigned to the different levels of affects de-
scribed earlier. The purpose is to better acknowledge the
interlaced nature of sensed, perceived and experienced

emotions, and the thus emotion mechanisms follow the
logic of the previous chapter and the diagram outlined
in Fig. 29.1.

This reorganization also implies that the boundary
between perceived and experienced emotions with re-
spect to emotion mechanisms are redefined, since the
BRECVEMA framework only applies to experienced
emotions. However, several of the low-level mecha-
nisms (e.g., contagion, entrainment) are appropriate
also for emotion perception and by bringing these two
closely related processes to the same scheme, the mech-
anisms previously applied only to induction may help
to understand emotion perception principles. This de-
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cision is also motivated by the current lack of suitable
mechanisms to explain the way emotions are mapped
across domains (e.g., visual, auditory). In such pro-
cesses, the concept of contagion is actually dependent
on recognition of the actions giving rise to emotion ex-
periences.

Again, we start with the low-level mechanisms for
emotion perception before moving on to higher-level
mechanisms of emotional experiences (the right side
of Fig. 29.1). The issues that are known to modify the
emotion processes in music are also incorporated into
this summary of mechanisms.

29.3.1 Mapping Mechanisms of Emotions

In this synthesis of the mechanisms, the BRECVEMA
framework can be interpreted to have two low-level
mapping mechanisms. These are mapping mechanisms
between sound and emotion, as direct transfer – map-
ping – between sound and affect seems to take place.
Two categories of mapping mechanisms can be dis-
tinguished. The first of these, labeled as orientation
mechanisms, consist of the brain stem reflex, ex-
pectancy and entrainment. The brain stem reflex is
hardwired attention response that is activated by any ex-
ceptional – loud, sudden, sharp, accelerating – sound,
which not only directly influences core affects (e.g., in-
crease in physiological arousal) but is also recognized
as surprise and may be experienced as unpleasant or
exciting [29.76]. Another orientation mechanism is ex-
pectancy, where any violation (pitch, tonal, rhythmic)
of the expected musical structure creates an orienta-
tion response at the core affect level, which may be
interpreted in different ways; violation of the expec-
tations has been observed to lead to anxiety [29.76],
surprise [29.77], or even to thrills [29.78]. Entrain-
ment refers to adjustment – though not necessarily
synchronization – of the internal oscillators to rhythmic
periods in the music. Entrainment itself may be con-
ceived as a multifaceted phenomenon since it can refer
to perceptual, motor, physiological, or even social en-
trainment [29.79], which may each have different impli-
cations for emotions. For instance, motor entrainment
has been shown to modulate pleasantness [29.80], but
social entrainment has been judged to induce feelings of
being connected [29.81]. The entrainment mechanism
also facilitates orienting and attending to information
in music. For this reason, entrainment acts as an at-
tentional focus that may be capable of enhancing the
delivery of other mechanisms and emotions in mu-
sic. In summary, these three orientation mechanisms
(brain stem reflex, expectancy, and entrainment) act
as strong guides for perceptual processes and atten-
tion, are considered to be low-level processes, and often

lead to changes in core affects (arousal in particu-
lar).

A second set of relatively low-level mechanisms,
including contagion and visual imagery from the
BRECVEMA framework, are in the synthesis presented
here (Fig. 29.1) defined collectively as embodied mech-
anisms. These are embodied in the sense that they
refer to reactivation of past sensory and motor mecha-
nisms [29.82–84]). This perspective considers that the
body plays a major role in all interactions with en-
vironment, and that any response to stimuli will be
based on simulations, or reenactments, of others’ non-
verbal expressions and affective states [29.85]. Such
mappings arise within expressive channels, such as
matching another person’s facial expressions or vocal
intonations [29.86], but also across channels (between
audio and visual [29.87]).

What makes contagion as a mechanism particularly
relevant for embodied explanations is that it is assumed
to consist of a process in which the listener perceives
the emotional expression of the music, and then mim-
ics this expression internally [29.74, p. 565]. Taken
further, this must mean that most basic emotions are
linked to specific bodily reactions and motor patterns
that have been influenced by the production or causal
results of experiencing that emotion. Because of built-in
codes based on states reflecting the emotional expe-
riences or its output (movements, expression, sounds,
gestures of such states), an internal mapping between
an external stimulus and our representation of the pos-
sible cue combinations is possible in contagion. If we
take the example of fear, the peripheral nervous system
in fear is associated with increased levels of glucocor-
ticoids and norepinephrine [29.88] that lead to states
of alarm that quickly raise autonomic arousal, which in
turn leads to louder vocal output, higher pitch, brighter
timbre and faster movements than in neutral state.
These sets of cues, which are very similar in music
and speech [29.89], are grounded in physical changes
caused by underlying emotion states, in this example by
fear and an ensuing state of stress, which affects said in-
dividuals’ vocal expression, posture, facial expression
as well as movement. Knowledge of this multimodal
code allows us to decipher the intended emotional ex-
pressions, and this knowledge is assumed to be implicit
and accessible by embodied simulation (what would I
feel like if I sounded like that . . . ). Even when merely
activating some of the motor programs used in simula-
tions, we may catch the same emotions, or at least, our
emotional reactions may be amplified [29.82].

Another mapping mechanism, visual imagery, may
also be associated with embodied processes, since
cross-modal correspondences are thought to occur in
music [29.90] and in other domains [29.91, 92]. Vi-
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sual imagery is believed to generate emotions through
such correspondences. Whilst the exact mapping in this
mechanism has not yet been pinned down, it is assumed
to be related to metaphoric representations [29.93] that
are tightly coupled with physical dimensions [29.94].

29.3.2 Evaluative Mechanisms
of Emotions

In addition to the low-level automatic mechanisms of
emotions, a set of high-level, largely conscious and in-
tentional mechanisms are included in the BRECVEMA
framework. In the synthesis, these are cataloged into
memory and appraisalmechanisms. The BRECVEMA
framework includes two mechanisms related to mem-
ory, episodic memory and evaluative conditioning. In
the latter, a repeated pairing of a particular music
or sound example with either a positive or negative
stimuli or outcome leads to a conditioned emotional re-
sponse. This can be either automatic and unconscious
or conscious. In music, leitmotifs associated with par-
ticular heroes and villains may be the best example
of this mechanism, and empirical work on conditioned
responses to sounds have demonstrated the malleabil-
ity of such conditioned responses [29.95]. Episodic
memory as a mechanism for emotions refers to a rec-
ollection of a specific event prompted by the music.
This might lead to an emotional experience that could
be strikingly different from the emotion expressed by
the music. For instance, in recent study, a sad musical
expression was turned into happy emotional experi-
ence by inserting a short quotation from the Star Wars
theme into the sad solo cello piece [29.76]. This mech-
anism, known also as the Darling, they are playing
our tune phenomenon [29.96], is a potent mechanism
for emotions, as autobiographical memories have been
identified as the most frequently listed motive for listen-
ing to music [29.73], and, of course, the most essential
mechanism for nostalgia [29.97].

Another set of mechanisms, here referred together
as appraisal mechanisms, consists of three distinct cat-
egories: cognitive appraisal, identity confirmation, and
aesthetic judgment. Cognitive appraisal is a process
in which emotion is the cause of an event regarded
to have significant implications for the goals of the
individual [29.98]. Though this mechanism is not ex-
plicitly included in the BRECVEMA framework, it
does function as a bridge between the appraisal the-
ories of emotion [29.99, 100] and their successful use
in explaining responses to arts [29.101]. Moreover, the
appraisal processes, such as novelty check, goal rele-
vance, goal congruence, and coping potential, can be
considered powerful moderators of emotions [29.102].
Mechanisms labeled as identity confirmation, although

not put forward as a category in the BRECVEMA
framework, refer to the potential powerful social ef-
fects of music as carrier of self-identity [29.103, pp.
73–74] (see also [29.104]). Juslin et al. [29.73, p. 190]
found this mechanism to be the second most impor-
tant explanation of emotional episodes associated with
music, yet it remains currently unexplored. The third
appraisal mechanism is aesthetic judgment, which is
simply an evaluation of the aesthetic value of music.
Such evaluation may comprise initially of an aesthetic
attitude [29.105], but may also comprise multiple cri-
teria, including beauty, skill, novelty, and artistic inten-
tion [29.75]. This recent extension to the BRECVEMA
framework is considerably broader than the other mech-
anisms.

To recapitulate the sections on affect models and
mechanisms, let us go back to the theoretical synthe-
sis (Fig. 29.1) once more. Here I will take one of the
most ubiquitous hits of music and emotion studies as
an example, the Adagio in G minor for Strings and
Orchestra by Tomaso Albinoni, which has been used
at least in 16 published studies, despite the probable
and dubious associations such frequently heard musical
piece might carry. In terms of core affects, it is fairly
clear that the slow tempo, soft timbres, low dynamics,
legato articulation, and gradually descending melodies
lines mimic low arousal state, and perhaps even neg-
ative valence due to multiple cues consistent with
sadness [29.106]. In this case simple mapping mecha-
nisms such as contagion, entrainment, and expectations
support interpretation of the music as calm and low-
arousing, due to musical qualities such as predictability
and ease of synchronization. Core affects could be
measured through psychophysiology, self-reports con-
sisting of dimensions, or by asking the listeners to rate
what the music expresses in terms of basic emotion cat-
egories. This would most likely lead to the assessment
that the piece expresses sadness [29.107], and perhaps
tenderness. No surprises here, although such ratings of
perceived emotions would be subject to minor modi-
fications based on current mood, situation, personality
traits and music preferences.

However, it is informative to consider what happens
when attention is shifted to the emotions experienced
when listening to the Adagio. In this case, appraisal
and memory mechanisms kick into play, which may
lead experienced emotions to differ markedly from per-
ceived emotions. For example, somebody hearing the
Adagio for the first time in a particularly receptive sit-
uation (say, in a cathedral when attending a memorial
service) might experience the emotion as being moved,
whereas another listener highly familiar with the piece
might experience nostalgia due to fond recollections
of past performances of the piece. For others, the ap-
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praisal mechanism related to aesthetic judgment might
steer the experience towards feelings of wonder due
to the sheer beauty of the piece and aesthetic appreci-
ation of the classical music canon. These trajectories
of how the emotional experiences and their labels may
systematically – but not arbitrarily – change across the
levels of affects are illustrated in the schematic out-
line (Fig. 29.1). It is worth pointing out that many
of the shifts between perceived and experienced emo-
tions caused by the memory and appraisal mechanisms
lead to more positive experiences. This positive pull
is likely to be related to the fact that music does not
have an obvious material effect on the listener’s well-
being; it is voluntary activity that offers a medium in
which listeners can safely project their emotions. Taken
further, it also implies that the experience of intense
emotion of any kind may be inherently pleasurable, as
long as the emotions do not come with any real-life
consequences attached. The best example of the posi-
tive pull is sad music, easily recognized as such by the
listeners [29.108], but usually experienced as positive,
perhaps involving feelings of peace, tenderness, nostal-
gia, or being moved [29.53, 72].

The purpose of the concurrent presentation
(Fig. 29.1) of affect levels and mechanisms in the
present synthesis is to emphasize that the mechanisms
together with the modifiers may lead to entirely dif-
ferent experiences, and that core affects, perception of
basic emotions, and experienced emotions represent
different yet connected explanatory levels of these pro-
cesses. While the mechanisms themselves undoubtedly
have a major influence on shaping the emotions, there
are other factors that are known to influence emotions
in particular ways, here termed as contextual modifiers,
which will be described in the next section.

29.3.3 Contextual Modifiers of Emotions

Emotions that are experienced are more likely to be in-
fluenced by matters relating to context, whether it is
the music, listener, or situation. This idea has been for-
mally expressed by Scherer and Zentner [29.109] as
a multiplicative function between structure of music,
performance, listener, and context. The multiplicative
nature of this scheme has not been directly tested, which
suggests that the entire topic of modifiers has been con-
sidered of secondary importance in music and emotion
research. Nevertheless, some contextual modifiers have
been explored.

Starting with the music itself, music and emotion
studies have mainly been conducted in Western art mu-
sic contexts, utilizing highly educated Western listeners
in particularly restricted situations (mainly laboratory
settings, see [29.53]). The context created by music it-

self, its genre, lyrics, and cultural connotations, is per-
haps the most obvious modifier of emotions. Musical
devices expressing emotions vary across musical gen-
res, periods and cultures. Despite the apparent differ-
ences in musical materials, the role played by culture
in musical emotion has been considered only a modi-
fier on emotions since it has been shown repeatedly that
the basic emotions in music can be recognized across
cultures [29.108, 110]. However, complex emotions and
experiences appear to be more dependent on cultural
knowledge since they rely on aesthetic judgments, mem-
ories, and identify formation, which all require learning
and exposure to the music. This raises a more funda-
mental issue, which is that different genres of music
havewidely different functional uses. In the present syn-
thesis, an attempt has been made to capture this issue,
through the notion that situations may alter the percep-
tion and experience of emotions, and that this may be
more fundamental than a mere contextual modifier. Not
all emotion concepts are relevant for all types of music,
and for this reason even some of the core affect dimen-
sions (e.g., valence) have been shown to be problematic
when applied across different music genres [29.111].
Moreover, when large stimulus sets provided by social
tagging of music are harnessed for computational anal-
ysis of emotional expression, it has been found that con-
textual information such as genre brings significant im-
provements to prediction of emotions [29.112]. Contex-
tual information is also known to affect perception and
experience of emotions. For instance, extra-musical in-
formation intensifies [29.113], lyrics both enhance and
subdue [29.114], and images amplify [29.60] the emo-
tional experiences aroused by music.

Individual traits, moods, expertise and preferences
of the listeners also modify emotions. At the broad-
est level, culture does contribute to the emotions since
traditions, customs, and musical genres are byprod-
ucts of subcultures. As most music and emotion re-
search has been conducted on Western listeners, there
is a need to expand the sphere of investigation out-
side this realm (e.g., [29.115]). Of the other modifiers
to emotions, musical expertise has been suggested to
either amplify [29.116], or have little effect on both
perceived [29.117] and experienced emotions [29.70].
Personality traits have been shown to have a small but
consistent moderator role for both experience of emo-
tions [29.118] and perception of emotions [29.119].
Music preferences and motives for listening to mu-
sic also have a small but systematic impact on emo-
tions [29.73, 116].

A number of situational factors seem to affect per-
ception of emotions in music but many of these are par-
ticularly important for experiencing emotions. Every-
day music listening studies [29.120, 121] have shown
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that variations across listening contexts – whether at
home, at a laboratory, on public transport, or with
friends – have an effect on which emotions are likely
to be experienced. These differences may not relate
only to the situations themselves, but also to differences
in emotion regulation goals afforded by the situation.
For instance, a gym affords increase in arousal whereas

a church has an entirely different set of functions, not
only because these places differ acoustically. Finally,
the most complex situational modifiers arise from the
social dynamics of the situation. For instance, whether
a listener is alone or in a group [29.122], and the opin-
ions held by others in the group, both of which are
known to affect emotions aroused by music [29.123].

29.4 Measures and Musical Materials

29.4.1 Self-Report Measures of Emotions

Most of the research on music and emotions relies on
self-report measures such as Likert ratings and forced-
choice designs meant to capture the emotions represent-
ing the affect models (dimensions, basic, or complex).
There are numerous standardized instruments for col-
lecting mood and emotion evaluations (such as Pos-
itive and Negative Affect Scale – PANAS, profile of
mood states – POMS, and self-assessment manikin –
SAM, or differential emotions scale – DES, etc.), which
have been reviewed in detail elsewhere [29.124]. All
self-reports measures are subject to caveats and lim-
itations. These often relate to the confusion between
perceived and experienced emotions, which can be dif-
ficult for participants to dissociate, or more generally to
the demand characteristics of such methods, in which
participants are biased towards complying with the in-
ferred outcome. Despite these caveats, the standardized
measures are efficient and convenient, but may either
assume too much about the underlying experience or
rely on specific semantic labels. Therefore it is also use-
ful to probe experiences with open responses [29.125],
interviews [29.103], and nonverbal measures such as
similarity ratings [29.117]. Another way to qualify the
emotions experienced is to collect peripheral and indi-
rect measures of emotions.

29.4.2 Peripheral and Indirect Measures
of Emotions

Peripheral measures of emotions, such as skin con-
ductance response (SCR), heart rate variability (HRV),
facial electromyography (EMG), respiration, and tem-
perature have become increasingly common in stud-
ies involving experienced emotions [29.76, 126, 127].
These indicators are well established in terms of the
underlying physiology and emotional correlates (re-
viewed by [29.128]). In research focusing on strong
responses to music, it has become customary to record
chill reactions [29.129, 130]. Such physiological mea-
sures are not always sensitive enough for the emotional

experiences examined [29.59, 131], although they do
track arousal adequately [29.127]. In addition, there
are other behavioral ways of discovering whether the
emotional experience is actually taking place, includ-
ing indirect measures and reaction times, both of which
rely on the fact that emotional experience biases cog-
nitive judgment in a systematic fashion. For instance,
a sad individual interprets ambiguous faces to be more
negative and processes incongruent (e.g., happy) infor-
mation more slowly than a nonsad individual. There-
fore, indirect measures can be used to assess whether
listeners are experiencing a negative or positive emo-
tion [29.113], despite the considerable limitations such
sensitive measures have. The three levels of affect out-
lined earlier (Fig. 29.1) are not all accessible with
peripheral measures of emotions. Core affects may
be measured with physiology, and with some caveats,
the basic emotions might serve as good targets of
physiological measures if the question is really about
emotional experiences rather than emotion perception.
Measuring complex emotions with physiology may not
be feasible unless one is interested in a very specific
type of emotional reaction such as chills or extremely
strong, aesthetic reactions.

29.4.3 Neural and Endocrine Measures
of Emotions

Measuring brain activation has become increasingly
common in emotion studies, although the purpose is of-
ten not to verify the emotions experienced or perceived,
but rather to pinpoint when and where processing take
place. In this, electroencephalography (EEG), magne-
toencephalography (MEG), and functional magnetic
resonance imaging (fMRI) are the key techniques, with
EEG and MEG indicating electric activity, and fMRI
indicating blood flow and blood-oxygen level, both of
which index the underlying brain activity. fMRI is ac-
curate in terms of the location of the neural activity
but imprecise in timing. Therefore, fMRI studies have
revealed which areas are involved in emotion experi-
ences [29.130, 132] and perceived emotions, in terms
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of stimulus valence [29.133–135]. However, discover-
ing where emotional information is processed is not the
main aim of such studies as the real insights come from
functional explanations of what each area of the brain
area is responsible for. Such explanations allow us to as-
sociate the areas in question to plausible mechanisms.
For example, a part of the limbic system called the
amygdala, which itself has further specialized areas, is
known to be relevant in detecting dangers and fast pro-
cessing of visual information, as well as being able to
code the core affect of arousal [29.136]. In neuroscience
studies of music, the amygdala has been shown to be
heavily involved in processing of strong emotions, such
as chills, but also in strong negative stimuli, demonstrat-
ing that it captures the intensity of the stimuli [29.137].
In addition, the anterior cingulate cortex (ACC), an area
involved in autonomic activity, is often implicated in
music and neuroscience research. This could be taken
as another index of core affects, but such activations
may take place due the involvement of this area with
movement and motivation.

Other brain areas such as ventral striatum and ante-
rior insula have been associated with pleasure induced
by music [29.138], which in more general terms has
been connected to reward-related brain areas that regu-
late the release of dopamine in the brain (demonstrated
by [29.139]). In research connecting brain areas to emo-
tion mechanisms, the amygdala and ventral striatum
have been associated with low-level mapping mech-
anisms as well as the outcomes of the emotions via
higher-level mechanisms. In addition, there are more
specific areas related to memory mechanisms such as
the hippocampus. The anterior hippocampal forma-
tion has been observed to display activity changes in
a numerous music studies [29.132, 140], and this area
has a crucial role in learning and memory, as well as
in expectation and the detection of novelty [29.141].
However, this is not to say that only musically in-
duced emotions generated via memory mechanisms
(episodic memory, evaluative conditioning) necessarily
show hippocampus activation, as the hippocampus also
serves as a switchboard between cortical and subcor-
tical areas, and is thought to be involved in positive
social emotions, and even in the experience of being
moved [29.142].

In addition, studies of brain-damaged patients that
demonstrate selective emotional impairments can re-
veal which functional brain areas are necessary for
emotion perception and experience [29.143]. Electro-
physiological measures (mostly EEG) have typically
investigated valence as a core affect in association
with music [29.133, 144, 145]. The results have shown
that positive and negative emotions produce different

hemispheric lateralization of neural activity; the right
hemisphere is involved more during negative and the
left during positive emotions. However, the results from
these studies fail to paint a consistent picture, since the
results tend to be dependent on the type of techniques
employed.

29.4.4 Musical Materials

The availability of good-quality audio is nowadays vir-
tually limitless, but the number of excerpts used in
studies is usually limited by the length and feasibility
of the experimental task. In behavioral studies that fo-
cus on perceived emotions, a large number of stimuli
could potentially be used. Despite this, there are only
a few exceptional cases where the number of stimuli
utilized in a music and emotion study is truly large: for
example the several thousands of music examples used
by Schuller et al. [29.146]. Online annotation schemes
based on self-reports have typically produced larger
datasets than laboratory experiments, with up to 500
music excerpts in some cases [29.147]), but this may be
at the expense of audio quality, listener attention, and
overall control.

Crowdsourcing is one way of harnessing the power
of the masses, often through implementation of online
annotation games [29.148, 149]. It has been suggested
that crowdsourcing seems to yield data of similar accu-
racy to that generated by expert annotations [29.150],
since the sheer volume of data compensates for varia-
tion between participants and evaluation settings. An-
other way of obtaining large amounts of ecologically
valid information pertinent to perceived emotions is to
tap into social tagging services such as Last.fm or cu-
rated databases such as I Like Music. The data in these
services contain, among other things, user-defined tags
for each music track. The tags may represent genres,
preferences, and situations, but a significant propor-
tion of them relate to emotions. For this reason, the
collections of tags in these services have been used
to build emotion models [29.112] and to connect the
emotions to musical and acoustic properties of the mu-
sic [29.151]. For music and emotion research, these
massive datasets have tremendous potential for formu-
lating predictive models, and also for connecting the
everyday uses of music to situations, emotions, and
individual profiles of listeners (such as age, gender,
music preferences, musical expertise and personality).
The validity of emotion structures inferred through
analysis of such noisy folksonomies remains, however,
to be determined in a rigorous comparison of these
and carefully constructed psychometric laboratory stud-
ies.
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29.5 Current Challenges

The topic of music and emotions in systematic musi-
cology faces several challenges, many of which have
been acknowledged for some time [29.53, 75, 152]. Per-
haps the most important challenges to meet concern the
widening of research contexts, both in terms of culture
and music listening situation, as this could lead to sig-
nificant revisions of the main concepts in music and
emotion research in the near future.

29.5.1 Widening the Research Context

The majority of music and emotion studies have been
carried out in Western countries and amongst partic-
ularly elite groups of people (affluent, young college
students) using music from a narrow repertoire (clas-
sical, jazz, and film soundtracks). It is clear that the
range of people under investigation should be broader.
This could mean cross-cultural studies; however, such
research is increasingly difficult due to the effects of
continuing globalization. Nevertheless, useful tests of
generalizability of findings can be performed within
different cultural practices, regions, and subcultures
found in the West, and by turning attention to repre-
sentative rather than convenience samples.

Another challenge for the field is the applicability
of the results to situations in which music is listened
to. Most studies in this field have been conducted in
laboratory settings [29.53], which is unlikely to be an
environment conducive to complex emotional expe-
riences. This is particularly the case if memory and
appraisal mechanisms are tightly controlled, such as
when listeners are exposed to unfamiliar music that
does not fit their musical identities. Although such an
artificial setting is not entirely problematic for studying
perceived emotions, it is likely to suppress experi-
enced emotions to some extent. One solution is to tap
into the listening activities and emotion of listeners
with the experience sampling method (ESM, [29.120]),
which can now be directly incorporated into smart-
phones [29.121]. This method, coupled with relevant
information about music, environment, individual fea-
tures and current activities, can lead to significantly
more realistic research settings.

29.5.2 Narrowing Down
the Causal Influences

Only a small minority of music and emotion studies
have attempted to establish causal links between musi-

cal features and emotions perceived or mechanisms and
the ensuing emotions. In order to understand how low-
level mapping mechanisms contribute to contagion, en-
trainment, or expectancy mechanisms, factorial manip-
ulations of key musical features are indispensable. This
line of research was started in the 1970s [29.30] but
has not taken hold in the field despite promising studies
on production [29.56], analysis-by-synthesis [29.153],
and synthetic stimulus creation [29.154]. With the for-
mulation of emotion induction mechanisms [29.74],
cause and effect has been established between some
emotions and mechanisms [29.76, 155], but a great
deal more has to be done in order to explain how
music is able to generate emotions through separate
mechanisms at different levels of explanation. The syn-
thesis provided in this chapter attempted to bridge
the gap between the existing mechanisms of music-
induced emotions, emotion perception, and core affects.
The low-level processes involving recognition, phys-
ical characteristics and embodiment of emotions are
necessary building blocks for high-level emotional ex-
periences.

Most of the research in the field relies on retro-
spective ratings of emotions. Since both music and
emotional experiences unfold in time, moment-by-
moment fluctuations should be better incorporated into
experiment design and theories. Although continuous
self-reports have been used numerous times [29.129,
156–158], the approach has not yet provided full in-
sights into the processes, perhaps because the modeling
techniques are still unresolved. The most promising
way to solve this problem seems to come from mod-
eling the neural responses to music [29.159].

The topic of music and emotion has been under-
going a profitable expansion of themes, approaches
and definitions during the last decade. As a topic
for systematic musicology, it offers a rich interdisci-
plinary object of study that will benefit from close
cultural and historical readings of the emotions in dif-
ferent eras, places, and subcultures, using methods
ranging from strict laboratory experiments designed to
tease apart the theoretical constructs, to experiments
involving biological markers of emotions. Moreover,
the technological advances that have altered the way
music is being consumed and analyzed (such as mu-
sic information retrieval), offer yet additional moti-
vation and research tools to make progress on this
topic in a transparent, empirical, and systematic fash-
ion.
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This part deals with sensation and perception of pitch,
timbre, and loudness in humans, largely from a psy-
choacoustic perspective. The part is organized into
four chapters. Chapter 30 covers fundamentals of
psychophysics in regard to sensation and perception
including some theoretical and historical background
information (in particular on the concepts of Fechner
and of Stevens) as well as a detailed discussion of
the so-called sone scale and the mel scale, taken as
examples for scaling of subjective loudness and pitch
respectively. Also included in this chapter is a section
on types of sound phenomena relevant for auditory per-
ception, and in particular for sensation and perception
of musical sound.

Chapter 31 addresses sensation and perception of
pitch mainly from a functional perspective. Anatomical
and physiological facts concerning the auditory path-
way are provided to the extent necessary to understand
excitation processes resulting from sound energy in the
middle ear as well as within the cochlea. Place coding
and temporal coding of sound features are viewed as
two parameters relevant for pitch perception, in regard
to frequency and period The Wiener–Khintchine theo-
rem is taken as a basis to explain the correspondence
between temporal periodicity and spectral harmonicity
as two principles fundamental to perception of pitch and
timbre. The basics of some models of the auditory pe-
riphery suited to extracting pitch from complex sounds
either in the time or frequency domain is outlined, along
with examples demonstrating how such models work
for certain sounds. Sections of this chapter also address
tone height and tonal quality as components of pitch
as well as the rather dubious nature of the so-called
tone chroma. Issues such as isolating tone quality from
height (as in Shepard tones) and an alleged preference
of subjects for stretched octaves are covered in a criti-
cal assessment. Section 31.6 on psychophysics includes
just-noticeable difference (JND) and difference limen
(DL) for pitch, the concept of auditory filters known
as critical bands, the sensation of roughness and disso-
nance as well as special pitch phenomena (the residue
and the missing fundamental, the concept of virtual
pitch, and combination tones). Another section covers
spectral fusion, Stumpf’s concept of Verschmelzung,
and the sensation of consonance. Further, there are
sections on categorical pitch perception as well as on
absolute and relative pitch followed by a brief survey
of scale types, tone systems and intonation. The chap-
ter closes with a section on geometric pitch models and
some basic features of tonality in music.

Chapter 32 deals with perception of timbre or sound
color. Both concepts can be distinguished by terminol-
ogy as well as their historical and factual background,
even though both relate to some common features for
which an objective (acoustic) basis exists. Sections of
this chapter review, in brief, developments in (tradi-
tional and electronic) musical instruments as well as
in research on timbre and sound color. Section 32.2 on
sensation and perception of timbre offers a retrospect on
classical concepts of tone color or sound color and re-
views some modern approaches from Schaeffer’s objet
sonore to semantic differentials and multidimensional
scaling. Taking a functional approach, acoustical fea-
tures (such as transients and modulation) and perceptual
attributes of timbre as well as interrelations between
pitch and timbre are discussed. In a final section, fun-
damentals of sound segregation and auditory streaming
are outlined. For most of the phenomena covered in this
chapter examples are provided, including sound analy-
ses obtained with signal processing methods.

Chapter 33 is on sensation of sound intensity and
perception of loudness. Since some of the relevant mat-
ter (on scaling concepts of loudness) has been presented
in Chap. 30 of this part, and because a considerable
portion of research on loudness is done outside musi-
cal contexts (namely, in industrial and environmental
noise control as well as in audiology), this chapter
condenses facts and models more than the previous
ones on pitch and timbre. Section 33.1 offers physical
and physiological bases for sound intensity sensation
while Section 33.2 discusses features of some mod-
els of loudness sensation that have been established
in psychoacoustics over the past decades. Since these
models originally were designed for stationary sound
signals and levels, and have been tested mostly in lab
situations, they could not adequately cover a range of
real-world sound types found in natural or technical en-
vironments. Section 33.3, therefore, discusses features
of sound material contained in techno music produc-
tions and presented, for example, to audiences in live
music clubs at very high sound levels, which calls for
measurement of relevant sound parameters (such as the
rate of energy transmitted by pulse sequences embed-
ded in music) as well as an appropriate assessment
of sensory effects. Different from perception of pitch
(where samples of subjects respond more or less in
similar ways to certain types of sound signals), per-
ception of loudness shows a high degree of variability
even within groups of musically trained subjects reflect-
ing their musical background and preferences. Finally,
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there is a concluding section in which recent empiri-
cal evidence demonstrating that subjects judge loudness
for various musical genres on an ordinal category scale
(from very soft to very loud) is presented. However, the

range for such scales and the absolute sound pressure
levels that correspond to certain categories differ widely
among subjects, calling into question the concept of
a unitary scale for loudness (such as the sone scale).
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30. Fundamentals

Albrecht Schneider

This part of the handbook deals with sensation
and perception of pitch, timbre, and loudness in
humans, largely from a psychoacoustic perspec-
tive. Since there is broad range of publications
available on subjects such as hearing (includ-
ing anatomy and physiology), psychoacoustics
as well as signal processing in relation to per-
ceptual modeling (for comprehensive summaries
see, e.g., [30.1–12]), it would be quite difficult,
if possible at all, to condense relevant matter
that has found detailed discussion elsewhere so
as to fit into one part of this handbook. Rather,
the approach taken here is selective such that
phenomena that have found extensive treatment
in works on psychoacoustics and audio process-
ing (e.g., masking) will only be briefly addressed
while a number of aspects usually given less at-
tention shall be included. The perspective chosen
aims at presenting facts and models but also turns
to theoretical and methodological issues deemed
necessary to understand lines of development in
research. To this end, Chap. 30 of this part ad-
dresses fundamental concepts such as sensation,
perception, and apperception. Since such concepts
have been developed in a long process of research,
and from certain philosophical backgrounds, it
seems adequate to refer to at least some of the
discussion found in disciplines such as philoso-
phy, psychology, and neuroscience with respect
to epistemology and research strategies. Further,
ideas that are of special interest in regard to the
history of psychophysics and in particular concepts
developed by Theodor Fechner and Stanley Stevens
are given a critical examination. To illustrate cer-
tain facts or problems, examples are provided (such
as sound analyses or other empirical data). Though
music perception in humans seems to be unique
with respect to the involvement of cognitive fac-
tors, in research involving sensation and percep-

30.1 Theoretical and Methodological
Background ...................................... 560

30.1.1 Realism, Naturalism, Reductionism,
Empiricism ........................................ 560

30.1.2 Sensation, Perception, Apperception,
Imagination ...................................... 563
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30.2 Types of Sound and Sound Features
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and Music Perception . ....................... 587
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References ................................................... 598

tion (e.g., of pitch and loudness) reference must
also be made to other mammals we share basic
anatomical, physiological and neuronal structures
and functions with [30.13, 14]. Sensation and per-
ception of pitch and timbre basically is viewed
as a functional relation between certain types of
sound and processing of sounds within the sen-
sory organ as well as on several levels along the
auditory pathway (AuP). Functional in this context
means that sensations and perceptions in general
can be related to features inherent in sounds and
that, notwithstanding variability in capabilities
and performance among individuals, a relation
of cause and effect holds that permits us to as-
sume intra-individual as well as interindividual
similarity and consistency of sensations and per-
ceptions for the same set of stimulus conditions. At
least it seems reasonable, as a working hypothesis,
to assume the same objective causes will provoke
similar effects, in human subjects, within a certain
range.
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30.1 Theoretical and Methodological Background

Dealing with perception and cognition presupposes de-
cisions as to epistemology and methodology. Over the
past decades, there has been an intensive discussion in
philosophy, psychology, and neuroscience, as well as in
areas such as artificial intelligence, concerning funda-
mental issues like: is there any justification for separat-
ing the physical brain and its specific functions from
intellectual capacities subsumed under the heading of
mind? What is the relation of neural brain states to our
experience of consciousness and self-consciousness?
What exactly constitutes a mental representation of
something? How is cognition accomplished in regard
to complex tasks such as production and understanding
of language or music?

30.1.1 Realism, Naturalism, Reductionism,
Empiricism

A review of ongoing debates on, for example, monis-
tic or dualistic approaches to brain and mind is beyond
the scope of the present article. For in-depth treatment
of central issues in philosophy, psychology and cog-
nitive sciences, the reader is referred to publications
such as [30.15–24]. We may, however, briefly address
four basic concepts that have played a major role in al-
most all discussions of brain/mind relations as well as
in regard to fundamentals of perception and cognition.
These four concepts can be stated as:

1. Realism
2. Naturalism
3. Reductionism
4. Empiricism.

Realism
Ontological realism accepts there is a material world
that exists irrespective of human perception and con-
sciousness. This world contains a manifold of things
including plants and animals that make up types of en-
vironments. Humans are one species (Homo sapiens)
of primates living in various environments. Things have
properties (e.g., solids have a mass and a density). Epis-
temological realism holds that humans are capable of
gaining valid and reliable knowledge of things existing
in this world as well as of physical, chemical, and bi-
ological processes governing nature in all its aspects.
The basic ontological assumption that there is a phys-
ical world independent of the mind is idealistic since,
according to Rescher [30.25, p. 115],

ultimately, it does not represent a discovered fact,
but a methodological presupposition of our praxis

of inquiry; it is not constitutive (fact-descriptive) but
regulative (praxis-facilitating).

While naïve realism guides much of our everyday expe-
rience of the world, critical realism seeks for principles
that make coherent experience possible for individual
subjects, on the one hand, and that limit our knowl-
edge derived from such experience, on the other. For
example, knowledge based on experience beyond the
single case is achieved by prototyping and catego-
rization [30.26]. Experience involves identification of
things or objects presented under varying conditions as
being the same or belonging to the same category. Criti-
cal realism concedes, however, that perception and even
sensation, which is at the base of much of our experi-
ence, can incorporate subjective factors (giving rise to
the variance found in the data from samples in experi-
ments on sensation and perception).

Naturalism
Naturalism holds that this world (and also the universe)
is governed by natural laws that are discovered by sci-
ence, and suited to explain things that make up the
world as well as their relations and functions. Hence,
valid and reliable knowledge is as such based on natu-
ral laws and acquired by the scientific method. In a long
and ongoing process of inquiry, scientific research re-
vealed that this world consists of many systems and
subsystems, many of which are dynamic in nature (as
is evident from, for example, the study of molecular ge-
netics, or of relations between climate and vegetation).
Conducting systematic inquiry according to scientific
methodology, and thereby discovering the principal sys-
tematicity of nature, has led to results that also can
claim systematicity in regard to coherence and explana-
tory power. As a consequence, naturalism (that either
excludes or scrutinizes whatever is deemed supernatu-
ral) rests on scientific methodology comprising empir-
ical observation, controlled experiments, measurement,
and mathematical modeling. It has set the standard for
research including disciplines such as psychology as
well as major areas of sociology.

The naturalist approach common now in cognitive
science and psychology, as well as in philosophy, pro-
poses that our mind, and in particular phenomenal con-
sciousness, ultimately rests on brain structures and their
functions [30.19, 20, 22]. However, rather than taking
consciousness as an epiphenomenon, one may view
consciousness as emerging from increasingly more
complex brain structures and processes in the course of
evolution that led to Homo sapiens [30.27, 28]. To ex-
plain mental phenomena in terms of neuronal activity is
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an attempt at overcoming the mind/body or mind/brain
dualism. It should be noted, though, that even strong du-
alistic concepts such as advanced by Karl Popper and
John Eccles [30.27] acknowledge that mental opera-
tions rest on brain states. The dualistic concept rather
implies that there are certain states of the mind and
processes of mental activity that as yet cannot be suf-
ficiently explained in terms of brain states, and which,
for the specifics of experiences addressed as mental,
deserve to be studied from a psychic and intellectual
point of view. In this context, the sphere of intention-
ality is a matter of debate. In regard to intentionality,
subjects are concerned with analyzing and evaluating
their experiences and motivations, they attribute mean-
ing to things or persons, form opinions, have beliefs
or have expectations, they can understand the double
meaning of certain sentences or jokes. Though all such
acts can, ultimately, be performed only because subjects
have a brain, it is not quite clear how brain opera-
tions may lead to specific mental experiences usually
subsumed under intentionality [30.29]. One will re-
member Brentano’s [30.30] notion of psychic objects
for which intentional inexistence, that is, mental im-
manence, obtains. According to Brentano, in an act
of conceiving something is conceived as an object, in
judgment something is judged (as true or false), etc.
While outer perception effected by means of sensory
organs leads to seeing certain colors or hearing certain
tones, inner perception involves the act of hearing (of
which we become conscious) as well as conceptualiz-
ing phenomena so that they are evident. In this respect,
the German term for perceiving includes judgment: the
term wahrnehmen literally means to take something for
granted and evident that has been perceived properly.
To Husserl [30.31], the manifold of inner perceptions
we can bring about and the experience of evidence is
an implication of intentionality. Husserl maintained that
psychic phenomena thereby can be distinguished from
physical phenomena.

Within a naturalist and monistic approach, one
would argue that the brain realizes neural states that
somehow represent mental states, and that neural states
can in principle account for intentionality, and for men-
tal acts such as thinking, desiring, imagining. Also, it
is common to adopt a third-person approach to mental
phenomena and to avoid, for reasons of scientific objec-
tivity, a first-person perspective as was often adopted in
works on the philosophy of mind as well as in psychol-
ogy when dealing with phenomenal consciousness.

There are various models of how phenomenal con-
tent can be represented. An issue that has caused major
controversy is that of subjective experience of certain
things or states as evoking a specific quality. From
a monistic and naturalistic view, the existence of qualia

beyond the sum total of all the innate and learned
associations and reactive dispositions has been de-
nied [30.15, p. 388], or has been turned into a problem
of representational states [30.22]. However, the ten-
dency of many subjects to include properties of qualia
into their experiences can be explained within the nat-
uralistic framework by a dispositionalist higher-order
theory of phenomenal consciousness [30.20].

Reductionism
Reductionism is a basic strategy in science aimed at
understanding complex systems by reducing, for exam-
ple, the number of variables operative in a model or the
number of dimensions representing a system. In this
way, in acoustics, vibration of strings often is treated
as if the string is a one-dimensional continuum (where
an ideal string is assumed to be of extreme or even
infinite length and so thin that string diameter is neg-
ligible when compared to string length). Further, it is
assumed that elongation of each mass point of the string
is very small (so that the restoring force also is very
small according to Hooke’s law, and vibration ampli-
tude is a linear function of excitation force). Similarly,
a number of cochlea models have been constructed as
one-dimensional, and very small deflections of basi-
lar membrane (BM) structures are assumed in order to
maintain linearity for certain parts and processes where
in fact nonlinear behavior can be observed already for
medium sound pressure level (SPL), and more so for
high SPL.

Reduction of complexity is a necessary step to de-
velop heuristics for solving certain problems. In some
philosophical and neuropsychological approaches to
perception and cognition, however, reductionism has
gained a different status. Obviously not the least be-
cause of disappointment with perennial epistemological
disputes in philosophy, and confessing eroded confi-
dence in ‘the grand old paradigm’, a framework de-
rived mainly from Logical Empiricism [30.32, p. 546]
since the days of Hume, prospects that current sci-
entific endeavors such as cognitive neurobiology and
neural network models might hold for the reduction-
ist epistemology were considered more promising than
the continuation of traditional discourses. One has to
remember, in this context, certain developments and
debates in areas that, taken together, would make up
cognitive science (for details, see [30.33]). To name
but a few of the central issues, there had been the
brain/computer analogy and the metaphor of the mind
carrying out procedures similar to operations of a com-
puter program that were of consequence for concep-
tualization and heuristics since about 1950 [30.34,
Chap. I,2]. Further, findings in neuroscience according
to which cortical areas and other brain structures are
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said to work like task-specialized neuralmodules seems
to have inspired concepts that suggested the modularity
of the mind as a functional equivalent to the brain. Also,
models of neural networks (comparable, at least in prin-
ciple, to operations found in neurons, cell assemblies
and similar substrates) soon proved the usefulness of
the connectionist approach. These developments all had
their impact on attempts at establishing neurophilos-
ophy as well as philosophically oriented neuroscience
that seeks to overcome the dichotomy of brain and
mind [30.16, 18, 35, 36]. Common to such approaches
is to explain perception and higher-order phenomena
of cognition on the basis of lower-order phenomena,
and to take into account facts and models available
from biology and neuroscience as well as from com-
puting [30.17]. Processes pertaining to perception and
cognition are thus addressed bottom-up from their nat-
ural foundations rather than along abstract principles.
Such approaches have been labeled reductionist inso-
far as cognition is investigated and explained largely
from a biological and also from a computational per-
spective (whereby mental phenomenamight be reduced
to representations of neural brain states). In line with
both naturalism and reductionism is the thesis stating
that the function of cognition is to enable the agent
to deal with environmental complexity [30.37, p. 3]. In
order to adapt to the environment in an optimal way,
humans (and other mammals) had to develop their cog-
nitive skills.

There are several approaches to reductionism that
differ, among other aspects, in the way the monistic
perspective is implemented. While, in a more radical
perspective, some claim identity of mind and brain so
that mind states are nothing but brain states (taken to
be observable as such), others admit there are mind
states that can be experienced by subjects, but which
are epiphenomena derived from brain states. Still oth-
ers suggest the sheer complexity of brain structures
and processes can result in emergent experiences that
are difficult to trace in neural substrates (an excess of
unpredictable, creative brain activity has also been ac-
cessed in theories of autopoiesis as well as in ideas per-
taining to radical constructivism). However, concepts
of emergence besides self-organization also include the
aspect of complex interactions between systemic com-
ponents [30.21, pp. 114–116] giving rise to salient
patterns that seem relevant for, among other areas, au-
ditory perception.

Empiricism
Empiricism in regard to perception and cognition
evolved from several different angles in the 19th cen-
tury. Among relevant sources one will have to reckon
sensualism as proposed by John Locke and the belief

that knowledge for the individual results largely from
experiences that make up an aggregate. Further, asso-
ciation psychology (as sketched by James Mill) and
inductive logic as developed by John Stuart Mill be-
came of importance for scientists like Helmholtz and
Mach who both advocated empiricism in the study
of sensation and perception. The paradigm developed
by Helmholtz can be described under the heading of
experimental interactionism. To Helmholtz, acquiring
experience starts from elementary sensations resulting
from the input received from peripheral sensory organs.
In regard to vision (which he uses for example), how-
ever, we can control what we actually see by moving
our head and directing our eyes towards certain objects.
Such movements are effected by means of innervations,
which in turn can be activated through volitional im-
pulses. Hence, the observer can select by innervations
and motor control what he or she perceives, and what
becomes present from a given object or from a range of
different objects of which we have a sequence of sensa-
tions. According to Helmholtz, directed observation is
an active process suited to realize that, by willful inner-
vations, sensations can be turned into perceptions where
certain aspects or features become clear. To Helmholtz,
a lawful relation exists between (willful) innervation
and perceptual focus. Taking the example of seeing ob-
jects in a space, Helmholtz [30.38, p. 237] argued that
each willful movement of our head and eyes constitutes
an elementary experiment since it leads to changing the
phenomenal appearance of objects and permits us to
check whether we have correctly realized its distinctive
features.

We all perform many such perceptual experiments
in ontogenesis in order to build up experience. Also,
repeated perceptions that contain features typical of
certain objects leave traces in our memory. Further,
Helmholtz [30.38, p. 233] pointed to a cognitive mech-
anism he at times has called unconscious inferences.
According to this concept, current sensation leads
to a perception that makes use of a sum of previ-
ous experiences (resulting in, for example, prototypes
or other typifications/generalizations) stored in mem-
ory. The sum of such experiences constitutes what,
in modern terminology, would be implicit knowledge;
Helmholtz [30.39, p. 85] distinguished between Kennt-
nis, i. e., knowledge accumulated through experience,
and Wissen, that is, verbalized knowledge. For exam-
ple, sensing the sound of a trumpet may evoke the
instant and perhaps unconscious inference in a subject
that it is a brass instrument one has heard. In regard
to empiricist methodology, the concept of unconscious
inference can be taken as applying inductive generaliza-
tion to perception [30.40, Chap. 3]. Helmholtz’ concept
implies that, due to an ongoing process of acquiring
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experience in each subject, sensory input is likely to
trigger inferences (from categories, prototypes, learned
schemata, etc. stored in memory) that influence ac-
tual perception. Hence, as has been discussed with
respect to loudness perception and other areas, the per-
ceptual response to physical stimuli, though based on
peripheral pickup of sensory data and processing along
specific neural pathways, typically involves also cogni-
tive structures [30.41]. Of course, empiricism also had
consequences in regard to methodology. In psychol-
ogy (including psychophysics, [30.42]) and in the area
that would later become psychoacoustics, experimental
investigations aiming at measurable attributes of sensa-
tion and perception (Sect. 30.1.4) were, from the very
beginning, deemed necessary.

30.1.2 Sensation, Perception, Apperception,
Imagination

Historically [30.43], Thomas Reid perhaps was the first
to make a clear distinction between sensation and per-
ception. Summarizing his ideas, sensation is viewed as
causing a change in experience, while perception is said
to include a conception of an object or a relationship
that is perceived, plus the immediate and irresistible
conviction of the existence of such object or of a spatial
organization [30.44, p. 88]. From Helmholtz’s writings
as well as from works by Wilhelm Wundt and other
psychologists of the time, a useful distinction between
concepts becomes evident:

1. Sensation
2. Perception
3. Apperception
4. Imagination.

A short summary of central features of these four
concepts is given here that serves also as an introduction
to the next section where a functional model of sensa-
tion and perception is outlined.

Sensation
By sensation (German: Empfindung) typically a process
involving sensory organs and addressing the senses (vi-
sion, hearing, etc.) is understood, which starts at the
periphery (skin, eyes, ears, tongue, nose) with some
physical and/or chemical stimulus and leads to a me-
chanical (as in our ears) or other excitation that is
followed by a physiological reaction that in turn re-
sults in a neural signal [30.45]. Such a signal can
immediately trigger a fast response (subcortical, e.g.,
brainstem reflexes) that usually includes some form
of motor behavior or other action suited to prevent
damage from sensory organs or from other parts of

the body, and to adjust to a new situation. Sensations,
which may start also from within the body (e.g., vis-
ceral sensations, headache) can, yet must not, rise to
some level of awareness depending on the conditions
of the stimulus as well as on sensitivity of the sen-
sory organ and the ascending neural pathway (for which
a threshold is assumed; Chap. 31). Sensations, which
somehow correlate to the neurally coded pattern of
stimulation/excitation, often include emotive coloring
(e.g., sensation of a very loud sound may go along with
affright or even horror). Sensation can be regarded as
based on a direction outward ! inward, that is, from
peripheral sensory organs used for stimulus information
pickup to processes within the central nervous system.
In general, for the emergence of perceptions, circuits
comprising receptors (sensory organs) and neural trans-
mission lines to the central nervous system (CNS) are
required [30.46, Chap. 14]; such circuits also can in-
clude effectors whereby the system responds to sensory
input [30.47, Chap. 5]. In psychology and psychophys-
iology, it has been customary for a long time ([30.48,
p. 273 ff.], [30.49, p. 30 ff.]) to categorize sensations
as to their quality, intensity, duration, extension, etc.
If a subject notices qualities and/or intensities, his or
her sensations must entail some elementary categoriza-
tion process. It has been argued at times that subjects
are likely to become aware of peripheral stimuli if the
level of excitation exceeds a certain threshold (so as to
bring the sensation to the subject’s attention). In this re-
spect, a certain level in intensity of a sensation would
give rise to a perception while low-intensity sensations
would remain unnoticed. In psychophysics, researchers
since the days of Weber and Fechner have drawn
relations between the physical intensity of stimuli pre-
sented to sensory organs and the intensity of sensations
(Sect. 30.1.4, Historical and Theoretical Background).

Perception
Perception in this respect is directed towards the content
of the sensation whereby the specifics of this content
are interpreted in regard to certain properties or features
(what is it that has been sensed?). In a straightforward
realist approach, the content of what has been sensed
should be explainable in an unambiguous way since, in
such a perspective, sensation of something is causally
related to the nature of the stimulus and the transfer
function of the sensory channel. This aspect will be dis-
cussed in regard to pitch perception in more detail in
Chap. 31.

The faculty to perceive, however, can also be un-
derstood as a general activity of interacting with the
environment to which our senses are directed. For
instance, walking in a natural or in a man-made environ-
ment (comprising spatial and temporal order) with eyes
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and ears open implies that we see very many objects
as they enter the field of vision, and we hear sounds as
they appear in a sound field. At this stage, perceiving
means that we distinguish objects on the basis of their
phenomenal appearance where we may identify certain
objects along some salient features. For the proponent
of a direct realism, perceiving (seeing, hearing) gener-
ates

immediate knowledge [. . . ] which is not inferred
from, or suggested by, any further knowledge, or
any ground or basis for knowledge. [30.50, p. 191]

Such knowledge can, yet must not, be verbalized. Per-
ceiving as a quasicontinuous process means things in
a field of vision or in a sound field are captured in
what could be called first-order approximation, where
things become perceptual objects (often for a short time
only, in kind of a frame-by-frame mode) and are cate-
gorized in a rough or global access with little if any
attention to details. One can address such roughly cat-
egorized objects as first-order percepts. However, even
rough categorization involves judgment (and probably
also some unconscious inferences). The theater where
judgment pertaining to properties of things that are per-
ceived as features of objects takes place traditionally
is the mind; in line with current debates [30.20, 22],
some stage of phenomenal consciousness can be as-
sumed to account for these tasks. It was argued long
ago that perceiving, in particular of visual objects, in-
volves operations that in certain respects are similar to
geometrical measurement (or at least to making esti-
mates of geometrical properties) as well as abstraction.
For example, the observer, after noticing some objects,
accomplishes perception of them by correctly identify-
ing relevant properties under varying, and often poor,
conditions [30.51]. Within this process, cognitive evalu-
ation is needed to facilitate and to complete perception.

Apperception
According to a model outlined by Wundt [30.52], per-
ceiving as an ongoing process involves a steady influx
of things to become objects of perception as they enter
the field of vision or as they emerge (as events in a tem-
poral sequence as well as in some spatial coordinates) in
a sound field. From the perspective of an average viewer
or listener, following a brief and global categorization,
most of such objects disappear from phenomenal con-
sciousness with the influx of new things or events. It
is only if things or events become the focus of attention
as objects of perception that phenomenal consciousness
gains a detailed understanding of their structural or-
ganization. In such a situation, objects are singled out
of a quasicontinuous sequence of first-order percepts

in an active process that Wundt [30.52, p. 244 ff.] has
described as apperception. It requires the viewer or lis-
tener to focus on a perceptual object with due attention
whereby its content becomes clear in regard to struc-
tural composition and functional aspects. For example,
the relational structure of tones and intervals making up
complex chords such as used by Wagner in his Tristan
will hardly be grasped in a situation where a subject
is listening to the music as it is performed in an opera
house. One can analyze such chords though by attentive
listening to portions of recorded music in several runs
with the aim of determining as many intervals (repre-
senting the relations between tones in each chord) as is
possible. The results of the analysis, i. e., the number
and topological structure of tones in a given com-
plex chord can be visualized mentally, for example, by
means of a two-dimensional (2-D) or three-dimensional
(3-D) tone net (as to tone nets, see [30.53]). Also, one
can label certain chords according to their tone and in-
terval structure (e.g., underseventh-ninth chord). Simi-
larly, listening closely to a melody or to several melodic
lines interwoven in a polyphonic setting results in per-
ceiving amelodic contour or several such contours each
of which contains intervallic (diastematic) and tempo-
ral information. Such contours that can be graphically
presented in a 2-D format (with pitch and intervallic
relations on the ordinate, and time on the abscissa)
are apparently perceptual objects whereby subjects con-
ceive of melodic structures. Wundt [30.52] would have
addressed perceptual objects such as melodic contours
derived from analytic listening as formations (Gebilde),
indicating that, on the one hand, a melody in fact does
have an intrinsic structural property of order in regard
to pitch and time, and, on the other, a subject atten-
tively listening to such a melody will build a perceptual
object of which he or she becomes aware of as a forma-
tion. To facilitate apperception, a subject needs amental
representation of features distinctive of an object that
is thus apprehended (one may regard this process as
a second-order perceptual approach). A mental repre-
sentation understood both as a process and an entity
resulting from the process is essential for appercep-
tion as well as for other cognitive operations. It can
be characterized in certain ways (see also [30.54]).
First, a representation typically is achieved in an ac-
tive process of perceptual analysis involving judgment
and also knowledge stored in memory. Second, though
the basis from which analysis starts in general will
be sensations (in this case, auditory), the final repre-
sentation is the result of abstraction of which subjects
become aware as such. The content of the object that
is represented is mental, and may have the format of
an image. Though the semantic field of the term im-
age is quite wide (covering or alluding to meanings
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such as idea, conception, metaphor, picture; [30.55]),
it is central to an image to present or to re-present
something. In this respect, the image of a melodic con-
tour that we abstract from listening to a tune (say, We
shall overcome) is a useful format for (mental) rep-
resentation and memory storage of musical structure
(also [30.56]). Visual imagery has been addressed as an
efficient cognitive tool employed in learning and mem-
ory [30.57]. One important aspect of representation is
that it can bring back certain objects and their con-
tent that resulted from previous perceptions and have
been stored in some format in memory. Such objects
are retrieved from memory (typically, long-term mem-
ory LTM) and are re-presented in a mental state that of
course rests somehow on neural states. Third, since the
process of abstraction strips down the sensory input so
that structural and relational features are left over and
condensed into a perceptual object, the content of this
object serves as a model that represents essentials of the
sensory input, and which also can represent (depending
on conditions, see Chap. 31) properties of the physi-
cal stimulus. Perception includes not just categorization
yet to some extent an interpretation of sensory data and
even a tendency to extrapolate from sensory data in
that perception, though based on sensory input, may
lead to constructing, for example, illusionary objects
as percepts. In regard to auditory perception, the Ris-
set/Shepherd sound constructs of seemingly constantly
falling or rising pitch (Sect. 31.1.2) is a good case in
point.

Imagination
Auditory perception can go along with visual imagery
whereby skilled musicians may form, for example, im-
ages of the score of the music they actually listen to.
Imagery also is essential in conceiving of objects that
must not necessarily exist in the environment but which
could be imagined to exist (like the enchanted mermaid
singing in the sea or some giant trumpets suited to pro-
duce a sound level that causes town walls to collapse).

30.1.3 Functional Model of Sensation
and Perception

The basic relations of sensation to perception outlined
in Sect. 30.1.2 can be condensed into a functional
model (sketched also in [30.58, Chap. 4] and [30.46,
Chap. 14]) that combines bottom-up and top-down pro-
cesses. The source always consists of the environment
that offers a wide range of (physical, chemical) stimuli,
and of the mammalian body with its sensory organs ca-
pable of picking up such stimuli. Sensory organs work
when a stimulus transmits a minimum quantity and
intensity of energy needed for excitation. This means

a certain energy transfer into the sensory system is re-
quired beyond a threshold to yield, as in the case of
the ear, a mechanical and then a hydromechanical ex-
citation that in turn will result in a physiological and
neurophysiological response in the inner ear (for de-
tails, see [30.8, Chaps. 2–5]). At the core is a generation
of sensor potentials and of action potentials as the result
of electrochemical transduction processes that lead to
neural spike patterns in the auditory nerve (AN) suited
to code auditory-relevant information. Such informa-
tion is routed bottom-up along the AuP and brings about
auditory sensations, and also may evoke early responses
to stimuli such as brainstem reflexes even before reach-
ing the level of cortical sensory areas. In regard to
auditory stimuli, it is likely that integration of incoming
information and analysis as to stimulus features starts
on a subcortical level (for which thalamic nuclei, in par-
ticular the medial geniculate body (CGM), have been
addressed). Analysis of neural information on the CNS
level, in regard to binding parts into more or less co-
herent objects and segregating objects from each other,
involves previous experience and memory, that is, ele-
mentary or more complex top-down processes. In this
respect, even a rough (and preliminary) categorization
of incoming information in regard to stimulus features
that might be compared to certain templates and proto-
types activates processing beyond mere sensation. This
level often is addressed as perception, for which at least
some lower mental processes such as elementary com-
parison and categorization are needed; according to the
distinction of lower and higher mental processes, the
latter apply to cognition and for many tasks involve
explicit knowledge that can, yet must not always, be
verbalized. Acts of classification, though directed to
actual stimulus features (e.g., timbres of musical instru-
ments one hears at a certain moment), are supported by
experience and knowledge. Access to previously stored
information can remain implicit, especially in situa-
tions such as listening to music in a concert, which
means quasi-real-time processing of sensory input and
fast formation of perceptual objects on the basis of
prototypes, schemata, etc. However, subjects can also
draw on explicit knowledge (of which a subject be-
comes aware when making decisions and judgments)
especially if they are skilled musicians. Further, even el-
ementary categorization as well as subsequent detailed
formation of perceptual objects can be influenced by
motivation as well as by expectancies. In addition, per-
ception of sounds almost always includes some emotive
component, which is also an element in categorization
and classification. Single sounds and textures of sounds
are experienced as loud, shrill, dull, or as harmonious,
smooth, etc. but also as joyous or frightening, as pleas-
ant, soothing, etc.
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As one may study in many situations and contexts,
humans do not always experience clear demarcation
lines between sensation and perception, on the one
hand, and between perception and cognition, on the
other. Among the reasons for such a crossover one has
to reckon both the sheer amount of information from
a broad range of (visual, auditory, olfactory etc.) stimuli
that can affect our senses while the information pro-
cessing capacity of each sense modality or channel is
limited. For the auditory modality, the channel informa-
tion capacity has been estimated as K D 40 000 bit=s.
Conscious processing of (auditory, visual, etc.) infor-
mation by the CNS, however, is much more limited and
may be as small as 100 bit=s or less [30.59, p. 156 ff.].
In many situations related to music and sound, density
of flow of (auditory and often also visual) information
is very high, hence processing requires significant re-
duction of stimulus information relative to only a few
features or dimensions to maintain perception. Dimen-
sional reduction is a typical response in perception to
keep up with a heavy processing load or even total over-
flow of information per time unit, or with a heavy load
of information that needs to be processed in parallel (the
limits being largely set by the capacity of the working
memory [30.60]). Of course, the use of templates and
schemata helps in forming perceptual objects and in
perceiving the relations between them. While templates
even support elementary auditory perception (as will be
discussed in regard to pitch perception in Chap. 31),
learned schemata apparently play a role in understand-
ing musical syntax in the process of listening [30.61,
62].

The sequence of processing that relates sensation to
perception and cognition can be tentatively sketched in
a block diagram (Fig. 30.1). Since hearing is the sense
modality that is of prime interest here, the stimuli will
be sounds (that may be combined with visual, tactile, or

Subject Environment

Sounds

Ears (and vestibular system)

AN, lower relays of AuP

AI: ‘auditory objects’, percepts

Sensation

Perception

Cognition

Excitation

Transduction: IHC, (OHC)

Feature extraction up to IC
Integration (1): IC, CGM

Evaluation, integration (2) memory

Fig. 30.1 Block diagram: main
processing stages in hearing

olfactory stimuli), and the relevant peripheral sensory
organ of course is the pair of our ears.

Hearing is a complex process in which feedback
loops are essential, and in which bottom-up and top-
down mechanisms closely interact. Feedback circuits
such as implemented in the brainstem reflexes and in
centrifugal pathways [30.8, Chaps. 6–8] lead to adjust-
ment of transduction parameters such as motility of the
outer hair cells (OHCs).

30.1.4 The Measurement of Sensation

Historical and Theoretical Background
Psychophysics is a field of scientific study investigating
the relations between physical stimuli and the sensa-
tions as well as perceptions evoked in subjects. Such
relations are subjected to measurement (if possible),
and are thus given quantitative formulations. The idea
that even the strength of conceptions is quantifiable
goes back to Johann Fr. Herbart and to the mathemati-
cian and philosopher Moritz W. Drobisch, who laid the
foundations for a discipline labeled mathematical psy-
chology [30.63]. In regard to empirical studies, Ernst
H. Weber, a physiologist, had carried out experiments
aiming at just noticeable differences (JNDs) in sensa-
tions of weight and touch. He found ratios of 39 W 40
(weights of two bodies lifted by hand) and 29 W 30
(sensitivity for pressure two different weights exert on
a hand; [30.64, p. 546 ff.]) as differential thresholds.
Weber said he himself had registered many different
degrees of sensation to conclude that we must test
our innate instruments of sensation just as a physicist
is testing the sensitivity of his measuring instrument.
Taking concepts from both Drobisch and Weber, Gus-
tav Th. Fechner, a physician and physicist, offered
a comprehensive treatise on fundamental issues of psy-
chophysics [30.65]. He took off from the basic ques-
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tion: how does the human body relate to the soul (he still
used this term), or, more specifically, how does the mind
relate to our body? Fechner of course knew that the
brain, like other parts of our body, is regulated by phys-
iological mechanisms. However, as can be concluded
from personal experience, human beings possess amind
capable of forming ideas and concepts, and of abstract
thinking in general. Also, in addition to using our senses
for whatever information pickup from the environment,
we can perceive certain things as well as imagine things
not observed so far (like the legendary unicorn). Such
experiences led to the view of the mind being a sphere
of its own; even if resting ultimately on brain functions,
themind is often regarded a superstructure based on, yet
not reducible to, cortical functions [30.29]. This is the
dualistic perspective that has been tackled by reductive
approaches to the brain/mind gap (Sect. 30.1.1) leading
to monistic theories [30.15]. Avoiding overt decision
in favor of either dualism or monism, Fechner simply
claimed a lawful relationship between physical stim-
uli, certain psychophysical functions (as embedded in
the human body including the brain) and the sensations
resulting from the stimuli. Hence, there is a tripar-
tite relation of which stimulus and sensation are the
endpoints that allow empirical investigation while the
psychophysical operations (i. e., physiological and neu-
rophysiological processes) activated by stimuli such as
musical sound were not accessible to direct inspection
(given the methodology and tools available to Fechner).

Fechner distinguished between outer and inner psy-
chophysics whereby the former connects physical stim-
uli and sensations, and the latter would be concerned
with specifics of the neural structures and activity un-
derlying sensations and perceptions (as well as with
a range of issues in regard to the fundamental relation of
body and soul or body and mind Fechner was seeking
to investigate). As part of inner psychophysics, Fech-
ner [30.65, Vol. II] treats certain psychic conditions
(e.g., attention, vigilance) and also memory phenom-
ena such as after-images. Fechner’s ideas on inner and
outer psychophysics have been discussed in great de-
tail, and have been used also for modern reformulations
of psychophysics [30.66, 67].

The symbols \ and ˙ both denote measurement,
however, of two different kinds. While physical stim-
uli in general can be measured in an objective way
according to certain dimensions, parameters, and units
that are well defined and accepted as such by the scien-
tific community (as is, for example, the MKSA system),
sensations are based on neural activity that, due to the
complex distributed structure of the CNS, is difficult to
measure. Accessible, though, are reactions of individual
subjects that reflect their experiences relative to certain
stimuli. What is measured, therefore, are stimulus pa-

rameters (\) representing the physical input into a sys-
tem that performs physiological and neurophysiological
processing. The system output under certain conditions
is accessible to measurement, or at least certain param-
eters can be measured and taken as indices of system
performance; for example, the effect of very high SPL
acting on dancers in techno discotheques can increase
secretion of adrenaline as well as of acetylcholine that
can be measured from blood samples. The extent to
which sensations are measurable depends on modal-
ity, on the type of stimulus as well as on experimental
conditions (as in measurement of pain, loudness, etc.).
Quite often, the reaction of subjects is registered, which
is taken to represent the sensation. The reaction itself
can be measurable in a physical unit (e.g., pulse fre-
quency (Hz) or skin resistance (Ohm) as in polygraphic
recordings while a subject is listening to different types
of music; also, reaction time (s) as an indicator of
perceptual and cognitive processing complexity, etc.).
Also, the sensation a subject might have, can lead to be-
havioral responses (e.g., facial expressions) recorded in
an appropriate way. Further, reactions can be measured
by asking subjects to mark the intensity or strength of
a sensation using a scale offered by the experimenter.
Such scales typically are ordinary, offering a number of
alternatives that can be regarded as degrees of a sen-
sation as experienced by a subject. Large samples of
behavioral response data are gathered from such types
of measurement (˙ in Fig. 30.2) that rest on subjective
estimates and evaluations. Since, however, behavioral
response data correspond in some way to the physical
input it is possible to express the magnitude of sensation
in terms of the input variables. For example, empirical
findings demonstrate that, in techno discotheques, vis-
itors scale subjective loudness into categories such as
moderate, loud, very loud in correspondence with the
increase of SPL measured in dB(A) or, more appro-
priately, dB(C). Hence, the scaling of relative loudness
(Chap. 33) in this case can be tied to measurement of
the input in a physical unit (indicated by an arrow from
sensation to stimulus in Fig. 30.2). Expressing the out-
put (magnitude of reactions of subjects) in terms of the

Physical stimuli ∩ → Sensory organs/CNS → Sensations ◊

Outer psychophysics

Indirect measurement

Inner psychophysics

Fig. 30.2 Outer and inner psychophysics (Fechner)
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input is one aspect of so-called indirect measurement of
sensation.

Fechner foresaw difficulties inherent in the mea-
surement of sensations [30.65, Vol. I, Chap. VII]. The
main reason for concentrating on outer psychophysics
was that stimuli and sensations are both accessible to
empirical study. Fechner would have wanted to inves-
tigate neural brain states as well; however, there was
no objective methodology available then (about 65 yr
before human electroencephalogram (EEG) recordings,
and more than a hundred years before positron emission
tomography (PET) and functional magnetic resonance
imaging (fMRI) techniques were introduced). In a gen-
eral form, outer psychophysics postulates that there is
a lawful relation between a parameter S of a physi-
cal stimulus and a sensation E effected by S (via the
receptor organs and internal processing) that can be ex-
pressed as a function ED f .S/. One parameter that had
been studied even before Fechner was intensity (for
the sense of touch, by E.H. Weber [30.64]). Apply-
ing ED f .S/, one could hypothesize that the sensation
of loudness increases or decreases in proportion to the
intensity of sound, which is defined as I D peff veff D
� c v 2 (pD sound pressure; �D density of a certain
medium, e.g., air; cD sound velocity in this medium;
v D particle velocity). Hence, sensation of loudness
can be expected to increase with rising sound pres-
sure and increasing particle velocity. At least within the
realms of classical physics, a common view is that ex-
act measurement is possible for physical stimuli with
parameters that can be varied along certain dimensions
conceived as continua (so that, in theory, any value can
be represented on a dimension between its minimum
and maximum respectively). The notion of a dimension
implies, in a strict sense, that such constructs must be
quasicontinuous (consisting of differentiable elements),
interval or ratio scaled, equipped with a well-defined or
natural zero, and, as entities representing some acting
parameter (e.g., a force of some kind), independent of
each other so as to form orthogonal vectors in an n-
dimensional metric space.

It has been argued that such conditions do not apply
to sensations, since these would have to be treated as
intensive and not as extensive magnitudes. Such a dis-
tinction points to Kant’s epistemology [30.68, pp. 202–
205] where one of the axioms states that conceiving of
phenomena in time and space implies extensive mag-
nitudes (for instance, geometrical figures are conceived
of in spatial dimensions). The notion of an extensive
magnitude entails quantity (which in turn leads to oper-
ations of addition, multiplication, etc.). Sensations and
perceptions resulting from real world phenomena, ac-
cording to Kant [30.68, pp. 205–214], bear to intensive
magnitudes, that is, they may represent different grades

of the same basic quality. The distinction between
quantifiable extensive magnitudes and intensive magni-
tudes that allow for a gradation of qualities has played
a role also in the early debates concerning Fechner’s
psychophysics (for essential arguments, see [30.66, 69–
71]). The view according to which sensations can be
graded (as subjects experience different degrees of phe-
nomenal qualities) yet might not be accessible to true
measurement as this would presuppose a sensory con-
tinuum plus a well-defined unit of measurement has
had some consequences. One was to regard sensations
basically subjected to categorical judgments and scal-
able on ordinal yet not on interval or ratio scale level
(Sect. 30.1.4). Another was to call into question ap-
plicability of the concept of quantification to psychic
phenomena, as well as comprehensive debates on what
measurement entails in (a) the sciences and (b) in psy-
chology and related fields. Such debates have been
complex because they involve both fundamental princi-
ples as well as historical processes in scientific research.

Without going into details of historic background
and theoretical argument, it is generally agreed that
mathematics, including geometry, number theory, and
even analysis, has played a significant role already in
antiquity, and in particular in the so-called Pythagorean
tradition of science [30.72]. In fact, Greek mathe-
matical thought already included concepts such as
the continuum and the infinitesimally small [30.73]
that were elaborated on ever since, up to modern ap-
proaches (such as advanced by Dedekind, Poincaré,
Hölder, etc.). Also, concepts of quantity, quantification,
and measurement were discussed in Greek philosophy.
Aristotle [30.74] defines quantity as a set of discrete
elements that can be counted, while he regards mag-
nitude as a continuous entity that can be segmented into
parts. The elements that make up a countable quan-
tum are numbers while magnitudes are realized in the
length of lines, the width of a plane, and the depth
of a body. Hence magnitudes rest fundamentally in
geometric constructs, which are extensive, and com-
prise of continuous elements such as lines and circles.
Therefore, length has been the paradigm of measure-
ment from antiquity to the present (even in publications
on theory and methodology of psychological measure-
ment [30.75], and has served as an illustrative model
to study fundamental principles (e.g., continuity, ad-
ditivity) of measurement. In this context, one should
remember developments in analytic geometry as well
as efforts to provide a complete axiomatic-deductive
foundation for geometry that have led to the treat-
ment of geometry in terms of arithmetic, a development
greeted as necessary to achieve utmost logical coher-
ence [30.76, Chap. 2,3]. As one of the consequences,
the concepts of magnitude and measure were subjected
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to axiomatic justification. Though concepts such as
quantity, magnitude and proportion of magnitudes are
still related to geometric entities such as point and line,
there is a clear shift to arithmetic reasoning whereby,
for instance, the concept of proportion (known from
Pythagorean tradition and systematically treated in Eu-
clid’s Elementa) is given a new treatment based on
real numbers [30.77]). In effect, each magnitude can
be represented by a (positive) real number (implying
that a continuum of points forming a line can be repre-
sented by a continuum of real numbers). Also, distances
between any pairs of points (a; b; c; d; : : :) can be ex-
pressed as line numbers (Hölder uses the German term
Streckenzahlen) and can be given numerical treatment
as real numbers.

Though Helmholtz played a significant role in
modern approaches to analytical geometry (including
non-Euclidean spaces and theory of manifold), he main-
tained that even complex geometrical constructs can
be related to perception, and that geometry as well
as measurement rests ultimately on our experience of
forms and bodies in the environment (where we com-
pare their sizes, assess their distance and location, ob-
serve motions of such bodies, etc. [30.78–80]). Hence,
Helmholtz advocated an empiricist foundation of mea-
surement, taking into account our ability of focused
observation as well as to compare objects as they occur
in the environment. Such comparisons may be directed
to sizes, distances, weights (but may also include de-
grees of brightness and differences in pitch), and may
lead to tentative estimates while precise measurement
for Helmholtz requires units modeled close to natu-
ral objects or processes. Once such units are at hand,
measurement of magnitudes is secured by operations
such as counting, addition, and multiplication. Though
Helmholtz viewed measurement in regard to physics in
the first place, measuring was also defined in psychol-
ogy as comparing a magnitude with a fixed unit, and
then counting how often the unit is contained in the
magnitude [30.81, p. 72].

In the 20th century, measurement theory has be-
come a large field of its own, deeply rooted in math-
ematical and probabilistic foundations [30.82–84]. In
one approach labeled axiomatic and representational,
the basic idea is to map qualitative relations found
between n empirical objects into a set of numerical
relations (expressed, in most cases, as positive real
numbers). Qualitative relations between objects may re-
sult from different degrees to which certain observable
attributes exist in these objects (which implies an onto-
logical statement), or which seem to exist according to
our perceptions (including evaluation Sect. 30.1.2). The
mapping of qualitative differences observed between
objects into quantitative indices is homomorphic inso-

far as the resulting numerical structure represents the
underlying empirical structure. The structure is defined
in regard to identical empirical and numerical relations;
it has been proposed [30.85, pp. 4–5, fn. 1] to use the
term isomorphic for such cases. Under certain condi-
tions (for which logical and mathematical definitions
are given [30.86, Chap. 21], [30.75]) the mapping is re-
garded as isomorphic if each real number represents one
(and only one) magnitude on a continuum.

In regard to empirical research such as is carried out
in psychophysics, measurement has been given a rather
broad definition as the assignment of numerals to ob-
jects according to rules [30.87, p. 677]. This definition,
which Stevens himself saw as a generalized version
meeting specific demands of the behavioral sciences,
and of psychology in particular [30.88, Chap. 2] has
been reiterated in quite many psychology textbooks
and other publications, and thus has become kind of
a standard. However, Stevens’ definition as well as the
concepts of measurement he has advocated in a range of
publications [30.89–94], have been severely criticized
on grounds both theoretical and empirical. Among the
objections ([30.71, 95–97] and Sect. 30.1.4, Loudness
Scaling and Scaling of Pitch: Two Illustrative Exam-
ples) that have been raised are these:

1. Stevens’ approach where he, in numerous experi-
ments directed to finding scales for attributes of sen-
sation and perception, had subjects assign numerals
to objects according to rules, is not compatible with
established procedures of scientific measurement,
which typically aim to find numerical relations be-
tween properties of objects that exist in this world
(or, in regard to measurement in astronomy, some-
where out there). Measurement of such objects (or,
rather, of magnitudes representing certain proper-
ties and attributes) thus often has led to the discov-
ery of laws of nature; the relations found by way
of measurement (most of all, in classical physics)
are independent of the individual observer, and are
largely invariant within a range of conditions. Re-
lations can be expressed as ratios and proportions,
as was done prominently in Greek mathematics and
music theory, both of which seem to stem from
Babylonian geometric traditions of rational divi-
sion of straight lines as well as string lengths. The
Pythagorean theory of proportions precedes Euclid
by far [30.72, Part 2]; the legendary Pythagoras is
said to have discovered that two strings of same
length and tension yield harmonic intervals if di-
vided in certain proportions based on small integer
ratios such as 2 W 1, 3 W 2, 4 W 3; : : :, m W n (where mD
nC 1; nD 1; 2; 3; : : :). To be sure, this was the first
known example of a law of nature ruled by the arith-
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metic of integers : : : [30.98, p. 138]. The theory of
proportions was given systematic treatment in Eu-
clid’s Elementa (in particular, book VII and VIII),
and again in Hölder’s [30.77] axiomatic approach
to continuous magnitudes.

2. In regard to measurement, certain principles for
defining a metric have been established; the prin-
ciple of additivity (whereby f .x ı y/D f .x/C f .y/;
the sign ı, known as Hempel’s operator, indicates
a well-defined operation to combine two physical
objects into a new one) is perhaps best known. Also,
the unit of measurement shall be defined by some
standard object, which in turn should have some
meaningful relation to natural objects or configura-
tions as was the case with the meter (the mètre des
archives of 1793), which represents – in good ap-
proximation – 1 =10 000 000 of the distance at sea
level from the North Pole to the Equator. Also, the
length of a pendulum that had a half cycle of exactly
1 s was very close to 1m. Several of the units that
Stevens employed for subjective magnitude estima-
tion seem to be quite arbitrarily chosen; this holds
true also with respect to anchor and zero points (we
will address this issue below in Sect. 30.1.4, Loud-
ness Scaling and Scaling of Pitch: Two Illustrative
Examples in regard to the so-calledmel scale of sub-
jective pitch).

3. The methods of measurement Stevens was using
in experiments with subjects in order to develop
ratio scales and exponents for power law formula-
tions (see below) have been challenged. Among the
critical issues are some of the instructions given to
subjects as well as the order and range of stimuli
presented, which are regarded as factors having in-
troduced a bias. Also, averaging applied to datasets
from various samples (many of which differed in
size as well as in regard to conditions) is viewed
with some concern.

Stevens defended the work he and his co-workers
had conducted at Harvard and maintained that mea-
surement cannot, and should not, be confined to such
variables for which the principle of additivity holds,
for, in psychology and the social sciences, there is
a need to scale new kinds of variables and to mea-
sure the previously unmeasured [30.88, p. 46]. One
has to bear in mind that, in modern science from the
Renaissance to the present, methodology directed to
measurement, scaling, and to quantification of variables
and magnitudes has been essential. This holds true also
for musical acoustics and music theory [30.98, 99]. The
quest to measure sensations, and possibly even complex
mental properties (such as intelligence or musicality),
therefore, fits into a general trend of modern science,

which is looking for causality, lawful functional rela-
tions, and for exactitude (implying operations of count-
ing and measuring, as was underpinned by [30.79, 80]).
It might be added that, in psychology, there have been
proposals for extended and alternative concepts of mea-
surement [30.100–103]; some concepts either avoid the
principle of additivity, or give it a broader meaning as
was done by Stevens [30.89] when proposing a new
scale of subjective loudness (Sect. 30.1.4, Loudness
Scaling and Scaling of Pitch: Two Illustrative Exam-
ples). Also, attempts have been made at demonstrating
that measurement for phenomena such as (musical)
pitch and loudness in a form that adheres to the prin-
ciple of additivity by procedures essentially similar to
those for length and weights [30.95, p. 277] is feasible.
These procedures were discussed in detail, however,
with a view on proving the principle rather than pro-
viding a model that has practical relevance.

In his works onmeasurement, Stevens distinguished
between two types of scales (prothetic and metathetic)
and four scale levels (nominal, ordinal, interval, ra-
tio). Prothetic scales are regarded to represent intensity
continua. According to Stevens [30.94, pp. 371–372],
intensity of sensations such as brightness or loudness
can grow since there is a physiological process in which
excitation is added to excitation already there. On the
other hand, a sensation of a constantly rising pitch (as
brought about by a sine sweep where the frequency is
modulated so as to pass through a band (e.g., octave)
per time unit) does not result from added excitation but
because new excitation has been exchanged for excita-
tion that has been removed [30.94, p. 372]. Hence, the
assumption is that prothetic continua depend on phys-
iological processes with additive patterns of excitation
while metathetic continua would require a process of
substitution. As paradigms for the two types of con-
tinua, Stevens himself has pointed to loudness and pitch
respectively (though not exclusively; there are more ex-
amples for each type, [30.104]).

The term continuum as occurring in psychophysics
and theories of perception implies that a random vari-
able X can express very many values xi; in principle
and taking the mathematical concept of continua into
account, any value xi within the interval xmin $ xmax

is possible. However, while parameters of the physi-
cal stimulus can often be varied on a quasicontinuum
(e.g., gain (dB) in an amplifier used for experiments
in hearing), sensations are subjected to a discriminal
process (Sect. 30.1.4, Loudness Scaling and Scaling of
Pitch: Two Illustrative Examples, Sects. 31.1 and 31.7,
Sect. 31.6.1), which leads to segmentation of continua.
Though a continuum is assumed to exist for certain
stimulus variables and for sensations corresponding to
such stimuli (e.g., frequency of pure tones! pitch;
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sound intensity! loudness), this assumption needs to
be investigated on an empirical level. Consequently, one
can segment such continua according to JNDs or other
units that have empirical relevance in order to establish
what is called a sensory scale [30.103, Chap. 3]. For
such a scale to be valid and reliable, it would be re-
quested that it explains a large body of sensory data,
collected with a variety of methods [30.105, p. 131].

Basically, measurement and scaling as developed in
the sciences call for certain conditions to be fulfilled:
onemay often start from (preliminary) observations that
demonstrate that a number of objects or events differ
with respect to some properties, or at least with re-
spect to their phenomenal appearance. Differences can
be viewed to exist in objects of the natural world (on-
tological and realist interpretation), or to be attributed
to objects and events due to their phenomenal ap-
pearance to subjects (psychological interpretation made
from a realist point of view). If differences among a set
of objects are to be measured on a metric so as to
capture differences precisely [30.106, pp. 16–20], one
would need a gauge with a scale, which in turn calls
for a proper unit as well as for a zero. Such a metric
would be an interval or a ratio scale, for which additiv-
ity applies.

The well-known division of scale types into nomi-
nal, ordinal, interval and ratio [30.87, 90] includes the
two metric scales as well as two that fall short of
a strict concept of measurement. Scale types can be
distinguished in regard to permissible transformations
(such that do not affect the relational structure inher-
ent in data, which is kept invariant) as well as other
operations [30.101, Chap. 20], [30.86, 103]. Nominal
scales often result from classification where a large
number of objects is sorted into classes according to
certain distinctive features (as is the case, for example,
with musical instruments that can be classified with re-
spect to the sound-producing element into idiophones,
membranophones, aerophones, chordophones, electro-
phones). Within each class, all objects are regarded
as equivalent with respect to the criterion defining the
class. One can assign numbers to such classes; however,
these numbers do not indicate a quantity or a magni-
tude, and can be chosen arbitrarily. With ordinal scales,
a monotonous relation (< or>) between elements is in-
troduced as a number of objects or subjects are sorted
so as to yield a rank order (like A> B> C > D> E).
In case several objects have the same rank, there are
ties that can be of relevance in statistical procedures
(for statistical methods, see textbooks such as [30.107]).
Ordinal scales, which are often used with variables rep-
resenting subjective attitudes and performance, have
been also employed in experiments directed to sensa-
tion and perception where ordinal scales can result from

estimates of phenomenal differences that are experi-
enced. For example, observers can be asked to judge
the loudness of music examples they hear according
to categories (which might have a range, with respect
to loudness, from very soft to extremely loud). Though
such estimates can be fairly consistent within samples
of subjects, leading to a rank order that can represent
degrees of sensational and perceptual qualities, an or-
dinal scale derived from rank order expresses relative
differences not yet quantifiable in a well-defined unit.
Such units as well as interval constancy are expected
for an interval scale where the zero can be chosen
at the discretion of the experimenter (who will, how-
ever, seek to anchor a scale at a zero that does have
empirical meaning, e.g., a threshold of sensation). For
a ratio scale, an absolute zero is requested (this is
a theoretic postulate that can be difficult to attain in
practice).

In regard to scale level, it has been argued that we
cannot truly measure, for example, two different sen-
sations of loudness resulting from two audio stimuli
presented in succession since we have no natural unit
of loudness at hand. Rather, we employ some compar-
ison and may express that two sensations .A;B/ are
either equal (AD B, including A� B) or unequal (the
latter implying A> B, or A< B). In case two sensations
are found unequal, we may try to estimate their rela-
tive difference (A! B or B! A), or may even guess
what the ratio between A and B might be .A W B/. Sub-
jective estimates as to how much louder A appears
relative to B can be achieved on a scale comprising
a number of categories ordered in accordance with
a monotonous function and satisfying the criterion of
transitivity. Judgments then involve assigning A and
B to a certain category on an ordinal scale. However,
true measurement of sensations, as already expressed
by Fechner [30.65, T. I, Chap. VII], would require
a unit derived from empirical investigation relevant to
fundamentals of psychophysics. Measurement in the
psychic realm to Fechner meant summing so many times
the same, whereby the same in this respect means the
same basic unit. The relevant unit for sensation was the
just noticeable difference (JND) found in discrimina-
tion tasks.

To be registered as unequal by subjects, two sensa-
tions must differ by a certain magnitude, which depends
on (a) the stimulus parameters and (b) the modality.We-
ber [30.64] found ratios for two stimulus magnitudes
that led to just discriminable sensations; in these tasks,
in which he acted as experimenter and as subject, sen-
sation of course was registered in a situation of focused
attention. Weber observed that the ratio of two stimuli
just discriminable as to the intensities they produce in
sensation is constant (or almost so) over a wide range
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of stimulus settings. Taking one stimulus, of magnitude
S, as a reference and the other that leads to a just no-
ticeable difference in sensation as�S, the magnitude of
�S in proportion to S denotes a differential threshold.
The quotient �S=SD k .kD constant/ became known
as theWeber fraction (and also asWeber’s law). In case
the quotient �S=S for a certain modality and type of
sensation is constant within its range, there is but one
value for k per modality (e.g., hearing) and type of sen-
sation (e.g., pitch, loudness) relative to physical stimuli
such as sine tones or other types of sound. For example,
from empirical findings according to which most sub-
jects can detect a shift in frequency for a sine tone from
1000�1003Hz (at medium SPL), it has been concluded
that for pitch of pure tones kD 0:003 (or 1=333). Val-
ues for k of course differ from one modality to the next.
One may start the process of determining JNDs from
an absolute lower threshold, for example the minimum
stimulus intensity applied to evoke a sensation of sound,
which can be taken as a reference, S0.

TheWeber fraction can be viewed in terms of differ-
entials since a small stimulus increment �S is needed
to bring about a small change in sensation,�E, the just
noticeable difference (JND) corresponding to a change
of stimulus magnitude from S to �S. Hence, �S=SD
k�E and�ED 1=k�S=S. Fechner sawWeber’s law as
a basis for a differential equation [30.100, p. 37 ff.]. As
a differential equation, Weber’s law can be expressed
thus

ED k
dS

S
:

Fechner took

dED kdS

S

as his fundamental formula.
From the basic �S=SD constant, one can expand

its interpretation to conclude that equal relative in-
creases of the stimulus correspond to equal increases
in sensation [30.65, T. I, p. 64]. Hence, two stimuli
that form a certain ratio with respect to a physical pa-
rameter (such as SPL) will bring about a difference in
sensation corresponding to this ratio. As a particularly
striking example, Fechner pointed to musical intervals,
saying it is a simple and notorious experience to find, by
way of hearing, that equal ratios of frequencies (of two
pure tones) result in an identical Tondifferenz in vari-
ous octaves [30.65, T. I, p. 181]. The term Tondifferenz
as used by Fechner is a bit awkward as it includes ar-
bitrary ratios while, at least for listeners familiar with
music, it is the small integer ratio constituting a certain
musical interval that leads to such notorious experi-
ences; perceiving two pure tones as forming an interval

of a perfect fifth always calls for a frequency ratio
of 3=2, no matter if this is realized in a rather low
frequency region (say, 120 W 80 Hz) or at a high one
(say, 4500 W 3000 Hz). Of course, thereby the absolute
increase in stimulus frequency grows towards higher
frequency regions. Fechner [30.65, T. I, Chap. IX] con-
cluded that this peculiar sensation of musical intervals
based on stimulus frequencies forming small integer ra-
tios is unparalleled in other sense modalities. One can
further argue that musical intervals are perceived as en-
tities (or even as Gestalten) distinct in quality that do
not fall under discrimination tasks and just noticeable
differences (with the possible exception where subjects
discriminate intonation deviations leading to perceiv-
able differences in the quality of intervals (Sects. 31.6
and 31.7)).

Taking the Weber fraction as a differential, inte-
gration yields ED k ln SCC (where C is the integra-
tion constant and ln indicates the natural logarithm).
Fechner’s concept included the absolute minimum of
stimulus intensity needed to evoke a faint sensation.
For a very small stimulus S0, sensation can be ex-
pected to vanish (ED 0) when S0 < b, and to become
just noticeable when S0 > b. For ED 0 the equation is
0D k ln bCC and, hence,CD�k ln S0, which gives the
threshold of sensation, S0 (Fechner’s Schwelle). Fech-
ner’s [30.65, T. II, Chap. XVII] Maßformel then is

ED k log
S

S0
;

and the integrated formula is ED k ln SCC. Fechner
argued that the magnitude of sensation is not simply
a function of the stimulus magnitude as such, yet is
dependent on this magnitude in relation to the thresh-
old. This is why the Maßformel contains the quotient
S=S0. It is only under certain conditions that the func-
tional relation between stimulus and sensation simply
obeys ED log b where b denotes the threshold, indicat-
ing that stimulus magnitude for every sensation must
be measured from the lower threshold point. The con-
cept is that the difference between an actual stimulus
magnitude b and the threshold b can be measured like
ED k.log b� log b/, which equals

ED k log
S

S0
:

Fechner cautiously warned that strict proportionality of
�E to �S holds only for very small increments. In
order to turn theWeber fraction into a differential equa-
tion, and to use Fechner’s fundamental formula, the
increments would have to be infinitesimal and, hence,
much smaller than the JNDs actually found in em-
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pirical study of sensation. Fechner’s approach led to
the consideration of the difference between b and b
as corresponding to a certain number of JNDs [30.65,
T. I, Chap. VII]. In this way, measurement of sensa-
tion comes down to summing up or counting a number
of JNDs to bridge the gap between b and b. As a re-
sult, the magnitude of sensation E corresponds to n
times the JND counted from b to b ([30.103, pp. 106–
108], who offers an algorithm for calculation of the
number of sensation increments SN=S0 that fall be-
tween b and b). Judging the difference between b and
b as a sum of JNDs (even if conceived as a series
of concatenated JNDs) has been viewed as indirect
measurement [30.108] as opposed to direct measure-
ment where the difference b$ b would be judged as
one magnitude. (It has been mentioned above that, in
Fechner’s approach, indirect measurement refers also
to another aspect, namely, measurement of sensation
magnitude through measurement of the stimulus mag-
nitude.)

Fechner originally (in 1851) had postulated that
psychic intensity is the logarithm of the corresponding
physical intensity; he subsequently modified his con-
cept in regard to sensation. The general idea is that
increases in the stimulus parameter must form a ge-
ometric series to bring about an arithmetic series of
corresponding increases in sensation. Scaling of an
attribute of sensation relative to a physical parame-
ter typically starts from the lower threshold, which
is not a discontinuity in the magnitude of sensation
but the level of excitation where an observer notices
a (sometimes very faint) sensation. Since the thresh-
old is reached in small increments of stimulus intensity,
starting from zero or a subliminal level, there have
been considerations that one may regard the thresh-
old itself as a JND (that marks the difference between
no sensation and minimal sensation). For the thresh-
old of sensation, the physical stimulus parameter must
have a certain magnitude. For example, a sine tone of
200Hz becomes audible for many persons at a SPL of
� 15 dB [30.109, p. 32]. If the threshold would qualify
as a first JND, one would expect the next JND above
15 dB to be of similar magnitude. Fechner apparently
did not make this assumption but argued instead that
the JNDs above the threshold can be taken as equal
provided both the JND of sensation and the stimulus
increment are very small.

Fechnerian scaling of a sensory attribute yields
a logarithmic function for which the graph would have
a shape similar to that shown in Fig. 30.3.

The Weber fraction has been generally accepted as
empirically proven within certain limits; observations
near a threshold of intensity sensation may indicate
a near miss to the Weber law that must be slightly

modified accordingly [30.110, pp. 121 ff.]. Fechner’s
assumption that a sensation magnitude can be mea-
sured as a sum of JNDs has been rejected by many.
The main argument (also in regard to the Weber frac-
tion) is that the JNDs are not constant in size over
the range of measurement. Some of his critics [30.111,
Chap. 4], [30.112] denied measurability of sensations as
magnitudes at all and instead held that sensations must
be viewed in a qualitative rather than in a quantitative
way.

As an alternative to Fechner’s approach, a con-
cept in psychophysics advanced in particular by Stan-
ley S. Stevens et al. at Harvard in the decades from
1940–1970 has gained prominence. Relating stimulus
magnitudes to subjective magnitudes, Stevens claimed
that equal stimulus ratios produce equal subjective ra-
tios [30.92, pp. 153, 172]. In short, the concept is that
the sensation‰ is proportional to the stimulus S raised
to a power n [30.92, p. 162]. Hence, Stevens’ power
law is � D kSn. Leaving aside constants depending on
the choice of units, the formula simply is � D Sn. What
needs to be determined, then, is the exponent n relevant
for a given sensory modality as well as certain classes
of stimuli. Different from Fechner’s approach, which
was based on indirectmeasurement (Fig. 30.2), Stevens
proposed a methodology of direct measurement that in-
cludes four types of experiments all designed to achieve
ratio scaling of sensory attributes [30.92]:

1. Ratio estimation (including direct judgment of ra-
tios)

2. Ratio production (by either fractionation or multi-
plication)

3. Magnitude estimation (with or without a modulus
prescribed by the experimenter)

4. Magnitude production.
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Fig. 30.3 Graph illustrating Fechner’s law (increases in
stimulus intensity corresponding to subsequent JNDs in-
dicated by horizontal lines)
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This scheme was somewhat expanded later on to
include cross-modality matching and cross-modal ratio
matching [30.93]. Stevens’ approach to ratio scales and
to establishing the power law deserves special notice
because it led to two scales proposed as being of rele-
vance to the sensation and perception of sound, namely,
the so-called mel scale of pitch [30.113] and the sone
scale of loudness of which several versions were pub-
lished [30.104, 114]. We will examine both scales in
detail below after briefly looking into some of the ex-
perimental methods.

The idea to have subjects insert a stimulus Rm be-
tween pairs of stimuli R1 and R2 so that Rm is right
in the middle, and the distance R1$ Rm is of the
same size as Rm$ R2, has played a role already in
Wundt’s lab at Leipzig; Merkel [30.115], working with
visual stimuli, reported that Rm was significantly closer
to the arithmetic mean than to the geometric mean
(with the latter to be expected due to Weber’s law
and Fechner’s law). In 1890, Wundt and Stumpf en-
gaged each other in a famous controversy concerning
sensation of tone distances [30.116, Chap. III.1], and
Stumpf later had his coworkers Abraham and von Horn-
bostel perform experiments on tone distances (where
the magnitude of a tone distance is defined as the
difference of two frequencies [Hz]: f2 � f1). The re-
sults in particular for a large distance (74$ 4115Hz)
showed that a tone intended to bisect the distance had
a frequency close to the geometric mean (which is
551:8Hz) and far from the arithmetic mean. More-
over, in several experiments directed at fractionation of
a tone distance into equal appearing smaller distances,
estimates were not independent of musical intervals
(which apparently served as categories and percep-
tual yardsticks; [30.117]). Observations reported by
Pratt [30.118, 119], on a small sample of subjects,
also indicate that frequency distance estimates interfere
with musical intervals (in particular for tone distances
smaller than an octave), and that subjects with some
musical background tend to bisect distances by a fre-
quency corresponding to the geometric mean rather
than the arithmetic mean.

Stevens started his experiments on sensation of
loudness and pitch (as well as on other sensory at-
tributes) in the 1930s. In a number of ratio estimation
experiments, subjects had to judge the ratio of pairs of
stimuli presented to them in succession. In ratio pro-
duction experiments, subjects typically were asked to
adjust a stimulus to produce a certain ratio to a stan-
dard. With respect to fractionation, subjects might be
asked to adjust a tone or noise so that it appeared to
them as half as loud as a standard. Conversely, multi-
plication might be done by adjusting a pure tone from
a sine generator so as to produce a pitch four times as

high as that of a standard. The method of magnitude
estimation did not employ ratios yet

requires the subject to assign numbers to a series of
stimuli under the instruction to make the numbers
proportional to the apparent magnitudes of the sen-
sations produced. [30.92, p. 165]

Complementary to magnitude estimation, subjects were
engaged in magnitude production where the experi-
menter might name various magnitudes and ask the
subject to adjust stimuli to produce proportionate sub-
jective values [30.92, p. 165].

From a broad range of experiments addressing
several modalities and sensory attributes [30.104],
Stevens [30.92] came to the conclusion that the relation
of stimulus to sensation almost always can be scaled ac-
cording to a power function of the form � D Sn (with
an appropriate exponent for each attribute). Taking the
range of modalities and attributes where a power func-
tion seems to apply, he made a generalization towards
the psychophysical law (labeled power law, and also
Steven’s law or Plateau–Stevens law).

Scaling according to a power function � D Sn

would yield a graph of the form shown in Fig. 30.4
where both the y-axis and the x-axis are logarith-
mic. Displayed is the sensation of loudness (in sone;
Sect. 30.1.4, Loudness Scaling and Scaling of Pitch:
Two Illustrative Examples) as a function of sound level
(dB). In a log–log plot, the resulting graph is a straight
line (in this case, the loudness function is very much
idealized).

The quest for ratio scales favored experimental
operations such as fractionation, multiplication, ratio
estimation and ratio production. Stevens’ attempt at
building a new psychophysics based on what he called
a schemapiric approach, combining experimental ma-
nipulation and measurement done mostly by assign-
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Fig. 30.4 Graph illustrating Stevens’ power law (for loud-
ness)
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ment of numerals to objects [30.88, 91–93], has been
met with skeptical reservation. Critics objected that the
instructions given to subjects were not neutral and that,
typically, power law data are generated by inducing
subjects to assign an approximately geometric distribu-
tion of numbers to a geometric series of stimuli [30.97,
pp. 183, 191]. Analysis of the model employing math-
ematical tools and scrutiny [30.97, Chap. 11] reveals
that, given the methodology used by Stevens for exper-
imental design and procedures, the chance to end up
with the power law is very high. In this respect, the
outcome appears as a consequence of assumptions and
modeling rather than of empirical investigation. Even
the logical and mathematical concepts of Stevens et al.
have been attacked as flawed [30.96]. Other objections
raised in the literature were directed against specifics
of experimental procedures, data acquisition, and inter-
pretation of data in regard to finding ratio scales as well
as to generalize findings to the power law [30.95, 97,
120–123].

Loudness Scaling and Scaling of Pitch: Two
Illustrative Examples

To illustrate the problems, two scales established by
Stevens et al. shall be examined in more detail. One
is the sone scale for subjective loudness, the other is
a scale for subjective pitch known as the mel scale.
The sone scale was regarded a paradigm for scaling
of a prothetic continuum, the mel scale a paradigm for
scaling of a metathetic continuum [30.88]. Again, the
development in particular of the sone scale must be
viewed against a background of previous research (see
also [30.124]) since there are quite many experiments
on loudness sensation antedating Stevens’ own contri-
butions to scaling.

To begin with, it was long known that the sensa-
tion of loudness relates to the amplitude of vibration of
a (periodic or nonperiodic) signal. The source of such
a signal may be, for instance a mass of air enclosed in an
organ flue pipe in which resonance results in a standing
wave. Energy from this pipe emitted into the sound field
([30.125, Chap. 6], [30.126, Chap. 6]) leads to peri-
odic changes of pressure. Though static pressure under
normal conditions is quite high (about 1:013 hPaD
101:300Pa (N=m2) D 1:013�106 dyne=cm2), our ear,
which has gained its specific morphology and functions
in the evolution of pressure-sensitive organs, is capable
of detecting even extremely small pressure changes. In
regard to sound, periodic changes of the static pressure
are sensed from a threshold for hearing that is as low as
0:00002Pa.

The intensity of sound, which can be defined as the
mean density of the energy flux in a given medium with
density � (for details, see [30.4, Chap. 4], [30.127]) can

be expressed as

I D �

2
c.2� f /2 OA2 ;

where OA is the peak value, c is the wave velocity in
air (� 340m=s at 20 ıC), and � denotes density in air,
which is 0:00121g=cm3. In a more practical view, the
intensity of sound equals the product of the root mean
square (rms) value of the sound pressure and the rms
value of the particle velocity, that is

I D peff veff D � c v 2 :

Since sound pressure is the field quantity that is most
decisive for loudness perception, intensity relates to p
like I D p2=�c, which can be expressed, in the cgs sys-
tem, in erg .g cm2=s2/.

The characteristic acoustic impedance of air is quite
small (�cD 42 g=.cm2 s/) so that, approximately, I �
p2. The reference point for intensity of sound usually
is I0 D 10�12 W=m2, which is taken as 0 dB intensity
level. The sound pressure correspondingly is p0 D 20�
10�5 PaD 0:00002Pa (N=m2). Some correspondences
of sound pressure (Pa(rms)) and sound intensity to the
decibel (dB or db) scale are given in Table 30.1.

Since the range of pressure the ear can deal with
spans seven magnitudes, a logarithmic measure is more
apt.

It was known from experience that the intensity of
a sound emitted from a source decreases with distance
if a listener moves away from the source. An early ex-
periment, taking perceived intensity as a function of
distance (mm) from the source (a pocket watch placed
in a wooden frame with a hole towards the ear of the
observer that could be opened and closed for periods

Table 30.1 Decibels, sound pressure, and sound intensity

Decibel Sound pressure
(Pa)

Sound intensity
(W=m2)

0 0:00002 0:000000000001
10 0:000063 0:00000000001
20 0:0002 0:0000000001
30 0:00063 0:000000001
40 0:002 0:00000001
50 0:0063 0:0000001
60 0:02 0:000001
70 0:0632 0:00001
80 0:2 0:0001
90 0:632455 0:001
100 2 0:01
110 6:32455 0:1
120 20 1
130 63:2 10
140 200 100
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of time), reported that two intensities were discrim-
inable with certainty if their ratio was 100 W 72, and
hardly discriminable (the number of correct and in-
correct judgments being almost equal) if the ratio was
100 W 92. Though several hundred observations were
made by the two experimenters [30.128], they abstained
from fitting a curve to their yet preliminary data. An-
other study (also from Tübingen) underpinned that we
tend to perceive stronger stimuli as closer to our sensory
organs, that is, intensity is correlated with perceived
or imagined (if the sound source is not visible) dis-
tance [30.129, p. 8]. This is the core of what much
later became the physical correlate theory of loud-
ness [30.121, 122]. The relation of intensity to distance
depends on the nature of the sound source (point or
line [30.130]) and can be given as

I � 1

r2

for point sources and

I � 1

r

for line sources.
In the 20th century, among the aspects studied were

differences in the sensitivity of the ear with respect
to tones of different frequency [30.131]. Progress in
experimental setups and procedures was made when
electric signal generation, reproduction and measure-
ment equipment became laboratory tools for hearing
research. Fletcher and Wegel [30.132] found a mini-
mum range for the lower threshold at 1�4 kHz where
the pressure variation needed to evoke a sensation
was 0:001 dyne=cm2. Wegel [30.132, p. 156] published
a sketch of the auditory sensation area as defined by
curves for the lower and upper limits of hearing respec-
tively. The threshold has its lowest point at about 3 kHz
with an rms pressure of � 0:0007 dyne=cm2 (which is
very close to actual threshold values); the peak of the
upper limit is located at � 4000 dyne=cm2 for frequen-
cies of � 0:5�1 kHz. Fletcher and Steinberg [30.133]
investigated how the energy contained in complex
sounds might contribute to the overall loudness and
suggested this may be obtained by summing up the
contributions throughout the frequency range [30.133,
p. 316]. Steinberg [30.134] continued this early ap-
proach to loudness summation and gave a formula to
calculate the loudness, L, as a function of the energy
spectrum of a sound and its level above threshold. To
this end, his formula included a weighting of compo-
nents to make sure that, with increasing intensity of
a complex sound, low frequency components contribute

increasingly more to the loudness sensation. He used
logarithms to define sensation level as

SD 20 log10

�
P

P0

�
;

where P is the rms pressure of the sound wave and P0

the minimum audible pressure for subjects with nor-
mal hearing. Steinberg employed the transmission unit
(TU) customary in telephone technology and defined
as 10 log10.P1=P2/ (where P1 and P2 are two powers).
Kingsbury [30.135], in behavioral experiments with 22
observers (11 male, 11 female) established equal loud-
ness contours for pure tones that were compared to
a standard at 700Hz. Since he conducted behavioral
experiments, Kingsbury presented statistics of his data
and discussed the variability found therein. Still in-
clined to a JND approach in the realm of Weber and
Fechner, Kingsbury employed a loudness unit that ex-
presses the ratio of the smallest perceptible difference
in the energy of a tone to its total energy, and he derived
loudness functions for various pure tone frequencies
from a function established for a 1 kHz standard. For
the JNDs, Kingsbury used data published by Knudsen
who had suggested that

under favorable circumstances, the normal ear can
distinguish about 400 gradations from threshold to
a painful intensity 1012 times as loud. [30.136]

Knudsen argued that, from his data, a modification of
the Weber and Fechner law (as had been proposed by
Nutting for light sensation) would be apt for audition.
A few years later, Riesz [30.137], also from empirical
data (12 subjects), concluded that theWeber fraction for
differential intensity sensitivity (�E=E) of pure tones
was, from a certain level above the lower threshold on-
wards, almost constant (�E=ED 0:05�0:15, depend-
ing on frequency). In regard to frequency position, the
minimum�E=E was found at about 2:5 kHz. Riesz cal-
culated that, at about 1300Hz, the number of JNDs for
loudness would be 370.

Parallel to scholars in the USA (in particular, Har-
vey Fletcher et al. at Bell labs), Heinrich Barkhausen,
a physicist working in electronics and electroacous-
tics, began to explore loudness sensation and scaling
of loudness in the 1920s. One of the issues was how
the power of a signal (e.g., a tone from a generator
fed into headphones) relates to the loudness sensed by
subjects. While the electrical signal could be defined us-
ing physical magnitudes (voltage, current, gain), a scale
for loudness had yet to be established. Taking a tone
of 800Hz, Barkhausen, with the aid of a sound meter
(built to detect intensities whose ratios are 1 W 2 W 4 W 8 W
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16 W : : :) established a scale from the lower threshold
(where the signal fed into earphones was barely audi-
ble) to a sensation experienced as painful. The unit he
proposed was Wien (to honor the physicist Max Wien),
where 1Wien would be the threshold and the upper
limit would be at about 16 000Wien. According to this
scale, the difference from 2�4Wien would be sensed
as equally large as that between 2000�4000Wien. To
meet practical demands, Barkhausen [30.138, p. 601]
offered a logarithmic scale (with the logarithm at base
2) for which the unit would be phon. He tabled the two
scales, adding some dynamic levels used in music for
comparison (Table 30.2).

The unit phon is still in use (though with some
modifications). In a modern definition (DIN 45630),
the loudness level of a sound is n phon if this sound
is judged, by observers with normal hearing, as be-
ing of equal loudness as that evoked by a pure tone
of 1000Hz, which is sensed as a plane wave inciden-
tal normal to the listener, and which has a SPL of n dB
(reference sound). If the threshold at 1000Hz is taken
as 0 dB, calculation of loudness can be done according
to

�1000 D LD 20 log10
p

p0
D 10 log10

I

I0
[phon] :

From Table 30.1 it is clear that, on the decibel scale,
an increase of 10 dB means that the pressure ampli-
tude rises by a factor of about 3:16 while intensity rises
by a factor of 10 (as it should to make p2 equal I).
Kingsbury [30.135] also addressed the issue of a direct
comparison of two tones (B, C) in regard to loudness
without reference to a standard (A). Barkhausen and
Tischner [30.139] found that comparisons of complex
tones (and noise signals) with a standard (pure tone)

Table 30.2 Sound and loudness levels inWien and in phon
(after [30.138])

Music Wien Phon
1 0
2 1

Pianissimo 4 2
8 3

Piano 16 4
32 5

Mezzoforte 64 6
125 7

Forte 250 8
500 9

Fortissimo 1000 10
2000 11
4000 12
8000 13

Painful 16 000 14

of varying frequency and intensity were possible within
an error margin of, in most trials, � 10%. Richardson
and Ross [30.140] had their observers (nD 11) make
numerical mental estimates of the loudness of tones
varied in intensity and frequency relative to a stan-
dard (for which the loudness was declared unity). The
intensity in many experiments of the time being con-
trolled by the current fed into a telephone receiver, it
was fairly easy to determine the ratio of currents used
for different intensity levels and to see whether the cor-
responding loudness levels did yield a similar ratio.
Ham and Parkinson [30.141], stating that, in the pre-
vious experiment of Richardson and Ross, on average
the logarithm of the mental estimate ratio of loudness
was directly proportional to the logarithm of the cur-
rent ratio in the phones, had their (in total, more than
175) observers estimate (1) the percentage (%) to which
a stimulus seemed to have decreased in intensity rel-
ative to a standard; then, observers were asked (2) to
record when a (decreasing) stimulus appeared to evoke
1=2, 1=3, or 1=5 of the loudness of a standard, and,
conversely (3), when the loudness of an (increasing)
stimulus was two, three and five times as great as that of
the standard. From quite many (� 4500) observations,
Ham and Parkinson [30.141] concluded that observers
can make reliable judgments with respect to the relative
loudness of sounds according to a function

mLD aC benx ;

where mL denotes the multiple change in loudness, a
and b are constants, and x is the difference in the levels
of the sound expressed in decibels. Struggling (as many
researchers of the time) with the Weber–Fechner law,
they inferred

that the increase (or decrease) of sound energy mea-
sured in decibels is a logarithmic function of the
increase (or decrease) in loudness.

Judgments on loudness

appear in all cases to be made as a per cent, frac-
tion, or multiple of the original level. In no case did
the judgments indicate that the loudness change was
an additive or a subtractive function. [30.141]

The state of affairs reached in loudness measure-
ment and scaling was summed up by Fletcher and
Munson [30.142] with definitions of basic concepts
such as intensity level (number of dB above reference
intensity) and loudness level (loudness of any sound
measured as intensity level of the equally loud reference
tone of 1 kHz relative to a threshold). For pure tones,
loudness as a sensory magnitude depends on both fre-
quency and intensity. The basic function for loudness,
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Equal-loudness contours (from ISO 226:2003 revision)
Fletcher–Munson curves shown for comparison

10 100 1000

100 phon

80 phon

60 phon

40 phon

20 phon

(threshold)

(estimated)

10k 100k

Sound pressure level (dB SPL)

Frequency (Hz)

150
140
130
120
110
100
90
80
70
60
50
40
30
20
10
0

–10

Fig. 30.5 Equal loudness contours (revised 2003 version)

N, thus is N D G.f ; I/, where f is the frequency in Hz
and I is the intensity (I D p2=�c).

From comprehensive measurements and analyses
of data, Fletcher and Munson [30.142, pp. 90–91] de-
rived their famous loudness level contours (also known
as equal loudness curves or Fletcher–Munson curves),
which reflect the fact that the sensitivity of our ears is
different for (pure) tones of different frequency (an im-
portant factor being the transfer function of the outer ear
and middle ear respectively [30.8]). One can combine
the equal loudness-curves with the phon unit (modern
definition) to yield isophones (curves of loudness level
for different frequencies expressed in phons). The latest
version of equal loudness contours/isophones as de-
scribed in ISO 226 (2003, 2008) is shown in Fig. 30.5.

The loudness of a pure tone presented at arbitrary
frequencies and with varying SPL can be judged by
comparison to the loudness of a reference tone at 1 kHz;
in many experiments subjects had to adjust the stimulus
(a sine tone of a certain frequency) in SPL so that the
stimulus and the reference seem to evoke equal loud-
ness. The SPL of both the stimulus and the reference
can be measured in dB. At 1 kHz, phon scale and dB
scale converge for various levels (or nearly so) while
they differ significantly at very low and very high fre-
quencies. To appear as equally loud as a 1 kHz reference
tone of 40 phon (D 40 dB), a pure tone of 50Hz must
be presented with a SPL of � 75 dB. The flattening of
contours at higher levels probably is due to a nonlinear
compressive loudness function in hearing (Chap. 33).
The JND for loudness sensation of pure tones found in
a number of experiments has been 1 dB or 1 phon re-
spectively.

The phon scale can be used to measure loudness
levels, though measurement in practice is laborious
because it involves two parameters per stimulus (en-
ergy, frequency) even for simple sounds like sine tones
as well as comparison of a stimulus to a reference
sound [30.143, Chap. 4]. Therefore, a method of direct
measurement as offered by Stevens seems attractive for
reasons of simplicity. It is of interest to note that, in
his article introducing the sone as a unit for measuring
subjective loudness, Stevens [30.89] discusses concepts
of measurement including the criterion of additivity
(Sect. 30.1.4, Historical and Theoretical Background).
Being a strong proponent of operationism [30.144,
pp. 656–658], [30.145], Stevens outlines his concept in
terms of operations stating that

the attribute of sensation to which the number 10
is assigned should appear to be half as great to the
experiencing subject as that to which the number 20
is given,

he concludes that, with a scale derived from such rela-
tions,

the operation of addition consists of changing the
stimulus until the observer gives a particular re-
sponse which indicates that a given relation of
magnitudes has been achieved. [30.89, pp. 406–
407]

The loudness scale thus established is one based on as-
signing numerals to sensations that appear half as loud
or twice as loud as a reference stimulus. A sine tone
of 1000Hz at 40 dB SPL above threshold heard with
both ears served as the anchor point of the scale and
was defined as 1 sone. A tone of 1 kHz heard twice
as loud thus had the loudness of 2 sone, a tone heard
half as loud 0:5 sone, and so on. The plot of the loud-
ness function obtained for the 1 kHz stimulus [30.146,
p. 118, Fig. 43], indicated a decrease in intensity of
nearly 20 dB for a drop of loudness from 1 sone to 0:1.
Stevens later revised his loudness scale on the basis of
averaging data he and others had obtained in experi-
ments. He [30.114, p. 820] concluded that, for the 1 kHz
sine tone stimulus, the appropriate increase in inten-
sity would be 10 dB for a loudness ratio of 2 W 1. The
exponent of the power function then is log10 2D 0:3
so that LD kI0:3 (with kD constant). The intensity I
is taken as the density of energy flux and as propor-
tional to p2, I � p2. If I is measured in units relative
to the reference level of 10�16 W=m2 D 0 dB, then for
40 dBD 1 sone, kD 0:06 (the threshold for loudness
being LD 0:06 sone, which corresponds to 0 dB). The
power function for loudness thus is LD 0:06I0:3. For
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sound levels > 50 dB, Stevens assumed loudness L to
grow by a factor of two per 10 dB also for a range of
continuous noise signals.

Taking the 10 dB increase or decrease of intensity as
appropriate for producing loudness ratios of 2 W 1 and
1 W 0:5, respectively, the sone scale for the 1 kHz tone
(where 1 soneD 40 dBD 40 phon) turns out nicely (see
also Fig. 30.4) like in Table 30.3. The loudness function
corresponding to this scale of 10 dB steps is at odds with
a principle of sound radiation, which states that pressure
and particle velocity in the sound field decrease with
growing distance from a point source like p, v � 1=r
where r is the radius (however, in the nearfield v � 1=r2

applies).
In practice, by doubling the distance from a source

(e.g., a loudspeaker radiating constant sound in one
direction), a decrease in SPL by �6 dB can be mea-
sured with a sound meter. In experiments, Warren et al.
found that, to most subjects, estimates of half-loudness
of a sound are equivalent to twice the distance from
a source, where doubling distance means 1=4 of the
intensity or a reduction by 6 dB. Absolute values for
half-loudness equivalent to doubling the distance var-
ied from about�6 to �8 dB depending on stimulus and
source conditions, however, with a clear tendency to-
wards �6 dB [30.122], [30.123, pp. 111–122]. In his
later studies, Stevens [30.147] adopted a step of 9 dB
as equivalent to a doubling or halving of loudness. As
a rule of thumb, for sine tones in a convenient frequency
and intensity range (say, 200�1000Hz, 40�80 dB SPL)
most observers will agree that somewhere between
5�10 dB difference in intensity is twice as loud [30.148,
p. 76].

Judgments obtained from subjects on what is twice
as loud or half as loud depend on physical parameters
(the frequency, level, and duration of pure tones; spec-
tral energy distribution, level and duration in complex
tones; the center, bandwidth, spectral and phase struc-
ture, level and duration of noise bands) as well as on
experimental conditions (use of loudspeaker(s) or head-
phones, quality of audio and test equipment, monaural
or binaural presentation, order of stimuli in the presen-
tation, etc.). The variability inherent in the data sets
used by Stevens [30.114] to derive the 10 dB equiva-
lence to doubling or halving loudness is considerable.
Analysis of sample sizes and of the distribution of mean
and median values shows that the 10 dB median fi-
nally chosen for doubling or halving loudness seems
problematic [30.149, pp. 46 ff.]. Moreover, there were
objections that the experiments Stevens et al. had con-
ducted were biased in regard to instructions, the range
of stimuli presented to observers as well as the range
available for responses and other effects [30.97, 121–
123, 149]. However, Stevens [30.150] seems to have

foreseen such objections as he tried to assess effects
of stimulus range, level, context, etc. Proposing meth-
ods such as direct magnitude estimation or cross-modal
matching he believed to reduce or even prevent possi-
ble biases, Stevens in many publications up to his final
book [30.88] maintained the validity of the power law
as applying to loudness as well as to other sensory at-
tributes. Other researchers agreed that the power law
appears to have a general validity for prothetic sen-
sory continua [30.151, p. 82]; see also [30.110, Part IV,
Chap. 3].

One important aspect to justify the assertion sim-
ply is that increasing the intensity of a stimulus fed
into a system such as a sensory organ coupled to a neu-
ral pathway suited to processing sound or light should
reasonably also increase the intensity of the respective
sensation. This was the assumption already made by
Fechner (Sect. 30.1.4,Historical and Theoretical Back-
ground). Stevens regarded prothetic continua as such
where excitation is added to already existing excita-
tion. The term excitation is central to modeling of pitch
and loudness perception [30.152, 153] where a corre-
spondence between parameters of the sound stimulus
(typically, amplitudes and frequencies of spectral com-
ponents, bandwidth and level of noise bands) and places
or areas of excitation on the BM are considered. As-
suming a tonotopic organization for the BM taken as
a chain of (slightly overlapping) bandpass-type auditory
filters (AF), one can expect certain frequencies to pro-
duce excitation at certain places on the BM (Sect. 31.4,
Fig. 31.4 and Fig. 31.5). Also, a correspondence of
sound intensity to the area of excitation is reasonable
since, in an elastic mechanical and hydromechanical
system such as the cochlea [30.154, 155], the area of
excitation on the BM should spread in proportion to
the intensity of energy supplied (Chap. 33). It has been
suggested that, at least for simple sounds (pure tones
and similar stimuli), sensation of loudness is likely to
be closely associated with the physical vibrations of the
BM [30.156, p. 100]. In this respect, a close correspon-
dence between BM vibration amplitude and loudness
sensation could be expected. However, it has been ar-
gued from observations in animal experiments that,
even for pure tones, no one location in the cochlea can
encode the entire auditory dynamic range of sound in-
tensities [30.157, p. 178]. The loudness code, therefore,
must cover the activity from an area of neurons. The
magnitude of the sensation of course should relate, in
a lawful manner, to the intensity of the sound stimulus
as well as to the corresponding pattern of excitation.
While BM excitation is accessible to measurement,
neural processing that leads to the sensation of loud-
ness in humans has become a topic of research just
recently [30.158–160]. In the 1940s and 1950s when
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Table 30.3 Relation of subjective loudness (sone) to loudness level (phon)

Sone 0.5 1 2 4 8 16 32 64 128 256 512 1024
Phon 30 40 50 60 70 80 90 100 110 120 130 140

Stevens conducted most of his experiments, inner psy-
chophysics of loudness was difficult to investigate so
that outer psychophysics – having observers assign nu-
merals to stimuli according to the apparent strength
with which sensory attributes were registered – seemed
a viable option. In addition, since many observations
on loudness sensation could not be satisfactorily ex-
plained in terms of Fechner’s law, seeking an alternative
was certainly justified. The question seems whether the
new psychophysics, which deems magnitude estima-
tion experiments and attempts at direct measurement as
well as scaling of sensory attributes in general essen-
tial [30.161], has led to significant results in regard to
factual evidence and methodology.

One has to remember the psychophysical law,
which claims that equal stimulus ratios produce equal
subjective ratios ([30.92, pp. 153, 172]; Sect. 30.1.4,
Historical and Theoretical Background). Attributes of
sensation hence are ratio-scaled so that subjective mag-
nitudes relate to the physical stimulus by a power
function [30.70, Chap. 3]. Luce [30.162, Theorem 1]
has demonstrated that the only function that will pre-
serve physical intensity ratios is of the form u.x/D axˇ

where x is a typical value of the independent variable,
u(x) is the value of the dependent variable, and the ex-
ponent ˇ > 0 is a constant independent of both the
unit for u and for x. Consequently, in regard to loud-
ness [30.110, p. 136], the function is L.I/D AIˇ , where
I denotes intensity of sound and A and ˇ are positive
constants.

To facilitate such neat formula, assumptions have
to be made. One of the most fundamental assumptions
is that stimuli and responses both form continua. If
this assumption cannot be justified, this would mean
casting out much of psychophysical theory [30.162,
p. 92]. In fact, many textbooks on psychophysics as
well as on psychology in general seem to take it for
granted that stimuli and responses both form continua
while empirical data quite often do not support this as-
sumption. Judgments received from subjects in many
experiments conform to an ordinal scale (at best), and
this is also found in experiments on loudness in partic-
ular when stimuli are chosen from real music ([30.163]
and Chap. 33). But also in laboratory experiments ob-
servations were made that indicate that subjects might
use a single (ordinal) scale for either ratio or difference
estimates of loudness [30.164]. Moreover, it has long
been noted that scales based on direct judgments of sub-
jective differences are linearly related to those based
on subjective ratios [30.165, p. 203], and that a loga-

rithmic transformation of a (prothetic) magnitude scale
often corresponds closely to a category scale [30.100,
p. 56 f.]. In regard to the power law, Stevens [30.147,
p. 586] himself noted that, at frequencies below 400Hz
there is a dramatic change in the exponent of the power
function that governs loudness. Stevens [30.88] main-
tained, however, that notwithstanding necessary correc-
tions, the basic approach (largely based on magnitude
estimation and magnitude production tasks leading to
ratio scales) was sound, and that the power law applies
to sensation of loudness.

To assess matters properly, one has to recall that the
search for a loudness function that relates the intensity
of a (pure or complex) tone to the sensation of loud-
ness had begun in the 1920s. Attempts at fitting data
to functions corresponding to the laws of Weber and
Fechner [30.141] met with great difficulties. In addi-
tion, Newman [30.166] had argued, against Fechner’s
approach, that the JND is not a unit suited to measure
the loudness of tones of different frequency. One might
object to his conclusion, though, since the differences
in the number of JNDs he calculated (largely from data
taken from [30.135]) for six frequencies f80, 200, 400,
1000, 1900, 4000Hzg to fit in between the lower li-
men and a loudness level of 70 dB are probably due
to the lower limen varying with frequency. In princi-
ple, observers might attempt to estimate the difference
between two sensory magnitudes (A, B) by imagin-
ing the size of the relevant JND, and then summing up
the number of JNDs corresponding to the difference
A $ B; such a process might work if the difference
between A and B is rather small (so that the JND ap-
pears as a fraction of the difference A $ B, and can
also be regarded as of constant size within this range).
Though a Fechnerian process of indirect sensory mea-
surement cannot be precluded always (depending on the
type of stimulus and experimental conditions as well
as on the observer’s strategy to deal with magnitude
estimation), it became clear from many experiments
that subjects could estimate the magnitude of two stim-
uli (in terms of either difference or ratio) by direct
comparison.

Several versions of corrected loudness functions
have been issued previously [30.167, 168]. In regard to
the striking variability of data reported in many publi-
cations on loudness, it seems questionable that a single
loudness function could account well for a very broad
range of possible stimuli (from sine tones to full or-
chestra, and from distant traffic noise to types of sound
loaded with impulses such as produced by machinery
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Fig. 30.6 Sequence of strokes on
a snare drum; increase of intensity
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Fig. 30.7 Cochleagram, sequence of
drum strokes on a snare drum

or, for that matter, techno music). One aspect that might
possibly explain, at least in part, the extreme variabil-
ity of data on loudness is that sound stimuli comprise
more than one physical dimension (and, correspond-
ingly, more than one parameter), which in turn address
more than one sensory attribute. To illustrate the case,
we take a sequence of strokes applied to a snare drum
with different force. Of course, intensity (dB) of the
sound (recorded with a single condenser microphone
from � 50 cm above the upper drum skin) rises with
increasing force as input variable (Fig. 30.6).

Because the force applied increases, more modes
of vibration are elicited. From the cochleagram of the
same sequence, it becomes evident that spectral energy
also increases so as to involve more of the Bark filters
at the low end as well as the high end (Fig. 30.7). Thus,

there is a spread of excitation in that more critical bands
(CBs) are activated at higher levels of intensity; con-
sequently, there is significant energy in most of the 25
(Bark) filters representing the BM. According tomodels
of loudness summation [30.152, 153, 169], sensation of
loudness increases in proportion to the number of CBs
activated (Chap. 33).

However, there is more than an increase in loud-
ness. As more modes in the drum are elicited due to
an increase in the force applied, spectral energy both at
low and at high frequencies increases and the sounds
in the sequence are perceived as developing both more
depth (the relevant sensory attribute being volume at
low frequencies) and more edge (the attribute being
sharpness due to amounts of energy at high frequen-
cies). Since spectral energy increases both at low and
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at high frequencies, the spectral centroid (a weighted
mean of spectral energy [30.9]) does not vary much
from one stroke to the next (its position stays close to
3�3:2 kHz). However, especially in brass instruments
(trumpet, trombone, etc.), increasing physical parame-
ter values (pressure of blowing, which affects also ve-
locity of the particles) at the input also will excite more
of the higher modes, which typically leads to a shift
of the spectral centroid towards a higher frequency.
A higher spectral centroid is sensed as an increase in
brightness, and may be experienced also as an increase
in sharpness (Sect. 32.2.2, Semantic Attributes of Tim-
bre). In sum, by changing a single stimulus parameter
more than one sensory attribute may be affected.

Stevens of course knew this problem (even from his
early work; [30.170, 171]). Stevens [30.88, p. 54] ar-
gued that, in experiments, the subject has the help of
instructions designed to direct his attention to a single
attribute of a stimulus. To direct a subject to act this way
means he or she must suppress information contained
even in seemingly simple stimuli (such as pure tones,
which can contain information relevant to sensation
of pitch and loudness as well as to phenomenal at-
tributes such as brightness, volume, density, and vocal-
ity; [30.116], Chap. 32). Though it is possible to focus
attention on a single attribute, there are integral dimen-
sions of sensation and perception [30.172, Chap. 5]
so that one dimension implies the existence of the
other. Experiments have shown that sensation of pitch
is not totally independent of loudness (since a change
in SPL can influence the pitch of pure tones to some
degree; Sect. 31.1, Sect. 31.6.1) and that both pitch and
loudness relate to a dimension of brightness [30.173,
174]. Since brightness plays a significant role also
in vision, there are intermodal correspondences (ac-
countable to neural networks connecting input from
different sensory channels). Given the often intricate
interrelation between dimensions and attributes, an ap-
proach comprising combinations of variables to study
cross-modal information integration and multimodal ef-
fects has been proposed, with the aim of establishing
a psychocognitive law [30.175]. The multimodal and
multidimensional paradigm (that is necessary to un-
derstand, for example, timbre perception; Chap. 32)
may be suited to overcome limitations of classical psy-
chophysics where, in quite many experiments, single
attributes and dimensions have been investigated. There
were certain reasons to proceed this way, among them
technical issues as is evident also in many publica-
tions on loudness from the years 1920–1950. In general,
experimental designs and theoretical frameworks quite
often relate to current information and communication
technology (as the setup of later and more advanced the-
ories such as signal detection shows [30.176, 177]).

In retrospect, Stevens [30.89, 146] took the quest for
summation and additivity of sensory magnitudes from
the research on loudness undertaken by Fletcher and
Munson [30.142, Chap. 3], [30.178]. He probably also
found inspiring the aspect of a physiological explana-
tion of magnitudes of sensory attributes that had been
pursued since the 19th century, and had been adopted
by Fletcher early on [30.179]. We will explore this is-
sue, to some degree, by taking a look at the so-called
mel scale [30.113, 180] devised to study melodic pitch.
The English-American term pitch has many different
meanings (only some of them relating to sensation and
perception). A well-known definition tells us pitch is
that attribute of auditory sensation in terms of which
sounds may be ordered on a scale extending from low to
high (ANSI 1973, after [30.181, p. 267]). Traditionally,
the physical parameter considered most relevant to de-
termine the sensation of pitch, especially of pure tones,
was frequency.

While loudness of pure tones was found to depend
on both intensity and frequency, the point of depar-
ture for research that led to the mel scale apparently
was that the pitch of a pure tone of given frequency
(Hz) as sensed by observers can be changed to some
extent by manipulating intensity. Experiments to this
effect were undertaken by Stevens and some other re-
searchers in the 1930s, and have been repeated (with
some modifications) thereafter. The effect of SPL on
the pitch of pure tones is small at medium frequencies
(400�1000Hz) and medium SPL (60 dB) yet increases
at both low and high frequencies with SPL where
the pitch shift exceeds 1% [30.152, p. 114]. Stevens
et al. [30.180, p. 185] argued that, because of the ef-
fect intensity can have on sensation of the pitch of pure
tones, pitch cannot be simply equated with frequency.
Therefore, a new scale for pitch would be apt to account
for the perceiving organism. This scale, taking a ref-
erence loudness of 40 dB, should consist of numbers
whose values are directly proportional to the magnitude
of the perceived pitch. The scale was derived, analo-
gous to loudness scaling, from fractionation involving
the half as : : : task (in this case: half as high), and
resulted in a pitch function. However, in regard to dif-
ference limen (DLs), the experiment yielded that all
DLs for pitch, at a constant loudness level, are of equal
subjective magnitude [30.180, p. 189]. This finding was
interpreted in regard to the structure of the BM such that
the DLs are associated with the location of stimulation
on the BM, that is, in terms of a place theory of pitch
(comprehensive summaries of pitch theories are given
by [30.6, 182–185]). Consequently, the pitch scale as
devised by Stevens et al. should closely correspond to
BM tonotopicity (from Greek tonos D tone and topos
D place). Finally, in regard to musical intervals, Stevens
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et al. [30.180, p. 190] concluded that, throughout the
useful musical range, intervals increase in subjective
magnitude with increasing frequency of the stimulus.
They believed to have thereby proven a hypothesis ex-
pressed by Carl Stumpf [30.186, p. 250], according to
which the same interval represents, with rising pitch up
to about c3 [C6 in US octave designation], an increas-
ing distance in sensation. However, Stumpf considered
this but an assumption, and was rather critical of so-
called distance comparisons of pairs of tones [30.186,
pp. 247 ff.] since he had found that observers with
a musical background would almost go crazy if forced
to estimate tone distances while at the same trying to
suppress perception of musical intervals. As an exam-
ple, he said that three pure tones having frequencies
of 71 W 97 W 111 Hz would be perceived as a somewhat
detuned fourth (71 W 97� 540 cent) and as an enlarged
whole tone (97 W 111� 233 cent), and not as tone dis-
tances per se.

The mel scale was issued in a revised ver-
sion [30.113] based on additional experiments where
subjects had to segment large frequency distances
(200�6500Hz, 40�1000Hz, 3000�12 000Hz) into
four equal pitch distances. This is a complicated task
since, for example, the interval 200�6500Hz in fact
spans more than five octaves (Table 30.4). The task
thus implies dividing an interval of 6027 cent into four
equal parts. If this interval is segmented into four tone
distances, each such distance would be � 1507 cent
wide, and each pair of tones would need a frequency
ratio of fi=fj D 2:388. The five tones framing four equal
tone distances thus would have frequencies close to

200 477:61 1140:56 2723:71 6500Hz

As can be expected, the data obtained from subjects
show a huge amount of variability caused by the ex-
perimental design, and even averages are far from the
correct values. For Stevens, the mel scale was meant
to demonstrate that the sensation of pitch (of pure
tones) is a function of frequency, yet cannot be sim-
ply equated with frequency. As an anchor point, Stevens
chose the sensation of pitch corresponding to a sine tone
of 1000Hz presented at 40 dB SPL to have a melodic
pitch of 1000mel. The pitch function for the mel scale
is shown in Fig. 30.8.

Here, frequency is kept linear to indicate how large
an octave expressed in mels would be in corresponding
frequency. For conversion of mel to frequency, several
algorithms have been proposed [30.187, 188], like
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Fig. 30.8 Mel pitch as a function of frequency (Hz)

For example, doubling 800�1600mel corresponds to
a tone distance of 723:57�2195:07Hz, which is much
more than an octave, namely, in excess of an eleventh
(expressed on a logarithmic scale relevant to psy-
choacoustics and music, the tone distance equals
1921:27 cent). Conversely, the octave 800�1600Hz
would yield a tone distance expressed in mels like
853:94�1340:674, that is, a ratio of merely 1 W 1:57,
which is much less than a musical octave (the ratio 1:57
equals 781 cent, implying a musical interval of a mi-
nor sixth). With frequency given on a logarithmic scale,
a graph for the mel pitch function results as shown in
Fig. 30.9.

After using fractionation and equisection, Stevens
later extended his experiments to magnitude estima-
tion of pitch distances. He admitted that many of the
observers registered some degree of protest [30.104,
p. 407] when called to make such estimates. Also, ex-
periments involving piano tones as well as pure tones
showed the influence of musical intervals, in particular
of the octave, on pitch magnitude estimates [30.189].
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Fig. 30.9 Mel pitch function for a frequency range from
50Hz to 10 kHz
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Table 30.4 Structure of frequency distance 200�6500 Hz
200 400 800 1600 3200 6400 6500 Hz

1200 1200 1200 1200 1200 27 Cent

Indelible effects of musical interval perception were
discussed in terms of response biases, but empirical
data indicated that the mel pitch function would not
remain invariant. However, it was held that the mel
scale was fairly well established from empirical data,
and moreover was supported by the simple relationship
it bears to JNDs, critical bands, and other auditory
parameters [. . . ] as well as to anatomical and phys-
iological findings [30.151, p. 47]. Stevens was of the
opinion that the mel scale of subjective pitch or ap-
parent pitch [30.88, p. 165 ff.] had deep anatomical
and physiological foundations, in that it mapped fre-
quency to the BM, and was suited to describe basic
psychoacoustic concepts such as the CB and the JND
in terms of the mel unit. According to Stevens [30.88,
pp. 165–67], there is a correspondence between equal
distances along the BM and equal pitch differences
in mels so that the pitch function [in mel] provides
a linear map of the BM. Also, he believed the small-
est resolvable difference between two pitches to be
about one mel. In comparison, Zwislocki [30.151, p. 50]
had calculated 1 JND� 4:5mel at � 80 dB SPL. Fi-
nally, the size of the CB was assumed to comprise
100�180mel (depending on frequency range), with an
average somewhere around 137mel [30.190, p. 557]
or, rather, 100mel [30.88, p. 167]. Ideas expressed
by Stevens on CBs relating to the BM and data pub-
lished by Georg von Békésy [30.191] and other re-
searchers relating stimulus frequency to place of max-
imum excitation on the CP led to a cochlear map and
a formula proposed by Greenwood [30.192]. From the
hypothesis that CBs (without any overlap) represent
equal distances on the BM, the position x of a fre-
quency f on the BM (apex to base) can be calculated
like

f D A� .10ax� k/ ;

in which A, k, and a are specific for certain species,
among them humans [30.192, 193]. The graph of the
pitch function (Fig. 31.4 and Fig. 31.5) shows that, over
most of the BM, and most of the frequency range, log
frequency versus basilar position is nearly a straight
line [30.193, p. 2602]. However, this is not the case for
low frequencies (f < 500Hz) where the curve flattens
markedly towards the apex (Fig. 31.4).

In regard to an anatomical and physiological inter-
pretation of the mel scale, Zwislocki [30.151, p. 55]
concluded that equal distances on the pitch scale corre-
spond to equal numbers of peripheral neurons. He gave

the following correspondences

1mel bD 12 neurons;

1 JND bD 52 neurons;

1CB bD 1300 neurons:

Zwicker et al., who had carried out experiments on ra-
tio pitch independent of Stevens, yet had employed the
method of fractionation (half as : : :) and established
a scale centered at 125Hz where ratio pitch nearly con-
verges with frequency up to about 400Hz. For higher
frequencies, the increase in frequency to produce same
ratios is similar to the mel scale [30.109, pp. 57 ff.].
Zwicker and Fastl [30.152, p. 162, Table 6.2] relate the
scale of 24 CBs (expressed in Bark(z)) to the length of
the human BM (about 32mm), the number of JNDs,
mels, and the number of hair cells. From this table, the
following correspondences are given

24Bark bD 32mm bD 640 JND bD 2400mel

bD 3600 hair cells

1 Bark bD 1:3mm bD 27 JND bD 100mel

bD 150 hair cells

0:01Bark bD 13�m bD 1mel

1 JND bD 3:8mel

1mm of BM bD 20 JND bD 75mel

Questions concerning the validity of the mel scale must
have started when observations from the experiments of
Stevens and Volkmann [30.113] could not be replicated
in another laboratory [30.194]. In 1956, experiments
performed at Stevens’ lab led to effects that gave even
more concern in that observers, when asked to di-
vide a tone distance of 400�7000Hz into four equal
appearing parts, did not choose identical frequencies
in ascending and in descending order (different from
what Stevens had expected; [30.120]). Also, hypotheses
Stevens had formulated with respect to equal pitch dif-
ferences (in mels) corresponding to equal distances on
the BM could not be confirmed, while the actual data
supported models of the cochlea map where distance
on the BM relates to log frequency as well as to musi-
cal intervals ([30.120] and Sect. 31.3). Stevens [30.88,
p. 168] maintained that musical intervals based on
frequency ratios such as 2 W 1 or 3 W 2 would not be
perceived as identical in different registers, and in-
stead increase in perceived pitch extent with increasing
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stimulus frequency. Seeing that musicians tune their
instruments (e.g., the strings of a violin) to musical
intervals, Stevens dispraised them for tuning to the mu-
sical scale, not to the scale of subjective pitch.

The claim that a scale of subjective or apparent
pitch would exist independent of musical pitch scales
has been refuted, from various angles. First, there is suf-
ficient empirical evidence to conclude that, at least for
subjects with some musical background, equal ratios of
frequency give rise to approximately equal intervals of
pitch [30.195, p. 412]. Second, experiments involving
transposition of tonal patterns showed that both subjects
with and without musical training carry out transpo-
sitions in a log frequency medium, which is suited to
represent as well as to preserve melodic and other tonal
patterns as invariant under transposition [30.196].

While the musical scale based on log frequency is
form-bearing (morphophoric), in that melodies can be
shifted up and down the scale, the mel scale as pro-
posed by Stevens and Volkmann [30.113] is not. The
very term melodic scale thus is a misnomer. The only
finding that may support ideas connected with the mel
scale is that, above 5000Hz, in particular subjects lack-
ing musical training tend to perform tone distances
(when asked to realize a tonal pattern) that do not con-
form to the size of musical intervals. Explanations for
such performance include mechanisms of pitch percep-
tion where an upper limit of temporal coding seems
to exist at about 4�5 kHz (Sect. 31.4) as well as un-
familiarity with the sensation of pure tones or even
small noise bands [30.109, pp. 557 ff.], which were
used for pitch production in a high frequency range in
order to avoid musical allusions. Stevens has pointed
to difficulties reported by observers to deal with those
high pitchless tones [30.104, p. 408]. A third argument
against the mel concept was that, in a cross-cultural
perspective including Western music, the logarithmic
musical scale accounts for octave identity (a universal
or at least near-universal auditory and musical phe-
nomenon; Sect. 31.1.2) as well as for the representation
of modal structures and melodic contours based on a hi-
erarchy of pitches [30.197]. Finally, the inadequacy of
the mel scale becomes fully apparent if a piece of mu-
sic is realized with this scale (for compelling melodic
and harmonic examples, listen to demonstration no. 49
provided by [30.198]).

Though Licklider [30.199, p. 1003] had character-
ized the mel scale as representing the ordinary type of
pitch perception, this is not quite correct. The exper-
iments conducted by Stevens (as well as by Zwicker)
evidently are directed to but one of the dimensions
constitutive of pitch perception, namely tone height
while tone chroma (the property of tones to be part of
a scale organized in intervals that can be identified as

meaningful entities; see Sect. 31.1) was disregarded.
Stevens himself wasn’t even sure whether subjective
pitch would conform to a metathetic continuum, or
if the low end (frequencies below, perhaps, 200Hz)
should be viewed as prothetic [30.104, pp. 406–409].
He saw clearly that pitch is a sensory attribute that does
not lend so easily to scaling outside and independent of
musical pitch [30.88, pp. 164–69]. Though concepts of
ratio pitch and the mel scale continued to be outlined in
books on psychophysics [30.152, Chap. 2] and [30.1,
pp. 354–356] and [30.4, pp. 295–297], and the mel
pitch function also has been used in signal processing
of speech (where cepstral coefficients are calculated on
the basis of the warped mel scale [30.200]), the attrac-
tion such constructs as the mel scale had in the heyday
of operationism is certainly lost.

Though scaling of sensory attributes has continued
(and is inevitable, if only for practical reasons such as
sound and noise control), attempts at establishing the
psychophysical law applicable to a range of modal-
ities and sensory attributes might be met with some
reluctance. However, there have been alternative ap-
proaches to formulating general laws with respect to
perception and cognition. One such law evolved from
concepts of multidimensional scaling and was directed
to perceptual generalization, viewed as a cognitive act,
not merely a failure of sensory discrimination [30.201,
p. 1319]. The concept of similarity, basic to our expe-
rience and, therefore, at the core of various methods
of unidimensional and multidimensional scaling, has
been employed in formulating a general recognition
theory [30.202, 203].

Another approach stems from information theory.
Regarding perception as a choice between alternatives,
Norwich [30.204] has offered a fundamental equation

F D kH ;

where F is a perceptual variable, k > 0 is a constant,
and H is the entropy. From the fundamental equation,
an equation called the entropy law

F D 1

2
k ln.1C � In/

is derived with I = intensity and � being a constant (the
value for � as well as for the exponent n need to be
determined from experimental data), which is said to
embrace both the laws of Weber and Fechner as well
as of Plateau and Stevens [30.204, Chap. 10]. The en-
tropy function can be fitted to empirical data from, for
example, experiments on loudness.

Sensations Briefly Re-viewed
Concluding the chapters on measurement of sensation,
an issue that has been brought up since Fechner will
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be briefly re-viewed, namely, the nature of sensations.
It should be recalled that, in the 19th century, psychol-
ogy as a discipline largely developed from two angles,
one being sensory physiology, the other philosophy
(for much of the historical background, see [30.144]).
Sensations had to be treated, on the one hand, in re-
gard to sensory organs, their anatomy, physiology, and
specific functions. In addition, characteristics of phys-
ical stimuli had to be investigated to see how peculiar
sensations would relate to properties of the stimulus.
On the other hand, the content of the sensations as
providing the substrate for perceptions was of inter-
est. In this regard, sensations have been viewed as
elementary processes of consciousness [30.49, p. 30]
dependent on the stimulus input as well as the func-
tion of the respective sensory channel from periphery
to center. The concept of sensation in this way com-
prises aspects beyond the physiological level, in that
a sensation can convey a quality or express an intensity,
and leads to further categorization of the input involv-
ing previous perceptual experience and memory. This
is the framework that underlies much of Helmholtz’s
Tonempfindungen (as well as his writings on physiolog-
ical optics).

From an empiricist and realist perspective, it can
be argued that sensory data, which result from periph-
eral stimulation such as sound waves and a transduction
process of physical energy into neural code, contain in-
formation that is analyzed at a number of stages of the
(auditory) pathway up to the cortex, to yield percepts
that can be further processed in various ways. A func-
tional view thus adopted of course needs to go into
(anatomical, physiological, psychophysical) detail pro-
vided, for the most part, by empirical research. Such
research reveals that sensory input is analyzed, in the
auditory system (as well as in other sensory channels)
with respect to stimulus features, with the purpose of
identifying what the input represents [30.45]. Parallel,
and in specific neural pathways [30.8, Chap. 6], the
input is analyzed as to where it comes from. Infor-
mation from both streams (identification, localization)
then is combined into some code representing an (au-
ditory or visual) object at higher levels where further
perceptual processing as well as motor responses may
be started.

The nature of sensation and perception has also
been an issue in philosophy where, for example, ex-
tensive debates concerning the status and purposes of
sense-data have taken place [30.205, Chap. 7] long be-
fore major camps in philosophy took a monistic turn in
regard to the time-honored mind-body problem. From
a monistic point of view inspired by neuroscience,
there is no question that musical sound we hear is
transformed into sequences of electrochemical pulses

streaming up the axons of neurons [30.15, p. 49], and
that, even though these pulse sequences as such are
toneless signals, they can be analyzed in the CNS so
that we perceive a sound by noticing at least some of its
attributes. What we perceive by hearing a sound (say,
the opening chord of an electric guitar in A Hard Day’s
Night) of course is not the toneless signal of neural
pulse trains but a representation of the physical stim-
ulus. Representation in this respect means that spectral
and temporal features of the sound are transformed into
an auditory image (Sect. 31.5), which permits further
analysis into constituents that are perceived as phenom-
enal attributes. From a logical point of view, the relation
between sensation and perception in principal is hierar-
chical (having a sensation is a necessary condition for
perception; [30.205, Chap. 7]) though a gradual transi-
tion is possible (Sect. 30.1.2). For example, it can be
said that, on the level of sensation, a set of tones of
nearly equal sound level and almost identical onset time
is heard as a complex sound while, on the level of per-
ception, it is categorized as a chord or sonority [30.206,
p. 208]. Even a phenomenologist like Husserl [30.207]
acknowledged that comprehension often starts from
outer perception (conceived as a basically receptive
mode of becoming aware of things), but is soon turned
into acts of judgment and predication, from which gen-
eralized empirical concepts (such as the type, perceived
as a recurrent combination of certain features) and fi-
nally notions on higher levels of abstraction result.
Hence, sensing things in the world out there can be re-
garded the initial step in a process leading to perception
that includes more detailed categorization of the sen-
sory input; still one step further, a subject may possibly
achieve apperception (apprehension), which, in general,
calls for conscious analytical access [30.206].

Part of the argument leveled against Fechner had
been that measurement of the intensity of sensations
is impossible since this would require measurement
of intensities inside the organism. In that inner psy-
chophysics could not be pursued to much effect in
those days, the opposition concluded that outer psy-
chophysics only performed measurement of the phys-
ical stimulus, and that Fechner’s approach to indirect
measurement of sensation in fact meant not measur-
ing sensation at all. By the time Stevens set to work on
psychophysics, factual knowledge of anatomical struc-
tures and physiological processes relevant to hearing
had grown significantly [30.146]. Correlations between
properties of auditory stimuli and response patterns in
the AN had been reported [30.208]. In this respect,
inner psychophysics including measurement of inten-
sities on the neural level had become feasible. Some
findings obtained from electrophysiological record-
ings of cortical potentials yielded a correspondence
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of stimulus intensity and amplitude of potentials that
seemed to corroborate several of Stevens’ power law
exponents [30.209, 210]. The amplitude of potentials
recorded as a function of stimulus intensity was inter-
preted as strength of sensation. Notwithstanding such
attempts at introducing objective methods into psy-
chophysics from neurophysiology,much of the research
kept a focus on behavioral studies where responses to
stimuli were obtained from methods such as fractiona-
tion, magnitude estimation, and cross-modal matching.
The main reason why psychophysics often was con-
strained to investigations of (in many experiments,
unidimensional) stimulus–response patterns perhaps is
that, in an era when behaviorism and operationismwere
leading paradigms, observation of public behavior was
deemed scientific. Even in his final book, Stevens re-
confirmed this position:

What science means by sensation is a construct,
a conception built upon the objective operations of
stimulation and reaction. We study the responses of
organisms, not some nonphysical mental stuff that
by definition defies objective test. [30.88, p. 51]

Sensations thus were taken as behavioral reactions, not
the psychic processes Fechner seems to have envisaged.

For the purpose of this chapter, sensations are re-
garded, in general, as processes induced by physical
stimuli that lead to specific patterns of excitation of
sensory organs as well as to corresponding specific pat-
terns of neural coding (for a recent overview of relevant
facts and models, see [30.45]). For example, sensa-
tion of tonal roughness and beats has been explained,
from Helmholtz [30.211] to the present, with respect
to spectral and temporal features of sound stimuli giv-
ing rise to peculiar BM excitation patterns that in turn
are transformed into neural code reflecting modulation.
By inference, a certain code pattern found at some of
the relays of the AuP indicates a corresponding sensa-
tion is likely to occur in the organism. From a similar
perspective, current research seeks to trace certain stim-
ulus features as encoded in neural spike trains along the
AuP up to the cortical level (Chap. 31). According to
rate-place concepts of neural organization, activation of
certain areas of the brain, and in particular of cortical ar-
eas, would be viewed as a token for perception to take
place.

30.2 Types of Sound and Sound Features Relevant for Hearing
and Music Perception

Music comprises a broad range of sounds that can be
characterized with respect to their temporal and spectral
features. Both interact to yield dynamic shapes observ-
able for single sounds as well as for compounds of
several sounds that are layered (as in many types of ac-
tual music). The production of complex sounds can be
effected by means of musical instruments including the
human voice; of course, complex sounds are also gener-
ated and sensed by other mammals as well as by various
vertebrates and invertebrates (for an overview, see ar-
ticles in [30.212, 213]). In regard to sound generation
and sound radiation, there are (physical and biological)
systems capable of undergoing periodic or nonperiodic
vibration, which can result in audible sound under suit-
able conditions. A detailed account of relevant facts and
models (which entails stochastic and deterministic vi-
bration, linear and nonlinear vibration, etc.) is found
in textbooks such as [30.4, 125, 126, 214–217]. For the
purpose of the present chapter (where only determin-
istic vibration is of interest), it suffices to distinguish
between (a) periodic vibration, (b) quasiperiodic vibra-
tion, and (c) nonperiodic vibration. Periodic vibration,
in a physical system such as the undamped oscillator,
results in constant period length, T.s/, so that f .t/D
f .tC T/. A single periodic vibration defined as a real-

valued sine or cosine function with (peak) amplitude, A,
and zero phase angle, '

f .t/D A sin.2� ftC '/; f .t/D A cos.2� ftC'/

can be represented in an amplitude spectrum by a line
of length A at frequency f . Several periodic functions
(which we assume to represent vibrations of a me-
chanical or electronic system) can be superposed so
as to yield, according to Fourier’s theorem [30.4, 217],
a complex vibration pattern, where amplitudes, fre-
quencies, and phase angles can be chosen at will. If
individual vibrations have different phase angles, these
can be plotted in a phase spectrum in addition to the am-
plitude spectrum. In the following example (Fig. 30.10)
five simple vibrations defined by real-valued cosine
functions have been superposed.

Note that the frequencies form a harmonic series
where fn D n� f1 (for nD 1; 2; 3; � � � ; k) and that the
amplitudes decrease from one component to the next
like AD 1=n. Also, all components are phase-locked
at ' D 0. It is easy to see that Fig. 30.10 contains ten
periods of vibration covering 0:1 s; hence, T D 10ms,
which is the inverse of the frequency with which the
complex pattern of vibration repeats. Since T D 1=f ,
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Fig. 30.10 Periodic vibration com-
posed from five harmonic components
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Fig. 30.11 Superposition of nine
harmonic components Cos[2Pi100t]
C 0.9Cos[2Pi200t � 10Degree]
C 0.8Cos[2Pi300t C 20Degree]
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also f D 1=T is obtained. The frequency with which the
complex vibration or waveform repeats per time unit in
this chapter will be indicated as f0. Since f0 refers to
a complex vibration or sound (as might be displayed on
an oscilloscope), it has also been labeled the oscillatory
frequency [30.3, p. 87]. In the case of the complex vi-
bration shown in Fig. 30.10, f0 equals the frequency of
the lowest harmonic, f1 D 100Hz so that here f0 D f1.
If the signs .C;�/ and the phase angles are used to
manipulate the relations between harmonics, a more
complex pattern can result. Figure 30.11 shows super-
position of nine harmonics, however, the amplitudes are
now decreasing like f1; 0:9; 0:8; 0:7; � � � ; 0:2 g, and all
components have different phase angles.

Inspection of the graph reveals that there are still ten
periods of T D 10ms defined by the strong peaks, how-

ever, a second periodicity is now visible with smaller
peaks in between the main peaks. From a compari-
son of Fig. 30.10 and Fig. 30.11, one may infer that
the phase relations between harmonic (and also inhar-
monic) components have a significant effect on the
resulting shape of a complex vibration. The patterns
shown in Fig. 30.10 and Fig. 30.11 of course can be
put into digital sound synthesis so that the waveshapes
become audible as complex tones.

Nearly periodic vibration can be observed in the
waveshapes of many sounds generated in analogue and
digital synthesizers but also in aerophones such as or-
gan flue pipes. For example, the tone C4 played with the
stop Prinzipal 80 on the historic organ of Hollern (near
Hamburg, built by Arp Schnitger 1688–1690, fully re-
stored 2010, tuned to A4 D 462:65Hz) in its steady
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Fig. 30.12 Schnitger organ at Hollern,
Prinzipal 80, tone C4, periodic
waveshape, 100ms

50 668.8 19061288 2525 3144 3763 4381 5000

Sound pressure level (dB/Hz)

Frequency (Hz)

80

60

40

20

0

Fig. 30.13 Spectrum
(LTAS), organ sound
(Prinzipal 80, tone C4,
f1 � 276:5Hz)

state (after transients) has an almost perfect periodic
waveshape, of which 100ms (section 0:1�0:2 s of the
sound) are displayed (Fig. 30.12).

Single periods have durations of � 3:63ms cor-
responding to � 276:5Hz, which is the fundamental
frequency (f1) of the first harmonic in the spectrum; 17
harmonic components are shown in the long-term aver-
age spectrum (LTAS) in Fig. 30.13.

The correspondence between a periodic (or nearly
so) vibration or waveshape and a harmonic spectrum is
covered by the Wiener–Khintchine theorem, named af-
ter seminal works published byWiener [30.218] on gen-

eralized harmonic analysis and by Khintchine [30.219]
on correlational analysis of stationary random pro-
cesses. Khintchine proved that the correlation function,
R(t), of a stationary random process x(t) can be spec-
trally decomposed, and that a mean exists for such
a correlation function. Wiener demonstrated that, in
a time series s.t/, the single statistical independent pa-
rameter is the autocorrelation function (ACF), ˚.�/,
which permits calculation of an expected mean [30.220,
221]. The practical implication is that a period or at
least a quasiperiod of length T can be determined for
time series where a high rate of fluctuation is evident
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and periodicity is unclear because the quasiperiod – if
it exists for a given time series – can be much extended
(there of course is a limiting value at T!1; [30.219])
or hidden in data due to a noisy and/or inharmonic sig-
nal. Areas where the approach outlined by Wiener and
by Khintchine can be applied include extraction of pe-
riodicities from noisy signals such as EEG recordings
with which Wiener worked later on to explore possi-
bilities of ACF techniques [30.221]. In regard to music,
there are idiophones such as some of the gongs found in
Javanese and Balinese gamelan where periodicities in
the sound signal are difficult to determine due to spec-
tral inharmonicity and spectral density; analyzing such
sounds with ACF can help to reveal quasiperiods.

The Wiener–Khintchine theorem, which plays an
important role in signal processing [30.4, Chap. 14],
[30.222], states that the power spectrumW.!/ of a sta-
tionary time function f .t/ equals the Fourier transform
of its ACF, ˚.�/. The Wiener–Khintchine theorem thus
substantiates the role of two principles fundamental
to acoustics and hearing: periodicity and harmonicity.
ACF analysis (performed with the algorithm for en-
hanced ACF; [30.223]) of the organ sound displayed in
Fig. 30.12 and Fig. 30.13, the tone C4 recorded from the
Prinzipal 80 stop, yields the fundamental, f1 (3:6ms�
276Hz) and shows strong peaks also at lags (ms) corre-
sponding to subharmonics of f1 (e.g., 10:8ms� 92Hz).
The fact that the fundamental of a harmonic complex
sound as well as its subharmonics can be determined
by means of ACF is important also for pitch perception
(Sects. 31.4–31.5).

Sounds from natural instruments as well as from the
human voice are not always strictly periodic, though.
Deviations from strict periodicity can be caused by var-
ious factors, among which are:

1) Fluctuations resulting from playing or singing tech-
niques, for instance use of vibrato as is common in
violin, cello and flute playing as well as in belcanto
singing style.

2) Spectral inharmonicity which corresponds to (often
complex) patterns of vibration.

3) Transient onset behavior as observable in sounds of
many musical instruments.

In the following, some examples for these three
groups will be discussed.

1) Vibrato implies a modulation of period length
and, correspondingly, of frequency (FM). The notion
frequency, in this context, changes its meaning. Accord-
ing to f D 1=T , the frequency of a stationary sinusoidal
indicates the number of periods per second. However,
if the period length is continuously varied with time
(whereby, in the most simple case, the variation in the

parameter again is periodic and corresponds to a sine
or cosine function), so is the frequency of a sinusoidal,
which thus becomes the instantaneous frequency. In
terms of signal and systems theory [30.217, Chap. 6],
[30.4, Chap. 19], the instantaneous frequency in an fre-
quency modulation process can be calculated from the
instantaneous or local phase '.t/, which is a real-valued
function for the complex-valued signal x.t/. The in-
stantaneous angular frequency can be determined as the
derivative of the phase:

!.t/D '0.t/D d

dt
'.t/ I

the instantaneous frequency then is

f .t/D 1

2�
'0.t/ :

In a practical perspective applicable to musical
sound, one can say that the instantaneous frequency is
that calculated for any single period of a quasiperiodic
signal fluctuating more or less regularly up and down
in pitch (see [30.224], with an example from Near-
Eastern melismatic singing). For a number of periods,
each of which differs in length (or duration as mea-
sured in ms), a mean period length can be calculated,
to which a mean frequency corresponds as its inverse.
Again, in a practical perspective, such quasiperiodic
signals where the period length of any period deviates
from the mean within certain limits, can be expected to
evoke an average pitch corresponding somehow to the
mean period length as well as to the mean frequency
calculated for an interval relevant to auditory percep-
tion (Chap. 31).

One can easily build FM sounds from sine and co-
sine functions using the basic equation

y.t/D sin.2� fctC�f cos.2� fmt// ;

where fc is the carrier frequency, �f is the peak devia-
tion from the carrier and fm is the modulation frequency.
For example, in Mathematica code, the input

PlayŒSinŒ2Pi 500tC .20 SinŒ2Pi 5t�=5/�; ft; 0; 10g;
SampleDepth! 16;SampleRate! 44100�

results in a FM sound object with audible pitch shifts
up and down (similar in quality to singing a vowel
such as /a/ with vibrato). If represented as a spectrum
(Fig. 30.14), this FM sound reveals why the concept of
frequency for such signals needs further consideration.

It is obvious that there are major spectral com-
ponents symmetric to the center frequency, which is
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Fig. 30.15 Pitch track (f0) for FM
signal calculated from ACF

fc D 500Hz and represents the carrier of the FM sound.
The other spectral components are at multiples of the
modulation frequency, fm D 5Hz relative to fc. The
frequency spectrum, because of averaging frequencies
over time for a certain interval (defined by the length
of the fast Fourier transform (FFT) window; [30.4,
217, 222]) does not reveal specific temporal informa-
tion any longer as to when exactly the period of the
signal did correspond to one of the frequencies shown
as peaks in the spectrum. Conversely, when the pitch
track representing f0 of the signal is calculated from
the ACF (Fig. 30.15), it becomes evident that f0 varies
steadily over time; consequently, there is an instanta-

neous frequency for any time point. From a practical
perspective, one can take a frequency f0 corresponding
to each single period to find the pitch track for a mu-
sical signal that includes FM such as a piece played
on a violin con espressione, that is, with finger vibrato
(Chap. 32).

2) Another factor responsible for the existence of
quasiperiodic sounds is inharmonicity of spectral com-
ponents. Inharmonic spectra are found, due to vibration
patterns and wave propagation in solids [30.116, 215,
225], in almost all idiophones such as xylophones of
West and Central Africa and metallophones (gongs,
gong chimes, keyed metallophones comprising thick
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Fig. 30.16 Bell no. 7, Brugge carillon,
spectral components 0�5 kHz

bronze or iron bars coupled to resonators) prominent
in ensembles of South East Asia (e.g., Javanese and
Balinese gamelan). Spectra of sounds recorded from
vibration in solids are inharmonic because phase ve-
locity of transversal as well as axial bending waves
is dependent on frequency, that is, roughly, cB /pf .
Spectral inharmonicity of xylophone bars can be re-
duced by optimizing the geometry as well as by the
use of synthetic material such as palisono (which re-
sembles wood in certain features but is much more
homogeneous and isotropic in structure). Similarly, the
body of swinging and carillon bells can be shaped so
that an almost harmonic spectrum results instead of
the traditional spectral structure ofWestern bells where,
typically, a minor third is found in one octave and a ma-
jor third in the next (the frequency ratios of strong bell
partials within the lower octaves are, typically, close to
1 W 2 W 2:4 W 3 W 4 W 5 W 6 W 8:1). Because of this peculiar in-
harmonicity (and additional inharmonic components),
also the time series of sound signals recorded from bells
is, at best, quasiperiodic; typically, there is no simple
repetition pattern observable so that the length of the
period � is difficult to determine (for instance, by ACF
methods). Sounds recorded from bells are often quite

Table 30.5 Brugge carillon, bell no. 7, main spectral components and bell partials

No. Hz Ratio Cents Cum. Interval (1) Interval (2) Bell partial
1 153 1 0 Fundamental Fundamental Hum
2 306 2 1200 1200 Octave Octave Prime
3 367 2:4 315 1515 Minor third Tierce
4 470 3:07 428 1943 Major third Twelfth Quint
5 617 4:03 471 2414 Fourth Double octave Nominal
6 792 5:18 432 2864 Major third
7 935 6:11 287 3151 Minor third

complex in regard to temporal and spectral features (at-
tack, buildup of modes, sometimes also AM due to
inharmonicity and spectral density [30.226, 227]), and
hence are not easy to analyze by ear. As an example for
a fairly complex spectral structure, bell no. 7 of the fa-
mous carillon of Brugge (cast by J. Dumery in 1744),
shall be examined. Figure 30.16 is the spectrogram of
the bell sound (displayed is the frequency range from
0�5 kHz for 3 s) where at least a dozen or so strong
components can be identified plus a number of com-
ponents carrying smaller amounts of energy. The main
spectral components of this bell sound in the range up
to 1 kHz are at the frequencies presented in Table 30.5
(for which approx. ratios and cents are given).

Interval (1) expresses the relations from one compo-
nent to the next while Interval (2) indicates only large
framing intervals relative to the lowest component la-
beled fundamental in this scheme (bell founders and
campanologists like to use a nomenclature based on
bell partials). From the frequency ratios it is evident
that, except for the minor third, most of the components
are nearly harmonic relative to the fundamental; how-
ever, the cents reveal that, already in the second octave
above the fundamental, the major third is too sharp (to
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Fig. 30.17 Transient part of organ
sound, Prinzipal 80, C4, time series for
50ms

the effect that the twelfth relative to the fundamental is
sharp) while the fourth completing the double octave is
flat. Such deviations rather tend to increase in higher oc-
taves. Moreover, in bell spectra the main partials often
are found interspersed with smaller inharmonic com-
ponents suited to complicate the waveshape resulting
from the sum of all components, on the one hand, and
to diminish its periodicity, to the other. The overall
perceptual effect of spectral inharmonicity in bells is
ambiguity of pitch (Sect. 32.2.4).

3) As a third group of sound phenomena lacking
clear periodicity, transients have to be mentioned. One
has to see that sound production in many instruments
is effected by means of an impulse (like in percussion
instruments as well as in plucked strings), or by a se-
quence of pulses like in aerophones where either a valve
(for instance, a double reed as in the oboe or bassoon, or
two lips pressed against each other, as is done by play-
ers of brass instruments) opens and shuts (completely or
partly, depending on blowing pressure), or a jet stream
is deflected and interrupted when hitting the sharp edge
in the mouthpiece of a flute or in the labium of an or-
gan flue pipe (for details, see [30.215]). Both the valve
mechanisms (reeds, lips, also the vocal folds of the glot-
tis) and the edge tone generator operate in a basically
periodic process (or duty cycle). However, viewed in
detail, these processes are quite intricate, and include
nonlinearities in several, if not many parameters (for de-
tails, see [30.228, Chap. 7] and Part A of this volume).
To understand fundamentals of the transient process of
sound generation in an organ flue pipe, it is sufficient to
see that excitation of modes of vibration in the mass of
air enclosed in the pipe must be achieved against the in-
put impedance of the system and the inertia of the mass
before standing waves are established, and a steady-
state sound is radiated from the pipe. Before that, with

a particular key of the organ pressed, a valve opens and
air (wind in organ terminology) starts streaming from
a reservoir into the pipe. Before a certain pressure level
is reached and the edge tone generator comes into ac-
tion, wind in fact streams through the length of the pipe
(in long and wide pipes such as the 160 or even 320

diapason pipes, this process can last for more than 50
or even more than 100ms). Vibration then sets in for
individual modes but, typically, there are several cy-
cles where first only a few modes are established that
are not yet well synchronized, leading to a pattern of
vibration that lacks clear periodicity. The onset for indi-
vidual modes can be very soft (with pressure amplitudes
rising smoothly) or more sudden, resulting in a some-
what plosive transient (a sound phenomenon known as
spitting). The transient sound from organ flue pipes
therefore often is noisy and only partly tonal (in re-
gard to pitch and timbre, both viewed according to the
Wiener–Khintchine principle, that is, temporal period-
icity corresponding to spectral harmonicity).

The transient portion of the organ sound recorded
from the Prinzipal 80 (tone C4) is shown in Fig. 30.17. It
takes about 30ms to establish periodic vibration firmly
where the overall amplitude rises due to increasing
locking of modes and, accordingly, more effective su-
perposition of harmonics.

Looking into the first 200ms of the same organ
sound with short-time Fourier transform (STFT) spec-
trum analysis so that the frames (2048 pts, Hanning)
highly overlap (Fig. 30.18), one can follow the transient
process from one spectrum to the next. It is obvious
that partials 1 and 2 appear first, however, with rather
flat spectral lobes that become narrower and steeper
with time. Partial no. 3 starts at about 40ms after onset,
and higher partials even later. Also, there are consider-
able fluctuations in partial frequencies within the first
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Fig. 30.18 Organ (Hollern), Prinzipal 80, tone C4, transient
onset, 39 spectra representing � 205ms of sound

150ms. Typically one finds the frequencies and am-
plitudes for each spectral component representing one
of the modes of vibration to change from one frame
of analysis (FFT window) to the next. Spectral flux
(SF) is a parameter to measure the magnitude of such
change, which can be expressed as an onset function,
SF ([30.229] and Chap. 32).

Another method suited to analyze transients is the
harmonic-to-noise ratio (HNR), which measures the
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Fig. 30.19 Harmonic-to-noise ratio
(HNR), onset of organ flue pipe, 1 s

degree of periodicity in the signal by either ACF or
cross-correlation function (CCF) [30.230]. In the mea-
surement presented here, the parameter actually cal-
culated by CCF is periodicity-to-noise. The ratio is
expressed in dB (a HNR of 0 dB means there is equal
energy in the harmonics of a complex tone and in the
noise). For the organ flue pipe, the HNR measured for
one second is shown in Fig. 30.19.

As a consequence of the noisy transient, the spectral
centroid (calculated with a phase vocoder algorithm;
[30.9, pp. 45 ff.]) jumps to � 7 kHz immediately after
onset, where it peaks for� 20ms and then rapidly falls
to 700Hz and stays there for the time the sound is in its
steady state (Fig. 30.20). The spectral centroid usually
is calculated according to

CD

KP
kD1

Akf .t/k

KP
kD1

Ak

where Ak are the partial amplitudes and f .t/k are the
partial frequencies.

The spectral centroid [30.228, pp. 27 ff.] indicates
the point (expressed as a frequency in Hz) of the spec-
trum where half of the energy is above this point, and
the other half is below. The spectral centroid can be cal-
culated for each frame of analysis (also labeled window
in FFT algorithms; the size of the window typically is
2n sample points, where nD � � � ; 8; 9; 10; 11;12; � � � ).
Taking the centroid for each frame, and having frames



Fundamentals 30.2 Types of Sound and Features Relevant for Hearing 595
Part

D
|30.2

0 0.1 0.30.2 0.50.4 0.80.6 0.7 0.9 1

Spectral centroid (Hz)

Time (s)

7700

7000

6300

5600

4900

4200

3500

2800

2100

1400

700

0

Fig. 30.20 Graph of spectral centroid
plotted for 1 s of organ sound,
Prinzipal 80

overlap by at least half of the window size, the spec-
tral centroid then can be plotted as a (quasicontinuous)
function of time.

Such curves are of interest since the spectral cen-
troid is a signal parameter that is closely related to
the psychoacoustic dimension of brightness. Increasing
spectral centroid means a shift of energy in the direction
of higher frequencies (towards the treble range).

A useful parameter to describe the temporal evo-
lution of a particular sound is its envelope. Musicians
know to shape the envelope of sounds on a synthesizer
by setting values for attack time, decay time, sustain
and release relative to level (so-called ADSR envelope;
Fig. 30.21).

As a scheme, an ADSR envelope looks like
Fig. 30.21; one often can find a similarity between the
envelope of a sound derived from intensity (as a mea-
sure of energy flux) over time and the curve of its
spectral centroid. If the envelope starts with a rapid at-
tack and rises to high amplitude, it is very likely that
the sound has been elicited by an impulse or by some
other rapid transfer of energy into the system that leads
to a similar effect. Concentration of energy at the onset
means that, for example in a natural instrument such as
a swinging bell where the energy is transmitted from the
clapper to the bell in, on average, 1ms or less [30.231],
very many eigenmodes are elicited almost at once. Con-
sequently, the overall amplitude of the sound rises fast
to a peak but in general also soon decays because many
of the higher modes die away from damping. A sim-
ilar behavior can be observed in, for example, sounds
recorded from single strings of harpsichords, which are
plucked with considerable elongation of the string (rel-
ative to its rest position) followed by a sudden release of
the string from the plectrum. Both the bell and the thin
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Fig. 30.21 Schematic shape of ADSR envelope (amplitude
or level over time)

strings of the harpsichord exhibit a rapid attack, a fast
decay, and a long sustain.

To conclude this section, there are sounds from id-
iophones (such as gongs, xylophones, cymbals) and
membranophones (various types of drums), which are
quite short and percussive, and which mostly also have
an inharmonic spectrum. A number of instruments may
even exhibit a quasicontinuous spectrum within a cer-
tain bandwidth similar to a noise signal. For example,
if a snare drum is played with the snares applied, the
modes of the upper head are mixed with the noisy sound
of the lower (resonant) head to which the snares are at-
tached. Of course, the actual sound produced depends
on the type of drum as well as on the heads and snares
used, the tension of both membranes and the force ap-
plied to the upper head, the place of excitation, etc.
Figure 30.22 is a spectrogram of a snare drum played
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Fig. 30.22 Snare drum, single stroke
with stick, spectrogram 0�8 kHz, 2 s

with a single stick for one stroke suited to illustrate
the case where spectral energy distribution is close to
quasicontinuous. The sound was recorded with a sin-
gle condenser microphone placed in a position where
a player sitting at a drum set would be expected to have
his or her left ear.

The spectrogram reveals a fast attack, with much
of the energy radiated from the drum within the first
second. In fact, the SPL within 0:7 s drops by about
40 dB.

In many musical contexts, a range of complex
sounds occur at the same time (or nearly so). This can
lead to extremely variable waveshapes and, correspond-
ingly, to abrupt changes in spectral energy distribution
within short spans of time (consider, for example, sym-
phonic works by Mahler or Stravinsky’s Sacre du print-
emps). Perception of musical sound, therefore, requires
that our sense of hearing is capable of fast adaptation to
changing sound patterns from which relevant features
must be detected.

30.3 Some Basics of Sound in a Sound Field

A sound field is an (ideally) homogeneous medium
filled with molecules (particles); in a medium such as
air, sound waves propagate at a speed, c, which in air
at a temperature of 20 ıC is about 343:2m=s. Sound
waves are generated from forces leading to movements
of particles around their resting positions (leaving aside
Brownian molecular movement). Field quantities rele-
vant for sound waves and wave propagation in a given
sound field are wave speed, c, pressure, p, particle
velocity, v , and density, �. Also, temperature can be
of relevance (since density and, consequently, wave
speed change with temperature). Sound waves [30.126,
Chap. 6] can be viewed as disturbances changing the
equilibrium in the sound field. Changes of pressure, p,
of particle velocity, v D @�=@t (� D displacement) and
density, � in a given medium are closely interrelated as
expressed by Euler’s law

�@p
@x
D �0 @v

@t
:

A local change in pressure thus leads to particle mo-
tion. Assuming pressure and density in a medium like
air to consist of a normal component (p0, �0) and an
alternating component (p�; ��), we have pD p0˙ p�

and �D �0˙ ��. Pressure is a scalar while velocity is
a vector, v�. According to the principle of continuity,
density of air (which at sea level and 15 ıC temperature
is� 1:2041 kg=m3) can be assumed to change but little
in a sound field. The acoustic impedance,

Z D p.x; t/

v.x; t/
D �0c ;

in air at 20 ıC is 413:3N sm�3. The magnitude of
changes occurring in a sound field appears to be quite
small [30.232, Chap. 2]. A SPL of 100 dB means the
rms pressure amplitude is 2N=m2 as compared to an
average resting pressure at about 100 000N=m2 (or
1000 hPa). In a plane wave propagating in air (den-
sity � 1:2 kg=m3) at 340m=s the rms particle velocity
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(v D d�=dt) is 5mm=s at 100 dB, and the displacement,
� , of a particle from resting position for a pure tone of
1000Hz is just 1�m. However, acceleration of particles
can be impressively high, since, for a SPL of 100 dB
and a pure tone of 1000Hz, one obtains an acceleration
of � 30m=s2, which is the threefold of acceleration of
gravity.

The modified Euler equation (which expresses the
conservation of impulse) valid for gases is

�0
@v 0

@t
D�@p0

@x
:

The equation of continuity (which expresses the conser-
vation of mass) in the gas is

�0
@v 0

@x
D�@�0

@t
D 1

c2
@p0
@t

where c2 D dp

d�
.�0/

is the speed of sound in air and �0 is the normal density
at rest. The wave equation for a plane wave traveling
into one direction (along the x coordinate) can be de-
rived thus

@2p0
@x2
D 1

c2
@2p

@t2
:

Solutions to the wave equation in one dimension are of
the form p.x; t/D f1.x� ct/C f2.xC ct/ where f1 and
f2 in general are functions that can be differentiated
twice. The two functions express that two plane waves
are propagating from the point of excitation in opposite
directions along the coordinate x as in a string con-
ceived as a one-dimensional continuum. For undamped
harmonic plane waves, a possible solution is of the form

p.x; t/D A cos
h
2�
� x
�
˙ ft

�
C'

i
;

where A denotes the peak amplitude, � denotes the
wavelength and ' is the phase angle. Such a sim-
ple wave would have a spatial period of �D c=f and
a temporal period of T D 1=f . In the harmonic wave
described by the formula, sound pressure changes pe-
riodically as a function of place and time. The solution
for spherical waves can be simplified to that for plane
waves, except for the near field defined by the wave-
length where both velocity and wave impedance are
more complicated terms [30.216, pp. 100–102].

A wave transports energy through a given medium.
The intensity of a sound, I, represents the mean density
of the energy transported in a wave

I D 1

T

TZ
0

p v sin2
h
!
�
t� x

c

�i
dt

D 1

2
p v D peff veff D � c v 2 :

In this formula, p and v denote peak values, and peff and
veff indicate rms values. Energy density

w D p2

2 �0 c2
C �0 v

2

2

sums potential energy (first term on the right side of the
equation) and kinetic energy (second term); w is a peri-
odic function for both time and place. The sound energy
contained in a volume V of a medium then is the poten-
tial and the kinetic energy integrated over that volume.
A simple harmonic wave of wavelength �, traveling in
one direction (along the coordinate x) with a frequency
of f at a phase velocity of c contains a certain amount
of energy per period. If the wave goes through a plane,
S (the size of which may be taken as 1m2), the energy
flow in a short time interval�t will be

�W D wSc�t :

The ratio �W=�tD J is the power (or strength) of the
energy flux, and the ratio J=SD j is the flux density,
which again is a periodic function of time, implying that
a wave traveling through a plane S in fact carries a se-
quence of energy pulses. It should be mentioned that
the frequency of energy pulses is twice the frequency
of a given wave (there are two energy concentrations
per period as expressed by wavelength). As is evident
from Table 30.1, the energy (W=m2) at the threshold
of hearing is extremely small, indicating the fine sensi-
tivity of our hearing organ. However, small changes in
local pressure in the air are in fact the signal parameter
with which sound waves are transmitted to the ears of
mammals. All relevant information is contained in the
fluctuations of the pressure amplitude that can be regis-
tered over time with a (suitably sensitive) microphone,
and can be stored as for analysis in an analogue or dig-
ital format (e.g., as a time series of samples).
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31. Pitch and Pitch Perception

Albrecht Schneider

This chapter addresses sensation and perception
of pitch mainly from a functional perspective.
Anatomical and physiological facts concerning the
auditory pathway are provided to the extent nec-
essary to understand excitation processes resulting
from sound energy in the middle ear as well as
within the cochlea. Place coding and temporal
coding of sound features is viewed in regard to
frequency and period as two parameters rele-
vant for pitch perception. The Wiener–Khintchine
theorem is taken as a basis to explain the cor-
respondence between temporal periodicity and
spectral harmonicity as two principles fundamen-
tal to perception of pitch and timbre. The basics
of some models of the auditory periphery suited
to extracting pitch from complex sounds either
in the time or in the frequency domain will be
outlined along with examples demonstrating how
such models work for certain sounds. Sections of
this chapter also address tone height and tonal
quality as components of pitch aswell as the rather
dubious nature of the so-called tone chroma. Is-
sues such as isolating tone quality from height (as
in Shepard tones) and an alleged preference of
subjects for stretched octaves are covered in a crit-
ical assessment. A subchapter on psychophysics
includes just-noticeable difference (JND) and dif-
ference limen (DL) for pitch, the concept of auditory
filters known as critical bands, the sensation of
roughness and dissonance as well as special pitch
phenomena (the residue and the missing funda-
mental, the concept of virtual pitch, combination
tones). Another section covers spectral fusion,
Stumpf’s concept of Verschmelzung, and the sen-
sation of consonance. Further, there are sections
on categorical pitch perception as well as on ab-
solute and relative pitch followed by a brief survey
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31.1 Pitch as Elementary Sensation and as Perceptual Quality

The English-American term pitch that is used, most
of all, in physics and engineering as well as in psy-
choacoustics and music has many meanings. A major
aspect of pitch semantics is to denote a spatial relation
such as a distance, an interval, a rise or inclination.
In regard to certain types of sound (such as described
in Sect. 30.2 above), sensory processing triggered by
the acoustic input leads to perception of a quality that
is labeled pitch in English, hauteur du son in French,
Tonhöhe in German, altura del tono in Spanish,Wysota
tóna in Russian, and yingāo in Chinese. The terms
used in French, German, Spanish, Russian (and many
more languages) are equivalent in that they all express
a particular sound quality in regard to a spatial dimen-
sion ranging from low to high (in some cultures, the
direction rather is from high to low, but still referring
to a dimension imagined as vertical in space). It seems
that, at least for a range of natural sounds found in the
environment (such as animal calls, birdsong, speech)
human listeners almost involuntarily tend to categorize
such signals with respect to qualities pertaining to pitch
as well as to timbre. Pitch hereby includes at least
two different spatial and also two different qualitative
aspects. In regard to spatial ordering, subjects usually
can distinguish various sounds as they appear to have
a different height relative to a dimension low–high. Of
two sounds, one can be judged to be higher or lower
than the other, or both may appear equal in height
(some may appear indiscriminable in this respect due
to ambiguous sound structures; Sect. 31.1.2). If sounds
appear different in height this must not imply that they
also have a definite pitch since such differences can
be evoked, for example by bands of filtered noise dis-
tributed around different center frequencies. If the noise
bandwidth is wide enough, two or more such stimuli
presented one after another give rise to sensations
of only a relative difference in height that, typically,
goes along with a relative difference in brightness
(these two attributes are inextricably connected in
normal sensation and can be dissolved only by some
manipulation in the lab; Sect. 31.1.2). However, one
can narrow the bandwidth to such an extent that each
sound attains an almost tonal quality so that one can
even play simple melodies making use of narrow-band
noise with different center frequencies [31.1]. Already
Külpe [31.2, pp. 108 ff.] argued that, besides a sensation
of tone height resulting from periodic tones, a corre-
sponding sensation of noise height can be experienced.
Narrowing such noise bands further and further in the
end would leave just one spectral component per sound
(typically, the center frequency), and playing the same
simple melody (say, Frère Jacques) then would result

in sensations of definite pitches. Definite in this respect
means the tones now occupy a very small segment or
even a precise spot on the dimension low–high, which
can be defined in an appropriate physical parameter
(like log frequency). The shift from relative distances
as produced by a sequence of noise bands to tones
each of which are defined (in the most simple case) by
exactly one frequency position also activates a peculiar
perceptual quality, namely that of distinct intervals
between several tones. Perceiving a sequence of tones
in regard to pitch involves an estimate of their relation-
ships, which in part are spatial (in terms of distances
and intervals between them and/or a contour such
tones establish in a pitch/time space) and in part have
to do with affinity and similarity (Sects. 31.7, 31.8,
31.9, 32.2). Houtsma [31.3], exploring pitch perception
with a range of different sounds (pure tones, harmonic
residue complexes presented either diotically or dichot-
ically, amplitude-modulated broadband noise, clicks),
concluded that noise bands can evoke sensations suited
to discriminate them on a dimension low–high in
an ordinal way, whereas genuine pitch perception is
restricted to those sounds that realize intervals as ratios
that can be correctly identified. To be sure, noise signals
that can be discriminated as to their relative height
when presented successively may still suggest kind of
a rough scale (up or down) or a melodic contour though
lacking definite, identifiable pitch ratios [31.3]. Hence,
pitch perception in a strict sense depends on sound sig-
nals that are quasiperiodic and comprise a more or less
harmonic spectrum. As has been confirmed in a range
of experiments, resolvable spectral components are
essential in pitch perception (apparently predominating
temporal information [31.4]). In regard to temporal
processing of pitch that is extracted from complex
sounds, one has to take reaction time and integration
constants of the auditory system into account [31.5, 6],
[31.7, Chap. 5]. From data concerning the time needed
to establish a stable pitch sensation for pure tones, fac-
tors that seem of influence are the period duration and
frequency as well as the sound level. Since the periods
relevant for music can range from 33ms (at 30Hz) to
0:067ms (at 15 kHz), the time needed to reliably detect
a pitch (where an estimate of the pitch obtained from
a sample of subjects reaches a percentage of correct
answers clearly beyond chance) should be roughly pro-
portional to the stimulus period and frequency. Some
early investigations found 60�100ms for very low fre-
quencies (50Hz), about 30ms for 300Hz and � 15ms
for the frequency range from 0:5�5 kHz [31.8]. An
average value of 66ms for arbitrary pitch estimates
has been suggested more recently [31.9, p. 205], with
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possibly less time (20�40ms) needed if subjects
have information beforehand about the likely pitch
range of the stimuli. For complex tones with only
resolvable harmonics a time window of 20ms has been
suggested [31.10] while integration time is probably
extended for complex sounds comprising only unre-
solved higher harmonics. From published data one can
assume that about 5�8 periods of a periodic sound
stimulus are sufficient for a stable pitch sensation.

The most basic stimulus known to elicit a percep-
tion of a distinct pitch is the sine tone. It can be taken as
the reference for pitch perception [31.11, Chap. 11.1.2]
since a sine tone of medium intensity, at least in the
midrange from about 200 to 1500Hz, usually evokes
a single pitch, which is regarded as both salient and un-
ambiguous. The main reason for this effect is that such
a sine tone constant in frequency stimulates in a precise
way a very small section of the basilar membrane (BM)
and leads to a neural response pattern in the auditory
nerve (AN) that reflects both the frequency (place code)
and the period (time code) of the acoustic stimulus
(Sects. 31.3 and 31.4). In a frequency range well suited
to human listeners (say, between 250�1000Hz), a sine
tone presented at a level just 3�6 dB above threshold
already evokes a clear pitch. It has been observed in var-
ious experiments that subjects usually can match a sine
tone in frequency to a test sound such as a harmonic
complex tone with but little variance if the fundamen-
tal of the complex tone is in the range of many sounds
known from speech and music (that is, between about
200 and 800Hz), and the sound level is also convenient
(40�60 dB). Also, many subjects are able to sing or
hum a sound at, or close to, the same audible pitch after
listening first to a sine tone of, say, 440Hz, presented
for 2 s at a sound pressure level (SPL) of 50 or 60 dB
by means of loudspeakers to their ears at a distance of
1�3m. Pitch strength as measured by magnitude esti-
mation increases for sine tones at medium frequencies
with SPL (from 20 to 80 dB) as well as with dura-
tion (up to 300ms [31.12, Chap. 5.7]). However, a sine
tone is hardly a natural stimulus while many sounds
we hear in the environment (from birdsong to human
speech and, of course, music) have harmonic spectra
comprising several or many partials. It has been found
in some mammalian species that the DL for harmonic
complex tones was lower than for sine tones presented
at the same frequency [31.13, p. 63]. If a harmonic com-
plex tone is presented to human listeners in a range
where f1 is between � 130 and 800Hz (roughly C3–
G5), there are several partials besides f1 that can be
resolved by the BM–CP filter bank (Sect. 31.3). Pitch
information can be derived in the frequency domain
from f1 as well as from such partials that directly re-
inforce f1 (the octaves at f2 and f4). Other resolvable

partials also contribute to the perceived pitch of har-
monic complexes [31.4]. Moreover, the periodicity of
such a signal as encoded in the complex waveshape
(Figs. 30.10 and 31.6a) provides another cue. There-
fore, a harmonic complex with partials phase-locked
(as sine or cosine components) and with amplitudes de-
creasing with harmonic number offers several cues (or
clues) for perceptual determination of pitch. There are
auditory models that derive pitch estimates either from
matching partials to a harmonic template or from peri-
odicity analysis (Sect. 31.5).

In general, sounds with harmonic spectra are
stronger or more salient in regard to pitch perception
than are sounds with inharmonic spectra; sounds com-
prising continuous spectra such as noise bands usually
give rise to weak or ambiguous sensations of pitch.
Pitch sensations can also be evoked from amplitude
modulation (AM) of noise bands and even from rep-
etitions of a sound reflected from hard surfaces with
a period of several ms between reflections indicating
that periodicity is an important factor. However, a sen-
sation of pitch can be elicited also from sharp edges
in spectra in broadband signals [31.4, 14] as well as
from a range of other phenomena (briefly reviewed
in [31.15]). From a large number of experiments and
observations it is clear that there are both spectral and
temporal cues relevant for sensation and perception of
pitch (for overviews see [31.9, 11, 16]).

31.1.1 Pitch as Dependent on Frequency
and Period: A Brief Review

Historically, the concept of pitch as connected to that
of frequency dates back to the late 16th and the first
half of the 17th century (with contributions notably
from both Vincenzo and Galileo Galilei, Isaac Beeck-
man, and Marin Mersenne [31.17, 18]). Mersenne came
close to calculating the absolute frequency of a vibrat-
ing string according to

f D K
1

l

s
P

�
;

where K is a constant, l is the string length, P is the
tension and ¡ is the density of the string. Mersenne
succeeded in finding, in a fair approximation to cor-
rect numerical values, fundamental frequencies for both
strings and organ pipes. He and some of his contempo-
raries also noticed that the sound of a vibrating string
of given length contains harmonic partials (an issue in-
vestigated in detail by Sauveur around 1700). In early
acoustical theory, vibration of strings was modeled af-
ter the pendulum, whereby each very small segment�l
of a string can be viewed to perform the same motion as
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that of a pendulum [31.18]. Taking a string segment�l
as a point mass accelerated by some force, its displace-
ment from equilibrium over time describes a sinusoidal
trajectory per period of vibration. Insofar as pitch is
considered a function of the frequency of vibration, it
is also a function of the number of vibration cycles con-
ceived as periods completed per time unit since f D 1=T
and T D 1=f . Knowing that the basic pattern of vibra-
tion in strings is sinusoidal, one could surmise that
sensation of pitch is dependent on sinusoidal vibrations.
However, there were also experiments carried out by
Robert Hooke (around 1681) and much later by Félix
Savart where they found that a pitch sensation can be
evoked from a periodic process such as pressing a strip
of brass or card against the teeth of a revolving toothed
brass wheel [31.19, p. 42]. This was also an elegant
method to determine the absolute frequency (which
equals the number of teeth on the wheel times the
number of revolutions of the wheel per second [31.18,
p. 32]). By about 1820, Charles Cagniard de la Tour
invented the siren consisting of rotating discs perfo-
rated with equally spaced holes [31.20, p. 30]. Such
a siren produces regular sequences of puffs of air suited
to evoking a pitch sensation. August Seebeck [31.21]
followed these experiments, using a siren as sound
generator. In a number of conditions he found that a pe-
riodic time signal composed of isochronous pulses is
sufficient to produce a salient pitch. Seebeck [31.22,
p. 453] concluded that a (steady) tone results from the
repetition of patterns of vibration whereby the duration
of the period defines the height (German: Höhe) of the
tone. Seebeck was severely criticized by Ohm [31.23]
who claimed that, for a steady tone to become audi-
ble and to have a certain pitch, a vibration of the form
A sin 2�.mtC p/ would be necessary either in a direct
form (i. e., a sine wave of frequency mt as stimulus)
or as a real component that can be precipitated from
a regular sequence of impulses (the German text has
Eindrücke for impulses). Though the Seebeck–Ohm
dispute is fairly well known [31.16, 24–26] and sev-
eral of Seebeck’s experiments have been explained as
well as repeated by Schouten [31.24], it is still worth
recalling some of Seebeck’s observations and the argu-
ments that followed from both sides. Seebeck [31.22,
27] reported in particular that for the condition where
the holes on the rotating disc of the siren were spaced
equidistantly, there was one clear tone (a Hauptton
heard as a salient pitch) plus a number of harmonic par-
tials (addressed as either Beitöne or Obertöne), which
he perceived as very weak. This statement is repeated
several times [31.22, p. 454, 456, 463], [31.27, p. 362].
Ohm did not deny that a siren could produce a series of
impulses; he [31.23, p. 518] insisted that such impulses
had to follow one another at intervals of the length 1=m,

and that p had to be constant for each pair of succes-
sive intervals to allow a steady tone to become audible.
Ohm’s argument in part addressed the ratio of the du-
ration of each impulse relative to the pulse period (the
pulse duty factor �=T , where � is the duration of the
pulse and T is the pulse period). By assuming � to cover
almost T , Ohm imagined a sequence with broad pulses
that could have resulted in one real sinusoidal at fre-
quency (mtC p) plus a few weak Beitöne (which Ohm
admitted could be included in the complex sound). See-
beck [31.22, pp. 455–57] rejected Ohm’s interpretation
as unrealistic since, under the condition of equidistant
holes fed with air by one pipe, � had to be much smaller
than T , and certainly like � < 1=2T . Seebeck [31.27]
has stressed that Ohm’s concept, which relates pitch to
a fundamental frequency f1 strong enough to be heard
as a single tone, was just the narrow formulation of
a much wider principle; like Seebeck, Ohm of course
saw the reciprocity of frequency and period, to conclude
that the repetition of a vibration at a period of T D 1=f
is the fundamental condition for steady tones to oc-
cur. However, while Ohm demanded a single strong
sinusoidal vibration A sin 2�.mtC p/ or a complex re-
ducible to such a pattern to be present in each period,
Seebeck [31.22, 27] stressed the importance of the pe-
riod T D 1=f as such, and argued that periods could
be filled with various waveshapes of the general form
f .cos 2�mt/, that is, a superposition of cosine terms.
He [31.22, pp. 474 ff.] went even further when arguing
that, on the basis of series expansion applied to building
complexes from series of cosine terms, complex tones
might have a f1 partial with a rather weak amplitude,
a1, so that this component (a1f1) could not be the sole
source of the clearly audible tone (with a pitch sen-
sation corresponding to f1). Rather, the tone sensation
might result from the combined effect of successive par-
tials (a2f2, a3f3, a4f4, etc.) because these partials, when
taken together, result in the same period as that covered
by a1f1. Thereby, a weak a1f1 component would be re-
inforced (in hearing) by a group of successive higher
partials. Seebeck even saw the possibility (from his
mathematical considerations rather than from his ex-
perience) that the first terms in a series of harmonic
partials might be so weak in amplitude that they could
not contribute in any significant way to a complex tone
while a number of higher partials combined could ex-
press the motion pattern equivalent to A cos 2�.mtCp/.
Finally, Seebeck [31.22, p. 479] speculated that several
partials of the form as cos 2�.smtC p/ could produce
a tone (in sensation, a pitch at f1) even if no term of
the form a cos 2�.mtC p/ is present. This of course is
the case of the missing fundamental. Hence, the impor-
tant factor Seebeck brought into play was that various
waveshapes, representing different spectra, can share
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the same period, and that their repetition at f D 1=T
can give rise to a very similar or even identical sensa-
tion of tone height (Höhe des Tones). In this respect,
Seebeck advanced a concept later known as repetition
pitch, periodicity pitch, or low pitch (including the pitch
of complex harmonic sounds with a missing fundamen-
tal [31.16, 24, 25]).

Helmholtz [31.28, Chap. 4] advanced the concept
that our ears will sense only a pendulum-like (i. e., si-
nusoidal) vibration as a simple tone, and will dissolve
complex sounds into a series of sinusoidals that are
sensed as a series of tones. This concept (following
Fourier and Ohm, respectively) must be viewed in re-
gard to Helmholtz’s model of the BM as a chain of
tuned resonators; from anatomical data he assumed 600
radial fiber resonators to be available for each of the
seven musically relevant octaves, which makes 50 for
each semitone [31.28, pp. 241–242]. A mechanical res-
onator of course will be excited if a spectral component
carries energy at the resonance frequency. Hence, it
was natural for Helmholtz to postulate that sensation
of a simple tone is effected by a sinusoidal whose fre-
quency matches that of a resonator. Harmonic partials
thereby would engage different resonators, and would
give rise to respective sensations, which were combined
into one percept representing a complex tone (e.g., the
note G4 played on a violin) on a higher neural level.
According to Helmholtz, we become aware of only the
percept (while sensations may trigger subconscious in-
ferences, see Sect. 30.1.1).

With the Ohm–Seebeck dispute and Helmholtz’s
BM resonator model, the stage was set for pitch the-
ories that had a focus either on the ear as frequency
analyzer [31.29–31] or on the hearing system viewed
as performing periodicity detection [31.24, 25, 32–35].
To be sure, both aspects have been combined in various
ways to account for actual observations obtained from
both physiological investigations and psychophysical
experiments (for overviews see [31.9, 16, 36]). Also,
both frequency analysis and periodicity detection have
been implemented into a range of auditory models. Es-
sential features of such models will be discussed in
Sect. 31.5 (below) following a sketch of the auditory
pathway (AuP) in which some functional characteristics
relevant for pitch processing are outlined (Sects. 31.2
and 31.4).

31.1.2 Tone Height and Tone Quality
as Components of Pitch
and the Dubious Nature
of Tone Chroma

In the previous sections, pitch sensations were consid-
ered to be largely dependent on either frequency, or

period, or both. The characteristic of pitch to be the per-
ceptual correlate of simple or complex tones that differ
in either f1 or f0 refers to one dimension usually termed
tone height (see above) that has two poles at low and
high. Using a tone generator that outputs a sine wave
into an amplifier and headphones (of suitable quality),
one can easily explore both the range of audible fre-
quencies and the smallest frequency differences that can
be detected as pitch JNDs. However, when sweeping in
a quasilinear fashion through a wide frequency range,
one will notice changes in brightness, which increases
with rising and decreases with falling frequency. Ev-
idently, the sensory quality experienced as brightness
covaries with frequency as well as with tone height.
Hence, in a first approximation, both tone height and
brightness can be viewed as a function of frequency.
For this reason, it has been argued that sequences of
pure tones especially in high frequency regions elicit
sensations of different degrees of brightness rather than
evoking pitches (the latter imply assignment of tones
to locations sufficiently distinct to permit an estimate
of intervals between them). The mel scale (see above,
Sect. 30.1.4), which did not consider the perceptually
relevant octave equivalence of pairs of pure or complex
tones that conform to a frequency ratio of 2 W 1 on the
one hand, and stretched into high frequency regions far
beyondmusical register on the other, has thus been clas-
sified as a brightness scale [31.26, p. 158].

A factor most relevant for music perception is that
most subjects report strong similarities between pitches
evoked when frequencies have doubled or halved in
rising or falling direction respectively. Two tones pre-
sented at frequency ratios of 2 W 1, 4 W 1, or 0:5 W 1
between their fundamentals are perceived as equiva-
lent not in height but in their quality; a tone an octave
above or below the reference tone appears as a repeti-
tion in regard to quality [31.37]. Rameau [31.38, p. 16],
in discussing the nature of complex harmonic tones, had
already remarked that we know from experience that the
octave is nothing but the replica of a certain tone, and
that we easily can confuse two tones an octave apart
(je sçavois que l‘Octave n’est qu’une replique, com-
bien il y a d’identité entre les sons et leurs répliques,
et combien il est facile de prendre l’un pour l’autre,
ces sons même se confondant à l’oreille.). The effect is
usually addressed as octave equivalencewhereby a mu-
sical interval spanning eight tones (whole steps) is taken
to express the perceptual similarity. However, besides
musical experience there are facts from acoustics and
neurophysiology suited to address the phenomenon.

In regard to acoustical features, two sine tones of
frequencies 200 and 400Hz and equal amplitude, when
presented simultaneously and with synchronous onset,
match perfectly as two periods of the higher tone equal
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one period of the lower tone; together, they result in
a simple symmetric waveshape that repeats steadily at
a period of 5ms. If the same octave is formed from two
harmonic complex tones (each having six partials with
amplitudes 1=n), the waveshape in Fig. 31.1 results.

It is easy to see that the main period is at 5ms and
a second periodicity is established at half of that value.
Subjects may hear two tones clearly separated by an oc-
tave; however, with the 5ms period much stronger in
amplitude, the complex with f1 at 200Hz is prevalent.
Helmholtz [31.28, Chap. 10] advanced an explanation
for octave equivalence in which he emphasized two har-
monic complex tones like those represented in Fig. 31.1
have partials that coincide with their respective frequen-
cies, and no partials to interfere with each other:

200 400 600 800 1000 1200
400 800 1200 1600 2000 2400

Hence, several pairs of partials reinforce each other
while roughness of such a two-tone interval is neg-
ligible in regard to critical bands (CB, Sect. 31.6.2
below). Also, one can consider the partials from both
tones as belonging to one harmonic series starting at
f1 D 200Hz. This would explain the high degree of
uniformity that octaves such as depicted in Fig. 31.1
elicit in perception. It has been reported already by
Stumpf [31.39, 40] that subjects lacking musical train-
ing (and not used to analytical listening) tend to take
two tones presented at an octave as one.

Besides acoustical cues for what Helmholtz [31.28]
labeled Klangverwandtschaft (affinity of complex tones
due to common harmonic partials), there are such from
neurophysiology. As is well known, pure tones and
complex tones evoke neural discharge patterns that, in
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–3 Fig. 31.1 Octave 200 W 400 Hz formed
of complex tones (six partials each,
AD 1=n)

single AN fibers, can be measured with microelectrodes
and usually are represented as either a poststimulus time
(PST) histogram or as an interspike interval histogram
(ISIH). In such diagrams (abscissa: time in ms, ordi-
nate: rate of intervals measured) one sees peaks not
only at the period of the pure tone but also at mul-
tiples [31.41]. In addition, ISIH often exhibit a slight
dispersion around spike periods (ms) corresponding to
the period of the acoustic stimulus (and its multiples).
A possible explanation is the probabilistic nature of
neural response patterns (including spontaneous activ-
ity and relative as well as absolute refractory period
of neurons); in a single AN fiber, spikes must not
occur at every period of the stimulus and also phase-
locking of discharges is not always as strict as one
may expect from the stimulus (e.g., steep wave crests
at the onset of each period as in Fig. 31.1). In re-
gard to ISIH being composed of multiples of the period
corresponding to the stimulus, two pure tones an oc-
tave apart can give rise to neural responses that are
quite similar. The phenomenon that two tones an octave
apart appear similar and consonant has been attributed
to common stimulus and neural periodicities already
by von Hornbostel [31.42, p. 713] from observations
on binaural (dichotic) hearing. More recently, experi-
ments involving dichotic fusion indicated evidence for
internal octave templates [31.43]. For complex tones,
consonant intervals show few competing periodicities
and have clear peaks in ISIH obtained from AN fibers
whereas dissonances show many competing periodici-
ties [31.44–46]. The most coherent periodicity pattern
is that of the octave.

The factors referred to will be less efficient or even
missing when two tones an octave apart are presented
in succession. If two pure tones are one or even two
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octaves apart, there of course is no coincidence of
partials, yet still most subjects with some musical ex-
perience will identify the interval correctly by making
use of echoic and short-term memory as well as in-
terval categories stored in long-term memory (LTM)
(Sect. 31.7). Even in a condition where subjects listen
to a slow sine sweep starting at a certain frequency (say,
100Hz), they will take the starting point as an anchor
and will register whenever the sweep reaches octaves
at 200, 400, 800Hz, and probably also at 1600 and
3200Hz, respectively. At frequencies above � 4 kHz,
interval recognition deteriorates due to neurophysio-
logical limits of periodicity coding (Sect 31.4) though
some well-trained musicians manage to identify inter-
vals at low error rates even above that limit [31.47].
However, the effect of increasing error rates for tones
and intervals presented above 4 kHz has been reported
for subjects with so-called absolute pitch (AP [31.48]
and below, Sect. 31.7).

Perceptual octave equivalence is a basic condition
for converting the dimension low–high from relative
distances (sensations differ with respect to tone height
and brightness) to musical scales and intervals. If tones
that are an octave apart are perceived as having the same
quality, this constitutes a cycle that repeats every oc-
tave. Theoretically, the number of elements within (or
rather on) the cycle could be infinite. Brentano [31.49],
pondering the problem of gradation of tonal qualities,
considered the JND as a possible unit of discretization
of the octave. In regard to the very small JND for fre-
quency differences in the middle octaves, he dismissed
these simple elements in favor of saturated elements
(his reasoning was by drawing parallels to vision and
color perception, see below), which can be identified
as the tones in a musical scale. The point of course
is that tonal qualities must not only be discriminable
(as are JND) but identifiable as such to become mean-
ingful units in regard to perception as well as musical
composition and performance. Hence the number of
saturated elements within one octave must be consid-
erably smaller than the number of JNDs that fall into
the same interval. The number of tones per octave used
in music and the number of pitches relevant for perfor-
mance as well as listening differs among cultures. In
Western music theory, the number of tones usable per
octave according to notation (taking sharps, flats, dou-
ble sharps, double flats into account as they occur in
many works) is 31�35 [31.50, pp. 183 ff.]. In systems
of just intonation (JI), the number of tones may be as
high as 53 [31.51] or even 171 per octave [31.52] in or-
der to implement a huge set of diatonic, chromatic, and
enharmonic tonal relations with deviations no greater
than the DL for pitch in humans. However, the num-
ber of pitch categories per octave that can be identified

in perception and cognition is much smaller than the
number of pitches that can be distinguished both in per-
formance and listening. For example, a shift from a-flat
to g-sharp in a chord progression Ab major–E major
in JI is well audible, yet it is in doubt whether aver-
age music listeners could also identify the two different
tones (by naming them while listening) or could ex-
plain which pitches/tones have been exchanged in the
two chords. Recognizable tonal relations (scale steps,
intervals, chords, other sonorities) in part depend on
acoustic and psychoacoustic features (offering cues for
perception) and in part are internalized, in each musi-
cal subject, in a process of learning and practice. In
many textbooks for elementary music education and
music psychology, the number of so-called pitch classes
per octave relevant for practice is given as nD 12 (by
analogy to the number of keys available on a standard
Western keyboard), which seems a superficial view not
only in regard to professional musicians engaged in, for
example, madrigal or barbershop singing, or perform-
ing in string or saxophone quartets, but also because
of confusing concepts. The notion of pitch class is
applicable to, and has been used in, mathematical mod-
els of scales based on set theory where a reduction
from n pitches to m pitch classes (m	 n) is feasi-
ble [31.53]. The notion of a pitch category, though,
should be reserved for perceptual and cognitive issues
as are relevant for categorical perception (Sect. 31.7).

Tones identifiable as pitches within an octave may
have a distinct tonal quality; a minimum requirement is
that such tones are periodic (or nearly so) and last for
enough time to be sensed. Tones having a tone quality
with their pitch are the basis for perceiving scale steps
and intervals, and in turn the function of each tone is
largely defined by structural relations within a scale as
well as by their contact to adjacent tones (for a detailed
discussion see [31.54, 55]). The tonal quality of tones
identifiable as musical pitches within an octave (and
recurring in each octave) has been distinguished from
tone height byGeza Révész [31.37, 56], who also exper-
imented with separating tonal quality from tone height.
In elaborating on a concept known as two-componential
theory of pitch, Révész distinguished two principles of
similarity relevant for the perception of tones, one being
the proximity of tones differing only slightly in fre-
quency and in pitch (as sensed by subjects), the other
the similarity of quality between tones an octave apart.
Contradicting earlier approaches, which had held that
similarity in pitch decreases linearly as the frequency
distance between two tones increases (implying that
the fifth above a given tone would be more dissimi-
lar than a minor and a major second), Révész argued
that frequency distance between tones alone cannot be
a decisive factor for judging their similarity. Obviously,
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that distance is small for two tones that differ by only
a JND in pitch and still appear quite similar in this
respect, while the distance is large for two tones an oc-
tave apart where similarity again is very high. However,
it is a different kind of similarity than that based on
distance estimates. Lotze [31.57, p. 212], among many
scientists, had pointed to the singular experience of oc-
tave equivalence; he described hearing two tones an
octave apart as an undefined fusion of sameness and
raise. Lotze [31.58, p. 465] also assigned the same tone
character to tones an octave apart. In line with these
qualifications, Révész [31.37, p. 15 f.] regarded qual-
ity as a phenomenal characteristic that tones an octave
apart have in common (in this respect, all notes with
the same tone name but located in different registers
have the same quality). In his 1913 treatise, he pre-
sumes that a scale of tones exists (as he used his piano
for some experiments) that repeats within each octave.
A more precise yet somewhat different statement is
found in Révész [31.56, p. 67]: The ‘tone qualities’ of
the chromatic and any other scale form a recurrent se-
ries the members of which are complete within o n e
octave. Evidently, there is a shift here of quality from
tones an octave apart to 12 chromatic scale tones. He
elaborates further that interval quality and tone quality
are phenomenal attributes that do not appear isolated
since their existence is based on the musical tone se-
ries [31.56, p. 85]. In this respect, the two attributes
become distinguishable in perception because musical
scales constitute a series of sounds where different tone
qualities go along with different degrees of tone height
(and brightness). In a strict sense, tone quality without
height is an abstraction. Révész [31.37, p. 131 f.] argued
that, from a phenomenological point of view, one can
conceive of a series of pure qualities as well as of a se-
ries of pure heights. He concedes that, in reality, only
a musical scale provides both components in an audible
and perceivable form. Révész [31.37] took the musical
scale (the European chromatic scale in ET12) as given.
A separate issue is how such tone qualities come into
existence, in ontogeny of subjects as well as in a histor-
ical and cultural perspective.

Stumpf [31.59], recognizing the merits of Révész’s
two-componential concept of pitch but seeing also
a host of problems involved with this approach, called
the 12 chromatic tones of the scale now common in Eu-
ropean music historical qualities. He [31.59, p. 323]
distinguished these from what he labeled arch quali-
ties (Urqualitäten), the fundamental property of tones
within one octave to be sensed as different in pitch.
Stumpf agreed to Brentano’s view that small increments
in pitch (the size of a JND) constitute a change in qual-
ity (and not just in brightness). He [31.59, pp. 317 ff.]
argued the attribute of tone quality is lost, as observed

in experiments conducted by, in particular, his doc-
toral student,Catharina von Maltzew [31.60], more and
more above C8 (� 4186Hz) while we still sense rela-
tive differences in tone height (conveyed as brightness).
Since in this range perception of qualities (conceived as
discrete, identifiable pitches) deteriorates, so does per-
ception of intervals. This is in line with more previous
observations concerning the upper limits of pitch per-
ception as based on periodicity ([31.61] and Sects. 31.4,
31.5).

In his report on current research, Stumpf [31.59]
addressed the role not only of tone height, brightness,
and quality, but also of attributes such as vocality (that
had been investigated, in a range of experiments, by
Stumpf’s doctoral student, Wolfgang Köhler [31.62,
63]). Rich [31.64] then tried to determine the DLs for
those attributes including quality (which is called tonal-
ity in his work). The goal was to manipulate tonality
independent of tone height (which is pitch in Rich’s
study) and brightness, and to let subjects make their
respective judgments. The limens given for several sub-
jects, among them the music psychologist, H.P. Weld,
differ considerably. Taking Weld’s data for limens of
tonality relative to reference tones at frequencies of
275, 550 and 1100Hz, respectively, they were 1:44,
2:75, 3:85Hz and are larger than the limens for pitch
(tone height) and brightness of the same subject (0:36,
0:41, 0:67Hz and 0:42, 0:33, 0:74Hz, respectively).
Evidently, the judgments of tone height are almost iden-
tical with those of brightness. Expressed in cents, the
limen for tonality still would be just a few cents. In a set
of experiments expanding those of Rich, Straub [31.65]
did seek to determine the JND for tone height inde-
pendently from tone quality, finding that the JND for
quality was about three times the JND for height. For
a range of frequencies (most reliably 256�480Hz) the
JND for qualitywas� 25�30 cent; however, the design
of these experiments in regard to quality came close
to exploring the range of small pitch variants which,
by observers, are assigned to the same scale step (the
distributions of judgments Straub obtained for upper
and lower limits of single scale steps around a center
are quite similar to such from experiments on categor-
ical perception, Sect. 31.7). Hornbostel [31.42], who
labeled the specific quality of tones in a scale Tonigkeit
(equivalent to tonality in Rich [31.64]; however, the
term tonality in English as well as Tonalität in Ger-
man include meanings beyond tone quality), explained
the emergence of the quality phenomenon thus: If we
hear two pure tones in succession that differ slightly in
frequency, they appear as equal in regard to Tonigkeit.
If the frequency of the second tone is changed fur-
ther, in small increments, there is a certain point where
the two tones no longer appear as equal in quality
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yet as markedly different. Hornbostel [31.42, p. 712]
thus described the transition from one pitch category
to the next. He reported (in line with [31.59, 60]) that
Tonigkeit was vanishing, even for musicians, in very
low and very high registers as well as with tones of very
short duration.

Bachem [31.48] labeled the qualitative component
of pitch tone chroma, thereby making reference to
Brentano [31.49] who had addressed the structure of
tonal organization in hearing by drawing parallels to
vision and colors respectively. Taking up some current
ideas concerning perception of colors and brightness,
Brentano [31.49] argued that, within each octave, a se-
ries of saturated elements returns while the difference
from one octave to the next is one of, expressed in
visual terms, the ratio of dark to bright (both are
conceived as being combined in all tones audible for
humans). In effect, the dark component is strong for
low register (bass range) and the bright for high (tre-
ble range). According to Brentano, this unsaturated,
continuously variable element of dark and bright (rel-
ative darkness and brightness) fuses or intermingles
with those saturated elements in every octave; going
up a scale, the saturated elements retain their specific
quality while they can be distinguished from one oc-
tave to the next with a decrease of the dark and an
increase of the bright ingredient. In a nutshell, what
Brentano proposed was the two-componential theory of
pitch (expanded by Révész [31.37] who acknowledged
the contribution made by Brentano) that comprises the
steadily rising or falling tone height (confounded with
the sensation of tonal brightness) and that series of
tone qualities forming saturated elements comparable
to, as Brentano believed, basic colors. The question,
then, is how close parallels between vision and hearing
could be drawn. As we all know, two colors can fuse
or blend to become not just inseparable, but to result
in a third color. Two tones forming a harmonic inter-
val may fuse (Sect. 31.6.4), but do not change jointly
so that the originals disappear and a new tone is created
instead. Also, the phenomenon of octave equivalence
seems to be restricted to audition, and has not been
reported for other modalities. Assuming there is a re-
current cycle of saturated tonal elements that can be
identified in every octave, one would have to ask what
the nature of saturation is, in particular if these ele-
ments are perceived in isolation (as in experiments on
so-called absolute pitch, AP; see Miyazaki [31.66] and
Sect. 31.7). There seems to be a salience in the percep-
tion of basic chromatic colors (red, green, yellow, blue,
orange, purple, brown, pink [31.67]) that relates to the
structure of photoreceptors and physiological processes
pertaining to the spectral analysis of light sources (for
basic mechanisms of vision, see chapters on sensation

and perception in [31.68, 69]). In hearing, possible cues
for determination of a specific tone chroma within the
range of an octave would be frequency and period of
pure tones as well as the relative brightness conveyed
with an absolute frequency; for a series of relatively
homogeneous complex sounds (i. e., those which have
the same spectral pattern and envelope) dispersed over
the range of an octave, the spectral centroid (Sect. 30.2)
changes accordingly.

The parallels Brentano drew from vision to hearing
may seem obvious in regard to brightness, which in fact
is an intermodal quality [31.70]. Concerning those sat-
urated elements in terms of a chroma series of tones,
things are more complex. Historically, Greek music
theory already had the term chroai (��!˛�D color-
ings), however, this refers to small tuning differences
within the stable frame of tetrachords [31.71, pp. 33 f.]
and, thus, not to saturated but to fluid elements that
could be recognized as deviating in pitch from the po-
sitions marked by a diatonic or chromatic scale (there
are similar phenomena to this day in Near Eastern and
Indian music traditions). Also, in modern music the-
ory chromatic tones in a scale are often regarded as
mere variants or alterations of the stable diatonic scale
steps [31.55]; the tones of a seven-note diatonic scale
would thus count as saturated elements of a stable struc-
ture that, moreover, can be derived by a progression in
pure fifths [31.72]. Of course, one can extend this pro-
gression to 12 or even more tones (as in medieval and
modern treatises on music theory from Near Eastern
traditions [31.73] and Sect. 31.8) which, however, re-
sult in a chain of fifths (and not necessarily in a cycle
that repeats in each octave). The relatedness of tones
by fifths like f–c–g–d–a–e–b is experienced by sub-
jects in listening to music and making music in many
music cultures; it is a phenomenon based on acoustic
facts and supported by auditory processing character-
istics (Sects. 31.4–31.8). In this respect, one might
associate the tonal quality of particular scale steps and
tones with their position and function within a struc-
ture defined by basic intervals, most of all, the pure
fifth (and its complementary interval, the pure fourth)
as the most fundamental consonant interval besides the
octave [31.72].

Observations on octave equivalence and tonal qual-
ity based on interval relations reflect basic musical
experience such as melodies retaining their contour
when transposed [31.74, Chap. 5]. Révész [31.37, 56]
argued that, in addition to melodic constancy, a melody
rendered first on one pitch of the scale and then trans-
posed by an octave appears as a repetition. There is
evidence that some primates, besides humans, are able
to recognize simple melodies transposed by an oc-
tave as identical [31.75]. Different from the mel scale,
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a scale based on tone qualities can be conceived as simi-
lar to a solfeggio reference structure, the whole of which
is freely transposable (below 5000Hz) in a log fre-
quency medium [31.76, p. 158]. The reference structure
is stored in LTM, however, there are some indications
also for a cortical basis of tone quality perception in-
cluding cyclicality of the chroma series as represented
within or near the primary auditory cortex (A1) re-
gions [31.77]; see Sect. 31.4.

Typically, tone quality and tone height as well as
tonal brightness are combined in perception of musi-
cal tones (e.g., tones played on a trumpet or piano).
Révész [31.37] reported a few pathological cases where
quality and height had been perceived disjointedly.
He [31.56, p. 82 ff.] also suggested that the 12 tone
qualities per octave could be created, in a pure form, by
playing all the Cs in the audible range (in principle, this
would be C1–C9) simultaneously, and with equal inten-
sity, then all the C#s, all the Ds, and so on. This, he
proposed, would also demonstrate the cyclic nature of
those 12 qualities (quasi-independent of height), at least
in ET12. Years later, Roger Shepard [31.78, 79] exper-
imented with sound sequences generated on computers
where chroma was changing seemingly independent
from tone height, thereby producing a construct known
as the endlessly rising scale (that has been viewed to
constitute an auditory parallel to the illusionary stair-
cases of Maurits Escher). Extending the concept in
certain ways, the composer Jean-Claude Risset [31.80]
produced continuous shifts of both chroma and height
in opposite direction (such sounds might allegorize
atomic bombs falling towards their target). Without
going much into details of Shepherd’s and Risset’s con-
structs [31.78–82], the decisive factor for a chroma
scale to appear rising endlessly is keeping tone height
and brightness (as expressed by the spectral centroid,
see Sect. 30.2) on a constant level while the 12 Shep-
herd tones consisting of octave-spaced components are
repeated over and over again in a chromatic ET12 scale.
This is achieved simply by using a bell-shaped (Gaus-
sian) spectral envelope on a log frequency scale; the
spectral components – a number of sinusoidals spaced
in octaves – are then moved stepwise (from one chroma
to the next) or slided continuously upwards or down-
wards under the envelope. The distribution of spectral
energy thereby does not change significantly with re-
spect to the centroid [31.81]. To produce the effect, in
principle any symmetric envelope with a peak at the
centroid will do (a Gaussian envelope works smoothly).
In some of Risset’s sounds, the endlessly rising scale is
turned into a quasicontinuous glide [31.83] and in ad-
dition the envelope itself is shifted up or down the log
frequency scale so that the centroid frequency changes.
By running the endless glide in one direction (say, up-

wards) and slowly shifting the centroid of the envelope
to the other, a peculiar sound process can be experi-
enced that may be viewed as illusionary in that chroma,
tone height and brightness, which normally vary jointly
in a rising or falling scale, have been manipulated sep-
arately, to some degree.

Finally, an issue known as the stretched octave
should be briefly discussed. From spectral measure-
ments of thick piano strings (bass strings consisting
of a carbon steel core wound with copper wire) it
was observed that the frequencies of partials do not
exactly match harmonic ratios but are slightly inhar-
monic due to the stiffness of such strings. The de-
viation �f from harmonic ratios (fn D nf1) increases
with harmonic number; the effect is significant yet not
dramatic since partial amplitudes in general decrease
with harmonic number, meaning higher partials have
less weight in the harmonic complex. For example, in
a grand piano G1 string we measured the frequency
for f10 D 10:047f1, f20 D 20:23f1, f30 D 30:76f1 (f1 D
47:425Hz [31.84]). Piano tuners compensate for the in-
harmonicity of partials by stretching octaves slightly (as
well as by balancing each key within an octave with
respect to pitch and timbre). A similar process is ob-
served in the high treble range where the strings are
very short.

From observations such as piano tuning, at times
a general tendency for stretched octaves in intona-
tion practice of musicians as well as a preference for
stretched octaves on the side of listeners has been con-
cluded. Some of the data published from experiments
indicate some enlargement of subjective octaves (the ra-
tio of fundamental frequencies is somewhat greater than
2 W 1); for example, Hesse [31.85] found that musically
trained listeners preferred slightly enlarged octaves for
successively presented complex tones, with an aver-
age (median) size of 1200C 7 cents. However, in some
measurements also octaves with a slightly compressed
frequency ratio were found (fp=fq < 2 W 1 [31.86, 87]
and [31.88, Fig. 1]). One study conducted on into-
nation practice of eight professional violinists playing
the C-major scale over three octaves (C4–C7) upwards
and downwards showed practically perfect octaves (in
upwards motion, the octaves were slightly too large,
downwards, a little too small [31.89]). In another
study [31.90–92], octaves (tones A4–A5) recorded from
violinists where correct at 2 W 1 when they used the
open A-string while it was slightly too large when
they played tones (B4–B5) with finger stops, indicating
that the sound of the open A4 was still audible when
the violinists played the A5 and matched the harmon-
ics of the higher tone to those of the lower. Different
from these studies, which offered a basic musical set-
ting, most of the earlier lab experiments are difficult
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to assess in regard to reliability and validity because
the stimuli were presented monaurally per earphones
(a condition unsuited for precise pitch judgments) and
the sample size often was small with only a few sub-
jects taking part. In experiments carried out simply to
check the alleged general tendency for enlargement of
subjective octaves, this author has used a demonstra-
tion provided by Houtsma et al. [31.83] (demonstration
15: octave matching) in which (spoken commentary
on CD) a 500Hz tone alternates with a stepwise in-
creasing comparison tone near 1000Hz. Which step
seems to represent a correct octave? The steps are
in 5Hz from 985 to 1035Hz. Though steps of 5Hz
near 1000Hz seem a bit coarse in regard to JND and
DL data (rather indicating steps of 2Hz as appropri-
ate), the experimental design seems sufficient for the

purpose of controlling the assumption that stretched
octaves are what subjects prefer. The pairs of tones
with which octaves of 500 W f985 : : : 1035Hzg are re-
alized were presented to samples of subjects (students
with either a major or a minor in systematic musi-
cology) in binaural–diotic condition with audio studio
equipment in a room prepared for sound recordings at
a convenient SPL (� 65 dB). Statistics for four sam-
ples (summing to nD 115 subjects [31.93, pp. 482–
484]) yield a median of 1000Hz (frequency ratio 2 W 1,
1200 cent) and an aM of 999:043Hz with SDD 4:4Hz.
The data do not support the hypothesis that subjects in
general would prefer an enlarged or stretched octave.
This issue perhaps needs further investigation in which
musically relevant stimuli and conditions should be pro-
vided.

31.2 Sketch of the Auditory Pathway (AuP)

From a comparative perspective, auditory processing in
mammals has common anatomical, physiological and
functional bases [31.94–98]. One has to bear in mind
that most of the findings reported on the structure and
function of the cochlea and of the AuP up to the cortex
were obtained from animal experiments (where ani-
mals usually figure as the chinchilla model, the guinea
pig model, etc.). Since the anatomy and physiology as
well as specific functions of the auditory system have
been reviewed in great detail in a number of volumes
of the Springer Handbook of Auditory Research (of
which 50 volumes were edited and published from 1992
to 2014) as well as in other publications [31.98–101],
a brief summary of facts and hypotheses relevant for
sensation and perception of sounds will suffice at this
place (see also the review in [31.102]). The auditory
system comprises the outer and the middle ear, the
cochlea (with the organ of Corti including inner hair
cells (IHC) and outer hair cells (OHC) resting on the
BM), the spiral ganglion leading to the AN (branch
of the VIIIth cranial nerve), and the consecutive re-
lays (nuclei) of the ascending AuP from the cochlear
nucleus (CN: nucleus cochlearis ventralis (VCN) and
nucleus cochlearis dorsalis (DCN)) to the superior oli-
vary complex (SOC), the N. Lemniscus lateralis (NLL),
the inferior colliculus (IC), the medial geniculate body
(corpus geniculatum mediale) (CGM), and then to the
auditory cortex (AI, AII and adjacent belt regions).
A sketch of the ascending AuP can be drawn involving
only the main relays and connections (Fig. 31.2).

The afferent AuP is complemented by efferent path-
ways such as the olivocochlear bundle (OCB [31.98,
Chap. 8]), which controls OHC motility and is criti-
cal for pitch perception (see below). It should be clear

that the AuP has a highly complex system structure in-
corporating ipsilateral and contralateral communication
channels, sequential and parallel processing chains, as
well as feedback regulation circuits. In addition, con-
nections of the auditory cortices to other cortical areas,
notably in the frontal lobe, must be considered. Appar-
ently, in primates there are dual streams of processing
leading from caudal and rostral auditory cortex to pre-
frontal areas where one circuit may be specialized in
object analysis (the what channel) and the other in
spatial analysis (the where channel needed for sound lo-
calization; [31.103, 104]). The degree of complexity of
the main relays of the AuP such as the IC and the CGM
is astounding (for a detailed description see [31.98,
105, 106]).

In addition to Fig. 31.2, a flow chart of the audi-
tory system indicating main stations and functions in
regard to processing the sound input can be outlined
(Fig.31.3).

Functions as defined in this chart relate to the
diagram sketched in Fig. 30.1 above where, after me-
chanical (middle ear) and then hydrodynamic excitation
(cochlea, BM) a transduction stage (IHC, with involve-
ment of OHC) is followed by feature extraction along
the AuP, probably up to the level of the IC where, from
the evidence available, integration of features seems
to begin, which is continued at the level of the CGM.
The CGM closely intertwines with the cortex (there are
many afferent and efferent projections); because of the
high degree of thalamocortical connections [31.107],
CGM and AI are often viewed as one large functional
module.

The term auditory object that appears in the scheme
on the cortical level (AI) even in a neurocognitive per-
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Fig. 31.2 AuP: main stations and
connections. Abbreviations: AN =
nervus acusticus, VCN = nucleus
cochlearis ventralis, DCN = nucleus
cochlearis dorsalis, CT = corpus
trapezoideum, SOC = nucleus olivia
metenceph., NLL = nuclei lemniscus
lateralis, LL = laterial lemniscus,
IC = colliculus inferior, CGM =
corpus geniculatum mediale, RA =
radiatio acustica, AI = cortex auditivus
(primus), CC = corpus callosum, Nl =
nucleus lateralis (superior olivary
complex)

spective can have several meanings [31.108]. While
sensing an object may apply, first of all, to the visual or
haptic modality because of the visible or tangible shape
of material objects, the term covers auditory phenom-
ena as well. For instance, sensing a harmonic complex
tone such as produced from a stringed instrument re-
sults from binding components together that may have
been extracted from complex sounds in the inner ear
and along stations of the ascending AuP. Binding in this
case can be based on spectral and temporal cues (har-
monicity of partials, common period, concurrent onsets,
common envelope) and results in a coherent object that
can be perceived as a distinct element (against a back-

ground of noise, or in a stream of other such tones).
In a more general approach, a fundamental condition
for binding features into objects as well as several ob-
jects into higher formations (such as several complex
harmonic tones into a chord) can be traced to oscilla-
tions in the brain (such as the well-known brain waves
ı, � , ˛, ˇ, � ), which serve to screen brain states and
to update or refresh the system in duty cycles. In ad-
dition, there seem to be specific oscillations in neural
structures of the AuP that might play a role in detecting
periodicities in auditory signals relevant for the sensa-
tion of pitch and modulation processes. As has been
elaborated in detail recently [31.109], various oscilla-
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Sound Source(s) in the Environment

 ↓

Pinna   collection of sound energy

 ↓

Meatus   transport of sound energy

 ↓    impedance matching, linear filter: resonance

Tympanum, ossicles ‘conditioning of sound energy’

 ↓    impedance and gain adaptation

Cochlea: BM frequency dispersion, spectrum analysis

 ↓   tonotopic frequency representation

Cochlea: IHC mechanoelectrical transduction, low pass filter, halfwave rectifier

 ↓   coding of signals into neural impulse patterns

Ganglion spirale (AN) spike trains distributed over ca. 30.000 fibers per ear

 ↓  → connects also to contralateral SOC

CN   tonotopic organization, feature detection

 ↓  → connects to contralateral nucleus

SOC   efferent reflex, control of OHC, feature detection

 ↓  → connects also to NLL and contralateral IC; connects to formatio reticularis

LL/NLL

 ↓

IC  feature detection, spatial hearing, motor responses

 ↓  → connects to contralateral IC (also connects directly to AI)

CGM  feature detection, pattern recognition, integration (1)

 ↓  → connects to amygdala, limbic system

AI   integration (2), formation of ‘auditory objects’

→ connects to contralateral AI and to various brain areas (in particular, PFC)

Fig. 31.3 Flow chart of the auditory
system (main stations and functions)

tions (which, however, relate to a basic time constant
of 0:4ms that can be attributed to an average synaptic
delay) combined into a model of auditory neural pro-

cessing could account not only for binding of features
into objects but also for a correlational analysis suited
to detect pitch and sensory consonance.

31.3 Excitation of the Auditory System:
From the Tympanum to the BM, the IHC and OHC

Since sound signals including various types of music
arrive at the ear of mammals as small disturbances
of the normal atmospheric pressure (Sect. 30.3), in-
formation relevant to the auditory system is contained
in the changes of pressure as a function of time and
place. Leaving aside the outer ear channel (which pro-
vides a linear filter with a resonance peak around
3:3 kHz; [31.11, pp. 229–230]), the eardrum is the place
where sound waves arrive. The tympanum (eardrum) is
a membrane of � 0:1mm thickness and � 8:5mm di-
ameter covering an area of about 60mm2. Elongation of

the tympanum for very low tones of 20Hz just audible
is about 0:1mm, and for tones of 3 kHz the elongation
necessary to evoke a faint sensation has been given as
10 picometers (10�10�12 m; [31.110, p. 97]), which is
less than the diameter of air molecules set to motion.

The main function of the middle ear is to adapt
waves from the low impedance of air to the high
impedance of cochlear fluid. This is achieved by sig-
nificantly increasing the pressure in the middle-ear
transfer chain. Since the area of the tympanum in hu-
mans is about 60mm2, and the area of the stapes
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footplate working on the oval window (OW, the en-
trance for sound waves to the cochlea) is� 3�3:2mm2,
the ratio is about 18 W 1, and the ratio of the two os-
sicles (malleus, incus) acting as levers is (depending
on how the effective length is defined) about 1:5 W 1 up
to 2 W 1. The product thus would be in the range from
27�36. Also, the tympanum as a concave membrane
increases the pressure delivered to the ossicles and the
OW by a factor of two. The transformer ratio in to-
tal thus is in the range of � 70 W 1 to 80 W 1 ([31.111,
p. 467] has 80:5 W 1, [31.98, p. 18] has 82:5 W 1, and
[31.101, p. 94] has 69:2 W 1, corresponding to 36:8 dB).
The middle-ear transfer function and the complex in-
put impedance of the cochlea have been calculated
from observations on human temporal bones extracted
shortly after death from cadavers [31.112] where the
middle-ear sound pressure gain (GME) was 23:5 dB
at 1:2 kHz with a slope of � 6 dB=octave from 0:1 to
1:2 kHz, and about �6 dB=octave above 1:2 kHz. The
transfer function for ear canal sound pressure to stapes
footplate velocity (SVTF) had a maximum at 1 kHz
where 0:33 .mms�1/=Pa is observed. Mean complex
impedance Zc was almost flat between 0:1 and 5 kHz
at 21:1 acoustic G�MKS. Above 5 kHz, Zc had a max-
imum at 6:7 kHz with 49:9G�. Phase of Zc in the range
from� 0:5 to 5 kHz was close to 0ı, decreasing to neg-
ative values below 0:5 and above 5 kHz. Without the
impedance matching in the middle ear, up to 98% of
the sound energy would be reflected at the OW because
of the high impedance of the cochlea. Stapes movement
seems to increase in a linear fashion even for high SPL
up to 130 dB [31.98, p. 22], indicating (almost) linear
system behavior over a wide dynamic range. However,
the lever action of the ossicles has also been regarded
as a possible source of some harmonic distortion at
higher sound levels, and in particular of difference
tones [31.11, p. 231]. Combination tones (sum and dif-
ference tones) usually are attributed to cochlear nonlin-
earities [31.113–115] and [31.98, pp. 147 f.] and below.

The footplate of the stapes working on the OW leads
to compression of the fluid in the cochlear duct and to
a traveling wave in the scala vestibuli. Patterns of mo-
tion in the cochlea and the phenomenon known now
as the traveling wave were first described by Georg
von Békésy, in several articles mainly from the 1940s
(collected in [31.29, Chaps. 11,12]; for recent research
on cochlea functions up to 2000 see [31.115]). Since
waves usually travel through a medium at a certain
phase speed (dependent on the compressibility and the
density of material; in fluids,

cD
s

K

�
;

where K is the compression module, and ¡ is the den-
sity at rest of the medium), there must be something
special to this traveling wave, which is to be distin-
guished from the normal sound wave propagating in
a fluid like water. As in fact the viscosity and the den-
sity of the cochlear fluids (endolymph, perilymph) are
practically identical to water [31.116, 35-3], the phase
speed of a sound pressure wave in the cochlea would be
expected to be close to 1550m=s, meaning the distance
from the OW to the apex of the human cochlea would
be crossed in about 2�s. Though such a fast wave ex-
ists in the cochlea (reflected at the apex/helicotrema to
become a standing wave), the traveling wave is much
slower at about 100m=s [31.117] and is dispersive in
frequency as are bending waves propagating in solids
(for a discussion of such analogies, and for fundamental
mechanics of the cochlea, see [31.113, 114, 118, 119]).
The main reason for the dispersion that has been ob-
served throughout the cochlea is a coupled interaction
between fluids in the scalae of the cochlea (for details
of cochlea anatomy and physiology see [31.98, 101])
that undergo compression while the BM as a structure is
subjected to displacement [31.120]. Dispersion can be
attributed in particular to variable longitudinal stiffness
of the BM, which decreases from the base to the apex
(for a BM length of 35mm, which is the average from
human male and female BM measures) by a ratio of
� 100 W 1 [31.29]. For the gerbil, a stiffness gradient of
4:43 dB=mmhas been reported [31.121]. Since the stiff-
ness decreases along the BM, the compliance increases
correspondingly. Dispersion on the BM involves phase
delay relative to stapes motion. A number of measure-
ments performed with different methods suggest that
the phase delay from the base to the place of a char-
acteristic frequency (CF) in the cochlea is about 1ms
for 10 kHz, 1:5ms for 5 kHz, � 4ms for 1 kHz, and
close to 6ms for 0:5 kHz [31.122]. The travel time,
however, depends to some extent on SPL; the delay
values cited here probably apply for SPL in the range
of 50�60 dB. BM displacement depends on species,
frequency and SPL. For the chinchilla, displacement
at several CF was about 1 nm for a 30ms tone burst
at 30 dB SPL [31.123]. For humans it is of the order
of � 3�3:5 nm at 20 dB SPL, which means � 40 dB
cochlear amplifier gain due to OHC activity. From an-
imal experiments (guinea pig) it was estimated that, at
a very low SPL of 15 dB, for a CF of 15 kHz the sec-
tion of the BM that undergoes displacement was just
0:15mm wide, meaning 14 IHCs and 53 OHCs would
be activated [31.124]. In fact, at low excitation levels,
the frequency response at the CF equals that of a sharply
tuned bandpass, a feature observed also for AN fiber
tuning curves.
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In some of the early research (reviewed in [31.16,
26]) the BM had been regarded as a chain of mechanical
resonators. However, observations on material proper-
ties of the BM (which seem to indicate more of a basilar
plate than a basilar membrane, [31.125, pp. 207 f.]) as
well as of phase relations between stapes footplate mo-
tion and BM displacement and BM velocity [31.113,
115, 119, 126, 127] are not in line with a simple res-
onator model. When the traveling wave arrives at the
place where its amplitude reaches maximum (indicat-
ing maximum pressure and BM displacement respec-
tively), group velocity decreases and the envelope of the
traveling wave, viewed instantaneously, attains a char-
acteristic shape as the slope is steep on the side towards
the apex, and relatively shallow on the basal side. For
a wave from a sine tone of a chosen frequency, the am-
plitude reaches maximum at a certain place on the BM
where the energy contained in the wave dissipates; the
wave decays rapidly thereafter. Since the excitation pat-
tern locates a certain frequency at a specific spot relative
to BM length, such a correlation is termed tonotopic or
cochleotopic. It has been the basis of cochlear maps that
have been established for several species [31.128, 129].
Part of the human frequency-place coordinates for the
first 20mm distance from apex is shown in Fig. 31.4
with octaves marked at A3, A4, A5, A6 f220, 440, 880,
1760Hzg. To calculate the coordinates, Greenwood’s
formula f D A.10ax� k/ with AD 165:4, aD 0:06 and
kD 0:87 has been used.

In a similar vein, distance from apex (expressed
as a proportion where 0 = apex and 1 = base
near OW/stapes footplate) can be related to log fre-
quency [31.130, p. 222]; the resulting graph (Fig. 31.5)
expresses a Fechnerian scaling (Fig. 30.3).

The BM (or, alternatively, the cochlear partition
(CP) as the structure between the scala vestibuli and
the scala tympani comprising the BM with the organ of
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Fig. 31.4 Human BM coordinates: relation of frequency
(Hz) to distance (0�20mm) from apex; four octave mark-
ers at 220, 440, 880, 1760Hz

Corti, and the scala media up to Reissner’s membrane)
seems to work, when viewed for single pure tones of
various frequencies, as a mechanical low-pass filter
with the cutoff frequency decreasing with distance from
stapes and OW to the apex/helicotrema. However, for
mixtures of complex sounds BM filtering can be under-
stood perhaps more adequately with a model combining
a bank of asymmetrical band-pass filters wired in paral-
lel. This is what most models of the auditory periphery
based on signal processing realize (for an overview
see [31.131]). BM operation, in a mechanical and hy-
drodynamic approach (as pioneered by von Békésy),
can be regarded as passive filtering insofar as it was
found still operating in the cochleae of human cadavers
(where physiological processes bound to metabolism
and oxygen supply have more or less ceased). There is
evidence, however, that the filter function deteriorates
rather soon postmortem so that the quality factor (Q) of
tuning/filtering, which relates bandwidth to center or to
resonance frequency, is not as good as in vivo condi-
tion. Also, there is evidence that the cochlea – a tiny,
delicate and highly sensitive organ [31.98, 101] – is ex-
tremely vulnerable in a living organism; observations
made on (usually anesthetized) animals even under sub-
tle surgical treatment might, therefore, not represent the
true performance of which cochlear filtering is capable.
Moreover, in a living organism, cochlear filtering appar-
ently is supported by OHC motility in what seems to be
a feedback loop circuit [31.132] often addressed as the
cochlear amplifier (current discussion on this issue is
summed up in [31.133]). The main function of the OHC
(of which humans have about 12 000) thereby seems
to amplify the traveling wave in the cochlea, a pro-
cess particularly useful in regard to low sound levels
near threshold. The cochlear amplifier apparently is the
main source of cochlear level-dependent nonlinearity
that sets in at low SPL (about 30 dB) and shows increas-
ing compression for high SPL (up to � 0:2 dB=dB).
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Fig. 31.5 Human BM coordinates: distance from apex
(0D apex, 1D base)=frequency
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Empirical data demonstrate also that OHC integrity is
crucial for sharp tuning of cochlear nerve fibers ema-
nating from the IHC [31.134, p. 297], confirming the
role of the BM-IHC-OHC feedback loop. Results from
nonlinear biophysical modeling suggest that the main
effect of OHC activity could be undamping of a small
area of the BM corresponding to the peak of the travel-
ing wave [31.135]. With a linear (passive) biophysical
model of the cochlea (built on cochlear dimensions and
fluid dynamics by Mammano and Nobili [31.136]), the
product of time and frequency resolution

�t�f 
 1

2

known as the uncertainty principle (the original for-
mulation by Heisenberg relates to place and momen-
tum in quantum mechanics while a version by Gabor
refers also to signal analysis and hearing; [31.137])
was found, for the frequency range above 200Hz up
to 4 kHz, to be close to 0:55, that is, near the theoretical
minimum [31.138]. With an active nonlinear biophys-
ical model [31.135], performance still improved, indi-
cating that the BM area elongated by a sine tone under
OHC control must be extremely small. Such a mecha-
nism, in which high frequency selectivity seems to be
achieved through lateral suppression of frequencies in
the vicinity of a strong stimulus frequency [31.139],
is essential in generating precise information in regard
to frequency already in the peripheral sensory organ
and transduction process. There are many observations
supporting a cochleotopic organization of frequency
analysis and encoding [31.134]. Also, there are exper-
imental findings according to which correct tonotopic
representation of spectral components is essential for
pitch perception of complex sounds [31.140]. However,
a peak shift in excitation dependent on SPL measured in
the organ of Corti of animals has been reported [31.141]
that might possibly interfere with place theories of
frequency coding in the cochlea. According to these
observations, increasing the SPL of a stimulating sine
tone shifts the peak of excitation on the IHC level to
lower (!) frequencies but apparently does not affect

the apical cutoff on the BM corresponding to a certain
frequency. The observation in fact is that [31.126] (in
chinchilla), for a given site on the BM corresponding
to a CF, the peak responses vary with stimulus level as
to frequency. For a CF of 10 kHz, the peak response
was obtained for a 10 kHz tone and a level � 50 dB;
when the level grew to 60 or 70 dB, the largest response
was obtained with an 8 kHz tone. At 80 and 90 dB stim-
ulus level, the largest response resulted from a 7 kHz
tone; the shift in maximum sensitivity hence amounts
to � 617 cent. The effect, however, cannot be taken as
producing a pitch shift in sensation of anything of this
size for, in this case, we would experience a significant
pitch shift with every change in SPL, and in particular
with each crescendo in a concert. As is known from be-
havioral experiments with humans, influence of SPL on
sensation of pitch is slight for pure tones, and even less
for complex tones [31.12, p. 114]. However, subjects
can experience a pitch shift for sine tones with high
SPL applied for a certain time due to fatigue of the BM
section that is excited the most (also a temporary or per-
manent loss in sensitivity may be suffered; Chap. 33).

The transduction process from mechanical excita-
tion to neural spike patterns measured in AN fibers
is effected by means of the IHC, of which humans
have about 3500 per cochlea. Each hair cell carries
about 100 stereocilia [31.142] capable of quite rapid
motion, and thus of generating a large number of sen-
sor (or receptor) potentials per second. However, IHC
intracellular voltage changes in relation to stimulus fre-
quencies decline markedly above 1 kHz (as observed
in the guinea pig [31.98, 143]) reflecting cellular mem-
brane low-pass characteristics as well as refractory
periods. The distribution of IHC along the BM is some-
what uneven (the number of IHC per mm BM decreases
towards the apex, indicating a lesser degree of inner-
vation that could explain reduced frequency sensitivity
for f < 100Hz). The AN in humans comprises about
30 000 fibers per cochlea whereby each IHC is con-
nected to several afferent AN neurons. Transduction
in IHC from hydromechanical forces into sensor po-
tentials involves mechanical, chemical and electrical
processes (reviewed in detail in [31.98, 144]).

31.4 Place Coding and Temporal Coding of Sound Features

On the basis of physiological and psychophysical data,
it has been suggested that, in the AN, both time and
place information are used for coding pitch [31.36]. In
particular, the place information has been assigned to
frequency and tone height (Sect. 31.1.2) while time in-
formation, connected with period, should account for

low pitch (including the missing fundamental) and tone
chroma; in effect, pitch processing in this way would
occupy two channels [31.145]. In this section, evidence
for both principles is reviewed beginning with place.

In the light of the BM-IHC-OHC feedback loop,
one can conceive of modules each of which comprises
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a very small section of the BM along with the corre-
sponding IHC, OHC as well as the afferent and efferent
innervation. In regard to stimulus transfer, each mod-
ule is selective in that it operates at a characteristic
frequency (CF), and also shows maximal output at
a so-called best frequency (BF). The basis for sharp
tuning apparently lies in BM vibration patterns, which
show bandpass characteristics at each CF where sig-
nals produce small displacement and velocity at a low
threshold [31.126, 127]. In this respect, CF means that
a response measurable as output occurs at a low in-
put level; the threshold indicates maximum sensitivity
of a module for a certain frequency (or a narrow range
of frequencies). The BF is the frequency that produces
maximum output of a module, measured as the fir-
ing rate of neurons/fibers (above spontaneous discharge
rates, and up to saturation) for any given input level.
Both CF and BF response are observed at various sta-
tions of the afferent AuP up to the cortical level [31.146,
147], indicating a place principle of transduction and
neural encoding as well as a transfer function compara-
ble to a bandpass filter. The frequency-threshold curve
(FTC [31.143]) of fibers, which represents the neural
firing rate for a given input (frequency, level) can be
viewed as the inverse of a bandpass with the CF at the
minimum. Typically, the FTC for fibers is asymmet-
ric, with a steep rise towards the high frequency side
and a soft ascending slope for frequencies below the
CF and BF respectively. The relative sharpness of the
FTC depends on frequency and level, and is different
for units along the AuP. For comparison, FTC are often
taken as Q10 dB (which is the quality or Q-factor of the
filter at 10 dB above threshold; Q10 dB D CF/bandwidth
at CF).

The AN of mammals, comprising thousands of
fibers, can be viewed as a two-dimensional array, with
the first dimension corresponding to CF (or alter-
natively, to cochlear place), and the second one to
sensitivity or threshold [31.36, p. 161]. Measurements
showed that spectral components of synthesized steady-
state vowels can be represented by average discharge
rates in a population of fibers with different CF in the
AN of the cat [31.148]. However, the spectral envelope
of the stimulus fits to discharge rates plotted against the
CFs (kHz) only for low SPL. Rate-place representations
of stimulus features in the AN [31.149] undergo sig-
nificant change with level apparently depending on the
spontaneous rate (SR) and the threshold of fibers as well
as their overall dynamic range and the level where satu-
ration in discharge rate is reached. Since each of the AN
fibers seems to have a certain CF and BF that account
for a bandpass-like transfer function, a precise evalua-
tion of spectral and dynamic rate-place capabilities of
the AN would need synchronous recording of the com-

plete set of fibers engaged in transmitting a broadband
signal (such as complex sounds incorporated in speech
or music), and possibly signal reconstruction from the
neural pattern distributed over many fibers. However,
rate-place models on the level of the AN are sufficient
for providing neural cues relevant for pitch and timbre
perception if such models include a realistic cochlear
frequency map, cochlear filters, suppression, rate-level
functions, and threshold distribution [31.36, p. 204].

As an alternative to rate-place representations, tem-
poral analysis of neural spike patterns in AN fibers
and CN units has become a standard method in re-
gard to finding periodicities suited to provide the basis
for sensations of various pitch phenomena including
pitch of pure and of harmonic complex tones, pitch
of harmonic sounds with the fundamental frequency
missing, pitches evoked from harmonic and inharmonic
AM and frequency modulation (FM) sounds, etc. (for
an overview see [31.150]). The beginnings of tempo-
ral analysis date back to the 1930s and 1940s when
the relation of stimulus frequency to action potentials
came into view, which led to hypotheses of neural fir-
ing patterns such as the volley principle [31.151, 152].
More recent experiments showed that, in the CN, neu-
rons sensitive to onsets fired at highly regular intervals
precisely synchronized to the period of a speech sig-
nal [31.153], indicating that the periodicity inherent
in the stimulus is preserved in neural spike patterns
recorded in the AN and the CN.

With the analysis of almost periodic functions set
forth by Wiener [31.154] and Khintchine [31.155],
it was possible to study some of the more irregular
sound phenomena as well as the periodicities hidden
in brain waves. Licklider [31.156, 157] expanded the
approach to audition by proposing a model of du-
plex pitch perception in which, after initial cochlear
filtering of a broadband signal f .t/ into a running spec-
trum, F.t; x/, conceived as similar to a spectrogram,
a running autocorrelation analysis is performed in each
channel on the rectified and smoothed filter output to
yield a neural representation in a two-dimensional plane
(comprising the length of the BM as x and the lag �
needed for autocorrelation analysis (AC)), which may
be fed to higher stations of the AuP. A problem that
becomes evident with binaural and dichotic listening
is integration and differential processing of temporal
information provided from both ears. One model that
became quite influential is known as coincidence de-
tection applied to neural spike trains [31.158]. The
formal operation needed for comparison of input from
two channels in regard to estimating the degree of co-
herence as well as phase effects is cross-correlation
function (CCF) [31.159, Chap. 14]. Licklider [31.160]
formulated a triplex theory of pitch perception, tak-
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ing into account dichotic phenomena such as the so-
called Huggins’ pitch (based on interaural phase tran-
sition [31.161]) and spatial sound localization where,
in addition to autocorrelation function (ACF), CCF is
needed to compute binaural interaction with signals
fed into both ears. The triplex model would repre-
sent the three levels of analysis (cochlear place coding
of frequencies, temporal coding of periodicities, and
information from binaural processing) in a neural ar-
chitecture of three dimensions.

The duplex model developed by Licklider served as
the blueprint for a range of computational models to
follow [31.131, 162–166]; one part of the neural auto-
correlator that became an issue later of course was the
delay line needed in particular for low-frequency com-
ponents of a broadband signal. Given that the lower
limit of musical pitch is close to 30Hz [31.167, 168],
the period thus is 33:33ms, and the delay line necessary
to provide the lag of the signal should be of the same
order. Though speed of transmission and processing of
neural spike trains decreases from AN along the AuP
up to cortical AI and belt regions, peaks of the seven
prominent brainstem auditory evoked potential (AEP)
responses (which are not dependent on the subject’s
arousal or vigilance) occur within 1�9ms after stim-
ulus onset [31.169], indicating there is but little delay
in stations below the thalamus and the cortex. In order
to avoid a delay line not supported by anatomical and
physiological data, alternative models have been pro-
posed that can still perform the correlational analysis in
the time domain [31.109].

Autocorrelation analysis (which draws on the con-
cept of self-similarity with respect to the time dimen-
sion) has been applied to neural spike data in regard
to various pitch phenomena. Such studies covered, for
example, response patterns recorded from the AN and
ventral CN for signals comprising either the fourth and
fifth harmonic (of a fundamental frequency f1 that it-
self is not present) or their odd variants (4:5f1, 5:5f1).
Autocorrelation analysis of period histograms found
peaks representing the period of the input waveform
for the harmonic signal and the actual period of the
inharmonic signal [31.170]. Extended experiments on
AN fibers of the cat resulted in neural spike patterns
for a range of stimuli (pure tone, single-formant vowel,
click trains, harmonic complexes, AM tone, AM noise)
suited to evoke various types of pitch [31.44, 45]. Spike
trains, which provide efficient temporal coding [31.171]
for natural and artificial sounds can be analyzed ac-
cording to the time interval between successive spikes
(first-order interspike intervals) as well as in regard to
successive and nonsuccessive spikes (all-order inter-
spike intervals). Analysis of all-order interspike interval
histograms (ISIH) is formally equivalent to an autocor-

relation analysis. Such histograms were summed up for
a population of fibers, and the pitch for each stimulus
was estimated from pooled autocorrelation histograms.
In addition, the salience of pitch was computed. As
can be expected, periodicity inherent in periodic stimuli
turns up in the analyses, and is a robust feature not af-
fected by level in a range from 40�80 dB [31.44]. With
the analysis based on ISIH, the pitch salience of har-
monic complexes was found to be higher than that of
a pure tone. This seems plausible because a harmonic
complex comprising a series of partials including f1 of-
fers more clues for pitch extraction than does a pure
tone. In particular, temporal analysis of spike patterns
accounts for the pitch associated with harmonic com-
plexes lacking f1 (the missing fundamental). In regard
to the acoustic input, the period of a harmonic complex
does not change when f1 is missing or even if several
low partials are removed (Fig. 31.6a,b).

The harmonic complex shown in Fig. 31.6a com-
prises eight partials (f1 D 100Hz) of equal amplitude,
superposed as sine tones locked in phase. In Fig. 31.6b,
f1 D 100Hz and f2 D 200Hz have been removed. As
a result, the waveform changes and the amplitude
peak at the onset of each period is smaller due to re-
duced spectral energy; removing f1 and also f2 (as in
Fig. 31.6b) from a harmonic complex affects the tim-
bre as well as the loudness level perceived, and to some
extent also pitch salience, which is weaker for a sound
based on the vibration pattern shown in Fig. 31.6b than
for a sound that contains a series of harmonic partials
including f1. However, the period in Fig. 31.6b remains
at T D 10ms corresponding to the repetition frequency
f0 of the complex waveshape (in a harmonic complex
comprising a sufficient number of partials, f0 equals
f1). Period length (or duration) for a given harmonic
complex remains identical as long as several consec-
utive harmonics are left in the signal, and even with
a number of nonconsecutive partials the same period
length occurs. Consider, for example, a signal formed
by linear superposition of harmonics no. 7, 9 and 11
of f1 D 100Hz. The resulting waveform is perfectly
symmetric and periodic with a period of T D 10ms as
shown in Fig. 31.7.

However, one factor affecting pitch salience of
a sound composed in this way is that higher harmonics
may not be resolved as spectral components by cochlear
filtering [31.15, 31] and another factor probably suited
to weaken salience and to introduce some ambiguity is
the structure of the waveshape, which, different from
the selections shown in Fig. 31.6a,b, contains more
than one peak per period. Assuming that autocorrela-
tion analysis is apt (at least as a model [31.163–165]),
a sound created like Fig. 31.7, when subjected to the
enhanced AC algorithm [31.172], not only yields the
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Fig. 31.6 (a) Harmonic com-
plex, eight partials, f1 D 100Hz;
(b) harmonic complex, partials 3�8
(300�800Hz)
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Fig. 31.7 Waveshape from superposi-
tion of harmonics 7, 9 and 11 f700,
900, 1100 Hzg of f1 D 100Hz. The
missing fundamental f1 (equal to the
repetition frequency f0 of the complex)
is plotted separately (in black)
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period at T D 10ms but also strong periodicities at 4:5
and 15:5ms, which means the ACF draws on several
peaks contained in the waveshape (and its periodic rep-
etitions) to calculate periods between these peaks. An
observation worth reporting, in this circumstance, was
that for a stimulus consisting of a pulse train with
alternating intervals of 4:7 and 5:3ms, respectively,
recordings of spikes from fibers of the cat’s AN sub-
jected to ISIH analysis and autocorrelation histograms
revealed periodicities at multiples of 5ms [31.173],
that is, the average of the two alternating intervals
(T � 5ms) as well as the period resulting from their
combination (T D 10ms).

It is of interest to note that spike trains recorded
from AN fibers can transmit information representing
the periodicity of a harmonic complex (with or without
f1 present [31.44, 45, 174]), thereby providing a strong
neural basis for pitch sensation and perception. Neural
encoding of periodicities in AN fibers includes musical
intervals formed of two complex tones. ISIH analy-
sis performed for several such intervals (minor second
16=15, perfect fourth 4=3, tritone 45=32, perfect fifth
3=2) demonstrates that the periodicities inherent in the
acoustic stimulus signal are also found in the neural re-
sponse where the ISIH peak structure closely mirrors
the AC structure of the acoustic input [31.46]. Hence,
the temporal input information seems to be fully pre-
served at the AN level.

The spectral fine structure of complex sounds can
also be reconstructed from a Fourier transform of
spike trains in the AN collected as period histograms
or as interspike interval histograms [31.175], which
demonstrates that the cochlear output contains spectral
information encoded in temporal sequences. As with
rate-place recordings from a rather small number of
AN fibers, the Fourier transform of ISIH yields spec-
tra which, for low stimulus SPL, resemble the input
spectrum filtered by the CF/BF characteristics of fibers
fairly well [31.174].

From a range of investigations of AN fibers as well
as of neurons of the CN and of higher stations of the
AuP up to the IC there is coherent evidence for both
place and time representations of input signals [31.36,
150, 176]. Since rate-place mechanisms are markedly
level-dependent, while purely temporal models fail to
account for the greater salience of resolved against un-
resolved harmonics, a mixed spatiotemporal approach
has been proposed [31.177]. In regard to place, tono-
topic or cochleotopic organization is a feature found
in nuclei of the ascending AuP and also in the au-
ditory cortex (A1; [31.146, 147]). Topography of CF
gradients and other features differ, however, from one
station to the next. In the central nucleus of the IC
(ICC), the cochlear frequency map is represented by

an array of parallel frequency-band laminae where each
lamina corresponds to about 1=3 octave, the width of
a CB [31.178]. Also, the functional organization of the
ICC (as observed in the cat) seems to indicate there
are constant frequency ratios established between cor-
responding locations on neighboring laminae.

Periodicity encoded in spike trains has been de-
tected in the AN, the CN and still in the ICC [31.106,
pp. 270–280]. In the ICC a range of neurons responding
strongly to particular modulation frequencies has been
found. Such neurons can be characterized by their mod-
ulation transfer function, which refers to the discharge
rate or the synchronization of units to the envelope of
a sound as well as by their best modulation frequency
(BMF). It has been suggested, from some observations,
that in the auditory midbrain a periodotopic organiza-
tion exists in ICC laminae where the periodotopic axis
seems to extend in a nearly orthogonal pattern to the
tonotopic axis [31.179–181]. Though this model as yet
may be hypothetical, there is plenty of evidence that
periodic stimulus patterns such as the repetition of the
envelope of harmonic complexes or regular AM im-
posed on sounds are encoded in the neural response at
the level of the AN, the CN and higher stations up to
the IC [31.44, 45, 150, 153, 182–185]. Recordings from
single units in the cat’s IC show that the beat frequency
of 26Hz corresponding to two pure tones forming a mi-
nor second (466, 440Hz in equal temperament, i. e.,
� 100 cent) was matched in the discharge rate (relative
to the onset of each beat cycle; [31.46]).

A temporal approach also seems apt in regard to
binaural (spatial) hearing and dichotic phenomena such
as the pitch of the missing fundamental created from
two successive harmonic partials fed into the left and
right ear respectively [31.186]; see Sect. 31.6.3. A tem-
poral model working on ACF and CCF at least explains
the perceptual outcome in a straightforward way. As
an alternative, two independent sets of neurally en-
coded place informations from the left and right BM
combined into a central spectrum have been discussed
where harmonic partials are regarded as being matched
against harmonic templates from which, in a final step,
the fundamental f0 is derived [31.187–189]. In addition,
a mixed model combining place cues and periodicity to
derive the central spectrum from an additional filtering
stage of neural spike trains has been proposed [31.190].
One will have to distinguish the heuristic value of mod-
els demonstrating, in a plausible way based on system
design and testing, how the pitch extraction process
might operate, from the anatomical and neurophysio-
logical evidence needed to validate models.

Moreover, it is obvious from a host of psychophys-
ical experiments that envelope periodicity in many
conditions is sufficient to evoke a salient pitch per-
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cept. Consequently, neural periodicity analysis must be
carried out in stations along the AuP. Factors rather in-
dicating lower stations, up to and including the ICC,
are the degenerative nature of phase locking in afferent
AuP stations beyond the IC, and increasingly reduced
neural firing rates observed in thalamic and cortical
processing. In AN fibers, phase locking to pure tones
may be as high as 4�5 kHz while the upper limit of
neural phase locking to envelope periodicity based on
AM is about 2:2 kHz [31.185]. Along the AuP, the
upper limit of phase locking decreases significantly,
absolute values depending on species investigated as
well as on conditions (anesthetized or awake, etc.);
a sizable decline is observed between the ICC and
the thalamus (CGM), and more so between the CGM
and the auditory cortices. In only a small fraction of
CGM units, phase locking up to 1�2 kHz was measured
while many units synchronized to lower frequencies
(125�250Hz [31.191, pp. 332–334]). In cortical units,
phase locking to pure tones may occur up to several
100Hz while locking to envelopes rarely seems to ex-
ceed 100Hz [31.192]. This, however, is still enough to
encode relatively slow AM such as the beat frequen-
cies occurring between two simple or complex tones.
Hence, there is evidence for a neural representation
of roughness and sensory dissonance based on phase-
locked activity at the level of the A1 [31.193]. Further,
experiments on perception of the missing fundamental
showed that patients who had suffered lesions of the
right temporal lobe (including Heschl’s gyri) performed
significantly less consistently than controls [31.194],
indicating that detection of envelope periodicity is ef-
fected in neural circuits embedded in the right temporal
lobe. However, since phase locking declines and pro-
cessing speed slows down towards cortical areas while
the number of neurons involved increases greatly, neu-
ral processing of fine-grained temporal information
seems less probable (though perhaps possible, depend-
ing on the type of code and the distribution of neurons
involved [31.150, 195]). As an alternative, transforma-
tion of temporal coding into rate-place codes in stations
of the AuP has been considered. One problem with rate
functions is that, while firing rate usually is found to
grow with sound level (subjected to compression in-
creasing with SPL) at lower stations of the AuP, there is
evidence of nonmonotonic rate functions from the ICC,
the CGM, and the A1 largely due to inhibition [31.146].

The primary auditory cortex (A1) in humans is
found typically in the medial portion of the first ante-
rior transverse temporal gyrus, also known as Heschl’s
gyrus [31.196, p. 263]. Detailed anatomical and func-
tional descriptions distinguish between primary audi-
tory cortex, anterior auditory field (AAF), and posterior
auditory field (PAF). Topography is also discussed with

respect to core, belt, and parabelt regions of cortical
areas [31.197]. From electrophysiological as well as
imaging studies a tonotopic organization of A1 has
been proposed [31.146, 147, 198]. A topography has
also been suggested for stimulus intensity (with respect
to the cat A1 [31.199]). One frequency gradient for low
to high CFs has been identified to run from posterior to
anterior A1. Two mirror-imaged tonotopic regions were
found with magnetoencephalography (MEG) in the au-
ditory cortex [31.200]. In addition, from MEG of six
subjects, it has been inferred that the quasi-orthogonal
arrangement of frequency (CF) and periodicity (BMF)
suggested earlier for the ICC [31.180] applies also to or-
thogonal maps in the human auditory cortex [31.178].
Further, neurons in the auditory cortex of the marmoset
monkey were reported to respond to pure tones and
complex tones with missing fundamentals that have the
same f0 [31.201], that is, where the single frequency fn
(Hz) of the pure tone equals the repetition frequency
(f0) of the complex that has no spectral energy at f1.
Consequently, the same neurons must be capable of
detecting either a frequency for which a spectral cue
exists or derive the same frequency from a temporal
cue (envelope periodicity), thus providing a neural basis
for perceptual pitch constancy, i. e., the experience ac-
cording to which sounds with different spectral and/or
temporal structure can evoke the same pitch (or nearly
so). Since earlier investigations [31.202] had failed to
find neural substrates for pitch processing of harmonic
complexes with a missing fundamental in the auditory
cortex of rhesus monkeys, this particular report was met
with some skepticism [31.195]. However, there might
be neurons in stations of the AuP up to the auditory
cortices responding to the same periodicity transmitted
either from pure tones or from envelopes of harmonic
complex tones lacking f1.

Applying four functional criteria, namely pitch se-
lectivity, pitch constancy, covariation of response mag-
nitude with pitch salience, and elimination of periph-
eral phenomena, a study [31.203] combining functional
magnetic resonance imaging (fMRI) methodology and
psychophysical experiment (nD 16 subjects) was un-
dertaken to locate, if possible, a cortical pitch center.
Five different stimuli (a pure tone plus Gaussian noise
masker, a harmonic complex, resolved partials of the
same complex band-pass filtered to remove several low
partials, again together with Gaussian noise masker,
etc.) were presented all of which should evoke the
same pitch equivalent to that of a pure tone at 200Hz.
Findings included the fact that pitch-related activation
rarely occurred at exactly the same point in the audi-
tory cortex across the different listeners while spatial
consistency was much more striking within listeners.
Locating the pitch center, for seven subjects it fell in
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different portions of the planum temporale (PT), in one
listener it fell in planum polare (PP) and in two lis-
teners it was elsewhere [31.203, pp. 87 f.]. Also, the
response magnitude in the pitch center for the differ-
ent stimuli was unrelated to the pitch salience found
in psychophysical experiment. There have been num-
bers of MEG and fMRI studies directed to finding
the pitch center (for primates and humans [31.204]),
but although they localize distinctive cortical areas ac-
tive in pitch processing, neither technique converges on
microanatomical mapping and assignment nor on the
number (one, two) of tonotopic frequency gradients.
More recently, again two tonotopic gradients were re-
ported on the basis of fMRI data [31.205] to be located
in bilateral cortex on Heschl’s gyrus, one on its cau-
dal and one on its rostral bank. From experiments using
an adaptation electroencephalogram (EEG) (AEP) de-
sign, a circular cortical pitch map has been suggested
to account for the circularity of tone chroma within the
octave [31.77]; Sect. 31.1.2.

Recent discussions of the role of A1 and adjacent
cortical areas reflect changes in perspective. Tradi-
tionally, the AuP including A1 has been viewed as
a basically hierarchical system where certain tasks are
performed on each level in regard to feature extraction
(see Fig. 31.2 and the flow chart following the graph),
with further processing of neural code for pitch and
perhaps also timbre and loudness at A1 as well as in
adjacent nonprimary areas. Such a view was obtained
from, for the most part, electrophysiological recordings
where neural response patterns reflecting the acousti-
cal input were traced along the AuP as well as in A1
and other cortical areas. Results did account for a range
of stimuli such as pure and complex tones, periodic
click trains, AM and FM of pure tones, noise bands, etc.
suited to evoke sensations of pitch. In A1 and adjacent
areas gradients for frequency and intensity were found.
Also, maps with more than one dimension have been
proposed with respect to spectral and temporal repre-
sentations of pitch (for an overview see [31.147, 192,
206]). In order to pinpoint processing of certain fea-
tures, much of this research employed sound stimuli
comprising a small number of dimensions, and single
stimuli rather than combinations thereof (for reasons of
experimental control and also to minimize context sen-
sitivity). Meanwhile, the use of more complex, real-life
stimuli such as animal vocalizations (in animal exper-
iments [31.207]) or speech and musical sound is more
widespread. Such studies revealed there is a belt of ar-
eas surrounding A1 involved in a more distributed pro-
cessing reflecting stimulus complexity [31.208, 209];
distributed processing thus seems to distinguish com-
plex from elementary stimuli. Also, animal experiments
indicate there are neurons sensitive to particular feature

combinations indicative of pitch, timbre, and localiza-
tion [31.210]. In regard to integration of several features
(e.g., tone height, intensity, spectral harmonicity, mod-
ulation, roughness), which have been analyzed along
stations of the AuP, it has been suggested that a cen-
tral task of the auditory cortices (implied are also belt
regions around A1) could be forming auditory objects
identifiable in a mixture of sounds [31.211, 212]. From
high sensitivity of cortical neurons for certain spectral
and/or temporal features on the one hand, and the need
to integrate features into objects on the other, a deter-
mination for neural coding comprising three types of
representation has been proposed [31.213]. These are:

1. Isomorphic representations where firing patterns
faithfully reflect stimulus features and magnitudes

2. Nonisomorphic transformation of acoustical fea-
tures into neural code

3. Internal representations of objects derived from
a transformation of acoustical features into percep-
tual dimensions.

Since many real-world sound stimuli are fairly
complex in regard to temporal and spectral structure,
involvement of cortical areas beyond the acoustical cor-
tices can be expected in order to analyze the meaning
of distinct objects, and also for binding a sequence of
objects into a formation (Sect. 30.1.2). From earlier
experiments employing positron emission tomography
(PET) it has been suggested that, for perceptual analysis
of rather simple melodic phrases, networks of the right
prefrontal and right frontal cortex are involved besides
areas of the right superior temporal cortex [31.214];
comparison of pitches (in regard to intervals) seems to
be carried out in the intraparietal sulcus (IPS [31.196]).
Extending the dual-stream model of object (what?)
and spatial (where?) processing, a differentiation be-
tween right and left hemispheres has been suggested
according to which spectral processing would be pre-
dominantly done in the right hemisphere while tem-
poral analysis would be achieved in the left [31.215]
to account for often rapidly changing sound struc-
tures such as transients. However, given the very fast
recognition of musical pitches and timbres in actual lis-
tening, the outcome of spectral and of temporal analysis
then would have to be integrated instantly for ob-
ject identification. Such operations, though automated
in actual perception, draw on and reinforce memory.
With respect to pitch perception, a representation of the
relevant sound features in short-term memory (STM)
seems necessary to allow for more detailed analysis.
There are various hypotheses concerning the structure
of the working memory as well as involvement of PFC
substrates in actually integrating information (there is
growing evidence for domain-specific working mem-
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ories available for certain tasks [31.216, 217]). As has
been observed in many experiments, the STM buffer
for pitches and pitch sequences is considerably wider
than that for visual stimuli. Musically trained sub-
jects with relative pitch typically have a memory trace
suited to reproduce pitches of single tones and undis-
turbed pitch sequences with only small errors within
1�2min [31.218]; in general, the error (expressed as
SD of pitch deviations) increases markedly with time
indicating working memory for auditory input seems to
function like a leaky integrator. However, in particular
musically trained subjects seem to be able to draw on
LTM resources and thereby can identify intervals and
chords as well as tone sequences ordered along a scale
or presented within a melodic Gestalt with higher preci-
sion, and also after a greater lapse of time (as was found
already by [31.219]; see [31.74, pp. 130 ff.]).

Underpinning cortical plasticity, it has been shown
that musical training and learning influences corti-
cal processing of music in perception and perfor-

mance [31.220, 221]; see also Part C of this book.
There are some indications from evoked brainstem
responses that musical training has even an effect
on phase locking to periodic stimuli and hence on
subcortical pitch processing [31.222]. Further, brain-
stem frequency-following responses (FFR) recorded
from musicians and nonmusicians show that musi-
cians synchronize faster to chord arpeggios and respond
stronger to notes changed in tuning (as the third in
either an A-major or an a-minor chord) than non-
musicians [31.223]. In addition, brainstem responses
recorded in nonmusicians were more salient to conso-
nant than to dissonant intervals formed of two complex
tones [31.224] suggesting that neural processing makes
use of the enhanced periodicity and harmonicity of in-
tervals such as the perfect fifth 3=2 or the perfect fourth
4=3 (as compared against the minor second 16=15 or
the major seventh 15=8). Findings established on the
AN level of the cat [31.225] thus are corroborated by
human brainstem FFR data.

31.5 Auditory Models and Pitch Extraction

On the basis of many empirical findings, obtained from
both investigations of the AuP as well as psychophys-
ical experiments, a number of auditory models have
been issued since the 1980s (for an overview see [31.9,
131, 226]). Such models typically comprise a number
of modules to emulate functions of the outer and mid-
dle ear, the BM (or the CP), the IHC and the AN;
some include relays of the AuP (CN, IC). Models
can be distinguished by either adopting a spectral or
a temporal paradigm though they share some features
with respect to peripheral processing. Typically, a lin-
ear filter is implemented for the transfer function of the
ear channel and a bank of slightly overlapping band-
pass filters for cochlear tonotopic frequency selectivity.
The performance of cochlear models (including Ga-
bor filtering and gammatone filter) has been reviewed
recently [31.227]. The spectral approach to pitch ex-
traction models [31.11, 228] operates on a pattern of
resolved spectral components (ideally, but not neces-
sarily, partials of a harmonic complex) derived from
filtering the input signal. The filter in this case mod-
els the cochlear transfer function (CTF) and is similar
to the gammatone filter that has been widely used in
auditory signal processing [31.229]. The number of
filter channels, their center frequencies and their band-
width can be chosen so as to either match one of
the established psychophysical scalings for frequency
with respect to CBs or JNDs (Bark scale, ERB scale,
SPINC scale; see Sect. 31.6.2), or can be derived di-

rectly from the CTF filter characteristics. In Terhardt’s
model, cochlear filtering results in a number of compo-
nents that represent candidates for spectral pitches that
might be audible as such (since many natural sounds
contain spectral components spaced widely enough and
strong enough in amplitude to evoke individual pitch
percepts). After evaluation of possible masking effects
and a weighting of such components that are retained,
virtual pitches are extracted by means of a subhar-
monic matching process. Subharmonicmatching means
the search for a common denominator fitting a root
to harmonic or quasiharmonic series (see below). Fi-
nally, a pitch-salience pattern is calculated from spectral
and virtual pitches. The advantage of Terhardt’s model
is that it acknowledges the fact that musical sounds
(for example, such recorded from swinging or caril-
lon bells) may comprise several clearly audible pitches,
which can either correspond to resolved harmonic par-
tials or inharmonic spectral components or can result
from the interaction of such components giving rise
to one or even several virtual pitches [31.228, 230]. In
addition to his model of spectral and virtual pitch ex-
traction, Terhardt [31.11, 231] has proposed a special
kind of Fourier transform called Fourier time transfor-
mation (FTT) suited to match spectral and temporal
characteristics of peripheral auditory filtering. In cer-
tain respects [31.137], FTT analysis can be compared to
wavelet analysis (or, in a more general view, to Gabor’s
concept of logons representing analyzable units in time-
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frequency planes). Offering constant Q filtering rather
than the constant bandwidth of conventional Fourier
transform algorithms, FTT offers a better resolution
for low frequency spectral components than short-term
Fourier transform (STFT) (and a less precise spec-
tral analysis for high frequency bands where harmonic
complexes are not resolved into individual partials).

Several computational spectral models were de-
signed following concepts of harmonic templates or
harmonic sieves that had been proposed earlier in psy-
choacoustics on the basis of hearing experiments. Such
template models hypothesize that a central pitch for
complex sounds is established from peripherally re-
solved harmonics [31.186–188, 232] and that statistics
are performed on resolved harmonics for a decision pro-
cess leading to pitch estimates [31.187, 189]. Statistics
based on calculating means and variances for frequency
distributions and estimates based on criteria such as
maximum likelihood will be needed in the case of
hearing several harmonic complexes with overlapping
partials as well as in regard to detuned partials or inhar-
monic complexes where components must be fitted to
a template and more than one pitch estimate (expressed
as a fundamental period or as f0 of a complex) per sound
may occur. A computational implementation of the har-
monic sieve concept is the spatial pitch network model
(or SPINET [31.233]).

Temporal models of peripheral and central pitch
processing usually include a cochlear filter stage. Trans-
duction of filter output into neural spike trains is ef-
fected by means of halfwave rectifiers (since IHC fire
when stereocilia are deflected in one direction) as well
as by implementing gain adaption to simulate nonlinear
hair cell compressive behavior. Spike trains in simu-
lated single AN fibers are subjected to AC analysis for
channel periodicities, and a sum AC (or correlogram)
analysis typically is performed to determine common
periodicities across channels, which are fed into a final
pitch detection or pitch estimation stage [31.162–164].
The neural activity pattern within and across channels
may be represented as auditory images [31.229] that
closely reflect the periodic structure of harmonic in-
put signals (such as vowels in speech or sounds from
organ flue and reed pipes). Strobed temporal integra-
tion may be substituted for AC to account for temporal
asymmetry in perception as can result from sounds that
are either damped or ramped with respect to the tempo-
ral envelope [31.234, 235]. Also, nonlinear filter types
have been substituted for linear gammatone filters to
match models even closer to observed BM or CP be-
havior [31.236]. Computational AN models [31.237]
likewise incorporate nonlinearities to account for re-
alistic tuning curves as well as for level-dependent
compression and suppression effects.

The basic architecture of early temporal models
followed Licklider’s [31.157] duplex design based on
peripheral filtering and subsequent AC analysis. AC
analysis can handle a broad range of stimuli and is
suited to explain many pitch phenomena [31.163, 164].
It needs, however, a long delay line to deal with low
frequencies (see above) for which physiological evi-
dence is lacking. For this reason, alternative systems
have been designed where the overall periodicity is
determined by means of coincidence detection. The
mechanism of coincidence detection has played a role
in auditory theory for a long time [31.158] with re-
spect to spatial hearing and sound localization. A model
for detection of harmonic intervals in the mammalian
CGM based on coincidence of clock cell discharges
and spike trains from pure tones forming small inte-
ger ratios has been hypothesized [31.238]. To perform
periodicity analysis in a physiological plausible model,
large assemblies of CN chopper units (for anatomical
and physiological background [31.98]) and IC coinci-
dence detectors have been implemented [31.239]. This
model extracts periodicity pitch from signals composed
of both resolved and unresolved harmonics and also
from a type of inharmonic signal where all harmonic
frequencies are shifted by an equal amount,�f [31.16].
Since the pitch based on the periodicity of a signal can
shift if one or several partials are detuned by a cer-
tain amount from harmonic ratios, period estimation
becomes more demanding than in conventional AC (for
a possible solution see [31.240]).

There have been more attempts at building real-
istic auditory modules including AN, CN (in partic-
ular its ventral part, VCN, a main AuP relay), SOC
and IC [31.241]. Also, the signal processing approach
has been expanded to include a presumptive cortical
stage simulating analysis of complex sounds in AI
spectrotemporal response fields [31.242]. To this end,
peripheral (constant-Q) filtering and nonlinear trans-
duction to neural signal representation is followed by
a bank of (linear) modulation filters that yield informa-
tion about both the temporal and the spectral modula-
tion of the input.

Among the goals for physiologically plausiblemod-
eling is to explain, besides pitch perception, some rather
uncommon auditory phenomena such as comodulation
masking release (CMR; masking is reduced by adding
flanker signals to a probe and a masker, all of which
are amplitude-modulated at the same rate; for details
see [31.243]). In a model of auditory brainstem process-
ing, CMR has been tentatively explained as wideband
inhibition of narrowband and delayed inhibition ef-
fected by CN circuits [31.244, p. 389]. CMR indicates
interaction of spectral components which, adopting the
correspondence of CBs to auditory filters (AFs), are
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Fig. 31.8 Pitch estimates for a harmonic complex (ten par-
tials, 100�1000Hz); AC and SHS are at 100Hz, SPINET
offers a pitch zone at an average of 94 Hz

falling into separate CBs; CMR seems thereby to be
contradicting traditional CB concepts (Sect. 31.6.2).

In order to compare the performance of some of
the models mentioned above, a harmonic complex com-
prising ten partials (100�1000Hz) in sine phase and
a harmonic complex with partials of numbers 4�13
(400�1300Hz) in sine phase were analyzed by two AC-
based algorithms [31.172, 245], one model designed for
subharmonic pitch summation (SHS [31.246]; the ap-
proach is similar to Terhardt’s concept), and one model
using the harmonic template (SPINET as implemented
in the Praat environment; [31.247]). For the harmonic
complex, the two AC algorithms and SHS turn out
100Hz (which is both f1 and f0 of this complex) as fun-
damental pitch; the advanced AC algorithm [31.172]
in addition offers subharmonics (33, 20Hz, etc.) as
possible pitch candidates while the SPINET model
yields a pitch zone with a minimum near 86Hz, max-
imum close to 101Hz, and a mean at 94:08Hz (SDD
3:79Hz) (Fig. 31.8).

For the harmonic complex comprising partials of
numbers 4�13, both AC algorithms again indicate
100Hz as fundamental (in this case, with f1–f3 miss-
ing, 100HzD f0). SHS fails at finding a single pitch

estimate for this sound (yet calculates several f0 fre-
quencies), and SPINET delivers some spurious output.
Similar results are obtained when the two complex
sounds (partials 1�10, partials 4�13) consist of alter-
nate sine and cosine partials. The AC algorithms are
robust under this condition (owing to the strength of
the mathematical principle). Peripheral preprocessors
(filter banks as BM/CP models), pitch estimation algo-
rithms and ear models incorporating IHC and AN mod-
ules are really put to test when fed with complex sounds
of varying spectral inharmonicity such as sounds from
swinging and carillon bells or sounds recorded from
Javanese and Balinese gamelan instruments [31.93,
248–250]. Since increasing spectral inharmonicity im-
plies a decline in periodicity, subharmonic matching
and even AC algorithms become less effective, and fail
to obtain a single pitch estimate for many complex
sounds. To be sure, such outcome reflects perceptual
ambiguity as experienced even by musically trained
listeners exposed to inharmonic sounds. Music per-
formed on carillons can be regarded a paradigm for
composite sounds that are quite intricate to analyze with
respect to pitches, in particular when several minor-
third bells are played simultaneously [31.251]. One has
to remember that Schouten [31.24, 32, 33] discussed the
concept of the residue by pointing to the first ten spec-
tral components of a typical minor-third carillon bell
(see Sect. 30.2, Table 30.5, and Fig. 30.16. For de-
tails see [31.251, 252]) to argue that the strike note, as
a virtual pitch, could arise from the interaction of three
nearly harmonic components (so that the strike note
would equal the bell’s prime in pitch but not in tim-
bre). Pitch ambiguity, as is often experienced in bell
sounds, can even occur when listening to harmonic
complexes such as chords and sonorities where sev-
eral spectral pitch cues exist and virtual pitches may
also arise from an overlay of partials. In principle, al-
most all complex sounds can give rise to more than one
pitch sensation [31.11, Chap. 11]. Also, there are inter-
dependencies between pitch and timbre (Sect. 32.2); for
example, the pitch of a harmonic complex may change
by one octave depending on spectral energy distribu-
tion [31.253].

31.6 Psychophysics

In this section, a range of phenomena relevant for sen-
sation and perception of pitch will be presented in an
overview covering, in particular, JND and DL for pitch,
critical bands, roughness and dissonance, the residue
and the missing fundamental, combination tones, fusion
and consonance.

31.6.1 JND and DL for Pitch

The JND usually is defined as the smallest in-
crease in stimulus intensity or magnitude detectable
by subjects within a sensory modality. Investigations
for JNDs relate to a certain experimental technique
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in psychophysics (outlined already by [31.254]; see
Sect. 30.1.4 above) as well as to a statistical measure
in that a JND is established on the basis of responses or
observations obtained from subjects indicating a small
difference between the magnitudes of two stimuli has
been noticed in at least 50% of all trials. The DL
often is regarded as the absolute threshold for the dis-
crimination of two stimuli under certain conditions,
or as the change in a stimulus that the average ob-
server [31.156, p. 998] is capable of detecting. Either
referring to an absolute threshold or to an average that
holds for a population, a DL is a generalized magnitude
derived from several or even many JND experiments.
The very small JND found in many experiments for
pure tone frequency discrimination indicates high sen-
sitivity of hearing for small stimulus changes. On the
basis of experiments where frequency-modulated pure
tones served as stimuli, the number of JNDs for pure
tones in the range of normal hearing has been estimated
to comprise 640 steps distributed over 24 frequency
groups [31.255], see Sect. 30.1.4, Loudness Scaling and
Scaling of Pitch: Two Illustrative Examples. The size
of the DL (f =�f ) depends on the reference frequency
as well as on conditions (SPL, earphones or free field,
monaural or binaural hearing) under which the sounds
are perceived; in the range from � 200Hz to 1 kHz,
JND for pitch of pure tones presented at 40 dB SPL in
humans was about 1Hz [31.256]. Both cochlear place
and neural time patterns can convey pitch information
in this frequency range. In experiments with a large
sample (n� 400) of subjects, many of which had either
professional musical training or were active as amateur
musicians, for complex synthetic and natural sounds
with f1 in the range of 250�300Hz about 90% of the
sample recognized frequency shifts of 7 cent [31.257]
and still 55% of only 4 cent .4 centD 1=25 of the size
of a half tone (HT) in equal temperament, ET). For
the DL of 2 cent (the absolute threshold for pitch de-
viations that can be detected by humans), the figure
was 20% since in particular violinists and sound record-
ing supervisors (German: Tonmeister) were able to deal
with such subtle shifts. JNDs for pure tones have also
been obtained for nonhuman primates [31.258] where
a range of 1Hz to more than 10Hz at 1 kHz was
found in several studies. It was shown for some species
that they can discriminate complex harmonic tones as
well [31.13].

31.6.2 Critical Bands (CB), Roughness
and Sensation of Dissonance

The concept of CB was formally introduced by
Fletcher [31.259, 260] who explored the relation of
noise masker and pure tone intensities in regard to

cochlear excitation patterns and loudness perception.
For a pure tone of frequency fk to be perceived, its inten-
sity must at least equal the average intensity of a noise
band of a certain bandwidth. Fletcher [31.259, p. 55,
Fig. 17], offered a graph where the bandwidth of the
noise masker is related to the pure tone frequency; ac-
cording to Fletcher, the bandwidth of the CB (in Hz)

is numerically equal to the ratio of the intensity of
the tone masked to the intensity per cycle of the
noise producing masking and always corresponds
to 1=2mm of length on the BM.

This ratio has been termed the critical ratio (CR). A for-
mal definition [31.261, p. 174] of the CR (in dB) is
CRD thr�Lps, where thr is the threshold (in dB) of
the pure tone, and Lps is the spectrum level of the noise
band. The CR as expressed by Fletcher [31.259] differs
from the bandwidth of the CB found later on in experi-
ments on loudness summation [31.262]; it seems that, at
many frequencies, the CR is about 0:4 the value of the
CB [31.261, 263]. Characteristic of a CB as described
by Fletcher was that, for a given tone of frequency f
and intensity I, increasing the bandwidth of the masker
beyond a certain value does not change the masking
effect. Fletcher [31.260] regarded the masker of a cer-
tain bandwidth relative to the frequency of the pure
tone as activating a constant portion of length of the
BM (plus neurons attached; his concept included di-
viding the BM into 100 patches of nerve endings; see
Sect. 33.2). In this respect, the CB is the basic unit
of the cochlear map that thereby can be described as
a chain of filters wired in parallel. Performance fea-
tures of the auditory filter (AF) have been studied in
many experiments where it was found that the band-
width and the shape of the AF depend, to some degree,
on frequency position along the BM as well as on stim-
ulus level (for overviews see [31.263, 264] and [31.159,
Chap. 10]). While the AF at low levels is almost sym-
metric, the low frequency slope of the filter becomes
less steep with increasing level. In regard to frequency
discrimination and pitch perception, the AF having
a bandwidth corresponding to one CB will cover a num-
ber of frequency components presented simultaneously
falling into this band; hence, such components cannot
be resolved and perceived as individual constituents. In
regard to sensation of loudness, the AF can be viewed
as a bin that collects the energy or power falling into
each AF [31.262, 265]. Both the pitch and the loudness
aspect have been discussed with the CB as the basic
unit relevant to auditory perception [31.7, 266]. In ad-
dition, Fletcher [31.259] had speculated that his CB
corresponds to 1=2mm of BM. A similar idea was ex-
pressed by Zwicker et al. [31.262] who had found CB
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bandwidth to be almost invariant with level, and had
expressed CB bandwidth in mel (Sect. 30.1.4, Loud-
ness Scaling . . . ). From CB data available then as
well as from studies von Békésy [31.29] had under-
taken to establish a cochlear frequency map for several
species, Greenwood [31.128, p. 1350] derived a for-
mula for calculating cochlear coordinates (Sect. 30.1.4,
Loudness Scaling . . . ). From his calculations (and as-
suming nonoverlapping CBs) he concluded that one
critical band is equal to approx. 1mm (of BM), and
that about 35 CBs would account for the human range
of hearing (20Hz to 20 kHz). A scale comprising 24
CBs was issued by Zwicker [31.255], [31.12, Chap. 6]
where for each band the center and the lower and up-
per limit frequency is given. The CBs are taken as
a unit of a critical band rate (z) that spans a fre-
quency range from 100�15 500Hz; the CB units are
termed Bark (to honor the contributions of Heinrich
Barkhausen (Sect. 30.1.4, Loudness Scaling . . . ) to psy-
choacoustics). More recently, a refined CB scale was
proposed by Moore and Glasberg [31.267] based on
units calculated as equivalent rectangular bandwidth
(ERB [31.263, 264]). The concept was developed to
approximate AF characteristics more closely, and to ac-
count for known phenomena such as level dependence
of AF bandwidth. The ERB scale is similar in shape to
the Bark scale for frequencies above 500Hz, yet dif-
ferent below where the Bark scale assumed a constant
bandwidth of 100Hz per CB while the ERB decreases
in bandwidth toward low frequencies. Also, the ERB
scale comprises nearly 40 CBs as compared to the 24
Bark CBs and hence offers a finer grid that is closer to
actual frequency selectivity observed in humans. BM
sections corresponding to each of the ERBs would be
� 0:86mm wide. As shown in Fig. 31.9 for a range
of 50�500Hz, ERB grows linearly with center fre-
quency.
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Fig. 31.9 ERB (Hz) as a function of center frequency
(fcenter, 50�500Hz)

The Bark scale at low frequencies (f < 500Hz) does
not conform to listening experience in regard to musi-
cal intervals and to the CBs obtained in experiments on
roughness sensation. This is quite evident for Bark band
1 (0�100Hz), which is not well defined (it probably
should have used the lower limen for pitch perception
at 20Hz as a reference point) while the next three Bark
CBs numerically have the size of an octave, a fifth and
a fourth respectively, if expressed in cents, that is, in
a perceptually meaningful unit [31.268]. An interval of
two sine tones 100 W 150 Hz presented at 50 dB SPL on
suitable loudspeakers by most subjects will be heard
as a fifth (of 702 cent) formed of two tones that can
be identified as such (that is, these two tones are re-
solved and do not fall into one CB). At 200Hz, two
tones forming a minor third (200 W 240 HzD 316 cent)
can be as clearly identified as the interval itself (oth-
erwise, music as we know it would not be possible).
Thus, the respective Bark band, assumed to range from
200�300Hz [31.12, p. 159], is much too wide. The
ERB, because of the decrease of bandwidth below
500Hz, is more appropriate, but still seems a bit wide
at very low frequencies, f < 100Hz [31.168]. In exper-
iments on psychophysical tuning curves (PTC) for low
frequencies, the bottom AF appears to be located be-
tween 40 and 50Hz [31.269, p. 3179]. In fact, scores
obtained for subjects (with some musical training) from
interval recognition tasks improved to some degree if
the fundamental of the lowest tone was at or above
50Hz [31.168].

The CB concept is of particular relevance for the
sensation of roughness and beats, which in turn are
closely involved in sensory dissonance. In his theory of
sensory consonance and dissonance, Helmholtz [31.28]
described sound phenomena where, in pairs of complex
tones, fundamental frequencies and higher partials ei-
ther coincide or deviate from each other so as to cause
disturbances in sensation. Such disturbances accord-
ing to Helmholtz are scalable phenomena (on a sensory
scale ranging from pleasant to unpleasant) since small
deviations from just frequency ratios (e.g., the fifth and
fourth in ET) will be tolerated, and a soft modulation
may even be sensed as pleasant while there are sonori-
ties that are intermittent in their temporal envelope, to
result in a sensation of strong beats. Helmholtz judged
such intermittent creaky sounds as unpleasant because
the neural excitation pattern would reflect the intermit-
tent sound structure (there is empirical evidence for
this hypothesis now available [31.225]). He found that
sensations of beats and roughness in regard to musical
intervals played simultaneously were dependent on two
factors, namely (1) the size of the interval and (2) the
octave position where the interval is put to sound. For
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Fig. 31.10 Helmholtz minor second
B4–C5, 100 of sound

two pure tones played in the middle range of musical
tones, he argued roughness reaches maximum at beat
frequencies of 30�40Hz. As an example, he pointed
to the minor second (h0–c00 in Helmholtz’s designation,
which is B4–C5 in USA standard) where the frequency
difference amounts to almost 33Hz (relative to A4 =
435Hz). From Helmholtz’s description it is clear that
by beats (German: Stöße) he meant the number of in-
termittent peaks per second (Fig. 31.10).

For most listeners, the beat frequency may be too
high to be counted. Also, the two frequency com-
ponents that form the interval are too close to be
discriminable as constituents of the interval, i. e., a mi-
nor second. Helmholtz discovered that by keeping one
tone constant in frequency and shifting the other slowly
from unison upwards or downwards, maximum rough-
ness occurs at the minor second (frequency ratio 16=15,
� 112 cent) while it is less at the major second (9=8,�
204 cent), and about to disappear when reaching the mi-
nor third (6=5, � 316 cent). He calculated a roughness
profile for simultaneous intervals within two octaves
(c0–c000 D C4–C6) based on coincidences and interfer-
ences between partials of violin tones. While studying
consonance and dissonance, Helmholtz had discovered
what later became known as the CB, that is, the phe-
nomenon where two pure tones played simultaneously
at a narrow interval interfere so as to produce beats and
audible roughness while they cannot be identified as
single constituents in the sound.

For two sine tones of unity amplitude, one fixed
(say, at 200Hz) and one variable in frequency, their re-
lation changes from unison to slow modulation, then to
increasing roughness, which is followed by an interfer-
ence zone where strong beats occur. With the distance
(in cents) of the two tones further increasing, rough-

ness in proportion decreases. Finally, two discrete tones
become audible at an interval that, in the range from
about 300 to 2000Hz, is larger than a major second and
smaller than a minor third (Fig. 31.11). The distance
(in cents) where the fixed and the variable tone become
audible as two distinct parts of the stimulus can be re-
garded as the bandwidth of the CB.

The term interference zone here is chosen to avoid
the term fusion, which is often used to denote the phe-
nomenon that two tones cannot be distinguished if too
close in frequency. Since the term fusion plays a central
role in the theory of consonance (see below) and as two
tones beating strongly in fact are sensed as markedly
dissonant, terminology should reflect their interference.
As was observed already by Helmholtz, the absolute
size of the interval where pairs of tones leave the in-
terference zone and become audible as two distinct
tones depends to some degree on the frequency range.
At low frequencies (f < 200Hz), the bandwidth of the
CB seems enlarged as compared to the middle range
(where the CB is about 250 cent). For example, tak-
ing the minor third A1–C2 as played on a grand piano,
the fundamental frequencies of the interval in ET are at
55 and 65:4Hz (D 300 cent) respectively. According to
the ERB function, they cannot be sufficiently separated.
Assuming AFs to overlap in reality, one would observe
some spectral leakage from one CB filter into the next.
In fact, listening to such intervals, one can sense rough-
ness due to spectral interference of the two complex
tones.

Mayer [31.270] has been regarded as having dis-
covered, almost by chance, the CB [31.128]. In fact
he deals with small changes in the size of consonant
intervals detectable by trained listeners. For example,
the interval 256 W 315 Hz (produced from two tuning
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Fig. 31.12 Consonance (solid line)
and dissonance (dashed line) profiles
for 23 intervals from unison (no. 1)
to octave (no. 23). No. 13 is the pure
fourth, no. 16 is the pure fifth, no. 18
is the just major sixth (after [31.268])

forks), representing the tones UT3–MI3 was judged as
consonant by Mayer’s observers (among them musi-
cal experts). The ratio 256 W 314 Hz appeared as just
consonant while 256 W 313:5 Hz was said to be slightly
rough and 256 W 313 Hz decidedly rough. To be sure, all
four intervals constitute a neutral third (about halfway
between major and minor third; an interval found in Eu-
ropean folk and non-Western music) and have a size
of 359, 353:5, 351, and 348 cent respectively. Applying
ERB measures, none of these neutral thirds falls within
a single CB.

Auditory phenomena related to CBs as concept have
far-reaching implications for human psychophysics and
also for audio technology [31.159, 271]. Taking the
original report Helmholtz [31.28] gave on sensations
of roughness and dissonance, both are closely re-

lated in the experience of musical intervals within
one octave (or even within a double octave). Putting
a range of 23 intervals within one octave to test,
Schneider et al. [31.268] obtained judgments from mu-
sically trained observers (nD 51) on a seven-point
scale for consonance and dissonance of each pair of
complex tones. The data were transformed into two
complementary profiles for consonance and dissonance
(Fig. 31.12). Similar to Helmholtz’s observation, dis-
sonance was highest at and around the minor second,
at the tritone (45=32D 590 cent) and at the major sev-
enth (15=8D 1088 cent) while consonance was highest
at the unison, the pure fifth (3=2) and the pure major
sixth (5=3D 884 cent).

One should bear in mind that Helmholtz based his
observations and conclusions on spectral features and
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place analysis rather than on period and temporal anal-
ysis.While much of the earlier discussions of roughness
and dissonance were concerned with spectral structures
in regard to disturbances or friction between narrowly
spaced partials on the BM level, there was a shift to-
wards temporal features later on [31.272, 273]. Among
the reasons is that, taking the model of the BM as
a chain of parallel bandpass filters [31.259], one can
argue several narrowly spaced spectral components can
be expected to result in one AM signal at the output
of each AF. Another aspect is that temporal models
usually are phase sensitive. Moreover, signals that give
rise to a sensation of roughness can be synthesized in
a straightforward manner according to the basic for-
mula

y.t/D .AC a sin Œ2� fMt�/ sin Œ2� fTt� ;

where A is the mean of the amplitude and a=A is the
modulation factor. Applying trigonometric rules, this
formula becomes

y.t/D A sin Œ2� fTt�

C a

2
cos Œ2� .fT� fM/ t�

� a

2
cos Œ2� .fTC fM/ t� :

Hence, the AM signal consists of the carrier at fre-
quency fT and two sidebands at frequencies (fT � fM)
and (fTC fM). Various AM signals can be generated by
manipulating fT and fM as well as their amplitudes. As
a reference for AM-induced roughness, a signal with
fT D 1000Hz and a modulation frequency fM D 70Hz
played back to observers at 70 dB SPL has been defined
as 1 asper (in Latin asper = rough). Taking modulation
depth and SPL of (artificial) signals as parameters rel-
evant for roughness sensation into account, it has been
suggested that, on the asper scale, about 20 roughness
steps could be distinguished [31.12, Chap. 11].

The spectral and the temporal approach to rough-
ness sensation might be regarded as equivalent since
both superposition of sinusoidals and AM should result
in identical stimulus spectra and temporal envelopes.
However, in regard to sensation, to make a sine tone car-
rier sinusoidally amplitude-modulated at a rate of 40Hz
and two sinusoidal components beating at 40Hz appear
equal in roughness, the modulation factor in the AM
signal needs to be set to 0:6 or 0:7, for a wide range
of AM carrier frequencies and mean frequencies of the
tone pair respectively [31.274, p. 207]. The reason is the
temporal envelopes of the two signals are not identical.
In music, one typically has to deal with complex spec-
tra where roughness primarily arises from interferences

between neighboring spectral components due to disso-
nant sonorities and/or sounds from idiophones that are
clearly inharmonic. A good case to illustrate the prob-
lem of roughness from concurrent dissonant sonorities
is singing styles of the Balkans where two voices are of-
ten singing at an interval smaller than a whole tone, and
sometimes two voices go in parallel at a frequency dis-
tance of only � 50�80 cent [31.268, 275]. A musical
tradition where inharmonicity from idiophones comes
into play is carillon music of the Low Countries where
frequently pieces written in a major tonality are played
on a carillon comprising minor-third bells. Concords
(two or even three bells sounding at once) thereby result
in marked roughness, besides ambiguity of pitches (the
two effects combine perceptually [31.249, 251, 252]).
In musical sound analysis, it is essential to take spectral
structure into account for modeling roughness [31.276].
In our own experiments, when a range of synthesized
stimuli was fed into either computer models based in
the time domain or into a (preliminary) model based
in the frequency domain making use of an algorithm
proposed by Sethares [31.277, 278] that in turn takes
into account roughness profiles from Plomp and Lev-
elt [31.279], it was found that the frequency-based
model was much more in agreement with behavioral
data obtained for the same stimuli [31.268]. Since AF
characteristics, in the first place, determine to which
degree spectral components can be either resolved or
interfere with each other [31.7, 263, 264], spectral char-
acteristics of signals have to be considered as much as
temporal parameters in evaluating roughness phenom-
ena [31.11, Chap. 10.2].

31.6.3 Residue, Virtual Pitch,
Combination Tones

As has been exposed in Sect. 31.1.1, Seebeck [31.22]
discussed the phenomenon of the missing fundamental
(MF), at least as a hypothesis. It was known among or-
gan builders and organists for a long time that two pipes
of 160 and 10 2

3
0

length respectively, when sounded to-
gether would produce a pitch one octave below the 160

pipe. Since 16 and 10 2
3 form the ratio 3 W 2 (regarding

pipe length) and 2 W 3 in regard to fundamental frequen-
cies (a fifth), the pitch resulting from the combination
is the root of the series: .1/ W 2 W 3. Of the three pitch
components, two are real and one is virtual. The phe-
nomenon known as acoustic bass has been explained
either as a difference tone (f2–f1 [31.52, p. 59 f.]) or
as a virtual pitch ([31.11] demonstration 27 on CD ac-
companying the book). In fact, two organ pipes tuned
to A1 (f1 � 54:8Hz) and E2 (f1 � 82:3Hz) respectively,
when sounded together generate a pitch that, in an AC-
based analysis, is an A0 at 27:4Hz (Fig. 31.13). To be
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Fig. 31.13 Acoustic bass on pipe organ: A0 generated from
A1CE2 played together

sure, such a low pitch, to be produced by one pipe alone,
would require a 320 pipe tuned to A0.

Further evidence that f1 of a harmonic complex
may not be the sole cue for pitch sensations was found
when electric filtering of musical tones demonstrated
that, in bowed strings, the fundamental is relatively
weak in the spectrum of the lowest tone [31.280].
Notwithstanding this weak f1 component, the pitch of
the bowed violin g-string is registered, by listeners,
as G3. Schouten [31.24, 32, 33] developed the concept
of the MF to account for a range of sounds and per-
ceptual pitch effects such as the strike note of bells.
Schouten provided further evidence for a dual mecha-
nism of pitch perception, one making use of f1 while
the residue evokes the same low pitch at f0 as con-
veyed by f1. Schouten [31.24, p. 360] described the
residue as one component with a pitch determined
by the periodicity of the collective waveform, namely,
that of higher partials of a harmonic spectrum from
which f1 and possibly several low partials have been re-
moved. According to Schouten’s mechanical resonator
model (as an analogue for BM filters [31.32, Fig. 9]),
groups of successive harmonics will result in excitation
patterns that, though different in shape, all represent
the same fundamental period (in Schouten’s experi-
ments, the period was T D 5ms of a pulse train evoking
a pitch of 1=T D 200Hz). Experiments later demon-
strated that, to evoke residue pitches, a rather small
number of lower partials gain dominance against a large
number of higher partials (if such are present [31.16,
281]). For example, to generate a residue pitch at f0 D
200Hz, partials from 600 to 1400Hz (partial nos. 3,
4, 5, 6, 7) appear dominant against all higher partials.
To be sure, most of these partials can be resolved in-
dividually at the BM/CP filter level, which indicates
there is place information available (Sect. 31.3) be-

sides common periodicity. However, a residue pitch at
f0 D 200Hz might as well be generated from harmonic
partials of numbers 15�20 (at 3000�4000Hz) even
though such a sound cannot be resolved into its spectral
constituents at given AF/CB characteristics. Moreover,
since this sound (partials 15�20 of equal amplitude)
carries all the energy in a rather high frequency range,
the timbre now is quite sharp (Chap. 32) and the pitch
is less salient than that of f0 evoked from low partials.
However, even with harmonic complexes consisting of
high partials it is still possible to play simple melodic
patterns that can be identified, above chance level, by
listeners [31.3, 282, 283]. In regard to different distribu-
tions of low partials that are resolvable individually by
cochlear filtering versus groups of higher partials not
resolvable into constituents, there have been consider-
ations whether both phenomena might be operating on
the same neural mechanism [31.283].

It is astounding that pairs of successive partials pre-
sented at a suitable level and even fed into opposite ears
are sufficient to evoke a pitch sensation corresponding
to f0 [31.186]. Also, one can identify melodies played
with harmonic complexes in which, for each tone, a dif-
ferent set of partials is used. Since these partials do
not include f1, the melody one perceives consists of
a sequence of residue pitches [31.11, 83]. Two pos-
sible explanations for dichotic residue pitch (one of
a pair of successive partials fed into each ear) have
been discussed: (1) pitch is derived from the temporal
information, which, in the case of two (peripherally re-
solved) partials presented in dichotic listening, would
need a central periodicity extraction circuit that com-
bines the periodicities from two ears (probably on the
level of the IC; see Fig. 31.2); (2) pitch is derived
from a central spectrum combining the BM/AN place
information into a cochleotopic map (probably on the
cortical level) from where a final pitch percept emerges
in a harmonic template matching process. In both cases,
pitch is derived from a central mechanism capable of
inferring the missing fundamental frequency f0 from
those harmonic components that are present either as
place or as time information. The precision and reli-
ability of the pitch estimate of course are dependent
on the temporal and spectral structure of the sounds
used as stimuli. Schouten [31.24, 32, 33] considered the
strike note of bells as a possible case of residue pitch.
The strike note is a virtual pitch brought about by the
combined effect of several spectral components that
come close to harmonic frequency ratios. Since bell
spectra are often quite complex with respect to the
number and spacing of components, more than one
strike note might become audible as a residue pitch
(for empirical data [31.284]) or, in Terhardt’s model,
as virtual pitches [31.228, 230]. Also, a strike note can
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be perceived in addition to a low spectral pitch. Quite
often, the strike note differs slightly in pitch from the
prime, the second strong partial in a typical minor-third
bell [31.284, 285]. Another spectral pitch usually well
audible is the minor third which, as a strong component
in most bells [31.252], stands out against the quasihar-
monic series formed by those components that give rise
to the strike note. As a result of several spectral pitch
cues perceived separately from the strike note as a vir-
tual pitch, subjects find that most bell sounds are am-
biguous as to pitch when heard individually. However,
in a sequence of such sounds,musically trained subjects
can judge the interval between a pair of bells, for in-
stance, by singing or humming the interval they believe
to be represented by themain pitch in each bell [31.251,
286]. One may view pitches that the auditory system
provides in particular from complex inharmonic sounds
as emergent in the sense that such percepts are the
outcome of a probabilistic estimate aiming for a best
fit of actual spectral content against a template (as re-
flected in auditory models involving statistics [31.187,
189, 228, 230]). There are sounds produced from mu-
sical instruments such as Javanese and Balinese gong
chimes (e.g., bonang, trompong) that, due to spectral
inharmonicity and spectral density, are quite ambiguous
with respect to the number and quality of pitches they
tend to evoke [31.93, 248, 287]. However, even for such
sounds, pitch perception rarely leads to completely un-
expected or novel results but is still causally related to
the input. It is rather that, in a sample of subjects listen-
ing to such sounds, individuals may pick up different
cues (more or less prominent spectral components or
combinations of such components) on which they base
their pitch estimate.

As mentioned above, the acoustic bass known from
pipe organs has been explained as a difference tone
f2–f1. The phenomenon of two physically real tones
resulting in the sensation of at least one more tone
was described, around 1750, by Georg Andreas Sorge
(a German organist, music theorist, and composer), by
Jean-Baptiste Romieu (a French lawyer and scientist),
by Jean Adam Serre (a painter from Génève who also
published on music theory), and by Guiseppe Tartini,
the well-known Italian composer and music theorist. An
inspection of the relevant text paragraphs (which are as-
sembled by Rubeli as part of a commentary in his trans-
lation of Tartini’s treatise [31.288, pp. 58 ff.]) shows
Romieu and Serre refer to a low third tone (troisième
son grave) that is the fundamental of two other tones
forming an interval of a fifth, a fourth, etc. This third
tone could be a virtual pitch of the residue type as
well as a difference tone. Tartini [31.288, pp. 70 ff.]
also has this third tone (terzo suono); after presenting
his examples for two-tone intervals leading to sensation

of a third tone that is a difference tone, Tartini claims
that all intervals of the harmonic series 1, 1/2, 1/3, 1/4,
etc. produce the same ‘third tone’, namely the tone at
1/2. Though one would expect the third tone at 1 and
not at 1=2 (the series 1, 1=2, 1=3, : : : refers to inter-
vals expressed as string lengths), what is implied is that
the additional pitch evoked by intervals each consist-
ing of two consecutive harmonics is the same and is,
as Tartini emphasizes, the physical fundamental of the
harmonic system. In this respect, it would be a virtual
fundamental pitch f0 resulting from two primaries fm, fn
at harmonic ratios rather than a difference tone. Though
both the periodicity pitch f0 corresponding to the miss-
ing fundamental and the difference tone fd D f2–f1 are
virtual in the sense that the sound signal outside the
ear does not contain energy at f0 or fd, they have differ-
ent origins. While f0 is a product of central processing
([31.186]; Sect. 31.4), difference tones, of which D1 D
f2–f1 and D2 D 2f1–f2 are most relevant, are generated
in the cochlear BM-IHC-OHC circuit due to nonlin-
ear input–output functions of OHC; combination tones
(sum and difference tones) produce traveling waves in
the cochlea that have a maximum at a CF correspond-
ing to the sum or difference of the primaries [31.98,
pp. 147–150]. Hence, the quadratic difference tone D1

and the cubic difference tone D2 are distortion prod-
ucts (quadratic and cubic refer to terms in the nonlinear
transfer function [31.31, 289] and [31.159, Chap. 22]).
Typically, the quadratic difference toneD1 becomes au-
dible at medium and higher sound levels (> 50 dB).
In contrast, difference tones of the type f1 � k.f2 � f1/,
k D 1; 2; 3; : : : (for kD 1;D2 D 2f1� f2 results) become
audible already at low sound levels, but only within
a limited frequency region below f1 [31.290]. Moreover,
audibility and prominence of D2 appears markedly de-
pendent on level and on the frequency ratio f2=f1 while
D1 is hardly affected by level above threshold as well
as the f2=f1 ratio (test sounds are included in Houtsma
et al. [31.83], demonstration 34). Combination tones
that are sums of primaries are difficult to hear. If the pri-
maries are harmonic complex tones, sums can be easily
masked by partials of the primaries.

Combination tones (sum and difference tones) and
the role they may have in regard to pitch and con-
sonance were an issue in many publications of the
19th and early 20th century (for a historical review
see [31.291]). Exploring perception of combination
tones, Stumpf [31.292] concluded that, for pairs of (al-
most) pure tones one of which is fixed in frequency
while the other goes slowly up over the range of two oc-
taves, only a few combinations are of relevance, namely
f2–f1 (D1), f2C f1, 2f1–f2 (D2), 2f2–f1 and, already to
a lesser degree, 3f1-2f2 and 3f2–2f1. He condensed his
observations into a scheme [31.292, p. 135, Fig. 13];
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that shows that the main effects of combination tones
occur within the first octave, and rarely beyond the
range of a twelfth (Fig. 31.14).

A scheme similar to Stumpf’s can be found in
more recent publications on psychophysics [31.293].
Hearing D2 and possibly also D1 is a condition that
Tartini and other violinists, playing their instruments
quite close to their ears, could have realized. Though
combination tones are known to result from cochlear
nonlinearities [31.98, 289], [31.31, Chap. 2], musicians
and even Helmholtz have pondered the possibility of
combination tones arising also from the acoustics of
certain instruments. There are some indications that,
when a harmonic interval such as a fifth or fourth is
played as a double stop on a cello, relatively weak com-
ponents can be detected in the spectrum corresponding
to a frequency that is the difference of the two funda-
mentals; if these components (f2 � f1 and its multiples)
are amplified and added to the original cello sound, they
can provide a third voice to a two-part cello piece per-
formed on stage (for details [31.294]).

31.6.4 Fusion, Verschmelzung, Consonance

One of the fundamental experiences of musical sound
is that of several pure and/or complex tones presented
simultaneously. A multiplicity of sounds emanating
from one source or from several sources in regard
to vibrational patterns and resulting sound structure
either blend well or rather dissociate; the degree to
which sounds fit together depends primarily on acoustic

Fig. 31.14 Combination tones as explored by
Stumpf [31.292]. Inside the coordinate system, h and t
refer to high and low tone (of a pair of pure tones). On the
ordinate, 0, t, 2t, 3t, 4t indicate the frequency relative to
the low tone, t (constant in frequency). The abscissa gives
the ratio of the two tones in musical intervals (from the
unison 1=1 to the octave 2=1 and the 12th 3=1) J

parameters such as frequency ratios and phase rela-
tionships [31.93, 159]. In regard to listeners, mixtures
of sounds can give rise to sensations of roughness or
beats on the one hand, which have been identified as
characteristic of dissonance (Sect. 31.6.2); on the other,
sounds blending well lead to a stable temporal (period-
icity) and spectral (harmonicity) patterns in the auditory
system, which are fundamental for a perceptual qual-
ity known as consonance. According to a definition
given by Boethius (around the year 500) in his De in-
stitutione musica (Lib. I, 8, ed. Friedlein), consonance
is the mixture of a high and a low tone that arrive
at the ears pleasantly and uniformly. This experience
was known already to Greek theorists (for source ma-
terial see [31.295, 296]) experimenting with concords
on string instruments. Ptolemaios, writing in the second
century, grouped tones into three classes labeled homo-
phonic, symphonic, and emmelic. Homophonic, he says
(harm. Lib. I, 4, 7, ed. Düring [31.297]), are the octave
and the double octave since two tones at these intervals
give the impression of one tone, which implies hearing
the intervals as simultaneities. Symphonic are the fifth
and fourth as well as their extensions into higher oc-
taves. Emmelic are those tones which, presented side
by side (perhaps in succession, as melodic steps) are
found pleasing to the ear (pairs that don’t are considered
ekmelic). Several Greek theorists use the term krasis
(	�˛��& [31.295]) which can be translated as mixture,
to denote the specific quality of consonance.

Stumpf, in his theory of consonance, adopted from
Greek music theorists the aspect that two tones pre-
sented simultaneously at distinct intervals can blend to
the extent that listeners take them for one. However,
Stumpf’s theory of Verschmelzung includes a range
of additional considerations in regard to possible
causes and psychological effects of consonance. Trans-
lating the German term Verschmelzung as used by
Stumpf [31.40, 298, 299] into fusion tends to narrow
the concept, which was intended to implement a psy-
chological theory of consonance expanding the psy-
choacoustic approach taken by Helmholtz. According
to Helmholtz [31.28, Sect. 10], a sensation of conso-
nance results from such intervals of complex harmonic
tones that have partials in common. For intervals in just
intonation (JI), partial frequencies coincide due to small
integer frequency ratios as are realized, in a perfect
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match, for the octave (2 W 1), double octave (4 W 1), and
the twelfth (3 W 1) as well as nearly so for the fifth (3 W 2).
For Helmholtz, consonance requires hearing two con-
current harmonic complexes free from beats. Since the
relative amount of beats and, correspondingly, sensa-
tion of roughness increases with harmonic ratio (being
somewhat greater in 6 W 5 than in 5 W 4, and markedly
so in 9 W 8 as compared to 5 W 4) as well as with tuning
away from just intervals (as in ET), scaling of intervals
on a dimension consonance–dissonance can be exe-
cuted, by listeners, based on their sensation of beats
and roughness either being absent or present to varying
degrees. Helmholtz [31.28, p. 291] gave the following
order due to coincidences of partials:

1. Octave 1 W 2
2. Twelfth 1 W 3
3. Fifth 2 W 3
4. Fourth 3 W 4
5. Major Sixth 3 W 5
6. Major Third 4 W 5
7. Minor Third 5 W 6.

According to Helmholtz’s classification, octave,
twelfth and double octave constitute absolute conso-
nances, fifth and fourth are perfect consonances (as in
Greek and medieval music theory), major sixth and ma-
jor third are medium consonances, and minor third and
minor sixth (5 W 8) are regarded imperfect consonances.
Helmholtz acknowledged that the natural minor seventh
4 W 7 also bears to a consonant sensation, often more so
than the minor sixth.

Stumpf [31.40, 298, 299] challenged the explana-
tion of consonance offered by Helmholtz as being both
incomplete and not free from errors. First, he argued
that consonance or dissonance is experienced also for
pairs of pure tones (as well as for certain chords made
up of pure tones) where coinciding or beating par-
tials do not come into play. Hence, the criterion of
coinciding or beating higher partials does not hold for
such cases, and cannot be the decisive basis for either
consonance or dissonance perception. Second, Stumpf
insisted that consonance and dissonance are also reg-
istered if two tones forming an interval are presented
dichotically (one tone to each ear) so that there is no
interaction of partials on the BM level, leaving con-
sonance and dissonance for a central analysis stage.
Third, with the decisive processing moved away from
the inner ear to the brain, Stumpf stated consonance
and dissonance are psychological experiences that have
a quality of their own. Even if sensation of conso-
nance and dissonance relate to acoustic features (such
as patterns of spectral partials), these are merely foun-
dations for the perceptual experience that, in regard to

consonance, is peculiar with respect to Verschmelzung,
a concept that, most of all, refers to the relations several
tones can have in acts of perceiving.

Stumpf saw sensation, perception, and cognition
combined into a hierarchical processing that leads from
sensory input to apperception, the latter focusing on
relational structures between individual elements as
well as complexes of elements [31.300]. In his Tonpsy-
chologie [31.39, 40] as well as in other works, Stumpf
elaborated on parameters and criteria governing per-
ception, which almost always includes judgments with
respect to the structural composition of sound and
music stimuli. One particular judgment aims at the
appearance of a multiplicity of elements in pairs of
sounds forming musical intervals. If such pairs give
rise to a percept that implies structural unity and coher-
ence, the elements tend to be integrated in perception
into a Gestalt-like configuration. The corresponding ex-
perience is what Stumpf [31.40, pp. 65 ff., 128 ff.],
[31.298] labeled Verschmelzung (for a detailed account
of the concept see [31.301]). Though Verschmelzung
is a scalable perceptual quality [31.40, 298, 302], it is
not simply that of fusion since the elements making
up an interval or chord remain to be noticed individ-
ually, in analytic listening, and they may be perceived
as interpenetrating each other (Stumpf [31.303, p. 261]
himself regarded Verschmelzung as Durchdringung =
interpenetration of several constituents). Correspond-
ingly, the whole resulting from a combination of (two
or more) pure or complex tones is not unstructured
as a sum yet is perceived as a coherent configura-
tion of elements (such as in a geometrical figure or
in a crystal lattice). Stumpf considered such structures
that can be apprehended by musically skilled listen-
ers as a unity of relations (German: Verhältnisganzes).
Hence, even though Verschmelzung is experienced in-
stantly and immediately (in holistic listening), subjects
become fully aware of the elements blending into Ver-
schmelzung through analytical listening and cognitive
assessment (apperception, apprehension) of what has
been perceived. To experience consonance of pairs of
tones, chords, or more complex sonorities, subjects may
be switching back and forth between analytic and holis-
tic modes of listening. Holistic listening thereby should
provide a salient percept of parts matching perfectly
while the analytic mode leads to recognition of the in-
dividual parts and their relational structure within a co-
herent configuration. Stumpf [31.299, p. 394] offered
a striking example of an ideal concord (Zusammen-
klang) consisting of five perfect major triads (4 W 5 W 6)
played simultaneously at root frequencies of 100, 200,
400, 800 and 1600Hz respectively. If synthesized from
15 pure tones, the waveshape plotted in Fig. 31.15 re-
sults.
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Fig. 31.15 Stumpf’s ideal concord
(5� 3 harmonic components = five
just triads)

As an inspection of the waveshape reveals, the main
period is at 10ms, and a second period at 5ms. In
an ACF analysis, in addition to these two candidates
for periodicity pitches (reinforcing spectral pitches),
a number of subharmonics below 100Hz are detected.
Listening to Stumpf’s concord, one can try to identify
its constituents as well as attend to the mixture or fusion
of the 15 components which, to be sure, are not partials
within a single harmonic series. For maximum fu-
sion of partials, one can generate symmetric pulse-type
sounds [31.301] that comprise very many harmonics
covering the frequency range from 100�200Hz up to
22�25 kHz. Such sounds lead to a maximum sensa-
tion of consonance since dozens of harmonics fuse or
blend into another (in holistic listening). It is of musical
interest that, in Baroque organs in particular of north-
ern Germany, organ builders created various reed stops
where the reed mechanism produces pulse sequences
that excite up to, and even above, a hundred harmonics
per tone played (the absolute number depending on the
type of reed generator, the geometry of the resonator,
and on register [31.304]). Reed stops as well as mixture
stops in which also verymany harmonics are audible for
each tone played (in northern Germany, a stop known as
Terzzimbel offering pure major thirds besides fifths and
octaves was much in use) convey the experience of Ver-
schmelzung to everyone listening.

As these examples demonstrate, consonance, expe-
rienced as Verschmelzung, does have an objective ba-
sis in the sound structure as well as in auditory pro-
cessing. Sounds containingmany harmonic components
can be combined into chords, which in JI yield struc-
tures that again account for maximum periodicity and
harmonicity in the signal as well as in peripheral audi-
tory analysis [31.250, 301, 305, 306]; for audio demon-

strations see [31.307]. In this regard, perceiving conso-
nance is a natural phenomenon [31.26] and not some-
thing learned in the course of life (as has been suggested
from a behaviorist perspective). Considering objective
bases of consonance, various theories of consonance fo-
cusing on different aspects can be integrated into one.
The criterion emphasized byHelmholtz [31.28], namely
coincidence of harmonic partials and presence or ab-
sence of beats, is certainly of relevance since subjects
according to some studies [31.308] prefer just intervals
and, as explored in other investigations [31.309, 310],
tend to accept tempered intervals within a range where
the beating is not annoying. Taking into account that,
in music, complex harmonic tones are predominant, it
can be said that consonance of two or several such tones
is maximum if these are strictly periodic in their wave-
shape, implying perfect harmonic spectra. If several
such tones with their f1 at small integer ratios and spec-
tral envelopes composed like An D 1=n (nD harmonic
number) are combined phase-locked (onsets are identi-
cal) into a major chord, one will observe coincidence of
partials, the criterion emphasized by Helmholtz [31.28]
as well as by Stumpf [31.299]. Underpinning the same
criterion, Husmann [31.311] reported that perception
of consonance remains when pairs of harmonic com-
plex tones are presented dichotically, presuming a cen-
tral spectrum representation to process coinciding par-
tials. When two or more harmonic complexes (with par-
tials phase-locked) tuned to JI are presented diotically,
strictly periodic excitation patterns are likely to occur
on the level of the BM/CP and the AN. It is hardly
surprising to find periodic input yields periodic excita-
tion and neural responses [31.225, 312]. The criterion of
convergingpulse patterns to account for consonance had
been introduced as a hypothesis in 19th century works
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on music theory and psychology [31.313, 314]. In ad-
dition, harmonic complexes presented at intervals with
small integer frequency ratios would be the condition
suited for combination tones to occur even if thesemight
be of minor importance. Moreover, chord structures in
JI are suited to generate virtual pitches, one of which
is clearly marked as the root of the chord (in the sense
of Rameau’s basse fondamentale [31.305]). In sum,
there are several concurrent factors relevant for sensa-
tion and perception of consonance suited to demonstrate
that consonance basically is a natural phenomenon. It
relates closely to periodicity and harmonicity, two ele-
mentary principles found governing structures and pro-
cesses in almost all areas of nature [31.315]. In regard
to signal and systems theory as well as acoustics, these
principles are at the core of the Wiener–Khintchine the-
orem (Sect. 30.2), which in turn can be used to model
pitch perception as well as sensation of consonance. As
a matter of fact, three harmonic complexes (each com-
prising the first seven harmonics) combined so as to
realize a major chord 4 W 5 W 6 in JI are enough to give
rise to maximum fusion and the most salient pitch con-
figuration possible [31.250]; for similar considerations
see [31.316]. To be sure, the principle of harmonicity

as expressed by small integer ratios that govern spec-
tral partial structures as well as formation of chords has
nothing to do with number mysticism (the well-known
phrase put forward by behaviorists to denounce natural
causes relevant for music perception). The two princi-
ples fundamental to science, namely counting and mea-
suring [31.317], can help to understand also sound and
music (for applications see [31.159, 318, 319]). Stating
a nativist theory of consonance does not imply that har-
mony in music can be, or should be, completely nat-
uralized (rather, it needs to be given natural founda-
tions). However, taking the interdependence of acous-
tics, psychoacoustics and musical structures into ac-
count, it makes sense to realize chords in music in ap-
propriate tuning and spectral structure so that, for in-
stance, chords intended to be perceived as consonant can
be transformed into musical soundwith maximumspec-
tral harmonicity while minimizing roughness and beats
([31.318] with audio examples on CD). Conversely, dis-
sonant sonorities thus can be realized with appropri-
ate fine tuning of pitches and spectra. In this respect,
a close correspondence between musical structure, ac-
tual sound profile and perceptual qualities will be estab-
lished.

31.7 Categorical Pitch Perception, Relative and Absolute Pitch

In the course of Chap. 30, the difference between
discriminable and identifiable stimuli (or stimulus fea-
tures) has been stressed (Sect. 30.1.4). It is a distinction
that was of prime importance in debates concerning
continuous versus categorical perception that became
an issue, most of all, in linguistics and phonetics where
it was discussed in regard to phoneme boundaries
(for background information [31.320] and [31.111,
Chap. 9]). In a strong formulation, it has been stated
that (emphasis theirs):

categorical perception refers to a mode by which
stimuli are responded to, a n d c a n o n l y b e
r e s p o n d e d t o, i n a b s o l u t e t e rm s. Suc-
cessive stimuli drawn from a physical continuum
are not perceived as forming a continuum, but as
members of discrete categories. They are identified
absolutely, that is, independently of the context in
which they occur. [31.321, p. 234]

These authors further argued that subjects can discrim-
inate between pairs of stimuli drawn from different
categories but not between stimuli drawn from the same
category.

The doctrine of categorical perception has spun
debates in many areas of research (for an overview

see [31.320] and a range of articles in [31.322]) in-
cluding music psychology where it was discussed in
conjunction with other concepts relating to tone sys-
tems, scales, and in particular intonation. An analysis
of relevant publications reveals there are some obvious
misconceptions in regard to theoretical and factual is-
sues, which need some clarification. This concerns, first
of all, the terms category and categorization.

The term category is often used synonymously with
class, meaning that a number of n objects are sorted into
m categories or classes (n�m) according to certain
features or properties. This, however is just a descrip-
tion of a process that can be quite mechanical (like
sorting many things into a few drawers) while category
has a more profound meaning in areas like episte-
mology and ontology as well as in mathematics and
linguistics. In regard to subjects building up coherent
experience, categorization and classification involve
judgments [31.323] even though these can be executed
in a more or less automated manner [31.324, Chap. 2];
also [31.325, pp. 46 ff.]. Such judgments may pertain
to, for example, segmentation of quasicontinuous sound
streams we perceive (as in speech or music) into units
that have a syntactic function and/or semantic mean-
ing [31.111]. Segmentation processes involve sensation



Pitch and Pitch Perception 31.7 Categorical Pitch Perception, Relative and Absolute Pitch 641
Part

D
|31.7

and perception as one hears a speech or musical sound
that is then analyzed as an acoustical signal, mainly
so in bottom-up processing; however, segmentation of
sound streams is more than finding transitory and qua-
sistationary sections since subjects make use of their
previous experience and recall both meaningful units
(elements that are of relevance with respect to phonol-
ogy, prosody, grammar, syntax, semantics) as well as
rules of how such units should be connected sequen-
tially or (regarding music) simultaneously. Cognitive
processing of both speech and music involves memory
and is achieved, in the main, in a top-down approach.
The sensory-driven part and the cognitive part are com-
bined in a complex processingmodel described in detail
as auditory scene analysis [31.326].

Categorical perception in this respect involves
sensory-driven analysis of acoustical signals combined
with judgments pertaining to identification of units as
well as an assessment of how they relate to other ele-
ments that occur within a given structure and context.
Such assessments can be facilitated by referring to pro-
totypes [31.324, 327] or by activating certain schemata
that may be innate or may have been acquired in pro-
cesses of learning [31.328–330]. However, in a quasi
real-time process such as listening to music the rate
of information available to listeners per time unit can
be very high, to the effect that perceptual and cogni-
tive processing is very demanding even for subjects
with musical training. It has been calculated that, for
example in Ligeti’s Atmosphères, perceiving all of the
very short notes distributed over many instruments in
the score would come close to a flow of information of
719 bit=s [31.331, p. 72], which is several times that of
the capacity of the auditory channel (estimated to allow
for processing of about 100 bit=s [31.332, p. 56 ff.]).
Even though the concept employed by Ligeti, in Atmo-
sphères as well as in other so-called micropolyphonic
works was not to have listeners perceive all the indi-
vidual voices individually or even the very many notes
these comprise (but, rather, the resultant textures and
sound fields [31.333]), perception under the constraint
of real-time processing, to be achieved successfully, re-
quires the information load not to exceed the channel
capacity, and possibly to be reduced in suited ways.
There are several concepts of how information process-
ing in human subjects can be optimized, for example
reduction of the perceptual dimensionality of stimuli,
a filtering process directed at finding distinctive features
in the sensory input, and selective attention and sup-
pression of irrelevant information [31.111, 326, 334,
335], [31.69, Chap. 21]. Also categorical perception,
meaning that a continuous dimension is segmented into
a rather small set of discrete categories into which
a broad range of stimuli might be sorted with respect

to certain features, would be an effective means to re-
duce the perceptual load.

Both speech and music are communication modes
operating in the time domain so that, to facilitate suc-
cessful transmission of information, a limited set of
categories both on the side of the sender as well as that
of the receiver seems useful. In order to make acoustic
communication like speech or similar utterances pos-
sible, meaningful units must be distinguishable and, at
least in principle, identifiable. This is why phonemes
are different in spectral content (and often also in mod-
ulation parameters [31.336]). Differentiating such units
by their acoustic cues can be achieved not only by hu-
mans but also by other mammals [31.337]. However,
boundaries between phonetic categories are to some
extent flexible [31.338]. Categorization in speech ap-
parently is very much sensitive to context and adaptive
in nature (for an overview see [31.339]). A serious
problem that has been tackled in computer models of
speech processing is recognition of allophones, that is,
of sounds that are used to express a certain phoneme in
a certain language but which differ slightly in temporal
and spectral fine structure when spoken by many in-
dividuals (men, women, children). Though allophones
can be distinguished to some extent, they must be close
enough not to introduce phonemic boundary effects
and, thereby, differences in meaning. The concept of
allophone has been taken as an analogy for intonation
variants in music [31.340, 341] in regard to categori-
cal perception, implying that the scale steps in music
would be equivalent to phonemes in speech. Comparing
speech to music perception, things are different in many
respects notwithstanding some convergent features. In
the following, some of the points raised in articles on
categorical perception of pitch [31.340–347] will be
discussed. For this reason, a few more considerations
relating to sensation and its measurement (Sect. 30.1.4)
need to be included.

Sensation and perception are often viewed as pro-
cessing of input information whereby the input is dis-
tributed along one or several dimensions. By definition,
dimensions require effective parameters to be variable
continuously between a lower and an upper limit value.
In regard to pitch, the single parameter taken into ac-
count in some concepts is frequency. Since frequency,
as a physical quantity, can be varied continuously, stim-
ulation of the hearing system can be assumed to be
continuous (at least in principle). However, even if exci-
tation on the BM/CP level would match this characteris-
tic, sensation measured psychophysically as a reaction
to the stimulus [31.348] is discrete because of JND
and DL thresholds (Sect. 31.6.1). In this respect, the
discrimination process leads to segmenting the stimu-
lus continuum into small (yet not infinitesimally small)
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steps. Stimuli that can be discriminated still may ap-
pear to be quite similar as are, for instance, two pure
tones of 1000 and 1005Hz in tone height if presented at
the same SPL. Stumpf [31.39, 40] discussed similarity
as a general psychological concept that subjects make
use of when comparing tones as to their height, their
perceived loudness, or when evaluating some other at-
tribute. Stumpf [31.39, pp. 111 ff.] defined equality of
phenomena as sensed by subjects as extreme similarity,
whereby, for a number of complex objects to be com-
pared, similarity can arise from (a) equal ratios among
parts or elements, or from (b) equal or identical parts
found in several objects. Similarities found on the level
of (a) and of (b) can add up to the similarity of the
whole. The point that is decisive here is that similarity
is scalable and can be translated into geometrical dis-
tances; put the other way round, a comparison between
two stimuli with respect to the sensations they bring
about involves comparisons of qualities, intensities, or
of temporal and spatial parameters so that similarities
are conceived as distances (a high degree of similarity
means a small distance [31.93, pp. 404 ff.]). Obviously,
these considerations are very close to those found later
in concepts of perceptual scaling of similarity, and of
multidimensional scaling (MDS) in particular [31.349,
Chap. 11] and [31.348, Chap. 6]. Judgments pertain-
ing to similarity seem to be necessary for perceptual
and cognitive generalizations ([31.350] and the discus-
sion in [31.351]). Categorization based on sensory input
and perceptual processing can be viewed as a necessary
part of cognitive generalization and, thus, part of the
ongoing process each individual undertakes to acquire
coherent and systematic knowledge (for epistemologi-
cal implications see [31.352–354]).

Because of cognitive generalization, subjects tend
to group stimuli that are discriminable yet which appear
to be similar in view of certain features or parameter
settings, as belonging to the same category. In regard to
sensing tone height and pitch perception, small changes
in frequency as the (sole) physical stimulus parameter
bring about sensations of tone height (as well as bright-
ness) that are still quasicontinuous since the increments
are usually close to the size of JND/DL.With such stim-
uli, subjects can make judgments as to the difference of
two tones (e.g., the second is higher or lower than the
first) without being able to estimate (let alone precisely
judge) the size of the difference. Pairs of pure tones that
are just discriminable in tone height and brightness will
hardly be perceived as representatives of different cate-
gories but rather as variants of the same basic stimulus.
Hence, differences subjects sense between two tones
in height or in another attribute in general must ex-
ceed a certain margin large enough to be considered
as introducing a new category, which may be taken

as a difference in perceptual quality. In this respect,
a growing difference in stimulus parameter values and,
correspondingly, sensation can be accompanied by per-
ceiving increasing phenomenal dissimilarity between
pairs or series of stimuli. In the case where the degree
of phenomenal dissimilarity perceived from compari-
son of pairs or series of stimuli exceeds a certain limit,
a transition from one perceptual category into the next
is likely to occur. Categorization, from a perceptual and
cognitive perspective, aims at recognizing stimuli as
members or as representatives of a certain category. For
classifications in general it is assumed that the members
of each class are equivalent in regard to certain features
and properties notwithstanding slight differences they
may have in actual parameter values. Concerning mu-
sic perception, the categories relevant for pitch typically
are manifest as steps on a scale (see below). In a strict
view pursued in speech studies, categorical perception
means identification of certain units (e.g., phonemes)
by both recognition and labeling (imagined as mentally
putting a tag on each item perceived).

The three levels referred to above can be related to
each other thus:

1. Physical stimulus: Continuously variable (e.g., fre-
quency in Hz)

2. Sensation: Quasicontinuous (small increments,
measurable in JND/DL thresholds)

3. Perception: Discrete categories (each comprising
a range of stimuli that differ by small increments in
parameter values but are perceived as being more or
less similar with respect to certain features or prop-
erties).

The problematic point now is that, according to the
strong formulation of categorical perception [31.321,
p. 234], subjects are said to be unable to discriminate
between stimuli drawn from the same category. Tak-
ing, for example, the steps of a chromatic musical scale
(in ET) as nonoverlapping categories, this would mean
that, since fulfilling the classificatory criterion of intra-
class equivalence, every tone played in a range of about
˙40 cent around the fundamental frequency of a certain
scale tone (say, A4 D 440Hz) would be a suitable rep-
resentative of that scale step. In fact, such views have
been issued in a number of publications, and have been
mixed up, in some cases, with another concept leading
to very broad interpretations of the musical scale step
viewed as a category. The concept in question is the
well-known law of comparative judgment proposed by
Thurstone [31.355, 356] as an expansion of the theo-
rems issued by Weber and by Fechner. This law states,
in short, that an observer, judging the JND in inten-
sity (or a qualitative difference) between two stimuli
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in what Thurstone calls the discriminal process is not
consistent on successive trials. Rather, the sensations of
the observer and their judgments are viewed as intrinsi-
cally variable so as to make up a distribution of data
with a mean and a standard deviation for each stim-
ulus. Comparing two stimuli, S1 and S2, a number of
times, the judgments one observer obtains based on his
or her sensations can be considered as two random vari-
ables forming two dispersions [31.349, Chap. 8 and 9],
[31.357, pp. 13 ff.], [31.358].

Aspects of categorical perception and of Thur-
stone’s scaling model have been instrumental, often
implicitly, in explaining variances observed in pitch
perception and intonation. As to the former, it has
been argued, for example, that pitch perception must
be categorical because pitch would be unidimensional
as a stimulus property (a function of frequency), and
identification for unidimensional stimuli would be re-
stricted to very few categories on a stimulus continuum
(consisting of arbitrary frequencies). As a proof for
such assertions, Miller’s well-known magical number
7˙ 2 [31.359] has been quoted. As a matter of fact,
such assertions are invalid on several counts. First,
Miller’s rule concerns unidimensional stimuli. Even
if one would be willing to accept the rule, which
Miller derived from a few experimental reports from
the early 1950s, it could not easily be applied to pitch
since pitch is neither unidimensional in regard to mu-
sically relevant stimuli nor takes perceptual attributes
of pitch into account. Even with pure tones, there
are several sensory attributes (tone height, brightness,
also sharpness, vocality, density, volume) varying with
frequency [31.40, 59, 299]. In fact, there are no uni-
dimensional stimuli in musical contexts. As had been
found in early experiments using tones varied on several
dimensions (frequency, intensity, duration, etc.), the av-
erage information transmission was about six bits per
stimulus [31.360], which yields 26 D 64. Though the el-
ementary stimuli and the conditions employed in these
experiments fall short of musical material (like complex
harmonic tones presented in a melodic phrase or chord),
it is obvious that even for stimuli offering a modicum
of variation on several dimensions the information is
sufficient to identify more alternatives than implied by
the 7˙ 2 rule (which itself calls for a more critical
assessment [31.361]). Second, pitch outside such con-
structs as the mel scale (Sect. 30.1.4, Loudness Scaling
. . . ) is not a continuous random variable. Even if two
pure tones are presented so that one is fixed in fre-
quency and the other continuously glides up or down,
there are perceptual discontinuities marked by small in-
teger frequency ratios, the most obvious of which is the
octave (Sect. 31.1.2). Subjects with some musical train-
ing register not only octaves but also frequency ratios

corresponding to other basic intervals (like the fifth,
fourth, major third [31.40, 298, 362]. These intervals
have a Gestalt-like quality and are identified percep-
tually if the frequency ratio is realized within certain
limits. Third, in identifying such intervals, acoustic cues
(consonance and fusion versus roughness and beating)
come into play [31.308, 310]; though these cues are
predominantly effective in tone pairs presented simul-
taneously, judgments on successive intervals can draw
on perceptual information available in STM [31.218]
when comparing tonal relations as well as on schemata
or templates stored in LTM [31.328–330].

It should be clear, from what has been discussed
so far, that perception of pitch in fact is categorical in
that the most fundamental musical intervals function
as categories; however, these must be viewed taking
acoustical properties as well as perceptual categoriza-
tion and cognitive structuring of tonal relations into
account and not as mere baskets of classification. The
concept of pitch class, well known from theoretical
works on 12-tone and serial music, in this respect is
problematic since it openly or implicitly equates mu-
sical pitches with the keys of a piano tuned to ET12 so
that there are but 88 pitches falling into 12 classes, oc-
tave registers and enharmonic spellings being ignored.
This, to be sure, is a rather crude simplification that does
not reflect interval recognition capabilities and appre-
hension of chord progressions of subjects experienced
in performing and listening to tonal music.

Assuming categorical perception of pitch would be
restricted to sorting tones as one hears or produces in,
for example, singing or playing a violin, into 12 pitch
classes, one would in fact expect 12 frequency bas-
kets of equal extent, namely 100 cent each, little (if
any) overlap at the boundaries and a more or less flat
(platykurtic) distribution of data within each ET12 pitch
class. In a simple graph, the distribution of pitches pro-
duced and/or perceived, for three consecutive classes,
would look like Fig. 31.16.

Dispersions in this model have the same shape (re-
flecting the 12-tone gospel that all chromatic tones are
of equal importance), and there is an equal likelihood
for pitches falling into the frequency range under the flat
part of each class while there are also equal boundary
transitions between adjacent classes (implying the psy-
chometric function would be equal for all pitch classes
and boundaries also).

However, data from both intonation analyses of
tonal music and experiments on perception and produc-
tion of musical intervals reveal that this model does not
apply. First of all, the pitch categories that are actually
used in sequential listening or melodic execution of in-
tervals are not of equal size but vary with the structural
weight of tones in a scale. In experiments, categori-



Part
D
|31.7

644 Part D Psychophysics/Psychoacoustics

f (x)

Pitch (Class 1–3)

1

0.5

0

Fig. 31.16 Pitch class model of pitch perception and pro-
duction

cal identification of intervals yields curves of different
width and smoothness, reflecting that some scale steps
and melodic intervals are structurally more stable than
others [31.340, p. 64, Fig. 4]. The same picture emerges
in measurement of intonation where the range for struc-
tural important intervals such as the fourth, fifth, and
octave in general is significantly smaller than for notes
falling in between. For example, in a detailed study of
professional violinists playing the Theme and Variation
X from Paganini’s Cappricio No. 24 in a-minor, Jan-
ina Fyk [31.92, Chap. 8, p. 185] found relatively small
dispersions of about 25�30 cent for the perfect fifth,
the minor sixth, major sixth and the octave for varia-
tion X (played at a slower tempo than the theme) while
the dispersion for the major third and the perfect fourth
were 39 and 40 cent, and the minor second and ma-
jor second had 53 and 60 cent respectively. It is also
of interest to note that, in various experiments, subjects
distinguished between the augmented fourth and the di-
minished fifth [31.363, p. 133], [31.90, 91, 341]. The
pitch difference between these intervals is � 22 cent in
both JI and Pythagorean systems (though in opposite
direction!).

Taking differences of scale steps and intervals in re-
gard to structural importance and actual dispersion data
from perception and intonation measurements into ac-
count, an adequate model of pitch categories could be
devised in terms of probability density functions (PDF)
where stable categories (i. e., scale steps serving as per-
ceptual and cognitive anchor points like prime, fourth,
fifth) gain narrow (leptokurtic) dispersions, and those in
between wider dispersions. In this way, Fig. 31.17 may
be viewed as representing, for instance, the first three
semitones of a scale (e.g., c–c#–d).

By the way, this model conforms to theory and
practice of music in cultures where scales and modes
are fundamental structures (as in Greek, Persian, Arab,

f (x)
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0.3
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0.1

0

Fig. 31.17 Scale steps and pitch categories for three semi-
tones viewed as PDF

Indian, and Turkish traditions). Typically, there are
structurally important tones in scales framing intervals
(octave, fourth, fifth) that can be filled with addi-
tional tones in a range of modal structures that in turn
request certain intonation patterns (for theoretical back-
ground, examples, and empirical data from measure-
ments see [31.52, 364–372]). The concept of fixed and
movable tones in scales and modes is common to an-
cient Greek, Near Eastern, and Indian music traditions.
One has to remember that stable tones corresponding
to fundamental intervals within scales and modes of
course have a melodic function but must be viewed also
regarding types of drone accompaniment widely in use
(the drone must not always be audible as sound but is
implied in the performance of singers and solo melodic
instruments as a referent). In Western theory and prac-
tice, tones besides melodic steps constitute harmonic
relations even for tones played in succession; sensation
and perception of consonance inevitably come into play
since the STM buffer for pitches of tonal sequences is
at least several seconds wide [31.218, 373].

Consonance is an important aspect that explains
why different intonation patterns are not equivalent
in realizing the same interval category. The quality
of simultaneous intervals executed in music for mu-
sicians and listeners with musical training apparently
depends on two factors, one being related to sensation
of beating and roughness versus fusion and smoothness
of partials in two or more complex tones, the other
with an estimate of the size of the distance between
tones [31.308–310]. The range within which intervals
are judged as acceptable in most cases is� 15�20 cent
above and below the just ratio (like 3 W 2 or 5 W 4) while
deviations greater than this range are perceived as mis-
tuning [31.374, pp. 100 ff.]. We found in experiments
where cadences were played in different tunings (Val-
lotti and Young, ET, JI, Meantone, Pythagorean) to
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samples of students significant differences in ratings
of intonation quality and of consonance [31.375, 376].
In particular, Vallotti and Young tuning received much
higher ratings than tuning chords to the Pythagorean
scale which, of course, was conceived for melodic ex-
ecution as in the Dorian mode of ancient Greek music.
Greek Dorian contains two whole tones 9=8� 204 cent
and a leimma (Greek: remainder) of 256=243� 90 cent
in each tetrachord; these are joined by another whole
tone 9=8 [31.52, pp. 183 ff.]. A melodic C-major scale
derived from a chain of fifths [31.72], like f � c� g�
d� a� e� b! c� d� e� f � g� a� b, contains the
same intervals as the Dorian mode and can, therefore,
be played in a Pythagorean tuning (as in fact was ob-
served by [31.89]; the violinists he investigated playing
C-major scales came fairly close to Pythagorean tun-
ing). However, for simultaneous intervals and chords,
Pythagorean pitches are not recommendable since the
major third of 81=64� 408 cent gives rise to beating
while the major third in Vallotti and Young is close to
392 cent (about 6 cent wider than the just major third
5=4) and quite smooth in regard to consonance. Since
the difference between the major thirds in Vallotti and
Young versus Pythagorean tuning is � 15:5 cent, this
gives a measure of the sensitivity subjects have for the
consonance of major thirds in chords. For skilled per-
formers, adjusting pitches within long held chords is
common practice as has been demonstrated for bar-
bershop [31.377] and madrigal ensembles [31.378],
[31.305, pp. 66–67]; in an intonation test performed
with two barbershop ensembles singing cadences, in
the dominant seventh chord they produced almost the
natural seventh 7=4 (with, on average, 977 cent). In
madrigal singing, one often finds frequency ratios in
long held chords coming close to JI values [31.378].
Subtle adjustments and distinctions can be observed
also in solo violin playing. Following observations
according to which expert listeners were able to dis-
tinguish an augmented fourth and a diminished fifth
with respect to correct intonation [31.341], Fyk [31.92,
pp. 96 ff.] had two professional violinists play two
four-tone melodic phrases, (1) f4 � b4� c5 � e4 and (2)
f #4� c5 � b4 � g4 with and without vibrato. The first
melody can be conceived as a sequence IV–VII–VIII–
III in C while the second is viewed as VII–IV–III–I in
G. The intervals to be played then are (1) an augmented
fourth and a minor second upwards, followed by a mi-
nor sixth downwards and (2) a diminished fifth upwards
followed by a minor second and a major third down-
ward. The intervals in cents averaged over many trials
for both conditions show distinctive deviations from ET
and also from JI and Pythagorean tuning as well as fair
to close approximations to pitches (expressed as funda-
mental frequencies of complex harmonic tones as were

recorded from the violins) defined by one or several
of these tuning systems. It seems that violinists relate
to several criteria guiding their intonation of intervals
in melodic sequences, among them being tonal func-
tion of the tones within a scale and/or tonality, direction
of interval (upward, downward), harmonic tension and
leading note, expressive (vibrato) or straight intonation.
Some of the pitches expressing basic intervals are more
stable than others when measured over several trials;
the range in such cases is small, and typically within�
10�20 cent [31.92, pp. 110 ff.], [31.89]. Recent obser-
vations from professional violinists showed their pitch
adjustment to tones modified in fundamental frequency
is within a very small range (2 < df < 7 cent), and in-
cludes adjustments performed even when the change of
the stimulus frequency was below the perceptual thresh-
old, suggesting an automated motor response probably
independent from conscious perception [31.379].

The Russian musicologist Nikolai A. Garbuzow
studied relative and absolute pitch and conducted many
pitch and intonation measurements in the 1940s and
1950s (published in articles and monographs collected
in [31.344]). From his observations and measurements,
which covered not just pitch and intonation but also
loudness, tempo, and rhythm, he came to propose that
human hearing in general is of a zonal nature [31.344,
380]. In regard to intonation (in particular, of violinists)
he found a considerable range of deviations from tun-
ing systems (ET, JI, Pythagorean), however, many of
the actual pitches played relate to the melodic and in-
terval structure of the works he had selected as well
as to phrasing and expression chosen by the musi-
cians studied. Garbuzow also found that subjects were
able to distinguish between several shadings or small
steps within a tonal zone. In this regard, pitch is not
so much a random variable (in the sense of a Thursto-
nian or similar scaling model) than it is a choice among
reasonable alternatives. In a musical context, profes-
sional musicians can distinguish sharp from flat within
pitch categories. Hence, a tonal zone should not be
mistaken for a pitch class within which all selections
would be equally appropriate for performers and lis-
teners due to an assumption of intraclass equivalence of
pitch realizations. Evidently, the difference between an
augmented fourth and a diminished fifth matters to mu-
sically trained subjects [31.363, pp. 129 ff.] even though
on a piano tuned to ET12 this would be the same pitch
class (6HT). Optimal sizes and admissible ranges of
intervals in intonation for musicians who control their
performance by ear and are not specifically guided to
realize intervals relative to a certain tone system and
tuning depends, as empirical data indicate, much on
musical context and expressive execution. In this re-
spect, intonation is variable, yet not arbitrary, within
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pitch categories. In terms of phonology, one might view
different intonations within pitch categories as allo-
phones [31.341] or, in regard to tonal languages, as
allotones. However, the concept of categorical percep-
tion as developed in speech and language studies at
least in the strong version [31.321] cannot be readily
applied to music and, moreover, has been challenged
by findings that showed discrimination as predicted by
this theory might hold for stopped consonants but does
not apply to vowels [31.381]. Sure enough, pitch as
a perceptual quality and parameter of musical intona-
tion relates to periodic sounds (such as vowels).

From empirical evidence available, it can be con-
cluded that the pitch categories relevant in music reflect
scale as well as melodic and harmonic interval struc-
tures. These categories and their interrelations are based
on several factors, among them being:

a) Acoustic properties and neural processing charac-
teristics as are evident for octaves and seem to be
relevant also for some other intervals, in particular,
the fifth and twelfth. There is striking evidence for
the use of the pure fifth and pure fourth in many mu-
sic cultures, and the pure fifth has been addressed as
an interval of distinctive quality forming the most
basic consonance next to the octave since antiquity
(for a detailed discussion with reference to histori-
cal source material see [31.72]).

b) The experience of sensory consonance, on the one
hand, and of dissonance as connected with beating
and roughness, on the other, which are relevant not
only in the perception of the octave, pure fifth and
pure fourth but also other intervals (major and minor
third, major and minor sixth, and to a lesser degree
the tritone and the minor seventh).

c) The factor of proximity that is relevant for judging
the distance between tones, in particular of tones
representing adjacent scale steps [31.55]. Proxim-
ity of tones in a chromatic scale often has been
viewed in regard to similarity (see above), how-
ever, there are two kinds of similarity effective in
the perception of scales, one based on a conver-
gence of components (as in the octave, twelfths,
fifths; see above), the other addressing the nearness
of components with respect to JNDs and distance
estimates (this issue, the double nature of similarity
in regard to tones and scales, and to pitch relations
in general, has been discussed by Stumpf [31.39,
40, 59] and in many publications since). The fac-
tor of proximity becomes evident, in regard to the
nearness and adhesion of tones, when one hears
a scale in a system with more than 12 pitches per
octave, for example the 31-tone system calculated
by Christiaan Huygens in the 17th century and real-

ized, on various keyboard instruments, by the Dutch
physicistAdriaan D. Fokker and somemodern com-
posers [31.382, 383].

Going from one step to the next (in this system,
the difference in fundamental frequencies is 1200=31D
38:71 cent, a so-called diësis), the transition can be
still perceived as a small step, and also various inter-
vals remain discriminable and even identifiable both in
succession and when played simultaneously. Discrim-
ination can be achieved since the step size of nearly
40 cent is large enough to distinguish melodic steps
and intervals by their size, and multiples of the basic
step in fact are good to very good approximations to
common musical intervals (e.g., two diëses give a chro-
matic semitone, three a diatonic semitone, five result in
a whole tone (meantone of 193:55 cent), ten in a per-
fect major third, etc.). However, it would require much
training to be able to identify all the intervals that can
be produced in this system as such, in particular in
a real-time listening and/or performing situation. There-
fore, listeners not familiar with this system may take
some of the 31 pitches as detuned variants of the lim-
ited number of pitch categories they know from their
musical practice (very often, this is playing a piano or
other keyboard tuned to ET12). Obviously, the number
of pitch categories available to listeners and perform-
ers as well as the conceptual framework of how they
relate to each other depends on a process of learning
and training notwithstanding the fact that at least some
of these relations have a natural acoustic and perceptual
basis. Perhaps the most decisive factor for identification
of tones and intervals is previous storage of categories
along with their distinctive features in LTM, and fast
access to this stored information in a listening situation
or when performing music.

The ability to identify tones according to estab-
lished pitch categories in a fast and seemingly effortless
operation has often been addressed in reports on so-
called absolute pitch (AP; for overviews concerning
relevant phenomena and publications see [31.384–388].
AP capabilities, which include also identification of
musical keys [31.385], are often divided into active and
passive [31.389], the former pointing to a subject’s abil-
ity to produce a tone at a certain pitch indicated by
a tone name (for example, A4 or F5) by singing or
whistling while the latter means a subject can assign
a tone name to a given stimulus. For reasons of con-
venience and familiarity of subjects with piano tones,
these were the stimuli used most frequently in AP
experiments [31.384, 385, 390, 391]. In order to avoid
complex sounds that would perhaps offer more than
one cue for pitch identification, sine tone generators
have been employed as well. In general, all frequencies
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are measured relative to ET12 and a concert pitch of
A4 D 440Hz, and deviations from these values subjects
realize in singing or in adjusting the frequency of a tone
generator are given in cents. Quite often, deviations
within a certain range (expressed in ˙ cents around
one of the ET12 pitch frequencies) are considered in-
significant since they do not violate the boundaries of
that pitch class or category (see above for intraclass
equivalence). Relevant boundaries may be taken at
˙30 cent [31.344, 380] or even at ˙40 cent, with only
short transit zones between categories of 20 cent. More-
over, octave errors are not always considered as relevant
(hitting the correct pitch class is regarded as showing
activeAP ability). A passiveAP ability means a subject
is able to identify a (pure or complex harmonic) tone
that she or he hears by correctly labeling it (e.g., this is
G5). The tone name signifies its pitch relative to, typ-
ically, 12 categories that are representing a chromatic
scale. Very often, the tones used in AP experiments
were those from a piano tuned to ET12 so that en-
harmonic differences pertaining to flats and sharps are
ignored both in the stimuli and in the categorical judg-
ments prevalent in subjects with this type of AP. Since
piano tones can be fairly well distinguished both in re-
gard to register (octaves) and within octaves due to tone
height, timbre and brightness as well as remembering
different frequencies with which these tones are used
in works of music and in musical practice, categorical
pitch identification of piano tones for subjects having
received years of piano training is not too difficult, and
often results in scores above chance level. However,
such findings may indicate absolute piano, as [31.384,
p. 436 f.] and [31.391, p. 271] remarked in a review
that is quite critical of AP concepts in general, rather
than AP. In view of common practice, AP means sub-
jects are able to either categorize tones they hear with
respect to 12 pitch classes as well as several registers,
or that they can produce a certain pitch, within the lim-
its of a chromatic ET12 scale, according to a tone name
that represents the label of a certain category. The ad-
jective absolute in AP refers to a form of immediate
categorical judgment that should be executed without
(external and/or internal) reference and without making
comparisons. However, though absolute judgments re-
late to objects in isolation (no context provided), this is
a condition that might be unrealistic, in certain respects.
As Stumpf [31.39, p. 139] has pointed out, judgments
on pitch involving absolute identification of tones by
labeling them (e.g., F3 or C#5) can be done so that
the actual stimulus is compared to a reference stored
in memory; in principle, a few reference pitches or just
one like the most familiar A4 (plus the octaves one can
imagine as further anchor points) should suffice. It has
been argued that,

even in so-called absolute identification, the listener
is trying to transform the task into one of relative
pitch, seeking to anchor the presented tone to an
available context. [31.392, p. 192]

While in fact some basic relational frames stored in
LTM might be governing much of AP judgments, any
comparison of a stimulus with stored anchors or even
an adjustment of a certain pitch a subject produces
in active AP tasks to a tone name (give me a F#4)
takes time. Therefore, reaction times have often been
measured in AP experiments [31.393]; it can be hy-
pothesized that, with a complete set of pitch categories
stored as a template in LTM, reaction time for per-
forming either active or passive AP tasks is very short
while it increases when only a partial reference frame
or even a single pitch reference is available for in-
ternal comparisons providing the basis for absolute
pitch judgments as well as for production of certain
pitches. Also, it can be hypothesized that the error score
for subjects (see below) reflects accessibility of inter-
nally stored references as well as the precision with
which such references can be recalled from memory.
In this respect, AP tasks address cognitive abilities (as
the term absolute tone consciousness used by Abra-
ham [31.389] and other researchers on AP indicates),
namely (a) the capacity to draw, in a fast and reliable
way, on a set or template of pitch categories stored
in LTM, and (b) a capacity of correctly labeling tones
heard or imagined in correspondence to these cate-
gories. The term category, as explained above, in regard
to pitch perception indicates a certain frequency range
or bandwidth while, in a strict sense, one could also ar-
gue that perceiving absolute pitch should confine this
range to that of a single JND. However, it has been
observed in experiments comprising larger samples of
subjects with apparent traits of AP [31.385, 390] that
such subjects have access to rather broad pitch cate-
gories (usually spanning a semitone) but often do not
perform so well in tasks requiring precise discrimina-
tion of pitch changes or tuning differences [31.394,
395]. In this respect, many (but not all [31.90, 91])
subjects with AP indeed seem to come close to cate-
gorical perception as predicted by its strong formula-
tion [31.321].

There are several hypotheses regarding the gene-
sis and/or acquisition of AP [31.388]. One takes AP as
an innate and possibly hereditary property that is rare
(at least among subjects of Caucasian origin), and is
often affiliated with other traits indicative of superior
musicality as well as with general intellectual alertness
observed in a child such as reading music, memorizing
complete musical works, playing one or even several
musical instruments, and creativity in composing and
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improvising music at an early age (for detailed reports
on musical child prodigy, see [31.396, 397]). A reason
to assume innateness of AP was that some subjects had
or have AP abilities (both active and passive) at a very
early age where training can hardly account for actual
performance. Also, some subjects display astounding
AP abilities in that their categorization of tones in re-
gard to pitch is achieved in a very fast, precise (i. e.,
very low error scores [31.393]), and seemingly effort-
less way, whereby categorization may extend to various
musical and even to environmental sounds (apparently,
there are also other animals besides humans capable of
absolute pitch identification). Such observations do not
deny effects of learning and practice since early onset
of musical training seems to be another decisive factor.
However, training alone cannot explain actual musical
performance of subjects exhibiting clear AP abilities
at a very early age (often, between four and ten) who
may be viewed as AP possessors or as belonging to the
AP phenotype [31.398, 399] to be distinguished from
subjects who have acquired AP abilities in years. Some
data show an aggregation of AP possessors within cer-
tain families [31.390, 399, 400], a factor that has been
interpreted as indicating a genetic predisposition for the
development of AP.

A second hypothesis also assumes that there is some
innate disposition for developing AP at an early age
(the time window mentioned in many publications is
from about three to six years of age); acquisition of AP
abilities within this sensitive phase (or critical period)
is viewed as depending on appropriate training aim-
ing at identification of tones according to fixed pitches
and pitch categories, a task that involves of course la-
beling or mapping tones heard. Even more demanding
seems production of isolated tones on hearing or read-
ing a tone name (e.g., Bb

5). Sometimes conventional
music education, which has a focus on relative pitch and
pitch relations rather than on memorizing fixed pitches,
is regarded as a factor deteriorating the initial AP dispo-
sition. Though there is, in certain countries, a practice of
using solfeggio with fixed do, that is, do is always rep-
resenting the note C, children usually learn to sing or
play simple tunes (from which they memorize melodic
contours) as well as intervals and chords with their in-
versions that are fundamental in tonal music. The issue
of acquiring a template of pitch relations effectively re-
placing an initial AP disposition seems controversial for
several reasons. Viewed in evolutionary terms, there are
some indications that, for instance, certain bird species
are responding to both relative and absolute pitch cues
concurrently [31.401]. Though there are some hints that
young children may respond to absolute features of
a melody such as the pitch of the first note or the pitch
range, there are also indications that they respond to

pitch relationships [31.402, pp. 159 f.]. This seems un-
surprising given that basic harmonic intervals like the
octave and the fifth have a natural acoustic and per-
ceptual basis (Sects. 31.1–31.4) so that such intervals
should be learned by children with ease. In fact, chil-
dren take advantage of the pure fifth and the major triad
when processing melodic interval structures [31.403].
The decisive factor for both the development of AP
abilities [31.388] and of good relative pitch perception
indeed seems to be an early onset of musical train-
ing and practice. To be sure, there are more perceptual
and cognitive skills that benefit from early onset of
training (like learning foreign languages) so that this
condition is by no means exclusive to AP. It has been
suggested, for language acquisition, that infants are
able to map critical aspects of a language they hear
into neural substrates so that being exposed to ambi-
ent language sounds could be sufficient to induce such
mappings [31.404]. One might probably see a parallel
for developingAP in children who are exposed to music
and will encode the pitches and intervals they practice,
often on a piano or other keyboard [31.66, 405]. The ri-
valry between AP and relative pitch (RP) might then be
understood so that a mapping of absolute pitches in in-
fancy could be an obstacle for the mapping of scales and
intervals in terms of relative fluid pitch templates later.

Another fact that should be considered when as-
suming an original AP disposition would exist in many
or all of us is the late introduction of absolute pitch
in acoustics and musical performance practice. Though
calculation of absolute frequencies and definition of ref-
erence pitches (by means of the length of organ flue
pipes) became accessible, in round figures, in the 17th
century [31.18], there was no precisely defined concert
pitch before the end of the 19th century (for a histor-
ical review, see the collection of articles in [31.406]
and [31.407]). By about 1885, several European coun-
tries agreed on A4 D 435Hz, and only in 1939 was an
international norm (ISO 16) for A4 D 440Hz settled.
In retrospect, absolute pitches defined by frequencies
(measured in cycles per second (cps) (Hz)) was neither
available to, nor needed for, musical performance prac-
tice in Europe (and elsewhere) before the 19th century.
Two factors that played a significant role in the pro-
cess of standardization were the spread of ET12 as the
predominantly used keyboard tuning (roughly, between
1780 and 1860), and the development of the modern pi-
ano (fortepiano) in about the same era. It is of interest
to note that ET12, the modern piano, and AP concepts,
which became of interest in music education and mu-
sic psychology by the end of the 19th century [31.389],
relate closely to each other. It is this conglomerate that
led to many experiments and their interpretations in the
realm of absolute piano [31.384, 391].
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The third hypothesis plainly states, in a behaviorist
stance, that AP is nothing but a learned ability, and that
almost everybody can achieve AP with adequate train-
ing conducted over a period long enough to make 12
pitch categories accessible from LTM and, if needed,
STM (including sensomotoric coordination in active
AP tasks). A classical case study often cited to prove the
hypothesis is that of Paul Brady [31.408] who managed,
at the age of 32, to acquire AP abilities within three
months, in a tough effort where he spent many hours
on tone and pitch identification. Though his achieve-
ment seems remarkable, it can hardly be compared to
the performance of AP phenotype subjects who can do
with moderate effort in childhood what Brady could as
an adult after heroic training.

In what seems a typical nature–nurture contro-
versy, there is factual evidence for both sides; there
are observations indicating some differences between
AP possessors and nonpossessors in regard to corti-
cal activation patterns and the role of working memory
and associative memory [31.387, 388, 409] and there
are data from surveys of AP possessors [31.399, 400]
relevant for determining possible familial and/or ethnic
aggregation of AP traits. On the one hand, there is evi-
dence for a distinguishable AP phenotype; on the other,
there are many reports on positive effects of musical
training on pitch identification tasks in particular dur-
ing the critical period [31.410]. Also, it seems evident
that members of ethnic groups using tonal languages
such as Mandarin Chinese can acquire AP more easily
(since they have to learn and encode certain pitch cat-
egories fundamental to the use of their native tongue
anyhow). However, in many respects, the differences
between AP possessors and musically trained subjects
with good or even excellent relative pitch (RP) seem
gradual rather than absolute. In experiments where mu-
sically trained RP subjects are employed as a control
group, their scores in pitch and key identification tasks
often are not much different from those of AP subjects
who, to be sure, also show typical errors and limitations
in pitch identification and pitch production tasks. Those
typical errors include [31.385, 390, 392, 411]:

1. Missing the correct identification of the pitch/tone
name of a given stimulus (piano tone, sine tone, or
other) by a semitone up or down, or even by a whole
step up or down.

2. Mistaking the tone/pitch presented for a fifth or
a fourth up or down the target.

3. Identifying the correct category, but not the correct
octave.

In regard to limitations, there are several considera-
tions:

1. Typical findings are that many AP subjects have
low error scores only for a gamut of one octave
or, at best, two octaves (performance of Caucasian
subjects usually is most reliable in the range C4–
C5, and often also good in the range C3–C4, but
markedly deteriorates below C3 and, increasingly
with pitch and register, above C5).

2. Error scores are low for the diatonic tones of a scale,
and markedly so for a diatonic C scale (correspond-
ing to the white keys on a piano) while error scores
are clearly higher for chromatic tones marked by ac-
cidentals.

3. According to observations, performance is to some
extent dependent on the timbre of the tones pre-
sented for pitch identification; error rates increase
for many subjects when tones from instruments
other than the piano (with which most of the AP
possessors are familiar) are used.

4. A final source of errors that is of interest in regard
to categorical perception is a change in the tun-
ing in which tones or musical phrases are played.
Using tones recorded from instruments, piano ca-
dences and excerpts from musical works in major
and minor presented in three tunings (tuned to A4 D
440Hz or detuned by either C40 or �40 cent),
Heyde [31.385] found that the tuning of �40 cent
was correctly identified in nearly 62% of the judg-
ments when the musical excerpt was in a minor
key while identification of a tuning C40 cent of
tones and musical excerpts in major keys was much
poorer (with an average score of only 28:2% cor-
rect).

A factor one might think of for explanation is that
tuning of instruments and concert pitch in orchestras
nowadays often is higher than A4 D 440Hz, and rather
close to 445Hz; AP subjects might therefore be inclined
to take the higher tuning for the concert pitch they ex-
perience with modern orchestras. However, raising the
pitch by 40 cent means A4 D 450:28Hz, a difference
that should be recognizable. Apparently detuning to the
flat side was more noticeable for AP subjects (the score
for correct identification averaged over all conditions
reached 48:8%). There are more reports documenting
that AP subjects have difficulties in correctly identify-
ing intervals in the case where the tuning is changed by
50 cent or a transposition of the tonal context is intro-
duced, while subjects with RP seem to adapt to such
conditions more easily [31.394, 395].

As the data from Heyde [31.385] show, identifica-
tion of keys (with the standard tuning at A4 D 440Hz)
was better than that for tones (77:3% of all judgments
in her sample of AP subjects .nD 47/ as compared to
65:6%), and identification of keys that are frequently
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used in music (such with no or few accidentals) was
better than that for keys with rare occurrence. In re-
gard to the error scores obtained in such experiments,
missing the target by one semitone (up or down the
chromatic scale) seems perhaps the most frequent error
with AP subjects, followed by errors by a whole step
and octave errors. In comparison, errors mistaking the
target for its perfect fifth or fourth are much less fre-
quent (in Heyde’s data, about 2% on average for tones,
and 4:2% for keys). Mistaking the target category by
a perfect fourth or by a perfect fifth notwithstanding the
perceptual difference in tone height indicates that a re-
lational principle of tone qualities as are expressed in
musical intervals, and in the circle of fifths as a percep-
tual and cognitive framework, plays a significant role
also for AP possessors (as was elaborated by [31.390]).
Octave errors may arise from perceptual factors such as
misjudging the tone height of a stimulus due to spectral
convergence and phenomenal similarity between two
complex tones one octave apart (Sect. 31.1.2); this type
of error does not affect correct identification of the pitch
category.

It is not quite clear what the cues are for complex
tones presented in isolation to let subjects accomplish
the task of identifying the appropriate pitch category.
As has been elaborated above (Sect. 31.1.2), the con-
cept of tone qualities taken as saturated elements within
each octave was viewed in parallel to vision of colors.
Bachem [31.48] consequently spoke of tone chroma to
denote this peculiar quality assigned to 12 chromatic
tones for a range of several octaves. However, a tone
quality usually is defined referentially, by the relations
one tone has with others in regard to a scale or the in-
tervals they form [31.52, 72]. Without such a context,
it is still a matter of debate what constitutes a partic-
ular tone quality or tone chroma. Assertions that such
tonal qualities would exist, at least for AP possessors,
as much as chromatic colors may exist for subjects ca-
pable of unimpeded vision, are built upon an analogy
that does not explain the specifics of encoding and re-
trieval relevant for AP abilities. It has been conceded
for a long time even by proponents of a special kind
of tone chroma perception experienced by AP pos-
sessors [31.412, pp. 32 ff.] that perceiving absolute
pitches is neither completely independent of relational
ties nor free from limitations imposed by register, tim-
bre, and other factors. In sum, except for very few
cases (of the child prodigy phenotype like that reported
in [31.396]) there is hardly an absolute AP that would
cover the musical gamut in total as well as hold for
many different timbres. Rather, there are various types
and grades of AP as empirical data (including responses
to questionnaires, self-assessments, error scores from
experiments, etc.) demonstrate. Further, there are many

subjects who have good or excellent RP abilities and
have also encoded a number of fixed pitches because
they have a long experience in tuning their instru-
ments (such as bowed or plucked strings). Usually,
such subjects can both identify and sing or whistle
the relevant pitches. Though they might not qualify as
AP possessors, in a narrow sense, they have encoded
a range of pitches as anchors in LTM that they can
use also in judgments on pitches falling in between
anchor points [31.392]. A general ability to memorize
pitch levels may exist in connection with the mem-
ory for certain songs. Observations on a fairly large
sample of European subjects [31.413] recently showed
that a certain percentage could reproduce a song of
their choice relative to the original within a limit of
˙2 semitones.

Given that AP abilities are often observed in
subjects who learned to play the piano at an early
age [31.66, 405] and taking the role of the piano in mu-
sic education into account, it seems feasible that many
of these AP possessors encode absolute frequencies and
brightness values for a number of complex tones of
a diatonic or even a chromatic scale they experience in-
tensively during the critical period. Piano tones seem
suited to this task since the brightness (measured by the
spectral centroid of complex tones) changes markedly
with pitch. For example, for a chromatic scale C3–C5

played with the sound of a sampled grand piano (MIDI
velocity for all notes was set to 80), the spectral cen-
troid rises from about 1:2 kHz to � 3:2 kHz while f1
of the sounds rises from 130:8 to 523:3Hz. In effect,
brightness can be used as an additional cue to pitch for
each single scale tone even if brightness is not indepen-
dent of pitch but, rather, one component of the pitch of
a complex as well as of a pure tone.

At this point, it should be emphasized that funda-
mental components of pitch as a product of sensation
and perception, namely brightness, tone height, and
tone quality, should not be confused with dimensions.
In regard to models and methods of multivariate statis-
tics, dimensions require to be (a) continuous (represent-
ing variables that, in principle, can express arbitrary
values within lower and upper boundaries) and (b) lin-
early independent (so as constituting an n-dimensional
vector space, see [31.414] and textbooks onmultivariate
analysis). While the condition of quasicontinuous rep-
resentation and measurability obtains (within JND/DL
limits) for brightness and tone height, whose mag-
nitude increases with frequency, tone quality resists
quasicontinuous grading inasmuch as it is conceived in
terms of discrete, nonoverlapping and fairly wide pitch
categories (like the 12 chromatic semitones on a key-
board). In regard to scaling [31.415, 416], there would
be thus interval scales for brightness and height, and
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an ordinal scale of qualities, the latter with the special
feature of octave equivalence. Among the many ob-
jections brought forward against the two-componential
theory of pitch was that, for complex harmonic tones
such as produced by strings, woodwinds and brass,
the percept of musical pitch is unitary and coherent,
and not an aggregate of components [31.54, 55]. Dis-
sociation of components would, therefore, be possible
in abstract analysis (as also [31.37, 56] admits) but
highly irrelevant for music perception where listeners
(and musicians alike) would conceive of the pitch of
a certain tone as a single point in a two-dimensional

pitch–time-space (ordinate: pitch, abscissa: time). The
position of a tone in this space relevant for music per-
formance and pitch perception would be marked by
its fundamental frequency (as in conventional Western
staff notation where the ordinate corresponds, roughly,
to log frequency [31.417]). In fact, reading either a mel-
ographic or a sonagraphic (spectrogram) representation
of musical phrases in a 2-D (two-dimensional) rep-
resentation (ordinate: frequency (lin or log) or cents;
abscissa: time) reveals the structure of pitches, scale
steps and intervals quite clearly [31.93, 137, 306, 418–
420].

31.8 Scales, Tone Systems, Aspects of Intonation

In an evolutionary perspective, pitch perception was
established firmly with vertebrate animals [31.421].
Birds (aves) express themselves by producing elabo-
rate sequences of sounds that rightly are described as
birdsong [31.422]. Many mammals likewise produce
sounds at different pitches, and with different timbre;
such utterances often serve the purpose of communica-
tion in a group, or to attract a female. In certain respects,
human vocalizations are similar to those of other mam-
mals, and music as used among humans can be viewed
as a means of communication, if not survival that had to
be invented in the course of hominid evolution [31.423].
Scale types and melodic patterns have been a topic
often addressed in publications on comparative musi-
cology since they were regarded as indicative of stages
of musical development [31.424–427]. Well into the
20th century (before the advent of modern media and
communication technology), most of the non-Western
music cultures as well as many folk music traditions in
Europe offered a broad range of scales and modal struc-
tures as well as a variety of tunings for instruments.
Early investigations of primitive music (a term not to
be read as derogative but in the sense of medieval Latin
primitivus D the first of its kind) recorded in the field
showed that in some cultures music in fact was very
elementary as melodic formulae oscillate between no
more than two pitch levels about a whole tone apart
(but not always stable and to be viewed as relative pitch
levels). Such forms were recorded in New Guinea and
other remote places (e.g., Andaman Islands). However,
melodic patterns built on a bichord or trichord were
observed also among Finno-Ugrian peoples [31.428].
A lullaby recorded in New Mexico from an old Zuñi
grandmother, in 1950 [31.429, Expl. 2], basically is
a recitation on one stable pitch (G4) with, repeatedly,
a drop to a fourth below (D4) held as a second stable
pitch. In other cultures, prototypes of scales with four

or five pitches were in use (some still are). A host of
pentatonic scales has been observed in Old and New
World cultures.

While those elementary forms of melody oscillat-
ing between two or three relative pitch levels can be
viewed as exploring tone height differences rather than
using distinct scale steps, rudiments of a scale become
apparent for melodic phrases where two whole steps
are combined with a semitone in between or where
a whole tone is combined with an interval of a minor
third (the gamut in both cases is a fourth; for exam-
ples from Australian Aborigines see [31.430]). A fourth
often serves as a frame interval and is filled with two
pitches in between. One of the widespread scales found
in traditional music styles was and still is anhemitonic
pentatony such as comprising the notes C–D–E–G–A.
It offers whole tone steps close enough to each other
to be perceived as neighbors in a scale so as to allow
continuation of a melodic phrase upward or downward
and intervals wider than a whole step to realize more
expressive melodic gestures (in particular if the scale
is extended to the octave). Anhemitonic and hemitonic
pentatonic scales usually consist of stable pitch struc-
tures; in certain regions, the use of neutral thirds (the
size is between a major and minor third) or other inflec-
tions of pitches may occur. In some music cultures the
series of harmonic partials as available on aerophones
and chordophones serves as melodic material [31.431].
Overtone singing (as in Mongolian Chöömij [31.432]),
excitation of harmonic eigenmodes on duct flutes such
as the large Slovak Fujara [31.433] and the use of the
musical bow as in southern Africa are but a few ex-
amples of music based on harmonic partials. Evidently,
there are several principles of scale formation [31.93,
pp. 313 ff.]; a number of music cultures apparently
realize an additive concept in that a nucleus at the
size of a whole tone occupies the center of melodic
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movement from which a few pitches up and down
may be reached [31.428]. Others seem to pursue a di-
visive approach in that frame intervals (octave, fifth,
fourth) are divided into a number of steps. Further,
employing a basically pentatonic scale in a multipart
context can necessitate octave transpositions of scale
tones as one finds in East and Central African mu-
sic genres [31.434, Chap. III]. In addition, the use of
pentatonic modes in parallel voices easily introduces
the fourth as a simultaneous consonance, and men and
women (or men and boys), when singing the same
melodic contour, often proceed in parallel octaves or
fifths (as observed in non-Western and in Western mu-
sical practice [31.424, pp. 42 ff.]). Discovery of the
octave, the perfect fifth and apparently also the per-
fect fourth as fundamental consonant intervals could
be achieved in musical practice, and perhaps without
much conceptualization. Moreover the octave, because
of its natural foundations (Sects. 31.1.2 and 31.4), gov-
erns pitch perception in a way that seems difficult if
not impossible to ignore in musical practice. Also the
perfect fifth and the perfect fourth, for their distinct
interval character and consonance (this applies espe-
cially for the perfect fifth used as a simultaneity) could
serve as fundamentals in many musical structures; in
fact, given their use in various musical cultures and
genres they can be regarded musical near-universals.
Further, the sweetness of major thirds and other conso-
nant intervals apparently was discovered in indigenous
music cultures of Polynesia and parts of Africa be-
fore the advent of Europeans who couldn’t believe
their ears when hearing multipart music that sounded
quite similar to their major tonality, and musicolo-
gists and ethnographers were likewise surprised to hear
melodic patterns based on harmonics (usually, from
the second up to the 11th or 12th) in indigenous and
folk music genres. Also, the tritone (suspect as di-
abolus in musica in medieval music theory) appears
as melodic interval and even in simultaneities, in folk
music contexts (e.g., vocal and instrumental music of
Slovakia).

The variety of scales and modes (as to this con-
cept [31.435]) utilized in vocal and instrumental music
of many ethnic groups and cultures of course is the
result of developments that are complicated as histor-
ical processes (and outside of the scope of the present
study). In regard to the genesis of the tone systems that
became basic to European art music, from about me-
dieval times into the 20th century, one should, however,
take notice of ancient Greek music theory (as well as its
survival and partial reformulation in Persian, Arab, and
Indian sources).

As has been emphasized in works on the history of
mathematics, speculations on ratios of small integers

can hardly be separated from empirical investigations
in which string lengths corresponding to basic musi-
cal intervals were measured [31.436, Part. 2]. It was
fairly easy to derive basic musical intervals from sec-
tions of a string on a kanon (the antique predecessor to
the medieval monochord) as is evident from the sectio
canonis of Euclides (third century B.C.E.; see [31.437,
pp. 133 ff.] for the Greek text and a German transla-
tion; also [31.296, Chap. 14]). Euclides explains the
relations of tones and intervals by line sections, which
can be viewed as representing string sections. When he
argues that consonant (in the Greek text: symphonous)
tones give rise to but one sound in which they fuse, it is
clear that he must have experienced by ear the intervals
he elaborates on. Similarly, when Aristoxenos (fourth
century B.C.E.), in his Harmonics [31.438, Chap. 7,
pp. 158 ff.] explains the whole step as the difference
between a (perfect) fifth and fourth, and the differences
between concords and discords within the range of an
octave, he refers to the actual experience of music, in
particular to melody. Though mathematical speculation
was a genuine part of Greek music theory (and vice
versa [31.296, 436]) it must have included empirical
observations early on. For example, basic intervals of
the Pythagorean tone system can be derived by both
a mathematical and a geometrical procedure (the lat-
ter applicable to line or string sections). In a context
where the notion of harmonia is viewed as the principle
uniting things that are unlike among each other, Philo-
laos (fifth century B.C.E. [31.439, p. 689], [31.438,
pp. 37 f.]) determines the magnitude of harmonia (the
octave) by the fourth and the fifth. The difference be-
tween the fifth (2=3) and the fourth (3=4) is a whole step
(8=9). He then states the tones between which intervals
of a fourth or a fifth exist and concludes that the octave
comprises five (whole) tones and two dieses. From the
text, the tonal organization of the octave can be derived.
A whole step can be subtracted two times from the
fourth; one whole step subtracted from the fourth leaves
the minor third (27=32) while two whole tones sub-
tracted from the fourth leave a remainder (the leimma
243=256). The process of subtracting two whole steps
from the fourth can be carried out also arithmetically;
in a modern syntax this would read like

.4=3/=..9� 9/=.8� 8//D 256=243 :

In addition, the leimma can be found by a progression
in fifths. One has to take notice that, in Greek music
theory, scales are usually conceived in a downward di-
rection. Five pure fifth downward from a given tone, the
leimma is reached

f  c g d a e :
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Corrected for the octaves traveled, the ratio of the inter-
val is calculated as

..2=3/5/� ..2=1/3/D 256=243 :

Without going into details pertaining to the construc-
tion and history of tone systems in antiquity and their
survival in the Middle Ages in Europe and the Near
East [31.52, 71, 73, 296, 438, 440, 441], the point of in-
terest here is that the Greek Dorian scale, which is
regarded as reflecting Pythagorean approaches to scale
construction in progressions of fifths most clearly, has
a parallel in the common European melodic major scale
(Fig. 31.18)

Evidently, there are two identical tetrachords (Greek
tetrachord means four strings) in both scales joined
by a whole tone. The scale in question is suited for
melodic lines, and intonation patterns of violinists come
close to it [31.89]. However, the major third 81=64
(a ditonus since adding two whole tones 9=8) is too
wide to fuse in a simultaneous interval, and this defi-
ciency was already known in the Middle Ages when
the use of major thirds in compositions of art music
became an issue (early examples can be found, for
example, in the so-called Robertsbridge Codex, dat-
ing circa 1350 [31.305]). Moreover, there was music
composed (or adapted from folk music patterns already
existing at the time) where parallel major and minor
thirds are a constitutive feature like in the famous No-
bilis, humilis from the Orkney Islands, a hymn from the
12th century written in praise of St. Magnus, Earl of
Orkney [31.442]; parallels to Nobilis, humilis are found
in Norwegian folk music.

The Greek theorist Archytas of Tarent (fourth–third
century B.C.E.), according to Ptolemy (Harmonikon,
p. 30 ed. Düring [31.297, p. 47]) elaborated on three
different tetrachords, the diatonic, the chromatic, and
the enharmonic. The intervals in these three tetrachords
spanning a perfect fourth are

.9=8/� .8=7/� .28=27/D 4=3; which equals

1512� 1701� 1944� 2016
.32=27/� .243=224/� .28=27/D 4=3

1512� 1792� 1944� 2016
.5=4/� .36=35/� .28=27/D 4=3

1512� 1890� 1944� 2016 :
It is easy to see that the three tetrachords have one
interval in common (the diesis 28=27D 2016=1944)
and that the whole numbers Ptolemy introduced for
demonstration are just expansions of the fractions. The
diatonic tetrachord offers a septimal whole tone 8=7
besides the common whole step 9=8, the chromatic

Tetrachord Tone Tetrachord

Dorian

C-major

e’ d’ c’ b a g f

9/8 9/8 256/243 9/8 9/8 9/8 256/243

c d e f g a b

e

c’

Fig. 31.18 Dorian scale and melodic major scale

tetrachord has a minor third 32=27, and the enharmonic
a just major third 5=4. Though it seems that Archy-
tas did try to describe tonal relations that were in use
at his time [31.438, pp. 43 ff.], [31.443, pp. 413 f.],
Ptolemy criticized some of the ratios as not fitting ap-
propriate melodic intervals he was familiar with when
played on a kanon. He, therefore, offered alternative so-
lutions [31.297, p. 33 ff.], which include a tetrachord
labeled

Diátonon sýntonon

.10=9/� .9=8/� .16=15/D 4=3;

in whole numbers

504� 560� 630� 672 :

This tetrachord comprises two different whole tones
which, in combination, result in the just major third:
.10=9/� .9=8/D 5=4. The difference between the
two whole tones is a syntonic comma (expressed in
cents, 9=8D 203:9 and 10=9D 182:4 cent; the syntonic
comma thus is 21:5 cent). The difference between a ma-
jor third 5=4 and the perfect fourth 4=3 is the diatonic
half tone of 16=15D 111:7 cent. Ptolemy claimed that
all the intervals he calculated can be tested by attun-
ing an eight-stringed kanon in a precise manner. The
diatonon sýntonon had a prerunner ascribed to Didy-
mos (first century), whose diatonon was of the form
.9=8/�.10=9/�.16=15/; both became the blueprint for
the modern harmonic scale, which can be written as
noted in Fig. 31.19.

The ramifications of Greek and Hellenistic music
theory were that several principles of scale construc-
tion were explored, some with a specific mathematical
background such as defining intervals as superparticular
ratios, .mC 1/=m, a process that gives relevant musical

c d e f g a b

9/8 10/9 16/15 9/8 10/9 9/8 16/15

1/1 9/8 5/4 4/3 3/2 5/3 15/8 2/1

c’

Fig. 31.19 Harmonic major scale
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intervals in a straightforward way; for example,

Evaluate ŒTable Œ.mC 1/ =m; fm; 15g��

turns out the list
�
2;

3

2
;
4

3
;
5

4
;
6

5
;
7

6
;
8

7
;
9

8
;
10

9
;
11

10
;
12

11
;
13

12
;
14

13
;
15

14
;
16

15

�

Though such operations may seem removed from mu-
sical practice, this is not the case since intervals of the
size 7=6 (the septimal minor third of 266:9 cent) had
a musical function. In the Greek tone systems, the in-
terval 7=6 is that between the tone called mese (the
middle one) and the trite (a tone in the tetrachord above
the mese [31.52, 71, 438]). Adding a diesis (paramese–
trite) to a whole tone (mese–paramese) gives .9=8/�
.28=27/D 7=6. Such intervals were apparently part
of musical practice at the time of Archytas [31.443,
pp. 413 ff.] and are employed in genres of Near East-
ern music to the present where also very small steps
corresponding to the chromatic and, in particular, en-
harmonic genus as described by Archytas and other
Greek theorists survived [31.370]. One can measure in-
tervals such as 7=6 and even 36=35 in Turkish Ney
music [31.418]. The whole tone 10=9 besides that of
9=8 can be found on fretted string instruments such as
the Azerbaijan lute tār [31.93, p. 318, Tab. 18].

Perhaps the most basic operation relevant for the
construction of tone systems and a variety of scales is
a progression in fifths and fourths from whatever start-
ing point is chosen. A sequence of five fifths (in down-
ward direction) gives the leimma 256=243 (90:2 cent),
a sequence of seven fifths upwards the so-called apo-
tomē (2187=2048D 113:7 cent, another semitone). Ev-
idently, leimma and apotomē add up to the whole step

.256=243/� .2187=2048/D 9=8 :

Going eight fifths down from a given tone yields a com-
plicated fraction, 8192=6561,which is, however, a close
approximation to 5=4. The difference is less than 2 cent
and thus below the threshold for pitch. For example,
the tone Fb (eighth fifths down from C), when put
into the same octave, is almost identical with the just
major third above C (Fb D 384:4 cent, NED 386:3 cent).
Thus, it is possible to derive an almost just major third
by a progression in fifths, a process described by Şaf“ı
al-D“ın Urmavi, one of the leading scholars of Persian-
Iraqi music theory, in the 13th century [31.73, Chap. 3].
He developed a scale comprising 17 tones per octave,
which includes not only a number of almost just thirds
but also the minor whole tone in addition to the major
whole step and a septimal whole tone 7=8 (as expressed

in string length; expressed in frequencies, it would be
8=7).

With the reception of Greek and Hellenic music
theory in Europe, beginning in late Roman times and
pursued up to the 15th century [31.440, 441], many
of the intricacies of the Greek tone systems, their di-
vision into tetrachords and their internal organization
according to the three genera (diatonic, chromatic, en-
harmonic) were still known as is evident from Boethius
(around 500 AD) whose treatise De institutione musica
became most influential for medieval theorists. Guido
of Arezzo, in his Micrologus (circa 1026 AD) refers to
dissonances arising from false intonation of singers as
well as from sharpening or lowering the size of a cer-
tain interval too much [31.444, pp. 134–135]; several
manuscript copies of the Micrologus include passages
where Guido is criticizing singers to substitute a diesis
for a semitone. It can be shown [31.440, p. 162 f.] that
the diesis Guido had in mind is the diesis 28=27 of
Archytas; added to the whole tone 9=8 it gives a sep-
timal minor third: .9=8/� .28=27/D 7=6. Echoes of
antiquity were not just a matter of numerological spec-
ulation which, to be sure, must always be viewed in
conjunction with geometrical diagrams and measure-
ments on the monochord; mensuration of organ pipes
played a role as well [31.441, 445]. Apparently, even
musical practice at certain places included systematic
microtonal inflections of pitches in basically diatonic
melodic textures as can be traced in the Tonary of St.
Bénigne de Dijon (Antiphonarium Codex Montpellier,
late 10th century [31.446, p. 565 ff.]).

The fundamental problem experienced, in music
theory and instrument building, in the course of the
Middle Ages and ever since, is that of incommen-
surability: intervals and their multiples derived from
different prime numbers do not converge. It was known
to Greek theorists that a chain of 12 fifths was not equal
to seven octaves: .3=2/12¤ .2=1/7. The 12 fifths over-
shoot the seven octaves like the ratio 531 441 W 524 288;
the difference is small but significant and amounts
to 23:46 cent (known as the Pythagorean comma). To
make 12 fifths equal seven octaves (this is the range
spanned by the progression in fifths), the interval of
the fifth must shrink by a small amount to 2:996615=2
instead of 3=2. However, this is a modern calculation in-
volving decimals while medieval music theory still was
based on small integer ratios; besides the superpartic-
ular ratio .mC 1/=m, there was the superpartiens ratio
.mC 1C n/=m like the major sixth 5=3, and the mul-
tiplex ratio as in the octave 2=1; further, certain com-
binations of these proportions were allowed [31.440,
p. 64 ff.]. In Pythagorean tuning, a perfect fifth of
course comprises a perfect fourth and a whole tone. If
the fifth is conceived to span from the diatonic note B
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to the accidental F#, to be perfect, the fifth would need
the following intervals (leimma, tonus, tonus, leimma,
apotomē):

256/243 * 9/8 * 9/8 * 256/243 * 2187/2048 = 3/2

B c d e f f#

Tuning a chain of 12 fifths up and down from a center
(g) would result in such a scheme

ab eb bb f c g d a e b f# c# :

There are 11 perfect fifths and, to force the chain into
a circle, one interval c# - ab that falls short of a perfect
fifth at 678:5 cent (sometimes labeled wolf fifth for its
howling sound quality). Of the major thirds, eight are of
the Pythagorean ratio 81=64 but four are almost just due
to the schismatic equation known from Şaf“ı al-D“ın Ur-
mavi (see above). Pythagorean tuning can be assumed
for the 14th century (as reflected in organ dispositions
and surviving music of the time [31.447]). Tunings and
temperaments became an issue when, around 1350–
1400 AD, works appeared that made use of the major
third as a simultaneity. A long controversy was started
among theorists before, in the 16th century, both the
major third (5=4) and the minor third (6=5) as well
as their complementary intervals (the minor sixth 8=5
and the major sixth 5=3) were acknowledged as conso-
nances, along with their extensions into the next octave
(minor and major tenth, etc.). Gioseffe Zarlino [31.448,
Lib. I, Cap. 36–40], [31.305, p. 72 f.] applied both the
arithmetic and the harmonic mean to the division of in-
tervals and demonstrated that the fifth contains the just
major and the just minor third.

In regard to tuning, in collections of early organmu-
sic like the Buxheimer Orgelbuch (� 1460=70) there
are pieces that still feature fifths and fourths as fun-
damental consonances; however, there are also pieces
where in particular the long held final chord includes
a major third (e.g., no. 216, where the final chord is
C3�G4 �E5), indicating that the tuning of organs had
changed, or was about to change at that time, from
a basically Pythagorean pattern to one that could ade-
quately account for major thirds. For example, Ramos
de Pareja [31.449, Cap. 5] proposed a tuning that com-
bines a number of perfect fifths and just major thirds.
By about 1600, the major and minor third and their
complementary intervals were widely in use. Works
like the Paduana lachrimae (written by John Dow-
land and adapted to keyboard by Sweelinck and other
composers of that era) are full of simultaneous thirds
that bring the emotional message of the piece to the
fore.

The just major third 5=4, which had been calcu-
lated in antiquity (see above), introduced another prime

number into music and thus intervals incommensurable
to their Pythagorean counterparts. It was not possible
to tune a conventional keyboard so that it offered per-
fect fifths and just major thirds for all keys. Among
the host of solutions that were tried, beginning in the
15th century, we find various temperaments (aiming at
a compromise between tuning in fifths and tuning in
major thirds) on the one hand, and expansion of the
number of keys per octave on the other (for detailed
accounts see [31.450–453]; for mathematical aspects
see [31.53, 319, 454]). Quite often, both approaches
were combined to result in keyboard instruments that
had from 14�31 or even 53 keys per octave and offered
either a regular temperament or a selection of pitches
from just intonation. Around 1600–1700, the most com-
mon approach to tuning was that of so-called meantone
temperament, which actually comprises a variety of
tunings.Meantone temperament was invented to feature
just major thirds, of which up to eight can be realized
on a keyboard tuned to so-called quarter-comma mean-
tone temperament (Fig. 31.20; the signs 0;�1;�2;C1
denote comma differences of tones/pitches relative to
tones in the 0-series of fifths).

The temperament that was advocated by Michael
Praetorius [31.455], among others, is implemented by
tuning four pairs of just major thirds (bb � d� f#, f�
a�c#, c�e�g#, eb�g�b), just thirds being written in
the vertical and connected by the sign j in this scheme.
With only 12 keys per octave available, the price to be
paid for no less than eight just major thirds is a detuning
of the remaining four major thirds (which are 428 cent
wide). In addition, most of the fifths (written in horizon-
tal direction and connected by : : : in this scheme) are
narrowed by 5:5 cent while its complementary interval,
the fourth, is widened by the same margin in order to
sum to the octave (696:5C503:5D 1200 cent). Adding
two such narrowed fifths and subtracting an octave, the

f# .... c# .... g# ....–2

d .... a .... b ....e ....–1

bb .... f .... g

eb bb f

....c ....

c#f# ....

ad

+11 +5.5 –5.50 –11

....0

+1

Cents deviation relative to just intonation

Fig. 31.20 Scheme of quarter-comma meantone tempera-
ment for 12 keys
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c c# d eb e f f# g g# a bb b c’

75.5 310.5 386 503.5 579 696.5 772 889.5 1007 1082.5 12001930

Fig. 31.21 Quarter-comma meantone
scale

meantone of 193 cent is found (which is 11 cent flat
relative to the major second 9=8� 204 cent). A prob-
lematic interval in 1=4-comma meantone temperament
is the fifth g#� eb which, at 738:5 cent, is far too wide.
The total error of this tuning system relative to just into-
nation pitches can be reduced significantly if the system
would be expanded beyond 12 pitches and tones per oc-
tave (expansion would be possible to the right of the
bracket in Fig. 31.20 as well as to the left side). With
only 12 keys/pitches per octave, the scale tuned to 1=4-
meantone temperament is as displayed in Fig. 31.21.

The intervals are given in cents, which of course is
a modern measure based on logarithms (for historical
approaches to meantone temperaments [31.450–452]).
Evidently, the pitch of the tone d, calculated as the
geometric mean, is in the middle of the major third
c�e (numerically, the meantone can be calculated fromp
.5=4/D 1:11803D 193:2 cent), which makes d the

meantone to c and e; by the same relation, f# is the
meantone between e and g#. The scale comprises two
different semitones, a chromatic (75:5 cent) and a di-
atonic (117:5 cent), which are suited for the highly
chromatic music of the 17th century. The scale of-
fers c#, f# and g# as well as eb and bb but lacks
db, gb and ab as well as d# and a#; thus, the major
and minor chords that can be actually played on an
organ in 1=4-comma meantone tuning, with little in-
harmonicity of the resulting sound patterns [31.456]
are C;F;G;Bb;D;A;E;Eb and c; g; a; d; e; b; f#; c# (up-
percases = major, lowercases = minor). Among the
intervals available in 1=4-comma meantone tuning are
two augmented sixths (eb � c# and bb� g#) that are al-
most 966 cent wide, which is very close to the natural
seventh 7=4� 969 cent. It seems that Frescobaldi and
Scheidt recognized this option for enhanced harmonic
expressivity in some of their keyboard works [31.452,
pp. 341–343].

It should be noted that Fogliano [31.457, Lib. III,
Cap. 2/3] had proposed a harmonic division of the
monochord, which yields a scale analogous to the
harmonic scale; the fifth d� a in this scale (10=9�
16=15� 9=8� 10=9D 40=27� 680:5 cent) is one syn-
tonic comma flat of a perfect fifth. Also, d� f is
a minor third (32=27� 294 cent) one comma flat
against the just minor third (6=5D 316 cent). To pro-
vide for correct intervals (the fifth d� a and the per-
fect fourth f� bb), Fogliano inserted two more tones
(the d above c as 9=8 and the bb as 16=9 [31.458,
pp. 70 f., pp. 106 ff.]). The 14 tones/pitches included

25
24C 16

15B 81
80D 16

15D 25
24B 16

15E 25
24F 27

25B 25
24G 16

15B 16
15A 81

80B 25
24B 16

15H C

Fig. 31.22 Fogliano’s monochord division

in Fogliano’s scale [31.457] (plate fronting fol. XXXV,
tone designations are his) can be seen in Fig. 31.22.

This scale can be written (including cents [31.459,
p. 94 f.]) like in Fig. 31.23.

If ordered in a tone net of pure fifth and just ma-
jor thirds [31.52, p. 242], these 14 tones=pitches yield
a structure similar to that shown in Fig. 31.20 except
that the fifths are now perfect (Fig. 31.24).

With these 14 tones=pitches, eight just major chords
(C, F, G, D, A, E, Bb, Eb) and seven just minor chords
(c, g, a, d, e, f#, c#) can be played. Thus, if this sys-
tem would be implemented on a keyboard instrument,
with two additional keys a great improvement of the
tuning and the range of just intervals and chords could
be achieved. In fact, in particular during the second half
of the 16th century and the first half of the 17th cen-
tury, there were many attempts at developing keyboards
with more than 12 keys per octave [31.450, 452, 460].
One of the reasons was to accommodate the chromatic
and enharmonic styles of music aiming at a renais-
sance of musical genera known from Greek antiquity;
another was to solve the problems left with meantone
tuning. A practical solution implemented on a num-
ber of organs and also on harpsichords was to expand
the keyboard by one or two subsemitonia, namely split
keys that were needed for d# and eb as well as for g#
and ab to get rid of the so-called wolf fifth (g#� eb
has 738:5 cent in 1=4-comma meantone temperament).
The difference between the g# available in this tuning
(Fig. 31.20) and an ab needed for certain chords (ab

major, f-minor) but not available with only 12 keys is
the diesis 128=125� 41 cent, which is the difference
between three just major thirds and the octave (e.g.,
c� e�1 �g#�2 D 1158:9 cent; the exponent�1, �2 in-
dicates the pitch is one syntonic comma or two flat
compared to the note of the same label in a chain of per-
fect fifth; see below). Consequently, to make meantone
temperament workable in most or even all keys, one
needs more than 12 pitches by adding from one or two
subsemitonia to split keys for the five accidentals (some
instruments had additional keys also for e#� fb and for
b#� cb). Otherwise, one has to restrict the gamut to
a central range of keys. The gamut of keys that can
be played in 1=4-comma meantone temperament with
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c’ c#–2 d–1 d eb+1 e–1 f f#–2 g g#–2 a–1 bb bb+1 b c’

1/1 25/24

70 182 316 386 498 568 702 772 884 996 1018 1088 1200204
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Fig. 31.23 14-Note-scale (derived
from Fogliano)

f# c# g#–2

d a be–1

bb f g

eb bb

c d0

+1

Fig. 31.24 Pitch structure derived from Fogliano’s 14-tone
scale

a standard keyboard (12 keys) usually is from Eb to
A (that is, from three flats to three sharps). Most works
of the era conform to this range. Some require notes
that are not available, or only in some approximation
that might, however, be acceptable when viewed from
expressing affects such as distress and grieve by means
of extreme chromaticism [31.453, p. 179 ff.], [31.451,
p. 237 ff.].

Around 1680–1750, a range of well-tempered tun-
ings for keyboards with just 12 keys per octave had been
developed that form a compromise between tuning as
many just thirds as possible (implying imperfect fifths
and fourths as in quarter-comma meantone tempera-
ment) and tuning perfect fifths (implying Pythagorean
intervals, see above). The problem is to determine
pitches suited to representing intervals based on three
prime numbers f2, 3, 5g in such an approximation to
just ratios that all tones are usable both as melodic and
harmonic intervals with the constraint that only 12 keys
and pitches are available on a conventional keyboard.
The number of tones/pitches needed for all intervals
to be realized in major and minor keys is fairly large;
the regular 53-tone temperament that was favored by
Bosanquet [31.51] and Helmholtz offers a good approx-
imation for intervals based on prime numbers f2, 3, 5g.
If also intervals based on the prime number seven are
considered, such as the natural seventh (4=7) available
as the seventh harmonic on wind and brass instru-
ments, and actually used in musical practice (from folk
music of Norway, Slovakia and Switzerland to Ben-
jamin Britten’s Serenade for tenor, horn, and strings,
op. 31), the number of pitches per octave goes up sig-
nificantly [31.52]. In any event, the basic condition is
n� m, where n is the number of pitches/tones required

per octave for just intonation or good approximations to
just pitches, and mD 12 is the number of keys actually
available on a conventional keyboard to be tuned ac-
cordingly. Hence,well-tempering (from Latin temperari
= to adjust, to balance) comes down to an optimization
process where one must try to find best fits according
to several criteria, among them usability of all tones
in melodic and harmonic functions in as many keys
as possible, along with a high degree of consonance
and a low degree of roughness. Nowadays, these goals
can be achieved on an algorithmic level and by means
of signal processing [31.318]; by about 1680, theo-
rists could not but calculate manually (though some did
already with the help of logarithms that had been intro-
duced, in the 17th century, into calculation of musical
intervals and tunings [31.450, 451]). In practice, mu-
sicians in general had to find proper pitch assignment
to the 12 keys from their professional experience in
tuning organs, harpsichords, and clavichords; the tem-
peraments implemented on keyboards had to stand an
empirical test, namely that of expert listeners such as
J.S. Bach taking part in examinations of newly built
organs. To conclude from historical reports, sensitivity
for judging by ear different tunings (and their rela-
tive deficiencies) must have been very high. The task
of well-tempering gained urgency when compositions
ventured into sharps and flats outside the gamut well
covered by quarter-comma meantone (e.g., D. Buxte-
hude, Praeludium in E, BuxW 141). Proposals for well-
tempering such as offered by Werckmeister [31.461,
462] should not be confused with equal temperament
(ET12); a well-tempered tuning typically offers inter-
vals (fifths, thirds, semitones) of different size and so
also maintains differences between keys with respect
to degrees of consonance versus beats or roughness.
A well-tempered clavier, therefore, has to be distin-
guished from a keyboard tuned to equal temperament
(ET12). There have been many hypotheses as to Bach’s
recipe for tuning a harpsichord or organ [31.463–466].
Though differing in details, these proposals all converge
on a nonequal temperament for which indications can
be found in the keys as well as in harmonic and melodic
textures in Bach’s works for keyboards (in particular,
organ works [31.467, 468]). Recently, a new evalua-
tion of Book I of Bach’s Well-Tempered Clavier has
been carried out [31.469] by employing dissonance cal-
culations based on the approach of Sethares [31.318].
Also, organ temperaments relevant for an adequate
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performance of Bach’s works have been evaluated em-
pirically [31.470].

While quarter-comma meantone temperament and
concepts of well-tempering were in use, also equal
temperament was pursued both empirically and by
means of calculation. Among the empirical approaches
there was Vincenzo Galilei’s proposal of fretting a lute
to the ratio 18=17, which leads to semitones of
99 cent [31.459, p. 57]. On a theoretical basis, there
were attempts to find an equal temperament by ge-
ometrical divisions of the monochord whereby the
Pythagorean comma (23:5 cent, the excess of a se-
quence of 12 perfect fifths against seven octaves, see
above) was split in small proportions to each of the 12
fifths [31.451, 459]. A strictly arithmetic equation for an
equal temperament (ET12) derived from a subtle com-
pression of the fifth away from the perfect ratio can be
written thus (in a modern syntax)

SolveŒ.x=2/12� .2=1/7 DD 0; x�==N :

The set of solutions includes x! 2:996615, the value
mentioned above, and also x! 1:49831, which re-
sults as a decimal from the fraction 2:996615=2. Ex-
pressed in logarithms, 1200 log2.2:996615=2/ is ex-
actly 700 cent, the size of each fifth in ET12. Calcu-
lation of equal temperament was performed, in Europe,
by Simon Stevin (probably 1585, or around 1605), who
returned to the issue known from Euclid’s critical ac-
count of Aristoxenus that the octave comprises six equal
tones. After some initial attempts [31.17, Chap. 2.3],
[31.451, p. 179 f.], Stevin calculated the tempered mi-
nor third from

4
q

1
2

and the major third from

3
q

1
2 :

He came very close to exact values for all 12 semi-
tones. His treatise though was not published before
1884. Shortly before Stevin, in China the prince Chu
Tsai-yu is said to have calculated ET12 by about 1584,
however, the approach he took apparently is based on
proportions and divisions of string lengths while a more
abstract calculation of

12
q

1
2

for the semitone as it seems is not stated explicitly as
a mathematic formula in his works [31.471, 472].

There were several concepts of tempering a chain
of fifths so that a circle could be formed [31.459,
p. 156 ff.]. Johann Neidhardt [31.473] offered a number
of temperaments, still using a monochord for divisions

of strings; a criterion featured in his concept for tun-
ing fifths and major thirds in different circles are beat
frequencies. His final proposal [31.473, p. 50 ff.] for an
equal tempered scale was still derived from proportions,
to result in fifths that are all 1=12 of a Pythagorean
comma narrowed, major thirds that are all 7=12 comma
wide, and minor thirds all narrowed by 8=12 comma.
This is in fact ET12. However, at the time ET12 had
been calculated correctly, it was hardly put to practice,
for several reasons. One had to do with the laborious
process of retuning in particular organs, another with
the results of retuning that were found musically un-
satisfying. As Mattheson [31.474, p. 144 f.] criticized,
semitones tuned to ET12 all sound out of tune, namely,
if one does not hold them as such but against the
singers and instruments, in particular the trumpet [: : :].
Mattheson correctly recognized that the beat frequen-
cies in ET12 change wildly with register and interval
(the term gleichschwebende Temperatur that was used
in many German publications as a synonym for ET12 is
incorrect and misleading).

The quest for ET12 around 1700–1750 has to be
viewed in regard to developments in music and mu-
sic theory. Concepts of modes and clausulae derived
from the eight Gregorian modes (and their expansion
to 12 by Glarean, in his Dodecachordon [31.475]), had
been complemented with new ideas concerning major
and minor. A decisive factor was the acceptance of the
just major and minor third as consonances and a dis-
cussion of how to use them in triads and harmonic
progressions (as elaborated by [31.448]). Though tra-
ditional concepts of mode lasted well into the 18th
century, even with modifications (as is evident from
many works of J.S. Bach), the distinction between hard
and soft keys (according to major and minor thirds) in-
herent in a diatonic scale d� e� f� g� a� b� c was
found relative because every note of the scale could be
changed by alterations up and down as needed [31.476,
pp. 14–15]. Heinichen [31.477, 478] presented a circle
(Musikalischer Circul) as a guide to understand rela-
tionships between common major and minor keys as
well as a guide for modulation between such keys in
a situation where an organist needs to improvise in
a preludium. He [31.477, p. 262, Sect. 6] explained that,
in the genus chromaticum covering the sharps, the mu-
sically relevant extreme would be reached with H-Dur
(B-major), and in the genus enharmonicum covering
the flats, at Bb minor (which Heinichen saw as a tone
(tonus, key) hardly in use anyway). Further expansion
around the circle, Heinichen warned, would be of no
avail; this remark does not support the idea that modula-
tion through all 24 keys was intended or that the Circul
of 1711 reflects ET12. The compass regarded as musi-
cally relevant by Heinichen [31.477] is from five sharps
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Fig. 31.25 Musicalischer Circul (after [31.478])

to four flats at the utmost. The circle in 1728 was closed
by equating d# with eb, and dismissing, besides eb, keys
that would have called for even more flats (Fig. 31.25
from [31.478, p. 837]).

Even though the 1728 Circul did not necessar-
ily presume ET12, at least some well-tempered tuning
close to ET12 seems implied in the circular arrange-
ment of keys. In musical mathematics it was known that
a chain of pure fifths could not be transformed into a cir-
cle and would result in a spiral instead if continued over
many octaves [31.319, p. 156 f.]. However, there are
concepts comparable to a circle of fifths outside of equal
temperament like the cycle of T. hat. in north Indian mu-
sic [31.366]; also Chinese historical sources from the
Zhou period onward [31.479, pp. 65–67] elaborate on
chains of pure fifths and fourths as a backbone of musi-
cal scale construction.

In regard to the normative interval of the perfect
fifth, Drobisch [31.480, p. 32] described ET12 as but
one special case of the system of fifths besides
other variants (of which he reported and calculated sev-
eral [31.480, 481]). However, ET12 became the stan-
dard tuning for Western music as played on keyboards
since the fifths and fourths in this tuning system are

–2-series h fis cis gis dis ais eis his

–1-series c g d a e h fis cis gis dis

–0-series as es b f c g d a e h

+1-series fes ces ges des as es b f c g

+2-series bes fes ces ges des as es

Fig. 31.26 Tone net from pure fifths
(3=2) in the horizontal and major
thirds (5=4) in the vertical

nearly perfect and the major and minor thirds as well as
the corresponding sixths are tolerable; the major third in
ET12 at least is less prone to creating roughness than the
Pythagorean 81=64 interval. With the spread of ET12
the rivalry between several prime numbers as a basis
for musical intervals as encountered by Fogliano and
Zarlino had been solved. But also ET12 has its cost: the
chromatic scale in ET12 consists of 12 equal steps of
100 cent each and neither offers a chromatic (25=24D
70:67 cent) nor a diatonic (16=15D 111:73 cent) semi-
tone; the very term chromatic thus is misleading inas-
much the distinct qualities of scales and modes based
on different semitones (as are used in truly chromatic
works, e.g., Sweelinck’s Fantasia chromatica) have
been eliminated. Also eliminated with ET12 on key-
boards are differences in the relative consonance or dis-
sonance of major and minor chords played in different
keys that are clearly perceived in quarter-comma mean-
tone temperament, prompting composers to express cer-
tain affective and emotional states by using different
keys. Such differences were still available, to some ex-
tent, with well-tempered tunings, some of which can
be regarded as outperforming ET12 since a gradation
of keys is maintained while none of the intervals and
chords sounds harsh (e.g., sixth-comma meantone, Val-
lotti/Young; [31.482, Chap. 18–5]). A problem intro-
duced with ET12 on organs is the discrepancy between
two tunings; while the pitches of the keyboard are now
in ET12, pipes in the mixture stops are still in just into-
nation. A combination of both gives rise to audible beats
and roughness in particular if major thirds are included
in the pipe ranks (as in a historical Terzzimbel, which is
very present in the sound of an organ).

The process of rationalization and simplification
that led to ET12 has consequences for music theory,
too. The development of modern major and minor
tonalities in the 16th and 17th centuries as well as the
chromaticism that became a formative factor demanded
more than 12 (pitches/tones) per octave both in concep-
tualization and in musical performance. If one opted for
just thirds in triads, and seeing that the just major and
minor third add up to the perfect fifth (as Zarlino did),
the implication is a web of pure thirds and fifths as em-
bedded in a tone net (Fig 31.26).
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For readability, the tones/pitches are designated
here with their labels as are used in Germany and neigh-
boring countries. The series are ordered vertically with
respect to syntonic commas; for example, in just into-
nation the tone as .ab/ in the +2-series is two syntonic
comma higher in pitch than the corresponding tone in
the 0-series while the tone h (b) in the -2-series is two
commas lower than the tone h in the 0-series. The tone
net shown in Fig. 31.26 of course is a section of a struc-
ture than can be extended in the vertical and in the
horizontal as far as is needed (if one incorporates also
intervals based on the prime number 7, the structure be-
comes three-dimensional; [31.52] and below).

As is obvious from the tonal relations involved,
a simple cadence C�a�F�d�G�C in just intonation
would require the following tones and pitches

�1� series d a e h
0� series f c g d

There are two different tones for d relative to the cen-
ter, cD 1=1, which have frequency ratios 9=8 and 10=9
that would be used in the d-minor and in the G-major
chord respectively. If we consider another simple ca-
dence in minor c� f�Bb �Eb � f�G�C, it is clear
that the f-minor chord needs an ab from the +1-series.
The quest for enharmonic instruments in the 16th and
17th centuries [31.450] must be viewed, besides the
aspect of exploring the ancient genera, as a serious at-
tempt to give melodic and harmonic tonal relations as
conceived and elaborated in compositions an adequate
musical and acoustical realization. As one can hear and
apprehend from cadences played on instruments like
the Clavicymbalum universale (19 tones/pitches per oc-
tave [31.455, Cap. XL]; a replica was built by Keith Hill
in 1983, now in the Organeum at Weener/Frisia), differ-
ences between chords with flats and chords with sharps
are distinct and identifiable (of course, with appropri-
ate training). In sum, the long struggle with tunings and
temperaments as was pursued from about 1400–1800
would have been abandoned much earlier if differences
in the tuning of scales and chords had been musically
and perceptually irrelevant.

With the implementation of ET12 as a standard, the
history of scales, as von Hornbostel [31.483, p. 13 f.]
once put it, inevitably ends. Though chromaticism is
found embedded in 19th century works written for the
modern piano (for contrasting examples from Renais-
sance, Baroque, and 19th century music see [31.484]),
it lacks the tension generated from two (or more) differ-
ent sizes of semitones; the concept enharmonic totally
changes its meaning under the constraints of ET12 in
that, instead of marking a distinctive difference be-
tween sharps and flats (e.g., g# vs. ab), both can be
now substituted for each other by means of so-called

enharmonic equivalence. Hugo Riemann, eminent mu-
sic theorist, insisted that the difference between keys far
apart relative to the circle of fifth (like gb and f#) can
be apprehended and even perceived (in inner percep-
tion that does not require actual sensory input [31.485])
from reading scores. Riemann [31.486, p. 117 f.] main-
tained that orthography is a decisive factor for music
cognition, and for cognitive processing of harmony in
particular while the effect of different keys taken as
enharmonically identical would vanish for the listener
of music. Riemann thus advocated an approach where
musical textures have to be conceived (and heard in
inner perception) in the tone system that represents
pitch relations in just intonation while execution and
sound production would be done in some temperament
that would more or less level those differences (one of
his major studies was on Beethoven’s piano sonatas).
Riemann, who at the beginning of his career followed
concepts that aimed at giving music theory acoustical
and psychoacoustic foundations as were provided by
Helmholtz [31.28] and pursued also by Arthur von Oet-
tingen, another physicist and music theorist known as
a proponent of harmonic dualism [31.487, 488], later
retreated to a dichotomy of music as conceptualized in
Tonvorstellungen [31.489], on the one hand, and mu-
sic as played and heard, on the other [31.300, 305]. In
contrast, both Helmholtz and Oettingen regarded just
intonation as the acoustical, perceptual and conceptual
fundament of harmony, and both also owned special
keyboard instruments to explore harmonic sequences
in just intonation. Stumpf [31.490], acknowledging that
the major and the minor tonality call for a dualistic per-
spective in harmony, but seeing that part of the formu-
lations given by Oettingen and Riemann were at odds
with common musical experience, tried to reconcile the
sensory and the cognitive approach by stating that con-
sonance and dissonance is a matter of sensation while
conceptualization of harmonic structures is achieved in
terms of concordance and discordance, respectively.

There are good reasons to take just intonation (JI) as
an acoustical and psychoacoustic basis as well as a valid
reference system for music theory: evidently, most of
the complex sounds used in music are composed of har-
monic partials so that chords combining harmonic com-
plexes again superimpose perfectly if their fundamen-
tals are in small integer ratios (Sect. 31.6.4). A chord
played in JI has a clear and unambiguous sound struc-
ture, which in turn allows clear determination of tonal
functions and harmonic relations among chords [31.52,
488]. Moreover, virtual pitches are elicited under this
condition in an unambiguous way, and the difference
between a major and a minor chord based on the same
tone and fundamental (say, C-major, c-minor, both in
root position, f1 at 244Hz) can be demonstrated em-
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pirically as one of virtual pitch and not one of spectral
centroid or brightness [31.305]. Therefore, if one would
want to investigate concepts such as Rameau’s basse
fondamentale in a precise manner, it should be done
with chord sequences realized in just intonation. JI is
not advocated for obscure numerological speculation
or a tedious effort for purity of intonation but for the
sake of giving music theory, and in particular harmony,
a valid acoustic and psychoacoustic basis as well as
a meaningful reference system. Different from the time
of Helmholtz, Oettingen, and Riemann when JI was
awkward (and costly) to realize on keyboards, calcu-
lation of relevant pitches (see Appendix in [31.52] for
a closed system of 171 pitches based on prime number
f2, 3, 5, 7g ratios) and implementation as a software–
hardware platform nowadays is feasible [31.318].

If no particular precision is required or wanted, for
both musical performance and conceptualization, ET12
will do. It is in fact kind of a ‘mean tone system’ in
many regards. First, the tritone in this system is cal-
culated as the geometric mean that exactly halves the
octave. Second, the semitone in ET12 is about the aver-
age between a chromatic and a diatonic semitone, and
the two thirds in this system are about the average taken
from the just and the Pythagorean ratios (however, with
a closer approximation of Pythagorean values). So, if
one assumes that intonation of singers and instrumen-
talists, in many if not most areas of Western musical
practice, lies somewhere in between the two systems
(Pythagorean, JI), the probability that data from mea-
surements will approach more or less ET12 pitch values
is high in particular if such data are averaged per pitch
class (as in many publications on intonation); aver-
aging data this way unfortunately disregards melodic
and harmonic functions of tones/pitches within musical
structure. What is achieved thus, is interpreting aver-
aged intonation data referenced to an averaged ET12
system of pitches. Further, to keep things plain in terms
of categorical perception, one may suggest that a pitch
in music should be viewed as representing a diatonic
scale step and its low and high alterations as well as
a broad range of intonation patterns admissible for that
pitch [31.55]. Such a view implies perception of pitches
always can be reduced to that of pitch categories in
a diatonic scale. To simplify things even further, one
might add some assertions like the difference between
a natural seventh (969 cent) and that available on a pi-
ano (1000 cent) would be within the tolerances of the
ear anyway so as to justify neglecting it. If empirical
data indicate otherwise [31.374, 377], one can still ig-
nore them to keep things simple for elementary music
education or similar purposes outside musical science.

Intonation in musical performance should realize
certain scale types, modes and harmonic structures. In-

tonation can be guided (and is also limited) by sensory,
cognitive, sensomotoric, acoustic, technical and other
factors. For a singer or instrumentalist, a note in a con-
ventional notation indicates f1 of a certain tone that he
or she aims to produce. However, notation often is only
relative as, for reasons of convenient reading, simpli-
fications in regard to accidentals might be made (in
particular, to avoid double accidentals). In effect, of the
� 35 pitches that can be expressed per octave [31.50]
without introducing additional symbols for intonation,
often a selection is used that serves readability rather
than precise intonation. If enharmonic equivalence is
applied to accidentals, notation cannot escape ambigu-
ity with respect to pitch information. Hence, intonation
of advanced tonal music (such as string quartets, saxo-
phone quartets, or orchestral works) requires harmonic
analysis that must be done before any performance
takes place. As part of such an analysis, intonation
signs have to be added to the conventional notation as
needed [31.52]. Musicians familiar with certain gen-
res and their harmonic and interval framework may not
need such auxiliary information, however, one has to
remember that musical performance often is done in
public and with the constraints of real-time execution;
therefore, to reduce stress as well as notational ambi-
guity, auxiliary intonation signs can help. If notation
is ambiguous in regard to pitch information and into-
nation, musicians in general try to do as good as is
possible, playing or singing a pitch that they are cer-
tain fits the relevant pitch category, with an option to do
some fine-tuning in an ensemble in particular on long-
held notes. One can observe subtle pitch adjustments in
chords in small ensembles performing madrigals, even
of the truly chromatic and enharmonic genus (for an
instructive audio demonstration, listen to the CD ac-
companying [31.491] as well as to recordings of madri-
gals from Monteverdi and Gesualdo performed by The
Consort of Musicke, London). The same mechanism of
pitch adjustment toward JI is observed in barbershop
singing [31.374, 377] and also in string and saxophone
quartets unless extensive vibrato is used by one or
several players. Vibrato, which was sparingly used in
Baroque music (and despised still by Leopold Mozart
as a violinist), has become a means not only of oper-
atic expression (as in belcanto singing) but also a means
to disguise intonation deficiencies or insecurity. Vibrato
extent measured in lyric singing can exceed˙100 cent,
on single notes [31.492]. In Fig. 31.27, vibrato of
a soprano singing the word Engeln in Richard Wag-
ner’s Lied Die Engel (Wesendonck-Lieder) is shown.
Pitch oscillates widely around B4; detailed analysis
with a gammatone filter bank revealed that the pitch
shifts between � 505Hz and � 585Hz (a range of �
250 cent).
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Fig. 31.27 Vibrato, soprano singing
one word (Engeln), pitch shifts around
B4

Though listeners in general can derive a mean pitch
from tones played with regular vibrato [31.493], vibrato
to the extent shown in Fig. 31.27 blurs tonal structures.
On the other hand, microtonal inflections as are pro-
duced by string bending on an electric guitar in blues
and rock music often span a well-defined pitch range,
and can be perceived accordingly. A musician produc-
ing precise string bendings as did the late Stevie Ray
Vaughan in songs like Texas Flood [31.494] of course
controls with his ears the sensomotoric process of fin-
gering and applying force (increasing with pitch) to
a string up to a target pitch level. Sensomotoric action
and auditory pitch control are thus parts of a systemic
feedback loop.

One last aspect to be included into this section is the
assertion according to which a number of non-Western
music cultures use scales in some equal temperament
(ET). A popular view is that gamelan sléndro expresses
ET5 and that the scale known from Thai gong chimes
and xylophones (as in piphat ensembles) is in ET7.
Hence, slendro is understood as 5� 240 cent and the
Thai scale as 7� 171:4 cent. Also a number of African
xylophones have been viewed as expressing either ET5
or ET7 (for background information see [31.93, 248,
495]. It seems that Alexander J. Ellis introduced the
thesis of non-Western ET scales, unfortunately from
measurements that can be called superficial at best. His
argument, in short, was that there is not one natural
scale (i. e., a scale based on small integer string or fre-
quency ratios) but many different scales. To underpin
his claim of diversity, Ellis strangely enough stressed
that not only Europeans were using ET but also cultural
groups as far away as South East Asia. Ellis’ thesis has

been reiterated time and again even though empirical
data on idiophone tunings was scarce before empirical
measurement could be done with suitable equipment
and precision (i. e., from about 1970 to the present).
Moreover, most studies on non-Western scales and
tunings started from measurements of single spectral
components (for example, by low-pass filtering com-
plex inharmonic sounds) whereby frequency readings
of the lowest spectral peak in each sound were taken as
representing its pitch as well as a scale step in a cer-
tain tuning. Such an approach might hold for harmonic
complex tones where one might regard f1 as decisive
for (place and periodicity) pitch, with the other har-
monics reinforcing the overall periodicity (Sect. 31.4).
In complex inharmonic sounds, however, there can be
a number of strong spectral components in frequency
ratios quite different from fn D nf1, nD 1; 2; 3; � � � (see
analyses in [31.93]), which may be perceived as dis-
crete spectral pitches. In addition, a number of strong
inharmonic components in a sound can give rise to a vir-
tual pitch at a frequency other than that corresponding
to the lowest mode of vibration (as found in the spec-
trum). To illustrate the problem, one example shall be
given. Taking a saron ricik in slendro tuning (a metal-
lophone of six bronze plates corresponding to six keys;
the instrument in question is part of the Gamelan Kyahi
Timbul, manufactured in Yogyakarta), the f1 compo-
nents from six keys/sounds are displayed in Fig. 31.28.

Though one interval is considerably larger than the
theoretical 240 cent, and another one smaller (as is typ-
ical for most slendro tunings), one could still take these
differences as deviations from a mean scale step in-
tended as realizing ET5. However, if the sounds from
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Cents 236.8
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1114.04

Fig. 31.28 Javanese saron ricik,
slendro tuning, spectral f1 frequencies
and cents
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Fig. 31.29 Javanese saron ricik, pitch
frequencies (AC and SHS). AC pitch
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Fig. 31.30 Javanese saron ricik,
slendro tuning, measured pitch
frequencies (AC, SHS) and cents

the six plates and keys are subjected to a measurement
of virtual pitches (by either AC or SHS algorithm, see
Fig. 31.29), the deviations from a unit step assumed to
be close to 240 cent do not disappear; instead, a scale
of unequal steps becomes more likely as the five in-
tervals between six keys are now as can be seen in
Fig. 31.30.

Evidently, the octave is slightly enlarged at
1210 cent. Though the series of pitches measured does
not lend to viewing slendro as ET5, it seems pos-
sible that Javanese musicians regard all intervals as
functionally equivalent (the Javanese concept of pathet
apparently combines features of key, range, and perhaps
also mode [31.496]).

31.9 Geometric Pitch Models, Tonality

Concepts of scales and modes often involve geomet-
rical structures (as does the very concept of a scale).
Ordering of tones was done in a spatial arrangement at
least since the time of Archytas. There are many tech-
nical terms in Greek music theory that are derived from
geometry (or the other way round, geometrical con-
cepts derived from measurement of string sections on
the kanon [31.436, Part. 2], [31.443]) such as diastema
(interval on a straight line or string) and horoi (end-
points of a line or string, also the two points that define

an interval). That which is divided by two horoi is a dif-
ference (hyperoché), most of all, a difference in pitch.
There are more terms and concepts with a geometrical
background that have implications also for perception:
Aristoxenus elaborates on the topoi of tones, which
is the range within which so-called movable tones
(kinoumenoi) can change their position while certain
tones (hestotes, the tones framing tetrachords as well
as whole steps at the bottom of the tone system and be-
tween disjunct tetrachords) are fixed in pitch [31.438].
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The term topoi here refers to the positions a movable
bridge or fret can take on a kanon; a change of topos
means a change in the interval structure within a tetra-
chord, and a difference in pitch or pitches. According to
Aristoxenus [31.438, p. 135 f.] there is a limit for the
smallest difference that can be adjusted precisely on the
kanon and also identified by ear (this of course is not
a JND but a musically relevant interval, a small diesis
that roughly is about 40 cent wide). The tones of the
Greek tone systems (11, 15 or 18 tones either spanning
an octave plus a fourth or two octaves [31.71], [31.438,
p. 11 ff.]) can be conceived as ordered along a dimen-
sion low–high. One of the interesting issues discussed
in Greek musical mathematics and philosophy is the
problem of discrete entities and continuous magnitudes
(as well as their distinctive differences and possible re-
lations). The musical concepts of interval, boundaries
and difference are part of this discourse.

One has to take the historical background into ac-
count when studying medieval sources on scales or
even modern publications on pitch. In Herbart’s model
of a one-dimensional Tonlinie [31.497, 498], tones are
considered as points in a continuum; tones can be com-
pared with respect to their linear distance. The idea
behind this concept is that stimuli such as tones differ in
certain parameter values, for instance frequency; differ-
ences are quantifiable and can be expressed as distance
functions. In regard to sensation, it can be assumed
that a growing difference in parameter values results
in decreasing similarity or increasing dissimilarity of
pairs of stimuli (Sects. 31.1, 31.7); hence, the effect on
sensation can likewise be expressed as a distance func-
tion [31.93, p. 404 ff.]. Stumpf [31.39, p. 144] agreed
to Herbart’s concept, stating that the manifold of pure
tones has but one dimension. The decisive argument
for Stumpf was that, of any three tones A, B, C, only
one can be in the medial position. Consequently, the
three tones must fall on the same line. Wundt [31.499,
p. 59 f.] added that it is simple tone sensations (sen-
sations of sine tones of a given frequency) that make
up the continuous manifold of but one dimension. Also
Mach [31.500, p. 217] agreed on the one-dimensional
construct, saying that the series of tones has to be
viewed as an analogy to a space of one dimension,
which can be conceived as a vertical line (since tones
are ordered along this dimension from low to high in
pitch) or as a line that runs in a median plane from front
to back. Mach held that a series of tones (which are
sensed as pitches) does not have symmetry; this implies
there is no center or reference point. However, accord-
ing to Mach sensation of a certain tone must be fixed to
one distinct place in this one-dimensional tonal space.

The one-dimensionalmodel of tones reflects aspects
relevant for manifolds and continua as mathematical

and physical structures; it might be recalled that Leib-
niz and Brentano had discussed foundations of continua
while Riemann and Helmholtz contributed to differ-
ential geometry and higher-dimensional spaces [31.93,
p. 404 ff.]. Stumpf [31.303, p. 165 ff.] underpinned
the idea that one-dimensional continua of pitches (Ton-
höhen), intensities, brightnesses, etc. are conceptual
abstractions, while any tone we hear of course does
have a pitch, an intensity, and a brightness as inherent
properties. However, the construct of the Tonlinie could
have been judged as unsuited for psychophysics since it
disregards a basic perceptual experience, namely octave
equivalence. A more appropriate model was proposed
by Opelt who, in a preliminary booklet in [31.501]
and in a more detailed publication of [31.313] offered
a theory of pitch perception based on sequences of
impulses and periodicity detection. He tabulated the in-
tervals within one octave (see the Table in Fig. 31.31,
no. 23) as logarithms corresponding to millioctaves,
that is, 1�oD 1000

p
2D 21=1000 D 1:0006934. The just

major third 5=4 has (in rounded figures) 322�o, the
perfect fifth 3=2 has 585�o; in ET12, the major third
has 333:33�o, the fifth has 583:33�o, and the tritone
of course has 500�o. Opelt did not advocate ET12
except as a compromise needed for keyboard tuning. In-
stead, he [31.313, p. 40 ff., 66] correctly saw that ET31
would be needed as a tuning where all major chords 4 W
5 W 6 W 7 W 8 could be played with good approximation to
just harmonic intonation. Since 31 tones and pitches per
octave is a temperament that affords ingenuity and costs
if implemented on a keyboard [31.382, 383], Opelt dis-
missed the natural seventh (his chord scheme thus
became 4 W 5 W 6 W K W 8) and suggested 19-tone equal
temperament (ET19) as a pitch and tone system relevant
for conceptualizing music while, for practical reasons,
ET12 would have to do on keyboards. To be sure, di-
vision of the octave in ET19 was propagated later also
by Yasser [31.502]. The pitches and tones available in
ET19 include a nearly just minor third 6=5 (315:8 cent)
and an almost just major third (379 cent) while the
fourth is about 7 cent wide (505:3 cent) and the fifth is
about 8 cent narrowed (694:7 cent).

Opelt’s approach included fundamentals of vibra-
tion and pitch, consonance and harmony, as well as
aspects of rhythm perception, which are all treated
from the fundamental principle of isochronous pulse
sequences. It is of interest to note that he apparently
was the first to offer a geometrical model of pitch in
three dimensions. He first derived numerical calcula-
tions for two scales (ET19 for apprehension of music
and ET12 for the limitations imposed by keyboards)
along with a geometrical model that comprises the rel-
evant sections on various (linear and logarithmic) lines
(see Fig. 31.31, no. 19, included in [31.313] as plate
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Fig. 31.31 Tone
curves, tone
circles and
tone column
designed by
F.W. Opelt [31.313,
501]

VI). As a next step, his scales are transformed into cir-
cles (Fig. 31.31, nos. 20, 21) which also permit the
finding of the pitches/tones for chords in each key. Dif-
ferent from later models, the cross-section of the circle
(C–M in no. 21) in fact is not meant to yield the tritone
in ET12 that Opelt considered musically irrelevant. The
point M opposite the starting point C is only needed for
symmetry within each octave. Finally, the logarithmic
line (C0c0 in no. 19, labeled Toncurve = tonal curve by

Opelt) representing the pitches is wound around a cylin-
der whose base is the circle of pitches. Complementary
intervals adding up to the octave (e.g., fourth and fifth,
major third and minor sixth) are found on the same or-
dinate. With the ascent of the logarithmic pitch scale
wound around the cylinder (labeled Tonsäule = tone
column; Fig. 31.31, no. 22), the scale becomes full cir-
cle after exactly one octave. The model Opelt designed
nicely accounts for the rise of absolute frequency values
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per octave; therefore, the helix angle of the tone curve
increases in proportion to the frequency level reached
in higher octaves.

Opelt’s model was adapted by Drobisch [31.481,
503], who, however, changed the concept inasmuch
as Opelt’s conceptualization of just pitch relations (al-
ready simplified to ET19) is now further simplified to
ET12. As a consequence, the circle of ET12 pitches
is halved by f# opposite the starting tone/pitch of c.
Drobisch [31.481, p. 35 ff.] refined Opelt’s model by
implementing radii from the center of the tone circle to
the tones located on the tone curve wrapped around the
cylinder [31.481, Fig. 3]. Thereby, he obtained a helix
(like a staircase in a round tower [31.300, p. 24]).

Opelt’s model of a spiral of tones/pitches wrapped
around a cylinder and Drobisch’s adaptation became
fairly influential; Lotze [31.57, p. 212 f.] referred to
the model and explained the musical scale phenomenon
as a combination resulting from linear elevation (on
the ordinate) and a declination sideways (with respect
to the tone curve). From the perspective of his two-
componential theory of pitch, Révész [31.37, p. 20] ar-
gued that a representation of the continuous element of
pitch (height) together with the periodic element (tone
quality) can only be achieved in a three-dimensional
model like the spiral. He objected, though, on the
grounds that the spiral would be ostensive yet not quite
correct since its curvature does not account for the con-
stant direction of tone height (since it rises linearly,
a straight line would be more apt). Révész [31.56, p. 75]
included a graph of the spiral wrapped around a cylin-
der into his account of two-componential pitch; it was,
however, close to Opelt’s original version and not the
helix designed by Drobisch. To avoid misinterpreta-
tions, one has to observe that, in the spiral or helix
model, two components of pitch are mapped on a ge-
ometrical construct of three dimensions. As has been
underpinned above (Sects. 31.1, 31.7), these compo-
nents cannot be regarded as independently variable (at
least not in a musical situation where common instru-
ments and vocalists generate tones).

A slightly modified construct of the tone column in-
volving the spiral was presented by Ruckmick [31.504]
who suggested a tonal bell as a geometrical model to
incorporate another spatial attribute of sound: volume
(Chap. 32). Wellek [31.505, 506] gave a detailed anal-
ysis of pitch and tonal attributes (height, brightness,
volume, weight, density) that are variable as a func-
tion of frequency in regard to their dimensional (or,
rather, nondimensional) structure. He [31.505] argued
that, in musical perception and cognition, time would
also be conceived spatially, and indeed is a dimension
of tonal space since music and even a simple scale un-
folds in time. The only other true dimension is that of

low–high. In order to incorporate several components
from the range of tonal attributes, a possible geometri-
cal representation according to Wellek [31.505] would
look like a slim cone or pyramid, however askew with
the base close to the front and the peak more back in
space (to account for volume, similar to the tonal bell
of Ruckmick).

More recently, Opelt’s spiral and Drobisch’s helix
have been expanded to a double helix and even more
complex structures by Shepard [31.507, 508]. One as-
pect not covered explicitly in the tonal column of pitch
is the relation of tones in a chain of fifth as well as
its variant, the circle of (tempered) fifths (Sect. 31.8).
Though it is obvious that the diatonic and the chro-
matic scale can be derived from a chain of perfect
fifths ordered into one octave, the ascending tone curve
(Fig. 31.31) does not reveal the progression in fifth as
a separate dimension. Taking complex tones composed
of sinusoidals spaced in octaves and garnered under
a symmetrical spectral envelope [31.78], one can, to
some extent, isolate tone quality by keeping the spec-
tral centroid relevant for the sensation of both tone
height and brightness of sounds constant (Sects. 30.2
and 31.1.2). With tone height and brightness kept on
the same level, a scale of so-called Shepard tones thus
is a movement in a plane circle. From the circle of tem-
pered fifths then a double helix can be formed [31.507,
Figs. 2, 3], which, together with the chroma cycle of
ET12, results in a double helix wrapped around a torus
in four dimensions. If the linear dimension of height
is added, a five-dimensional structure incorporating the
double helix wrapped around a helical cylinder re-
sults [31.507, 508].

The model is consistent in regard to certain require-
ments, namely, invariance under transposition, octave
equivalence, and uniformity of scale steps. These re-
quirements in general are fulfilled if one uses ET12 as
is done by Shepard who [31.508, p. 316, Footnote. 4]
also relies on categorical perception to anchor his model
on the chroma cycle so as to disregard the distinction
between a sharp of one note and the flat of the note
just above (e.g., C# versus Db). The five-dimensional
model, impressive as a geometric structure, is linked to
findings from probe-tone experiments [31.509], which
also employed Shepard tones. The probe-tone method
demands that subjects rate how well a probe fits to
an element presented before. Elements can consist of
diatonic or chromatic scales, single chords, or combi-
nations of chords such as cadences. Perhaps the most
common element is a diatonic scale in either major or
minor followed by the probe tone. Also chords and
cadences in major and minor have been employed in
a host of experiments. The judgment done by sub-
jects on scales of 1 (poor) to 7 (good) apparently is
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one involving a goodness-of-fit estimate. For each trial
one obtains a profile; for instance, 12 chromatic Shep-
ard tones are presented as probes following a diatonic
scale based on any of the these 12 chromatic pitches
(also in ET12). Data from such experiments have been
subjected to multidimensional scaling (MDS), and the
findings have been interpreted as reflecting an internal-
ized hierarchy of tonal relations [31.327, 509].

Most of the probe tone profiles obtained from
such ratings exhibit a characteristic shape that is rem-
iniscent of another profile, namely that of roughness
and dissonance versus consonance as developed by
Helmholtz [31.28] and repeated in a host of studies
since (Fig. 31.12). For example, the following probe
tone profile was obtained from a group of 45 students
in an introductory course in music psychology (Ham-
burg, December 2001) for a C-major scale presented
with synthesized piano-like tones (Fig. 31.32).

Since the ratings are on an ordinary scale, median
values (dashed line in Fig. 31.32) were calculated along
with the means. The highest ratings are found for C
(median = 6:0, mean 6:0) and G (mean = 5:29, median
= 6). The other diatonic scale tones also obtained higher
mean and median ratings (ED 4:24 mean, median = 4)
than the accidentals, of which C# scored lowest (mean
= 2.44, median = 2). The tone B scored high at 5.58
(mean) and 6 (median), which is unsurprising since this
probe tone is a repetition of the diatonic scale (C, D,
: : :, B) offered before as context. The ratings for D, E,
F, G, and A can also be explained from both the general
familiarity musically trained subjects have with a C ma-
jor scale and from the effect of STM in which the whole
scale will be stored. Different from the short buffer
available in language as a phonological loop [31.510],
STM for tone sequences and thus scales, is much

Median values
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Probe tone

7
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Fig. 31.32 Probe-tone profile, C-major scale, 12 probe
tones C, C#, D, : : :, B based on means obtained from 45
subjects; dashed line = median values

greater [31.218] and can easily accommodate the con-
text which, in this experiment, took about 2:7 s presen-
tation time. The probe followed after a break of 250ms
and lasted for less than 500ms, thereby the diatonic
scale offered as context, the break and the probe add up
to� 3:5 s (this is a time window assigned to STM even
from a conservative perspective [31.373, Chap. 4]).
The probe can be compared to the complete diatonic
scale to assess whether it fits from a musical point of
view; probes representing diatonic scale steps thereby
should receive significantly higher ratings than acciden-
tals, what in fact they did (Fig. 31.32). In addition, there
is a psychoacoustic effect if the probe is in marked dis-
sonance with the scale and in particular with the last
note of the context. The mean values for 12 scale tones
in Fig. 31.32 correlate positively at rxy D 0:5 with the
means of consonance ratings for 12 intervals (from uni-
son to major seventh) shown above in Fig. 31.12; since
the data were obtained from two independent samples
(2001, nD 45; 2009, nD 51), the correlation indicates
that sensory consonance–dissonance plays a role also
in probe tone ratings. Leman [31.511] demonstrated in
simulation experiments involving a model of the audi-
tory periphery as well as an echoic memory module that
probe-tone profiles can be generated from the acousti-
cal input (even from Shepard tones) without reference
to hierarchic tonal schemes stored in LTM. Evidently,
the context stored in STM as a sequence of pitches is
sufficient for a perceptually driven comparison of the
probe to the context in order to find whether or not
the probe fits. This bottom-up processing approach is
corroborated by findings from event-related potential
(ERP) studies, which show that musicians are faster in
encoding a regular sequence (Neuhaus [31.512] condi-
tion PoDo) than nonmusicians. Apparently, musicians
need about three tones to make preliminary inferences
as to the structure that is processed. Such inferences
seem to involve expectancies about the direction in
which a sequence is likely to continue as well as
the shape it might adopt (there are indications that
a frontal N300 component occurring in a time range
of � 300�600ms after onset relates to expectancies
with respect to sequential processing; see discussion
in [31.513]). While processing of auditory input stored
in STM seems feasible for rather short and simple tone
sequences in regard to feature extraction and compar-
ative tasks (e.g., an estimate of the goodness-of-fit of
a probe tone), more complex structures call for the
involvement of LTM. Consider, for instance, identifica-
tion of modal structures in music where listeners have
to analyze a melodic-diastematic formation in order
to recognize which tones carry certain modal func-
tions (like repercussa, finalis, confinalis [31.435, 514]).
Guido (Micrologus, cap. xi) remarked that we can only
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identify a mode beyond doubt after the very last note
has been heard. One of the reasons is that a scale at
the base of a mode can be different in upward and
downward direction (as is often the case in Arab and
Turkish Maqām/makam and in Indian Rāg [31.365,
366]). To provide even expert listeners with some aide-
mémoire to recall complex modal structures interwoven
with characteristic melodic patterns, Arab and Turkish
classical music offer the Taqsim/taksim (as a fairly ex-
tended introduction to a maqām/makam) and North and
South Indian classical music likewise offer an Alap in
a similar function to introduce the Rāg succeeding it.
Recognition of extended modal structures embedded
in elaborate melodic-diastematic formations of course
requires that listeners can reactivate their knowledge
stored in LTM.

Finding the tone center or even the key of a piece
of music has been achieved algorithmically, in a num-
ber of studies many of which used artificial neural
networks (ANN [31.328, 329, 515–517] and [31.327,
Chap. 4]). Experimental data suggest that the tone
center, like pitch in general, is an emergent property
that appears if a processing unit (an ANN or possi-
bly a human) is exposed long enough to appropriate
sound stimuli. Apparently, there are processes of self-
organization in ANN (once they have been trained)
capable of determining relationships between chords
and keys organized in the ET12 circle and to store the
results as schemata [31.518, 519]. Moreover, it has been
shown in many experiments that ANN can accomplish
a broad range of classificatory tasks from pitches and
keys to meter, rhythm, timbres, and even genres and
styles (see, for example, articles collected in [31.520]).

The causal approach to tone semantics [31.328–
330] can draw on features inherent in tonal sequences
and chordal patterns (in particular if realized with
complex harmonic tones in JI). The normal cadence
I–IV–I–V–I in Western harmony can be conceived as
combining three triads related by perfect fifths and
fourths; the consonance of fifths as well as identical
tones in pairs of chords accounts for the perceptual
affinity of chords within such a cadential schema. (In
a probe chord experiment conducted with 45 students
in 2001 in our institute, the G-major chord played with
complex tones following a C-major chord as a ref-
erence did yield a mean of 4.47 on a scale of 1�7;
SDD 1:29.) Human listeners familiar withWesternmu-
sic of the 18th and 19th century will make inferences as
to a tonal center (or a sequence of several centers in
a symphony or sonata) of a work they listen to from
the occurrence of certain chord progressions, caden-
tial schemata, as well as from the metrical accents and
formal structure in which parts are arranged. For ex-
ample, in a short and fairly simple piece like Chopin’s

Prélude in A-major the tonic occurs on the first quarter
of the first bar, to be followed by the dominant sev-
enth (bars no. 1, 2) and recursion back to the tonic in
bars 3 and 4, etc. Thus, the center is clearly marked
by the T �D7 � T progression that is a standard fea-
ture of indicating tonality and/or key. The only mildly
surprising part of the work in question comes in bar
12 where a phrase ends on a F#7-chord. The note f#
of this chord relates to the tonic by a minor third; F#7,
as a seventh chord, can be conceived as the dominant
of B (which, in turn, is the secondary dominant (in
Riemann’s terminology,Wechseldominante, DD) to A).
The harmonic tension thus generated, however, is re-
leased in a plain progression of major chords F#7!
B! E7! A based on relations of fifths and fourths,
respectively. Listeners familiar with Western harmony
will have no difficulty in finding the tonal center and
to apprehend harmonic functions of chords in musical
textures like this. One could argue that the Prélude men-
tioned makes use of tonal schemata that demonstrate
a natural as well as a logical organization; both aspects
played a role in music theory from Zarlino to Riemann,
and beyond [31.521, Chap. 16], [31.52, 300, 305]. Rie-
mann [31.486, 522] developed an elaborate system of
tonal relations and harmonic functions that reflects their
logical character (in terms of propositions involving
thesis, antithesis, and synthesis) as much as their nat-
ural foundations (the graded affinity of tones due to
different degrees of consonance). This system can be
condensed into a geometric structure (Fig. 31.33) where
c is the center [31.523].

Riemann’s system of harmony was devised to an-
alyze and describe works composed between, roughly,
1700 and 1850. He devoted special studies to the pi-
ano sonatas of Beethoven, among other subjects. By
the time of Beethoven, tonal harmony had evolved into
advanced modulations while the fundamental cadential
schemata familiar to listeners were still in use. A study
of Western tonality of course cannot dispense with the
historical background that is suited to reveal the very
gradual transition from modal polyphony to functional
harmony inmusic andmusic theory, between circa 1400
and 1750 [31.458, 524, 525]. For this process one can
find a sample of typical and also a number of rather
untypical cases both in theoretical writings and in musi-
cal compositions. Take, for example, one of Josquin des
Prés’ so-called gospel motets (In principio erat verbum)
marking the transition from the 15th to the 16th century.
In this work (recorded by, among others, René Clemen-
cic and Musica Antiqua and Prague Madrigalists), one
may observe many features known from modal tech-
niques [31.526] while the cadences exhibit also strains
already pertaining to major–minor tonality. In contrast,
there are works written in the 20th century that fully ex-
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Fig. 31.33 Riemann’s system of
tonal relations and tonal functions
(after [31.523, p. 81])

plore harmonic tonality and also incorporate elements
known from modality (e.g., Vaughan Williams’ Fanta-
sia on a Theme by Thomas Tallis). To account for the
harmonic structure of works such as VaughanWilliams’
Fantasia or complex chordal textures as offered by
Wagner (as in the Tristan-Vorspiel) or Strauss (in Sa-
lomé and other works), resorting to 12 pitch classes and
a circle of 12 chromatic tones conceived in ET12 (by
analogy to the 12 keys of a piano) is inappropriate. For
example, in the Fantasia the so-called five-chord mo-
tive (based on a progression G�F�g�Ab�Gb) alone
calls for 12 different tones/pitches. Even a composition
clearly written for keyboard like the first duetto from
part III of the Clavier-Übung by Bach (e-minor, BWV
802) according to the notation supervised by Bach has
17 pitches; this is a fact to be considered as evidence in
an analysis of the melodic and vertical interval structure
and, consequently, in regard to intonation. If one con-
cedes this duetto can be played on a keyboard with but
12 keys and pitches, it is likely that by such a reduction
some ambiguous intonation and a loss of the distinct-
ness of intervals used in both melodic progression and
simultaneity will be introduced.

The point that seems decisive for music theory and
psychology is whether tonal relations embedded in in-
terval and chord structures of musical works open to
analysis shall be realized acoustically as pitch struc-
tures so that a correspondence between the two is
achieved (within close limits). This is an issue that
has led to debates and practical solutions as early as
the Renaissance (for instance, Vicentino’s 1555 treatise
and his attempts at practical realizations of enharmonic
music [31.450, 491]) and ever since. In the 19th cen-

tury, Helmholtz [31.28], Bosanquet [31.51], von Oet-
tingen [31.487, 488] and Shohé Tanaka [31.527] were
among the leading scholars who advocated JI along
with enharmonic keyboard instruments capable of ren-
dering audible tonal structures far beyond diatonicism.
Of course, such instruments were difficult to master
and useful rather for demonstrating how specific chord
progressions and modulations found in certain works
of music were conceived, and should be apprehended,
in analytical listening. One of the means of analysis
that was recommended to be used in combination with
enharmonic keyboards was the so-called tone net of per-
fect fifths and just major thirds proposed first by the
mathematician Leonhard Euler [31.528] as a means of
describing tonal relations in a clear and comprehensive
way. The physicist and music theorist Arthur von Oet-
tingen [31.487, 488] took up this concept [31.529]. He
argued that, with respect to a tonal center defined by
a certain tone and pitch (say, c), the tones and intervals
shown in Fig. 31.34a are perceived as related.

The tones closely related to the center are the major
third above and below this tone and the fifth above and
below the center tone (the relations establish two sym-
metry axes). Also related to the center (but to a lesser
degree) are the major third above and below the two
fifths above and below the center. In sum, there are
eight tones connected in this way to each center. To be
sure, similar schemes adopted by Eitz and some other
researchers reduced the number of tones related to the
center to six (two fifths, two major thirds, two minor
thirds).

Riemann [31.489, p. 19 ff.] adopted the reduced
version of the tone net; the reason was that he saw
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a constant shape of three tones forming either a major
or a minor chord.

Major

a

cf

Minor

ab

cf

However, a constant shape also results from the more
refined version of the tone net offered by Euler [31.528]
and von Oettingen (one may either use triangles or open
lines).

a

f c

f c

ab

More advanced versions of the tone net were devel-
oped by Fokker [31.382, 530] who, following ideas
already issued by Christiaan Huygens on incorpo-
rating intervals based on the prime number seven,
pointed to the possibility of a three-dimensional struc-
ture. Vogel [31.52, 529] further elaborated this con-
cept and developed a three-dimensional lattice structure
(Fig. 31.35) that incorporates sequences of perfect fifths
in the horizontal, sequences of just major thirds in the
vertical, and the natural seventh (4=7 and 7=4) above
and below each tone in the third dimension.

The main reason to represent tonal relations as ge-
ometrical structures in a tone net is clarity and compre-
hensibility. For example, the distance between certain
chords and keys can be found by common geometrical
operations (shift, translation), and such distances can
be used for assessing perceptual and cognitive issues
(the tone net allows quantification of chord progres-
sions and of the affinity several chords or sonorities
may have for musically trained listeners). In a histor-
ical perspective, the tone net is a late consequence of

developments in music and music theory that started in
about 1500 when (a) just major and minor thirds as well
their complementary intervals were frequently used in
musical compositions and when (b) the harmonic divi-
sion of the octave, of the perfect fifth, of the just major
third and even of the whole step yielded a range of mu-
sical intervals (3=2, 4=3, 5=4, 6=5, 9=8, 10=9, 16=15,
25=24) that could not be accounted for with a chain of
perfect fifths (as in the Pythagorean tradition [31.451,
458]). Both aspects can be studied in works of mu-
sic and in theoretical writings such as published by
Fogliano [31.457] and Zarlino [31.448] where tonal re-
lations include those of the prime numbers 2, 3, and 5.
Further steps in the ongoing exploration of tonal rela-
tions include various cadential schemata (already in the
16th and more so in the 17th century), the dominant
seventh chord as a means of closure based on tension
and relaxation (in the 18th century and massively in
the 19th century), harmonic chord progressions based
on relationships of major and minor thirds, and finally
harmonic textures involving septimal relationships be-
tween sonorities (as inWagner’s Tristan [31.52]). These
developments included various types of chromaticism
and even enharmonic tonal structures. In sum, musical
composition diverged more and more from the diatonic
scales and modes that were fundamental in church and
secular music before 1500. By about 1850–1910 even
functional harmony was expanded to the very limits
(as in works of Wagner, Reger, Strauss and some of
their contemporaries). In view of these developments,
music theory could not adequately deal with complex
harmony on the basis of diatonicism and its curricu-
lar correlate known as Stufenlehre. Riemann’s theory of
harmonic functions [31.486, 522] was a serious attempt
to deal with the shortcomings and failures of diatonic
Stufenlehre and to supply more appropriate tools for
music analysis and harmony. Riemann [31.50, 486] re-
garded JI as useful for conceptualizing tonal relations
(intervals, chords) but as a pitch system unnecessary
for musical practice. He [31.486, 489] instead opted
for an approach where the music theorist should care-
fully read the score in order to apprehend the tonal
relations unfolded in works of music as tone images
(German: Tonvorstellungen). Correct tone images then
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Fig. 31.35 3-D (three-dimensional) tone net (after [31.52, 529])

would gear our perception of actual music as played
so that we, cognitively, would hear correct pitch re-
lations even if intonation was deficient. Though such
a process of pitch correction (within limits) governed
by apperception of tonal relations plays a role for lis-
teners, the alternative of matching correct intonation
of tones/pitches to an appropriate melodic and har-
monic analysis of musical works seems reasonable.

Among the scholars who, in the 20th century, worked
on advanced systems of harmony as well as on the
development of musical instruments suited to musical
performance in tunings close to JI were the composers
and musicologists Siegfried Karg-Elert [31.531] and
Eivind Groven [31.532] (see articles in [31.533]), the
physicist and music theorist Adriaan Fokker [31.382,
383] and the musicologistMartin Vogel [31.52].
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(Faber Faber, London 1971)

31.367 K. Signell: Makam. Modal Practice in Turkish art
music (DaCapo, New York 1986)

31.368 W. Van der Meer: Hindustani Music in the 20th
Century (Nijhoff, The Hague 1980)

31.369 J.-C. Chabrier: Éléments d’une approche com-
parative des échelles théoriques arabo-irano-
turques, Rév. Musicol. 71, 39–78 (1985)

31.370 I. Zannos: Ichos und Makam. Vergleichende Un-
tersuchungen zum Tonsystem der griechisch-
orthodoxen Kirchenmusik und der türkischen
Kunstmusik (Orpheus, Bonn 1994)

31.371 B. Bozkurt, O. Yarman, K. Karaosmanoğlu,
C. Akkoş: Weighting diverse theoretical models
on Turkish maqam music against pitch mea-
surements. A comparison of peaks automatically
derived from frequency histograms with pro-
posed scale tones, J. New Music Res. 38, 45–70
(2009)

31.372 M. Panteli, H. Purwins: A quantitative comparison
of chrysanthine theory and performance practice
of scale tuning, steps, and prominence of the oc-
toechos in byzantine chant, J. New Music Res. 42,
205–221 (2013)

31.373 B. Snyder: Music and Memory (MIT Press, Cam-
bridge 2000)

31.374 J. Sundberg: The Science of Musical Sound (Aca-
demic, London 1991)

31.375 A. Schneider: On categorical perception of pitch
and the recognition of intonation variants. In:
Brain, Mind, and Physics, ed. by P. Pylkkänen,
P. Pyllkö, A. Hautamäki (IOS, Amsterdam 1997)
pp. 250–261

31.376 A. Schneider: Über Stimmung und Intonation,
Syst. Musikwiss. Syst. Musicol. 6, 27–49 (1998)

31.377 B. Hagerman, J. Sundberg: Fundamental fre-
quency adjustment in barbershop singing, STL-
QPRS KTH Stockholm 1(1980), 28–42 (1980)

31.378 W. Thies: Intonationsmessungen an einem
Vokalquartett, Syst. Musikwiss. Syst. Musicol. 6,
51–72 (1998)

31.379 H. Hafke-Dys, A. Preis, D. Trojan: Violonists’ per-
ceptions of and motor reactions to fundamental
frequency shifts introduced in auditory feedback,
Acustica 102, 155–158 (2016)

31.380 N.A. Garbuzow: Zonnaja Priroda zbukowycotnogo
Slucha (The zonal nature of tonal hearing) (Izda-
tel’stwo Akad. Nauk USSR, Leningrad 1948)

31.381 M. Schouten, A. van Hessen: Modeling phoneme
perception. I: Categorical perception, J. Acoust.
Soc. Am. 92, 1841–1855 (1992)

31.382 A. Fokker: Rekenkundige Bespiegeling der Muziek
(Noorduijn, Gorinchem 1945)

31.383 A. Fokker: NewMusic with 31 Notes (Verlag für Sys-
tematische Musikwissenschaft, Bonn 1975)

31.384 D. Ward, E. Burns: Absolute pitch. In: The Psy-
chology of Music, ed. by D. Deutsch (Academic,
Orlando 1982) pp. 431–451

31.385 E.-M. Heyde: Was ist absolutes Hören? Eine
musikpsychologische Untersuchung (Profil,
München 1987)

31.386 A. Takeuchi, S. Hulse: Absolute pitch, Psychol.
Bull. 113, 345–361 (1991)

31.387 D. Levitin, S. Rogers: Absolute pitch: Perception,
coding, and controversies, Trends Cogn. Sci. 9,
26–33 (2005)

31.388 D. Deutsch: Absolute pitch. In: The Psychology of
Music, 3rd edn., ed. by D. Deutsch (Elsevier, Am-
sterdam 2013) pp. 141–182

31.389 O. Abraham: Das absolute Tonbewusstsein. Psy-
chologisch-musikalische Studie, Sammelbände
der Intern. Musikges. 3, 1–86 (1901)

31.390 A. Wellek: Das absolute Gehör und seine Typen,
2nd edn. (Francke, Bern, München 1970)

31.391 D. Ward: Absolute pitch. In: The Psychology of
Music, 2nd edn., ed. by D. Deutsch (Academic, Or-
lando 1999) pp. 265–298

31.392 A. Costall: The relativity of absolute pitch. In: Mu-
sical Structure and Cognition, ed. by P. Howell,
I. Cross, R. West (Academic, London 1985) pp. 189–
208

31.393 K. Miyazaki: The speed of musical pitch identi-
fication by absolute pitch possessors, Music Per-
cept. 8, 177–188 (1990)

31.394 K. Miyazaki: Perception of musical intervals by
absolute pitch possessors, Music Percept. 9, 413–



Part
D
|31

682 Part D Psychophysics/Psychoacoustics

426 (1992)
31.395 K. Miyazaki: Absolute pitch as an inability: Iden-

tification of musical intervals in a tonal context,
Music Percept. 11, 55–72 (1993)

31.396 G. Révész: Erwin Nyiregyhazi. Psychologische
Analyse eines musikalisch hervorragenden Kindes
(Veit, Leipzig 1916)

31.397 C. Stumpf: Akustische Versuche mit Pepito Arriola,
Beitr. Akust. Musikwiss. 4, 105–115 (1909)

31.398 P. Gregersen: Instant recognition: The genetics of
pitch perception, Am. J. Hum. Gen. 62, 221–223
(1998)

31.399 P. Gregersen, E. Kowalsky, N. Kohn, E.W. Mar-
vin: Absolute pitch: Prevalence, ethnic variation,
and estimation of the genetic component, Am.
J. Hum. Gen. 65, 911–913 (1999)

31.400 S. Baharloo, P. Johnston, S. Service, J. Gitschier,
N. Freimer: Absolute pitch: An approach for iden-
tification of genetic and nongenetic components,
Am. J. Hum. Gen. 62, 224–231 (1998)

31.401 S. MacDougall-Shackleton, S. Hulse: Concurrent
absolute and relative pitch processing in Euro-
pean starlings (Sturnus vulgaris), J. Comp. Psych.
110, 139–146 (1996)

31.402 S. Hulse, A. Takeuchi, R. Braaten: Perceptual in-
variances in the comparative psychology of music,
Music Percept. 10, 151–184 (1992)

31.403 S. Trehub, L. Trainor: Listening strategies in in-
fancy: The roots of music and language develop-
ment. In: Thinking in Sound: The Cognitive Psy-
chology of Human Audition, ed. by S. McAdams,
E. Bigand (Oxford Univ. Press, New York 1993)
pp. 278–327

31.404 P. Kuhl, F.M. Tsao, H.M. Liu, Y. Zhang, B. de Boer:
Language–Culture–Mind–Brain. Progress at the
margins between disciplines, Annals N.Y. Acad.
Sci. 935, 136–174 (2006)

31.405 K. Miyazaki, Y. Ogawa: Learning absolute pitch by
children: A cross-sectional study, Music Percept.
24, 63–78 (2006)

31.406 A. Ellis, A. Mendel: Studies on the History of Mu-
sical Pitch (Knuf, Amsterdam 1968)

31.407 B. Haynes: A History of Performing Pitch. The Story
of “A” (Scarecrow, Lanham 2002)

31.408 P. Brady: Fixed-scale mechanism of absolute
pitch, J. Acoust. Soc. Am. 48, 883–887 (1970)

31.409 R. Zatorre: Absolute pitch: A model for under-
standing the influence of genes and development
on neural and cognitive function, Nature Neu-
rosci. 6, 692–695 (2003)

31.410 F. Russo, D. Windell, L. Cuddy: Learning the “spe-
cial note”: Evidence for a critical period of abso-
lute pitch acquisition, Music Percept. 21, 119–127
(2003)

31.411 K. Miyazaki: Absolute pitch identification: Effects
of timbre and pitch region, Music Percept. 7, 1–14
(1989)

31.412 A. Wellek: Musikpsychologie und Musikästhetik
(Akademische Verlagsgesellschaft, Frankfurt 1963)

31.413 K. Frieler, T. Fischinger, K. Schlemmer, K. Loth-
wesen, K. Jakubowski, D. Müllensiefen: Absolute
memory for pitch: A comparative replication of

Levitin’s 1994 study in six European labs, Musi-
cae Scientiae 17, 334–349 (2013)

31.414 J. Andres: Grundbegriffe der multivariaten Date-
nanalyse. In: Handbuch Quantitative Methoden,
ed. by E. Erdfelder, R. Mausfeld, T. Meiser,
G. Rudinger (Beltz/Psychologie Verlagsunion,
Weinheim 1996) pp. 169–184

31.415 S. Stevens: On the theory of scales of measure-
ment, Science 103, 677–680 (1946)

31.416 S. Stevens: Sensation and psychological mea-
surement. In: Foundations of Psychology, ed. by
E. Boring, H. Langfeld, H. Weld (Wiley, New York
1948) pp. 250–268

31.417 T. Rossing: The Science of Sound (Addison-Wesley,
Reading 1990)

31.418 A. Schneider: Research on tone systems, tunings,
and intonation: Concepts, methods, and find-
ings. In: Proc. VII Intern. Symp. Syst. Comparative
Musicol./III Intern. Conf. Cogn. Musicol., Jyväskylä
(2001) pp. 156–164

31.419 F. Fernando-Marandola: New perspectives on in-
teractive field experiments, Yearbook Trad. Music
34, 163–186 (2002)

31.420 R. Bader: Buddhism, animism, and entertain-
ment in Cambodian melismatic chanting smot.
History and tonal system. In: Systematic Musi-
cology: Empirical and Theoretical Studies, ed. by
A. Schneider, A. von Ruschkowski (Lang, Frankfurt
2011) pp. 283–305

31.421 G. Manley, A.N. Popper, R. Fay (Eds.): Evolution
of the Vertebrate Auditory System (Springer, New
York 2004)

31.422 P. Szöke: Ist das hinter dem Horizont der Tonkunst
verborgene säkulare Rätsel des Ursprungs der
Musik lösbar?, Syst. Musikwiss. 2, 71–108 (1994)

31.423 N. Wallin: Biomusicology: Neurophysiological,
Neuropsychological, and Evolutionary Perspec-
tives on the Origins and Purposes of Music (Pen-
dragon, Stuyvesant 1991)

31.424 C. Stumpf: Anfänge der Musik (Barth, Leipzig 1911)
31.425 A. Daniélou: Traité de Musicologie Comparée (Her-

mann, Paris 1959)
31.426 M. Kolinski: Classification of tonal structures, il-

lustrated by a comparative chart : : :, Stud. Ethno-
musicol. 1, 38–76 (1961)

31.427 C. Sachs: The Wellsprings of Music (Nijhoff, The
Hague 1962)

31.428 L. Vikar: Archaic Types of Finno-Ugrian melody,
Studia Musicol. Acad. Scient. Hung. 14, 53–91
(1972)

31.429 D. McAllester: North America/native America. In:
Worlds of Music. An Introduction to Music of
the World’s Peoples, ed. by J. Titon, J. Koetting,
D. McAllester, D. Reck, M. Slobin (Schirmer, Collier
Macmillan, New York 1984) pp. 12–63

31.430 P. Toner: Melody and the musical articulation of
Yolngu identities, Yearbook Trad. Music 25, 69–95
(2003)

31.431 W. Graf: Zur Rolle der Teiltonreihe in der Gestal-
tung klingend tradierter Musik. In: Festschrift für
Kurt Blaukopf, ed. by I. Bontinck (Universal Edi-
tion, Wien 1975) pp. 48–66



Pitch and Pitch Perception References 683
Part

D
|31

31.432 W. Deutsch, F. Födermayr: Zum Problem des
zweistimmigen Sologesanges mongolischer und
Turkvölker. In: Von der Vielfalt musikalischer
Kultur, ed. by R. Schumacher (Müller-Speiser,
Salzburg-Anif 1992) pp. 133–145

31.433 O. Elschek: Fujara. The Slovak Queen of European
Flutes (Music Centre, Bratislava 2006)

31.434 G. Kubik: Theory of African Music, Vol. I (Hein-
richshofen, Wilhelmshaven 1994)

31.435 H. Powers: Mode. The New Grove Dict. Music
and Musicians, Vol. 12 (Macmillan, London 1980)
pp. 376–450

31.436 A. Szabó: The Beginnings of Greek Mathematics
(Reidel, Dordrecht 1978)

31.437 O. Busch: Logos Syntheseōs. Die Euklidische Sectio
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32. Perception of Timbre and Sound Color

Albrecht Schneider

This chapter deals with perception of timbre or
sound color. Both concepts can be distinguished
in regard to terminology as well as to their histor-
ical and factual background even though both
relate to some common features for which an
objective (acoustic) basis exists. Sections of this
chapter review in brief developments in (tradi-
tional and electronic) musical instruments as well
as in research on timbre and sound color. A sub-
chapter on sensation and perception of timbre
offers a retrospective on classical concepts of tone
color or sound color and reviews some modern
approaches from Schaeffer’s objet sonore to se-
mantic differentials and multidimensional scaling.
Taking a functional approach, acoustical features
(such as transients and modulation) and percep-
tual attributes of timbre as well as interrelations
between pitch and timbre are discussed. In a final
section, fundamentals of sound segregation and
auditory streaming are outlined. For most of the
phenomena covered in this chapter, examples are
provided including sound analyses obtained with
signal processing methods.
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32.1 Timbre and Sound Color: Basic Features

32.1.1 Terminology: Timbre and Sound Color

Timbre is a French word that denotes a stamp (e.g.,
timbre fiscal = revenue stamp), a brand, a sound or
a sound color. The French Encyclopédie has an en-
try timbre (T. 16, 1765, 333) that contains several
musically relevant annotations, namely timbre as re-
ferring to snare strings on a drum skin, timbre as the
resonant state of a bell, timbre of a voice or of a mu-
sical instrument. In his article on son (tone, sound;
Encyclopédie, T. 15, 1765, 345; for historical aspects
see [32.1, 2]), Rousseau had used the term timbre as
covering a third property of sounds besides tone height
(le degrè d’élevation entre le grave & l’aigu) and inten-
sity expressed as the degree de véhémence entre le fort
& le foible. Timbre then is the quality of a sound that
results from an evaluation in regard to dullness – shrill-

ness or softness – brightness (du sourd à l’éclatant, ou
de l’aigu de doux; the scaling of timbre thus is from
sourd and doux to éclantant and aigu). The term timbre
as it occurs in textbooks on orchestration [32.3, 4] de-
notes an integral quality of sound as produced by, and
attributed to, certain instruments. These were classified,
first by Mahillon [32.5–8] and then by Hornbostel and
Sachs [32.9], according to physical principles of sound
production, in the first place. The classification offered
by Mahillon, based on the huge collection of instru-
ments housed in the Brussels Conservatory of music,
comprised:

1. Autophones
2. Instruments à membranes
3. Instruments à vent
4. Instruments à cordes.

© Springer-Verlag GmbH Germany 2018
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Hornbostel and Sachs have the same four classes
(labeled idiophone, membranophone, chordophone,
aerophone), however, in a different order (and with sig-
nificant differences of grouping within each class) that
reflects the physical principles involved more clearly.
In general, idiophones viewed as vibrating bodies con-
sist of three-dimensional structures (rods, bars, plates,
shells), membranes such as drum skins are – ideally –
two-dimensional (neglecting their thickness), and thin
strings have been treated as one-dimensional in the
seminal work of Bernoulli and Euler so that longitudi-
nal, transversal and torsional vibration can be covered
by second-order differential equations [32.10, 11]. Fi-
nally, aerophones such as flutes, for the lack of shearing
forces between molecules in air columns, only allow
longitudinal vibration.

Referring to the principles and materials of sound
production, Gevaert [32.3, p. 5] for example states that
the timbre of wind instruments (instruments à vent) is
determined by the geometry (length, diameter, bore pro-
file) of the tube, on the one hand, and by the mechanism
by which the air inside the tube is set to vibration, on the
other. Gevaert correctly points to a regular sequence of
pulses (battements) necessary for making the air col-
umn vibrate, and he also mentions three basic types
of pulse generator (edge tone, valves formed by either
beating reeds or the lips pressed into a mouthpiece)
as are used for sound production in flutes, reeds, and
brass instruments respectively. Further, he attributes the
timbre moelleux (soft timbre) of the French horn to
the conical shape of the mouthpiece. Gevaert [32.3,
p. 18] found that bowed strings are the soul of instru-
mental music since they have a timbre pénétrant et
riche. Berlioz [32.4, p. 21] judged that the sons har-
moniques of the lowest (fourth) string of a violin ont
quelque chose du timbre du Flûte; ils sont préférable
pour chanter une mélodie lente. The point of interest
here is that timbre is regarded as a unique and integral
quality (e.g., timbre du Flûte), though this may be lim-
ited to a certain register or to tones played on a certain
string. In this respect, Forsyth [32.12, p. 480], in his
textbook on orchestration, argues the D (second) string
of the cello, of all the soft, silky sounds in the orchestra,
it is the softest and silkiest.

The unique and consistent timbre attributed to cer-
tain instruments or to their parts such as individual
strings or pipe ranks (as in organs) is expressed, in
the English language, by terms like tone quality, tone
color or sound color. Likewise, these terms are used in
German (Klangfarbe, Tonfarbe). Timbre is often used
synonymously for sound color though there seem to be
some differences between the phenomena covered by
these terms in that sound color predominantly refers
to a certain spectral structure while timbre, at least in

more recent research, can cover spectral as well as tem-
poral aspects (Sect. 32.1.2). Fundamental to both terms
is the experience that sounds can have a distinct sen-
sory quality that, though perhaps not independent of
other qualities, in particular pitch and loudness, can-
not be accounted for as a function of either pitch or
loudness alone or as a simple combination of both. Con-
sequently, there seems to be information encoded in the
sound structure that gives rise to sensations of timbre
in addition to information pertaining to pitch and to
loudness.

32.1.2 Objective Basis of Timbre
and Sound Color

In line with the realist and causal perspective taken
in Chaps. 30 and 31, timbre and sound color are re-
garded as sensory experiences deeply rooted in natural
foundations. These are physical, on the one hand, and
anatomical as well as physiological, on the other. In an
evolutionary perspective, various animal species (from
insects and amphibians to birds and mammals) show re-
markable diversity in regard to organs suited to perform
sound production as well as sound perception (articles
in [32.13–15]). Many vocalizations serve to commu-
nicate information (Tembrock [32.16] and articles in
Witzany [32.17]). The degree of structural and func-
tional complexity reached in birdsong [32.18, 19] and in
whale songs [32.20] is particularly striking in regard to
the large and diverse song repertoire of certain species
involving learning and memory as cognitive capaci-
ties as well as communication networks operated by
two or more members of a certain species. In addition,
interspecies sound communication is known from bio-
acoustical observations. The songs of birds and whales
comprise complex sound patterns (take, for example,
songs of the nightingale and of the humpback whale),
which vary considerably in spectral content over time.
In this respect, it can be said that these sounds make
use of timbral qualities as a means of communication.
There are parallels in human speech and singing in
that different phonation (resulting in different spectral
energy distribution and formant structure) can convey
different emotional states as well as the intentions of
a person speaking or singing [32.21].

Sound production and sound perception in ani-
mals (including humans) is based on acoustical prin-
ciples [32.21–23] even though these are implemented
into organic biosystems. In fact, one can give a de-
scription of the vocal tract of humans in terms of
anatomical structure and functional aspects of muscles,
nerves, etc. in the phonation process. Further, one may
go into the acoustics of phonation in terms of genera-
tor and resonator geometry, air flow and pulse sequence
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Generator Pulse sequence Resonator

Standing waves

Sound

Force Fig. 32.1 Model of an aerophone
(pulse generator coupled to a tube-like
resonator)

generation at the vocal folds as well as resonance phe-
nomena taking place in the mouth cavity [32.21, 24] etc.
Quite obviously, there are also parallels between the
structure and function of the human singing voice and
a host of musical instruments classed as aerophones.
Gevaert [32.3] rightly attributed the timbre of wind
instruments to a combination of a valve-like pulse gen-
erator and a resonator in which an air column is set to
vibration. Taking the general model of such a generator
coupled to a resonator, the scheme in Fig. 32.1 can be
drawn.

In this basic model, a source (a person breathing air)
drives a generator by supplying a force, which in this
case is air flowing at a certain speed and with a cer-
tain pressure. The flow is periodically interrupted either
by a small jet of air being bend inward and outward of
a sharp edge (e.g., the labium of an organ flue pipe), or
by valves that are (partially or completely) opened and
shut to produce pulses of air released into the resonator.
A single reed (as in the clarinet) or double reeds (as in
the oboe) or the lips pressed into a mouthpiece (as in
the trumpet, trombone, French horn, etc.) can serve as
the valve in the generator. The sequence of pulses trav-
eling through the length of the resonator (a cylindrical
or conical tube) partially is reflected at the end oppo-
site the generator so that standing waves are formed
inside the tube where natural modes of vibration are
excited. Without going into details, which are intricate
because the generator parameters include quite many
nonlinearities [32.11, 25], one can see that the behav-
ior of such a generator-plus-resonator system depends
on the geometry of its parts, on the input parame-
ters (input impedance of the valve, blowing pressure
and speed, air flow through the valve, input impedance
of the tube, etc.) and on the coupling of the genera-
tor to the resonator. The interaction between the two
maintains the regeneration cycle needed for continu-
ant tones. In regard to the geometry of resonators, it
has been demonstrated [32.26] that a resonator treated
as a Bessel horn produces a series of natural mode
frequencies so that higher mode frequencies are mul-
tiples of the lowest only if the Bessel function Jx yields
either xD 0 (cylinder) or xD 2 (conical tube). The clar-
inet has a cylindrical tube almost closed at one end
by the valve so that the resonator predominantly re-
sponds to odd harmonics; the clarinet overblows into

the twelfth, which is the fifth above the octave (the
third harmonic [32.27, p. 115–125]), while the oboe
(where the bore is close to a cone slightly truncated
near the reed generator) overblows into the octave. For
the tones in between, finger holes are provided on both
instruments. Since also the number of modes excited
in the resonator differs between woodwinds (for the
same pitch played with similar force of excitation ap-
plied), different spectral energy distributions result that
are perceived as differences in sound color or timbre.
For instance, sounds recorded from a number of wood-
winds playing the same note (C4) with moderate force
of excitation have spectra that differ in the number and
strength of partials (Fig. 32.2).

The sounds analyzed with a phase vocoder algo-
rithm (equivalent to putting the sounds through a bank
of band pass filters tuned to f1 of the sounds [32.28]) are
samples of the following instruments (left to right): bas-
soon 1, bassoon 2, bass clarinet, clarinet, oboe, concert
flute. The spectral centroid (Sect. 30.2) for these sounds
varies from� 680Hz (bassoon 1) and 880Hz (bassoon
2) to 2:4 kHz (bass clarinet) and 2:55 kHz (clarinet); the
centroid for the oboe sound is 1:42 kHz while, for the
flute, the centroid is identical with f1 (261:6Hz). Thus,
for a performer or listener the sounds in question differ
significantly in brightness when playing the same note.
What distinguishes tones produced by different instru-
ments such as the bassoon, the clarinet, the oboe, etc.
in the steady-state portion of sound after the transient
part is the shape of the spectral envelope and, thereby,
the distribution of spectral energy covered by the en-
velope. The spectra of wind instruments controlled by
a valve as pulse generator have been said to approach
a cyclic structure with maxima that can be interpreted as
formants [32.29–31]. A condition necessary for a per-
fect cyclic spectrum would be a series of rectangular
pulses with a duty cycle of �=T (� = pulse width and T =
pulse period) that yields small integer ratios; amplitudes
of partials then conform to a sinc function .sin x/=x
where zeros are at n�=T D 1; 2; 3; : : : ; k [32.32, p. 40 f.]
(Fig. 32.3).

Spectra approaching a cyclic structure to some de-
gree can be recorded from reed instruments such as the
oboe; in Fig. 32.4, the spectrum of the tone C4 played
(mf ) on a baroque oboe is shown. In addition, the spec-
tral envelope calculated from a formant filter analysis
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Fig. 32.2 Spectra of various wood-
winds (from left to right: bassoon
1, bassoon 2, bass clarinet, clarinet,
oboe, flute) all playing the note
C4 (phase vocoder analysis, base
frequency = 261:6 Hz). Relative
amplitude of partials indicated by
grayscale (white = low, black = high
amplitude)
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Fig. 32.3 Sinc function as a model for
the envelope of a cyclic spectrum

is plotted in the same graph. One can see three groups
of partials at � 0�1:8 kHz, 1:8�3:6 kHz, 3:6�6:6 kHz
separated by relative minima; these groups are covered
by peaks of the formant filter envelope. Also, a formant
analysis performed with the Burg algorithm [32.33]
yields several tracks of formant frequencies as a func-
tion of time. In this respect, one may assign a formant-
like quality to this sound (as well as to sounds from
other reed instruments [32.34]). Even closer approxi-
mations to a cyclic spectrum can be observed in organ
reed pipes [32.35] and also in sounds recorded from
plucked strings in a harpsichord where in particu-
lar the string velocity reflects the pulse train and the
spectrum of the string velocity consequently is fairly
periodic [32.36]. Hence, the pulse generator imposes
the shape of a spectrum on the resonator, which is fixed
in geometry, in organ reed pipes and in the harpsichord,
while in reed instruments such as the oboe the length of

the air column vibrating in the bore can be modified by
means of finger holes.

The generator-plus-resonator model can also be
viewed as a generator producing a source signal fed
into a filter, that is, into the resonator (for source-
filter processing see [32.37, 38]). In terms of linear
systems [32.39, Chap. 5] and [32.40, Chap. 9], a fil-
ter of low-pass or bandpass characteristic has a certain
frequency response as well as an impulse response; the
transfer function H.!/ of a filter determines the ampli-
tudes and phases of the frequency components in the
output spectrum relative to the input spectrum. Relat-
ing bandwidth to response time, the filter response time
� of a symmetric bandpass to an input signal with rapid
onset is

� D 2 

�!
D 1

�f
:
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Fig. 32.4 Baroque oboe, spectrum
of tone C4 (mf ) and formant filter
envelope
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Fig. 32.5 Bank of bandpass filters
as analogue of resonance peaks in
instruments

Hence the response time is the inverse of the bandwidth.
The transfer function of the resonator can be modeled
by taking the resonances of the tube as the center fre-
quencies of a chain of bandpass filters (Fig. 32.5).

If we conceive of a digital filter where x.k/ is the
input signal and y.k/ is the output signal, convolving the
input signal with the impulse response of the filter, h.k/,
yields the output sequence y.k/D x.k/�h.k/. The poles
of the filter in the complex z-plane are equivalent to the
resonance maxima in the resonator (e.g., the tube of an
organ flue pipe). It is in physical modeling of musical
instruments that such concepts have been implemented
in signal processing codes.

In regard to the temporal behavior of the system,
it takes some time before a pulse sequence fed into
a tube resonator builds up standing waves, which is the
condition for sound production and radiation. This pro-

cess is particularly evident in large organ flue pipes (of
160 and 320 size), but can be observed also in smaller
pipes (of 80, see Figs. 30.17, 30.18 and [32.35]), in
large duct flutes like the Slovak Fujara (of � 160 cm
tube length [32.41]), and even in large reed pipes where
higher modes build up at their correct harmonic fre-
quencies only after several hundred ms. In Fig. 32.6,
the onset of the tone B2 (f1 � 122:3Hz) recorded from
a bassoon played with medium force (mf ) is shown.
One can see that mode no. 2 (corresponding to partial
f2 in the spectrum) is building up early while mode no.
1 needs more time and mode no. 3 as well as higher
modes start with broad spectral lobes meaning a sta-
ble regime of vibration has not yet been established for
these modes. Also, there is some noise in the transient
signal in a frequency band above � 1 kHz. The steady
state of the tone as defined by clear spectral peaks
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Fig. 32.6 Bassoon, onset of sound for a tone at f1 �
122:3Hz; 29 spectra (FFT: 4096 pts, Hanning, hop ratio
0:2)

marking harmonics as well as by a small degree of spec-
tral fluctuation is reached only after � 300�400ms.
However, a clear pitch conveyed by a number of low
harmonic partials as well as the period of the tem-
poral envelope can be perceived much earlier (within
� 100ms from onset).

The sounds from organ pipes analyzed in Sect. 30.2
and the bassoon sound (Fig. 32.6) demonstrate that, in
particular in aerophones but also in plucked and bowed
chordophones, a transient part precedes the steady state;
the transient part results because the vibrating system
(air column, string) has a certain input impedance and
exhibits inertia. Since the input impedance for a cylin-
drical tube filled with air is

Z D p

q
D p

v A
;

where p is the pressure and qD v A is the acoustical
volume current (for a plane A and particle velocity v ),
pressure has to build up beyond a certain threshold be-
fore a stable vibration pattern with standing waves and
radiation of a periodic sound signal is achieved. Conse-
quently, the transient part contains noise in the signal in
addition to the restricted number of harmonic partials
resulting from such modes that respond to the exci-
tation right from the onset. In plucked strings, as in
the harpsichord, the transient comprises both a longi-
tudinal wave preceding transversal motion as well as
a short noisy segment resulting from the interaction
of the plectrum with the string [32.36]. In strings ex-
cited with a small hammer, one can observe a short
noisy precursor signal followed first by the longitudinal

wave and then by transversal motion of the string (for
measurements of a Stein-Conrad Hammerflügel from
1793 that has delicate small hammers, thin strings and
a fast action see [32.42]). The precursor signals are
quite short (usually, t < 10ms) yet are of perceptual rel-
evance (Sect. 32.2.3).

32.1.3 Organology, Electronics, and Timbre:
Some Historical Facts

Humans evidently recognize and value different sound
qualities given the immense number and diversity of
musical instruments in use in various cultures and eth-
nic groups around the world. Exploration of the field
known today as sound color and timbre was begun, on
an empirical level, by musicians and craftsmen when
making flute, reed, brass and string instruments. Histor-
ically, highly developed instruments such as the bronze
lurs from Scandinavia [32.43] and bronze bells from
China [32.44] testify instrument makers and musicians
must have had a regard for sound quality already in
antiquity. Timbre as related to certain materials played
a significant role in Chinese tradition of instrument clas-
sification [32.45, p. 67 ff.]. Differences in sounds were
also discussed in Greek writings on music theory (as in
chapters of Aristoxenos’ treatise on music, see [32.46]).
In Roman times, several brass instruments, because
of their powerful (as well as horrible) sound, were
employed for military purposes while the first organs
(the organum hydraulicum, said to have been invented,
in Alexandria, by Ktsebios) appeared as instruments
suited to fill a theater or arena with sound [32.47].
From the Middle Ages onward, mensuration of organ
pipes perhaps led to a basic understanding of the in-
terdependence of pitch and sound color in flue pipes.
Musical instruments such as shawms, bagpipes and
the hurdy-gurdy are mentioned quite frequently in me-
dieval and Renaissance literature including remarks on
sound properties. The development of bagpipes as well
as the medieval bladder pipe not only provided players
with a continuous sounding instrument but also with
a sonorous sound quality (both chanter and drone(s)
employed single or double reeds). Similarly, the hurdy-
gurdy (which appeared in Europe around the 13th
century [32.48]), offered a performance style based on
continuous drone accompaniment plus distinct melodic
pitch sequences as well as a specific sound (result-
ing from the interaction of the turning wheel with the
strings, where the speed of the wheel and thereby the
attack on the strings can be varied). Organ disposi-
tions of the 14th century indicate that several instru-
ments already offered a contrast of two sound concepts,
namely diapason (Prinzipal) and organo pleno (Grand
orgue [32.49, p. 10 ff.]). By the end of the 15th century,
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the wall profile for the minor-third bell was discovered;
a good example is the Gloriosa, Erfurt, cast by Geert
(Gerhardus) de Wouw, in 1497. The minor third in this
particular bell has � 280 cent (the Pythagorean minor
third has 294 cent), which suggests bell founders had an
understanding of how to produce a certain spectrum by
shaping the profile of the bell’s wall. A detailed account
of the instruments in use by about 1600 was provided
by Praetorius [32.50]. The broad range of instruments
(in particular reeds) developed in the Renaissance and
the concept known as Spaltklang (split sound) real-
ized in organ dispositions (as reported in [32.50]) as
well as in ensembles demonstrates a keen sense of
timbre. In modern times, sound color (German: Klang-
farbe) became an essential feature in Western art music
as reflected in orchestration (for a comprehensive sur-
vey, see [32.51]) growing increasingly more complex in
works of the 19th and 20th century respectively. Com-
posers demanded rare or newly invented instruments
(such as the celesta employed by Tchaikovsky in The
Nutcracker or the Heckelphone in Strauss’ Salomé) as
well as unusual ways of playing (as in many works of
modern music after 1945) in order to have unique or
even perplexing sounds at their disposal. It should be
noted that the temporal and spectral characteristics of
tones played on most orchestral instruments vary con-
siderably in regard to dynamics (from pp to ff ), to the
effect that the radiation pattern and hence, the direc-
tivity of sound also changes a lot with dynamics (for
a comprehensive survey of facts and data, see [32.52]).
In this respect, the timbre is by no means constant
(besides the variation of spectral energy distribution
observed when instruments are played in different reg-
isters).

The advent of electroacoustic music brought techni-
cal sound sources (generators, oscillators) and devices
to combine and modify sources (e.g., ring modulator,
vocoder) into play [32.53–56]. The analogue (voltage-
controlled) synthesizer and digital instruments that be-
came available for common use in the 1970s and 1980s
respectively, offered even more choices for creating
complex sounds [32.56–58]. Digital synthesizers (like
the Yamaha DX 7) as well as digital samplers (like
the Akai S 1000 and the Emax II) in fact are music
computers based on signal processing technology. The
computer had been used for sound generation, by Max
Mathews and other pioneers, for about two decades be-
fore digital audio became a standard in sound recording
and music media (the CD was standardized as a dig-
ital format around 1979–1980 and introduced to the
commercial user market in 1982). Special techniques
like frequency modulation (FM) synthesis [32.59–61]
allowed both to replicate the timbre of many existing
instruments, among them idiophones like xylophones,

gongs, etc. and to create sounds with complex, time-
variant harmonic and inharmonic spectra, which were
unprecedented. Such sound material led to compo-
sitions that transcend borders between the common
categories of pitch and timbre (like Stria [32.62] by
John Chowning, Bossis [32.63] and Sect. 32.2.4).

In addition to electronic and digital sound synthesis,
all kinds of environmental and technical sounds were
put to use in musique concrète, which, as one of its
goals, considered aperiodic noises and periodic wave-
shapes as a continuum to be exploited for sound collage
techniques [32.64, 65]. A far-reaching, more general-
ized concept of sound evolved in areas of electronic
and computer music as well as in studio productions of
pop and rock music when room acoustics, multichannel
recording and reproduction and a host of audio effects
(such as artificial delay and reverb, phasing, flanging,
chorus; see articles by Dutilleux and Zölzer [32.66])
were integrated with orchestral and electronic instru-
ments as well as with analogue and digital sound sam-
ples. In consideration of these developments, it became
customary already in the 1960s to speak of, for exam-
ple, the sound of Mantovani (multiple bowed strings
deeply embedded in reverb) or the wall of sound pro-
duced by Phil Spector in pop music recordings, for
which the recipe was to have many instruments played
simultaneously in a rather small studio so that their
sounds overlay and are hardly recognizable individu-
ally since Spector added, moreover, amounts of reverb
and compressed the mix dynamically so that indeed
a very dense wall of sound is audible in recordings like
Be My Baby [32.67]. Later on, there was psychedelic
sound in which time-axis manipulation of signals such
as phasing and flanging as well as stereo panning ef-
fects figured prominently (e.g., Tomorrow: Revolution,
1967, Jimi Hendrix: All Along the Watchtower, 1968),
and then disco sound (with huge concentration of spec-
tral energy at the bottom end of the audible frequency
range and typical patterns of percussion and bass in
regard to meter and rhythm), etc. In all these sounds,
timbre played an important if not decisive role. How-
ever, sound in this respect rather is a conglomerate of
natural and artificial sound sources, effects, production
and reproduction techniques while timbre traditionally
(as in treatises on orchestration [32.12, 51]), has been
assigned to single instruments or to the voice of certain
male and female singers.

32.1.4 Research on Timbre and Sound Color:
A Brief Retrospective

Though elements of acoustics can be traced in Greek
antiquity (for example, the observation that the ten-
sion of a string determines whether the tone it pro-
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duces sounds dull or sharp), a more systematic ap-
proach was pursued in the 16th and 17th century when
empirical research was established along with mathe-
matical treatment of problems. Knowledge concerning
sound structure improved a lot when Beeckman and
Mersenne understood the nature of harmonic vibra-
tion that led to the discovery of partials in strings
(for which Sauveur gave a detailed description in the
years 1700–1713 [32.68–70]). From Sauveur’s pub-
lished lectures, Rameau [32.71] saw that musical tones
comprised a fundamental and its harmonics. By about
1800, it was clear to acousticians like Chladni that mu-
sical sound in general was a mixture of harmonic or
inharmonic partials. The explanation Chladni [32.72,
p. 241 ff.] gave was that elastic bodies can undergo
very many vibrations at the same time, which would
correspondingly activate many different parts of the in-
ner ear without hampering each other. Thereby, sounds
from different instruments could be perceived simulta-
neously. Chladni [32.72, Sec. 248] attributed different
sound qualities to the different materials of elastic bod-
ies consisting of organic or inorganic material (e.g.,
wood, brass, iron) and the microstructure of vibration
inside such bodies as well as in the media (fluids, solids)
through which sound propagates. Opelt [32.73, Sec. 7]
held that the quality of sounds (e.g., strings, trumpet,
flutes) or the so-called sound color (Klangfarbe) de-
pends on different kinds or shapes of pulses reaching
our ears. Opelt argued pulses and vibrations must be
complex since, in a musical instrument, all parts vi-
brate; that is, strings vibrate coupled to resonance plates
and air columns vibrate coupled to the tubes and bells
of wind instruments. The resulting sound embedded
in complex tones thereby is an aggregate of several
isochronous pulse sequences having their origin in var-
ious parts of the instrument. Moreover, the mechanism
of excitation (plucking or bowing a string, hammers in
keyboards, etc.) would result in different sound colors.

When Helmholtz, in the 1850s, began his work on
musical acoustics and psychoacoustics, he had tuning
forks and resonators as well as sirens for sound analysis.
Sets of precise tuning forks driven electromechanically
for continuant tones provided kind of an early synthe-
sizer (Rudolph Koenig, ten forks, f1 D 128Hz [32.74,
p. 329 ff.]) for complex sounds such as vowels. Koenig,
himself an acoustician who cooperated closely with
Helmholtz, also constructed a mechanical wave ana-
lyzer with a set of resonators. In the 19th century, some
elementary tools for recording sound waves had be-
come available [32.75] before Edison developed his
improved model of the phonograph (issued in 1888)
that was used in many investigations of sound. Among
the objects of study was sound production in the hu-
man voice, and in particular the nature of vowels [32.74,

p. 367 ff.]. In the second half of the 19th century,
the quest for finding a specific resonance mechanism
that could explain the production of vowels led to
theories of formants (a term coined by the physiolo-
gist Ludimar Herrmann in the 1880s who contributed
greatly to empirical sound research [32.34]). Sound re-
search gathered further momentum when, after about
1920, continuous recording of sound on film labeled
phonophotography [32.76, p. 10 ff.], [32.77] and anal-
ysis of the sound wave both in regard to periodicity
and spectrum became widespread as lab techniques.
Pitch had been calculated as fundamental frequencies
from the periods of vibration (by f D 1=T) even be-
fore and spectral analysis had been done with the aid
of tuned resonators, notably by Helmholtz. However,
spectral analysis by means of filters [32.78] not only
allowed identification of spectral components but also
investigation of transient behavior. Using octave sieves
where the impulse response is short due to the rather
broad filter bandwidth one could see modes of vibration
and corresponding spectral components building up
over time before a stable (quasistationary) regime was
reached [32.79, 80]. Still, sound color rather referred to
the quasistationary regime of vibration and its corre-
sponding spectrum showing the amplitudes of spectral
components at their (harmonic or inharmonic) frequen-
cies while transients were addressed as the short section
at the onset where the sound wave often lacks clear
periodicity (Sect. 32.1.2; for a survey of research on
transients in nonpercussive instruments, see [32.31]).

Significant progress in musical sound research was
made when an improved model of the analogue Sona-
Graph became available for musicologists in the 1960s.
The Sona-Graph, first issued in the late 1940s for re-
search in phonetics (visible speech), allowed a spectral
and temporal representation of sound in a quasi-three-
dimensional (3-D) format (time as abscissa, frequency
as ordinate, and energy of partials indicated by degrees
of a grayscale). The Sonagraph Model II offered several
bandpass filter settings and was used to explore sound
structures in Western and non-Western musics [32.81]
including characteristics of the singing voice [32.82].
In the 1980s, digital spectrum analyzers (such as the
B&K 2032 model) allowed FFT-based spectral analysis
of complex sounds [32.83]. Since the 1970s, a num-
ber of special codes for sound signal analysis had
been developed including linear prediction, autore-
gressive models, and pitch tracking [32.33, 84]. From
about 1990 on, powerful workstations suited for digi-
tal signal processing (DSP) became available. Software
packages (like sndan, based on phase vocoder analy-
sis/synthesis, introduced in 1993 [32.28]) allowed users
to perform high-resolution sound analysis and synthe-
sis/resynthesis. With the new tools (both hardware and
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software) it was possible to study temporal and spec-
tral structures of sounds recorded from Western and
non-Western (e.g., Indonesian gamelan) instruments in
great detail [32.85, 86]. At the same time, approaches
to sound synthesis and resynthesis were refined further
when wavelets, granular synthesis, digital waveguides
and other techniques had been developed (there are col-
lections of many relevant articles in [32.28, 66, 87, 88].

Summing up this paragraph, it seems obvious that
exploration of musical timbre depended significantly
on the tools available to researchers for sound analy-
sis and synthesis at a certain time and place. There is

a line of progress leading from mechanical to electrical
devices and finally to computer-based algorithmic mod-
eling of sound and sound-producing instruments and to
ever more fine-grained analysis. Not only did acoustical
and musical sound research benefit from computerized
tools. As will be seen in the following section, also psy-
chological research into timbre and sound color took
new directions when computers and software for ad-
vanced statistics became available for many institutions.
Meanwhile, toolboxes for sound research have been set
up including audio descriptors applicable to musical
timbre [32.89].

32.2 Sensation and Perception of Timbre and Sound Color

32.2.1 Classical Concepts of Tone Color
or Sound Color

Helmholtz [32.90] ascertained that the pitch of a sim-
ple or complex harmonic tone depends on the period of
vibration and that sound intensity depends on its am-
plitude. He attributed sound color to the microstructure
within each period of vibration as well as to the fine
structure of the resulting sound wave. He stated that
each different sound shape calls for a distinct shape of
vibration whereas several different waveshapes might
bring about the same sound color. Different sound
colors according to Helmholtz result from different
patterns of harmonic partials added to the fundamen-
tal frequency (f1) determining the pitch of the sound.
Hence, differences in the sound color of complex
sounds result from the number and amplitudes of par-
tials above f1 while phase differences between partials,
Helmholtz [32.90, p. 194] declared, can be neglected.
This view is in line with his resonance theory of hear-
ing, which posits the inner ear would perform a Fourier
analysis whereby a number of partials would become
audible as constituents of a harmonic complex. From
his observations Helmholtz [32.90, p. 97] argued that
strong partials suited to activating a resonator would
also be audible as an individual harmonic (Oberton),
and that no Oberton was audible in the case where no
response from a resonator had been observed. Though
Helmholtz considered also sounds with inharmonic par-
tials, his main concern was the harmonic type since
most of the instruments assembled in an orchestra are
chordophones and aerophones.

Stumpf [32.91, p. 520 ff.] stated that, from a phe-
nomenological perspective, human subjects assign
three basic attributes to sounds, namely pitch (Höhe),
intensity (Stärke), and extension (Größe). While sen-
sations of pitch and intensity can be directly traced

to physical properties of sound (frequency and period
as well as the amplitude of the sound wave reaching
the ear), extension as implying some spatial interpre-
tation is a more complex concept that can incorporate
several sound features and sensory attributes. In his
book on speech sounds, Stumpf [32.92, Chap. 15] also
elaborates on his concept of instrumental sounds in
detail. He distinguished inner and outer moments of
sound color, where the latter depend mostly on tem-
poral factors (transients, envelope, modulation) while
the inner structure of sounds depends mostly on spec-
tral composition and energy distribution [32.34]. Both
taken together perhaps embrace what the term timbre
seems to denote: an intricate combination and inter-
play of temporal, spectral, and dynamic features of
sounds that, in normal sensation and even in an analyt-
ical mode of hearing, are often difficult to analyze and
hard to separate from each other. Stumpf [32.91] argued
that, in actual sensation and perception, even basic at-
tributes are not completely independent since the pitch
of pure tones can vary to some extent with intensity,
and both combined give rise to differences not only in
tone height but also in brightness, density, and volume.
Köhler [32.93–96] and some other researchers pointed
to the similarity between pure tones played from low
to high frequencies and the sequence of vowels u-o-a-
e-i, resulting in an attribute often labeled vowel quality
(also termed vocality).

The phenomenal description of tonal attributes and
their interrelations had been addressed, from an em-
pirical descriptive approach including auditory tests
with musically trained and untrained subjects, by
Stumpf [32.91, 92, 97–99] and by several of his cowork-
ers [32.93–96, 100] as well as by other researchers. For
example, Rich [32.101] had proposed the attribute of
volume to mark the spatial extension or diffusion of low
tones against high ones imagined by listeners in addi-



Part
D
|32.2

696 Part D Psychophysics/Psychoacoustics

tion to other such attributes like brightness or density.
Stevens [32.102] found that even pure tones evoke sen-
sations of volume (bigness, spread, [32.103]), and that
this attribute relates to both the frequency and the in-
tensity of tones. Since pitch to a small extent [32.104]
and loudness attributed to pure tones also depend on
both frequency and intensity, Stevens [32.102] warned
that no psychological dimension need be a simple cor-
relate of a single dimension of the stimulus. In fact,
several attributes covary positively or negatively with
frequency and intensity; an increase in frequency from
low to high brings about sensations that covary posi-
tively with frequency, namely pitch (if taken as tone
height), brightness, and density. Brightness increases
also when intensity is raised within certain limits, and
the same holds true for density as a phenomenal at-
tribute of sound. Further, increases in intensity for
pure and complex tones in the treble frequency range
(� 6�10 kHz) can turn sensation of brightness into
unpleasant sharpness. While tone height, density and
brightness increase with frequency, the volume of tones
seems to be larger at low and smaller at high frequen-
cies (provided constant sound pressure level (SPL)).
Lichte [32.105] confirmed that, besides pitch and loud-
ness, complex tones have at least three attributes. These
are brightness, roughness, and one tentatively labeled
fullness (which corresponds to volume in other studies).

Tonal properties/attributes (pure tones)

Primary Secondary

(Material properties of tones)

Loudness level

Complex sound quality

Tone height Density Volume

(Material tone
properties)

Density Volume

Tone colour

Materiality Loudness Tone height

(Intensity) (Space)

Mixed colour

Vocality and specific brightness

Spec. vocal colour Brightness Saturation

(Dimensions of fused colour)

(Intensity)

(Second. quality)(Specific quality)

(Tonal space)(Quality)

a)

Attributes of complex tonesb)

Fig. 32.7 (a) Tonal properties and at-
tributes for pure tones (after [32.106])
(b) Properties and attributes of
complex tones (after [32.106])

Stimulus parameters and attributes of sensation that
had been described in a range of studies [32.92, 100,
103, 107–109] were given a detailed interpretation by
Albersheim [32.106]. Ordering tonal properties that
have objective correlates in physical parameters as well
as tonal attributes (these are phenomenal descriptions
of sensations) in regard to their mutual relations, he
derived a scheme for pure tones and another scheme
for complex tones of which slightly adapted versions
(to account for differences between the original Ger-
man terms and English translations) are shown in
Fig. 32.7a,b.

Likewise, Albersheim [32.106, p. 268] condensed
his discussion of the stimulus parameters and sensory
attributes of complex tones into the scheme shown in
Fig. 32.7b.

The term mixed color denotes the phenomenal qual-
ity of a sound resulting from the composite effect of
fundamental frequency and spectral energy distribution.
Different spectral patterns varying in the number and
strength of partials determine the sensation of bright-
ness as well as the similarity such complex sounds may
have with vowels in speech and singing, on the one
hand, and timbres known from musical instruments,
on the other. In addition, the phenomenal quality of
a complex sound can change when it is shifted up and
down a musical scale. The term mixed color expresses
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the combined effect of all these factors. Materiality
(German: Stofflichkeit) denotes material properties of
a sound one can touch and feel (analogous to hap-
tic sensation), for instance, roughness or smoothness
of sounds. Albersheim [32.106] devoted a significant
part of his monograph to phenomena and categories
known from the study of phonetics and voice quality
in regard to their applicability to musical sound, ad-
dressing aspects like specific vocal color of complex
harmonic tones. Vowels had been covered by Köh-
ler [32.93–96, 100] and given systematic treatment by
Stumpf [32.92] on the basis of many experimental
findings.

In contrast to the elaborate descriptions of tonal
attributes provided by Stumpf, Hornbostel, and Albers-
heim, the cognitive psychologist Ebbinghaus [32.110,
p. 306] gave a neutral definition of sound color when
he said the sound color (Klangfarbe) of tones is under-
stood as that which distinguishes them in sensation, at
identical pitch and intensity, when produced from dif-
ferent instruments or voices. This statement implies that
there are distinct sound properties giving rise to (at least
three) basic sensations: pitch, intensity, and sound color.
However, the nature and perceptual content of sound
color were left out of this definition which, much later,
resurfaced in nearly identical shape as that of timbre,
issued by the American Standard Association ([: : :] the
attribute of sensation in terms of which a listener can
judge that two sounds having the same loudness and
pitch are dissimilar [32.111]).

32.2.2 Modern Approaches:
From the Objet Sonore
to Multidimensional Scaling

As is evident from the preceding sections, approaches
to the classification of sounds in regard to sound color
or timbre originally started from fundamentals of vi-
bration, sound production and radiation as realized in
certain instruments (including the voice). As far as
sensation and perception is concerned, the basic con-
cept was that of psychophysics where one seeks for
a physical input parameter causing an output in sensa-
tion that is measurable (and possibly scalable in some
unit, Sects. 30.1.2–30.1.4). This view was gradually
but steadily changed when, in the descriptive and an-
alytical studies published by Stumpf, Rich, Hornbostel,
etc. the experience of subjects in perceiving sound
played an increasingly greater role. Though physical
and physiological facts known from measurements and
observations were still taken into account, the focus in
music psychology was on tonal attributes relevant for
perception. The phenomenological paradigm reflecting
the experience of musically trained subjects is clearly

evident in the monograph Albersheim [32.106] devoted
to attributes of tone and sound.

In the following, a number of approaches to the
study of timbre and sound color will be discussed in
regard to developments in music and media technology
as well as in empirical research methodology. For obvi-
ous reasons (given the large number of publications on
timbre, and on sound and perceptual aspects of sound
in general), the survey must be selective.

Developments in Audio Technology
Technical production and reproduction of music as
sound began after the phonograph and the gramo-
phone had been introduced to the public [32.112].
Radio transmission followed in the 1920s when elec-
tric amplification and recording on the basis of vacuum
tube technology was developed, and solid-state tech-
nology (the transistor was invented in 1947/48) came
into use during the 1950s. By about 1930, the Trauto-
nium (a kind of early synthesizer) had been invented,
followed soon after by its polyphonic expansion, the
so-called Mixtur-Trautonium; these instruments were
used by composers of modern music (P. Hindemith,
H. Genzmer). Also in the 1930s, the Hammond or-
gan became available in several models (making use
of rotating tone wheels and electromagnetic pickups
for sound generation). Shortly before and during World
War II, the modern tape recorder was developed (even
in stereo, by AEG). The vinyl LP (1200, 33 1=3 rpm)
was issued in 1949. Evolving technology offered new
possibilities to creative artists engaged in what became
electronic music [32.53]. Institutions like the Studio for
Electronic Music at Cologne (part of the public radio
station, NWDR, later WDR, and home turf of com-
posers Herbert Eimert and Karl-Heinz Stockhausen)
offered technical facilities including a range of sound
generators, filters, ring modulators, and tape recorders
as well as electronic keyboard instruments (for tech-
nical information and musical aspects, see [32.113]).
Moles [32.114, Chap. IV] elaborated on sound ac-
cording to physical (time, frequency, SPL) and psy-
choacoustic parameters (envelope, spectrum, level and
dynamics, pitch, timbre), which can be used for both
analytic description of existing sonic objects as well as
for the creation of new ones. His main idea was that mu-
sic as is performed, recorded on tape or other medium,
and perceived by listeners consists of objets sonores
that can be distinguished from one another, and can be
decomposed into cells in a frequency/level plane rep-
resenting the area defined by lower and upper limits of
human hearing.Moles [32.114, p. 118–119] considered
such cells (he uses terms like cellules as well as quanta
sonores) as carriers of information, thus relating to con-
cepts of communication developed in a more formal
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approach by Gabor [32.115] and by Shannon [32.116].
Moles also offered rules of how to work with sonic
objects. The acoustic and psychoacoustic description
of sonic objects met the scientific spirit encountered
in electronic music circles. The tape recorder became
instrumental in collage and montage techniques em-
ployed not only in electronic music but also in musique
concrète that made use of a broad range of natural
and technical environmental sounds [32.64]. The idea
to expand sound material from tones and chords as
well as complex sonorities into musical noise had been
propagated by Italian Futuristi [32.117] and had been
pursued by some composers in Europe and overseas.

Schaeffer’s Typology of Sonic Objects
An attempt to deal with the huge range of sonic
and musical objects serving as material for contem-
porary music was the comprehensive solfège des ob-
jets musicaux prepared by Pierre Schaeffer [32.118,
pp. 387–597]. Schaeffer condensed his considerations
into a scheme [32.118, pp. 584–587], which is for-
mally organized like a matrix (m rows, n columns).
The rows contain what he calls criteria of musical per-
ception (critères de perception musicale); the criteria
are masse, dynamique, timbre harmonique, and profil
mélodique, profil de masse, grain, allure. These terms
refer to volume (in the sense of Stumpf, Rich, Stevens),
dynamics, and spectral as well as tonal structure in
sonorities. Since Schaeffer’s scheme is not confined to
single sounds, and in fact tries to establish a typology
of musical objects, he includes basic types of melodic
contour (like the podatus and torculus known from Gre-
gorian chant and neume notation). Grain (on the level
of sounds) refers to the surface (which can be rough or
smooth), and allure means the envelope, which can be
regular (with or without vibrato) or irregular, etc. The
columns comprise qualifications (types, classes, gen-
res) and evaluations according to species (espèce, which
also can designate a sort or a kind) in regard to the
height (hauteur), intensity, and duration of sonic ob-
jects. To be sure, the typology offered by Schaeffer was
a bold attempt which, however, is based on personal
experience and description rather than on systematic
treatment backed by empirical data. As a typology, it
serves to order phenomena according to certain aspects
even if it is not consistent in every respect (the matrix
has some empty cells). Like in the phenomenological
description of tonal attributes [32.106], the perspective
is that of the appreciative subject perceiving sound and
music.

Semantic Attributes of Timbre
Though subjects experience sounds as sensations char-
acterized by certain qualities and intensities, perception

can involve verbalization when judgment based on sen-
sory data includes an act of predication [32.119]. Since
sounds and their timbres allow for verbal description
(and, moreover, can convey a musical or extramusical
meaning), people speak of a rumbling thunder, gurgling
water, whistling wind as well as of a whining vio-
lin or a blaring trumpet. Most languages contain very
many adjectives used to characterize certain sounds or
their timbres, and one can find a host of such adjec-
tives in reviews of concerts and recordings as well as in
other publications on music. In psychology, sets of ad-
jectives were used to characterize expressive qualities
of musical pieces or phrases in order to disclose their
affective mood and their meaning, in regard to listen-
ers [32.120].

The study of semantic meanings that things or per-
sons or ideas have for various people was pursued by
Charles Osgood et al. with a methodology known as se-
mantic differential [32.121] and also as polarity profile,
in areas of psychology. The goal is to measure atti-
tudes and preferences of people as they value or dislike
certain things, persons, ideas, etc. Osgood et al. con-
ceived of a semantic space in which various concepts
(this term was used instead of stimuli) could be placed
according to the judgments subjects give on lists of ad-
jectives (or nouns) ordered so as to form bipolar pairs
(like soft–hard, good–bad, fast–slow). In between such
polar adjectives, a scale is inserted for which Osgood
et al. [32.121, p. 85] proposed seven alternatives. These
can be expressed by numbers or by verbal qualifications
suited to indicating a scale. The technicalities of scale
construction are in fact as important for the outcome
and the reliability and validity of experiments as is the
selection and the arrangement of adjectives (some crit-
ical issues are discussed in [32.122–124] and [32.125,
p. 73 ff.]).

A semantic differential or polarity profile usually
comprises from about 30 to 70 pairs of adjectives,
which are the variables used to characterize a num-
ber of items (concepts in Osgood’s terminology), by
a sample of subjects. The resulting data (blocks of
variables � items � subjects) is subjected to the cal-
culation of descriptive statistics (means, variances, etc.)
and of intercorrelation matrices, on which in many stud-
ies factor analysis (FA) with respect to PCA (principal
component analysis, usually with varimax rotation) has
been performed. Without going into details of FA (be-
sides PCA, there are several other methods and models
in use), it should be noted that the methodology in-
volves a load of vector and matrix algebra as well as
the representation of the variables and the factors cal-
culated from the variables in a k-dimensional vector
space [32.126]. To be stable as topological constructs
and reliable and valid in regard to interpretation, fac-
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tor models must conform to geometrical axioms and
principles. Osgood et al. [32.121, p. 91] suggested to
conceive of distances between concepts in the semantic
space in terms of linear geometrical distances. To cal-
culate these distances without violation of geometrical
axioms (and minimizing the risk of artifacts), the raw
data should be interval or ratio scaled. However, this is
a condition rarely fulfilled in studies based on seman-
tic differentials. Moreover, these seem to comprise two
different kinds of scales as the adjectives selected for
the polarity profile in many studies are either denotative
(descriptive in regard to features and attributes of items)
or connotative (associative in regard to features of
items); some adjectives are in between these categories.
Consider, for example, sounds recorded from various
orchestral instruments (strings, woodwinds, brass, per-
cussion) that differ in temporal envelope and spectral
structure (Sects. 30.2 and 32.1.2). On the denotative
level, one could offer adjectives such as soft–loud, dull–
bright, smooth–rough, transparent–dense. Further, there
are adjectives such as nasal that are widely used but
may refer to more than one acoustic property [32.127].
In addition, there are adjectives that may denote tim-
bre qualities more indirectly. For instance, the sound
of a trumpet appears shining to many listeners; the ob-
jective basis for this is spectral energy distribution and
centroid. Then there are adjectives that express conno-
tative rather than denotative meanings associated with
certain timbres like doleful, exciting, gloomy, etc. The
problem is that the scales used for denotative attributes
can be regarded as rating scales (subjects try to estimate
a certain quality and/or intensity on the basis of a sensa-
tion) while the connotative adjectives rather call for an
emotional appraisal or associative guess (consider, for
instance, a pair like dreamy–awake in regard to the vi-
olin sound of Isaac Stern playing the opening measures
of the Adagio in Bruch’s violin concerto).

The semantic differential (often coupled with FA)
has been used in the study of musical and other sounds
[32.128–132]. In Osgood et al. [32.121, p. 36 ff.], the
standard solution obtained from FA consists of three
factors, the first of which was interpreted as evalua-
tive, the second as a potency variable, and the third
as activity. Such a solution restricted to three factors
seems plausible if the factors allow for a rather wide in-
terpretation and thus can embrace a larger number of
variables (in this case, pairs of adjectives). It should
be noted that Wundt [32.133] had proposed a three-
componential model of emotions based on three po-
lar pairs (pleasure–displeasure, excitement–inhibition,
tension–relaxation) from which a number of additional
emotions were derived as combinations (e.g., joy is
derived from excitement, pleasure, and tension). In
a factor model consisting of three independent, that is,

orthogonal factors, these fit into a three-dimensional
space so that the items can be conceived as points (rel-
ative to coordinates x; y; z in Euclidean space) and the
distances between items (as well as between subjects)
calculated as Euclidean distances where the linear dis-
tance between pairs of points (aD xi, yi, zi; bD xj, yj,
zj) is interpreted as a measure of phenomenal similar-
ity or dissimilarity respectively. Finally, three factors
in many empirical studies suffice to explain a substan-
tial percentage of the variance in the data. However,
the factors derived from FA again are vectors that do
not always lend themselves easily to factual or percep-
tual interpretation in regard to the items and/or subjects.
Also, the interpretation calls for some label that will
be attached to a factor. Rahls [32.129] found for 20
sounds and 47 pairs of adjectives a four-factor solution
of which the first three were interpretable: the first as
an evaluative factor, the second as one that involves
activity and the third viewed as potency (see above).
In Jost’s [32.130] study of clarinet sounds, one factor
pointed to volume as an attribute, and a weak factor in-
dicated the specifics of the clarinet timbre.

In contrast, von Bismarck [32.131] found for his
sounds (sine tones, complex tones, noise) a strong fac-
tor accounting for 44% of the variance that relates to
spectral energy distribution and presence of energy in
higher frequency bands. This factor, which quite clearly
reflects a sensory attribute [32.134], was labeled sharp-
ness (German: Schärfe). In an experiment taking up
some of Bismarck’s pairs of polar adjectives as differ-
entials but using dyads played from wind instruments,
Kendall and Carterette [32.132, p. 455] found that
sharp is not a good discriminator across wind instru-
ment dyads since sharp in English refers to pitch rather
than timbre. The problem encountered with such terms
as Schärfe ¤ sharpness of course is one of semantics.
Many of the terms used in description of sounds, even if
denotative in essence, are taken from other spheres such
as optics (brightness) or haptics (roughness, smooth-
ness). Certain attributes are intermodal in regard to
sensation as is the case with brightness [32.135] and
apparently so with roughness (which is scalable both as
an auditory attribute of sound and as tactual experience;
Zwicker and Fastl [32.136, Chap. 11], Stevens and Har-
ris [32.137]). Also Schärfe, which one could tentatively
translate as stridency can be addressed as an intermodal
attribute. The German Schärfe refers to the condition of
a blade of a sword or knife that has been sharpened; the
word also denotes the sharp outer edge of a swinging
or carillon bell profile. Thus, the original meaning is in
the tactual and haptic area of sensation. The term can
be applied to sounds sensed as glaring, strident, pene-
trating and perhaps even hissing if they contain a strong
proportion of energy in higher parts of the audible fre-
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quency range. Such sounds can be easily generated in
harmonic complexes when amplitudes of partials in-
crease in proportion with harmonic number [32.138].
Another method simply is bandpass or high-pass fil-
tering of harmonic or inharmonic complexes or noise
bands so that energy is concentrated in the frequency
range corresponding to higher critical bands (CBs) of
the auditory system.

The problems involved in verbalizing sound and
musical phenomena in general are complex and diffi-
cult to solve. In certain ways (reflected in a number
of essays by Charles Seeger on fundamentals of musi-
cology [32.139]), it would be recommendable, though
perhaps not always practical, to communicate in the
medium of music about things musical instead of using
speech. From the viewpoint of empirical methodology,
it seems wise to reduce semantic ambiguity in verbal
descriptions of sound as far as possible, which can be
done by selecting such adjectives and nouns that denote
certain sound characteristics rather than using connota-
tive adjectives (where subjects in a sample often have
ideas as to their meanings that differ widely). Also, ver-
bal descriptors should be checked in experiments for
consistency relative to various sets of stimuli as well as
for their strength of differentiation between items (one
of the issues with semantic differentials is the lack of
standardization [32.122]).

In order to avoid pitfalls that can happen with the
methodology of semantic differential and FA interpre-
tations, the use of adjectives combined with unipolar
scales and a robust method of data analysis such as
hierarchical cluster analysis seems advisable. This ap-
proach was chosen by Thies [32.140] in an attempt
to find fundamental categories for a descriptive clas-
sification of sounds that could bring Schaeffer’s more
intuitive scheme to a systematic and formal typology.
Starting from the German vocabulary which, in regard
to sound and its attributes, offers some 1600 descriptive
and connotative words, he selected 51 general classi-
fiers (e.g., loud, soft, rough, smooth, high, low) and
382 more specific (like nasal, creaky, buzzing, pulsat-
ing, whispering). In experiments offering musical and
environmental sounds as stimuli, subjects were asked to
judge which of the classifiers applied to certain sounds,
and if so, to what extent. Cluster analysis found groups
of adjectives that represent basic descriptive sound cat-
egories. From these groups, pairs of adjectives (like
tonal–noisy, dark–bright, soft–hard) representing fun-
damental spectral and temporal features and sensory
attributes (tonalness, brightness, loudness, etc.) were
considered as fundamental classifiers to be used in
a first-level analysis and classification while, on the
next level, more specific classifiers are used for a fine-
grained classification and typology.

The problem of semantic meanings adjectives have
with respect to properties of sounds and attributes
of timbre may aggravate if viewed from an inter-
language perspective. Inasmuch as languages reflect
cultural norms and experiences shared by ethnic and
language groups, it is likely that cultural differences
manifest themselves in different concepts and terminol-
ogy even though acoustic properties of sounds and also
parameters of auditory perception are identical among
such groups. In a comparative study with subjects hav-
ing either Greek or English as their native tongue,
the convergence of descriptive adjectives was tested
with the verbal attribute magnitude estimation (VAME)
method [32.123, 141, 142] which avoids semantic dif-
ferentials by putting adjectives against their negation
(e.g., dull–not dull, sharp–not sharp). This compara-
tive study [32.143] employed various methods of data
analysis (cluster analysis, FA, correlational techniques)
and also feature extraction from the stimulus sounds
(23 musical instrument tones). The data analysis re-
sulted in three common dimensions labeled luminance,
texture, and mass, where luminance refers to attributes
like brightness and sharpness (to include, however,
depth/thickness in the Greek sample) while texture was
interpreted as related also to spectral energy distribu-
tion, and mass possibly referring to spectral density
and flux. The results demonstrate that a set of sound
stimuli presented to subjects from different culture and
language groups may elicit responses that converge to
a certain extent due to acoustic stimulus features while
there are also differences in conceptualized attributes
derived from descriptive adjectives. In a Swedish study
on the timbre of the steady state of alto sax sounds
also employing adjectives along with VAME, Nykänen
et al. [32.144] found a combination of rough and sharp
(seemingly included in the Swedish adjective rå� raw,
bleak), soft, warm as well as a vowel quality o-like to
describe the sounds best. There was a correspondence
to psychoacoustic parameters in that the attribute rough
could be predicted from the model of roughness used by
Aures [32.145, 146] combined with the model of sharp-
ness proposed by von Bismarck [32.131, 134].

Similarity Ratings of Sounds
Another approach to timbre research is that of similar-
ity ratings. Detection of similarity in objects conveyed
as sensory input is an experience basic to humans and
other species. There are several theories of similar-
ity some of which emphasize extraction of features
from sensory input that are used for comparison while
others underpin the cognitive evaluation process under-
lying similarity judgments [32.147, 148]. In regard to
the problem of verbalization addressed in the previ-
ous paragraph, one might assume that the recognition
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of similarities driven by sensory input works without
verbalization while an analytic cognitive evaluation of
input rather would involve such. Assuming a hierarchi-
cal model that leads from sensation to perception and
apperception (Sect. 30.1.2), different levels of process-
ing would likely be reflected in shades of awareness of
such processes.

In the field of sound and music perception,
Stumpf [32.149, Sects. 6,7] especially argued that dif-
ferent degrees of similarity as perceived by subjects
can be expressed as differences in distance, which im-
plies similarity is scalable and differences in similarity
can be translated into some distance measure. Scaling
of similarity has been a paradigm for a long time, for
which a standard methodology usable in psychophysics
and other areas was developed [32.150, 151]. Since phe-
nomenal similarities between a set of objects often rest
on several or even many properties, the geometric con-
cept according to which perceptual similarity � prox-
imity has led to a multidimensional perspective where
objects can be represented as points in a k-dimensional
space. The interpoint distances relative to a number of
dimensions then express the similarity or dissimilarity
between n objects on m dimensions (n� m). In ad-
dition, one can calculate and geometrically represent
similarity judgments of different subjects in a sample to
compare their perceptions. The methodology to carry
out such empirical studies is multidimensional scal-
ing (MDS), also termed multidimensional similarity
structure analysis [32.152, 153]. There are some ideas
and concepts shared by both FA and MDS, namely
the idea that a subject’s responses to complex stimuli
comprising several or many variables can be explained
and/or predicted from a small number of factors or
dimensions as well as the concept to represent rela-
tions between high-dimensional (multivariate) stimuli
in a rather low-dimensional geometrical space. This
space, spanned as factor configuration or MDS model
derived from empirical data in several steps, is assumed
to reflect perceptual and also cognitive evaluations of
subjects. It should be noted that the metric-dimensional
approach to similarity perception has been challenged
on methodological and factual grounds [32.147] and
has also been defended as a basis valid for the study
of similarity as well as recognition and identification
processes [32.154–156]. Though MDS (and, likewise,
FA) can be used for data reduction from a larger num-
ber of variables presented to subjects in experiment to
a few metavariables labeled factor or dimension, its
main function is to help shape hypotheses concerning
the dimensionality of complex structures. Like in FA,
MDS models can be derived in a precise manner (for
Euclidean space and distance functions) if the input
consists of interval- or ratio-scaled data. However, simi-

larity judgments are ordinal as subjects find two objects
(say, two sounds recorded from any two instruments
at the same pitch and presented at the same loudness)
are not similar, somewhat similar, similar, very similar,
highly similar or even perceptually identical. To allow
for a so-called nonmetricMDS, one can assign numbers
to such degrees and turn them into proximities from
which, in an iterative process (minimizing errors and
adjusting interpoint distances between objects or other
items), the final distances in a k-dimensional space are
calculated. The distances of n objects relative to m di-
mensions are regarded to reflect the perceptions and
judgmental decisions of the subjects. The type of met-
ric (Euclidean, city block, Minkowski [32.152]) that
is chosen for the model expresses different cognitive
decision strategies. If the similarity judgment is decom-
posable into several more or less separate evaluations of
similarity along dimensions (a; b; c; : : : ; k), a so-called
city-block metric reflects the additive process. In case
a direct and overall estimate of the similarity between
objects is performed, a Euclidean distance model sums
the differences on the contributing dimensions. When
dimensions have different salience for individual sub-
jects, a weighted Euclidean distance model seems apt
(though this technique requires certain precautions).
A Minkowski r-metric can be chosen if, in a decision
process with respect to similarity, one stimulus feature
is predominant so that the dimension to which it relates
seems supreme against all others. The goodness-of-fit
that various models yield with respect to their metric,
number of dimensions, error score, as well as the coef-
ficient of determination in relation to the dataset, can be
used in a cautious interpretation of the evaluation and
decision processes involved in the perception of phe-
nomenal similarity.

Since about 1970, computer software for metri-
cal and nonmetrical MDS has been available, which
has spurred many experiments also in the field of
sound and music perception [32.157, 158]. Some of
the now classical experiments on timbre were per-
formed at Stanford [32.159–161]. Grey worked with
16 synthesized sounds that emulated those of orches-
tral instruments since one task of his research project
was to explore computer-based analysis-synthesis tech-
niques. Data from an experiment with 20 musically
sophisticated subjects judging the similarity of the 16
sounds were subjected to nonmetric MDS, which did
yield three dimensions interpretable in terms of acoustic
properties of sounds. The first dimension quite obvi-
ously relates to spectral energy distribution and spectral
envelope; the second was interpreted as relating

to the form of the onset-offset patterns of tones, es-
pecially with respect to the presence of synchronic-
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ity in the collective attacks and decays of upper
harmonics. [32.159, p. 61]

The third dimension was also viewed as temporal and
related to the energy distribution in the attack of tones.

Studies of sound and timbre in most cases have
confined their MDS analyses to three or even two di-
mensions [32.132, 159–168], [32.169, Chap. 6] one of
which seems almost notoriously related to spectral en-
ergy distribution, centroid and brightness [32.170]. The
second often has been interpreted as related to on-
set characteristics (hard or soft attack, percussive or
rather mellow sound) or to the temporal envelope in
total. A third dimension sometimes has been viewed
in regard to spectral flux which, in most sounds, is
considerable at the onset of sound because of the tran-
sient portion and becomes small once the steady state
is reached. Spectral flux (SF) can be calculated from
digitized audio signals where SF expresses the rate
of change in spectral composition from one frame of
analysis to the next [32.171]. Some studies could not
confirm the interpretation of a third dimension as ex-
pressing SF [32.158, 167] though in fact most natural
sounds exhibit some or even considerable variation in
both spectral frequencies and amplitudes over time. In
case composite waveshapes are used as stimuli, one di-
mension can be interpreted as spectral energy distribu-
tion (sparse harmonics–rich harmonics) and another in
terms of the surface quality of sounds; since a sawtooth
with many harmonics in zero phase has steep slopes in
every period, the sound appears comparatively rough
while a triangular wave appears quite smooth [32.168].

Incorporating a third dimension in a MDS model
can be useful to account somewhat better for the vari-
ance in the similarity data; however, one might be
confronted with a certain trade-off since, with a third
dimension in a MDS model, as with a third factor
in FA, one often may explain a higher percentage of
the variance, on the one hand, while the interpreta-
tion of a third dimension or factor can be arduous,
on the other. Not only does each factor or dimension
need to be given a label (the verbalization problem
is encountered again, if on another level), but its in-
terpretation must also account for the factual content
and perceptual effect of stimuli weighted in the light
of the k-dimensional model. In general, interpretability
seems to diminish with the number of factors or di-
mensions respectively. This can be possibly explained
in regard to conditions under which similarity judg-
ments are mostly made in real life, on the one hand,
and processes of categorization, on the other. Con-
cerning conditions, one has to take the huge amount
of environmental information arriving at our senses as
possible input into account. From an evolutionary per-

spective, survivalmakes very fast recognition of objects
imperative. In a first and probably pre-attentive step,
recognition involves some overall and provisional cat-
egorization in which comparison of a possibly new
object to previously learned prototypes, schemata (or
whatever the template is called) is performed. For an
instantaneous comparison which, with respect to sur-
vival behavior, may trigger further sensory processes
as well as motor responses, restriction to a few salient
features seems pertinent. Adopting either a feature de-
tection approach or that of dimensional metric as in
MDS, reduction of the processing load is inevitable in
fast estimates. The goal can be achieved successfully
through exclusion of irrelevant as well as dimensional
reduction of usable sensory input [32.172]. Even in
many instances where the time factor is less critical,
overall judgments of similarity apparently still seem re-
stricted to a few salient features or a small number of
dimensions respectively. Apparently, such suffice for
a rough perceptual ordering of things into categories;
listeners hearing music in a concert or from the radio
can perform at least a tentative classification of sounds
representing, for example, strings, brass, and percussion
instruments. This can be done with reference to very
few acoustical features and perceptual attributes, a fact
corroborated from computer-based classification of mu-
sical sounds with respect to sources [32.173]. Many of
the two-dimensional MDS models of timbre similarity
in fact relate to the temporal and the spectral enve-
lope as fundamental components of complex sounds;
the two most common dimensions centroid/brightness
and onset/envelope (see above) apparently suffice to
categorize a host of sounds according to their timbre,
at least in a gross mode. A closer inspection then may
reveal further details needed for a finer classification.
In this respect, timbre can be viewed as an emergent
perceptual quality [32.174]. Of course, learning plays
a role in such processes as recognition and identifica-
tion of timbres where trained musicians usually perform
faster and more reliably than nonmusicians. For exam-
ple, it needs no expertise to assign a certain impulsive
sound one hears to a class of instruments (say, mem-
branophones) while one must have some experience to
judge what the type of drum from which the sound
comes could be (size, single- or double-headed, beaten
with hand or stick), and it is certainly demanding to de-
cide whether a drum sound correctly identified as that
of a frame-drum belongs to a Moroccan bendir or to
an Irish bodhran. However, in experiments involving
synthesized FM sounds (TX 802) most of which em-
ulated familiar instruments, differences in performance
between subjects in three subclasses of musical exper-
tise (professionals, amateurs, nonmusicians) were not
just as great as one might have expected [32.167].
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32.2.3 Acoustical Features
and Perceptual Attributes of Timbre

Schouten [32.175] saw five acoustical parameters defin-
ing timbre:

1. Tonalness versus noise
2. Spectral envelope
3. Time (or temporal) envelope
4. Change in spectral envelope or in pitch
5. Onset characteristics, which he labeled acoustic

prefix of sounds.

These in fact are interrelated in a number of ways,
as are the four fundamental qualities of pitch, loudness,
duration, and timbre that are constitutive for auditory
perception. It is evident that one cannot perceive a pitch
from a tone unless it does have a duration and sound in-
tensity. Likewise, loudness as based on intensity and fre-
quency [32.176] and variable also with the duration of
stimuli presented to subjects calls for a sound that must
have some frequency content with nonzero duration and
amplitude(s). In this respect, parameters are not totally
separable even though one can study the relative weight
they can have in sensation and perception of complex
sounds. The idea that parameters might be separable and
decomposable into dimensions perhaps owes to classi-
cal concepts of psychophysics (Sect. 30.1.4) where sen-
sations were studied with respect to quality, intensity,
duration, extension, etc. Taking acoustical soundparam-
eters, on the one hand, and perceptual dimensions, on the
other, one can set up the following scheme:

Frequency pitch quality

Amplitude loudness intensity

Time duration

timbre

duration

extension

Of course, pitch can be explained also in the time
domain (Sect. 31.4), and loudness depends not only on
physical intensity of the sound but to some degree on
spectral energy distribution as well as on presentation
time and temporal integration (Chap. 33). Further, tim-
bres can be perceived as distinct qualities in case they
offer salient features.

The view according to which pitch is separable,
in principle, from timbre is not identical with that ad-
vanced by Helmholtz [32.90] on separability of pitch
and sound color (Sect. 32.2.1). Taking the Fourier-
based resonator model of Helmholtz, a harmonic com-
plex simply is decomposed, on the basilar membrane
(BM) level, into partials along a log frequency axis
where the lowest partial (f1) accounts for the sensation
of pitch, and the remainder of the spectrum for sound

color. The concept indeed implies that a sound, well-
defined as to its pitch through f1 (as well as its inverse,
the period T D 1=f ), gains some additional coloring
from the spectrum above f1. In this respect, sound color
is a more or less stable quality corresponding to the
steady state of a sound [32.177]. Further, sound color
can be viewed in regard to extension where the number
and strength of partials define spectral width, density,
and centroid (for a given f1 of, say, 110Hz, the cen-
troid shifts upwards in frequency with the number of
additional partials). This effect is easily demonstrable
with an analogue synth where a tone (say, A2), when
played with a sawtooth wave, gains in color as well
as in brightness from sweeping the cutoff frequency
of a low-pass filter toward higher frequencies. In early
works on orchestration [32.3] the term timbre also re-
ferred to a sound quality largely determined by spectral
structure while the temporal aspects as yet were of little
concern. Since the 1920s and 1930s, when onset char-
acteristics and temporal fluctuations of sounds could be
studied with electroacoustic equipment at hand, tran-
sients in particular in aerophones and chordophones
have been a topic of research (for a survey, see [32.31]).
With computerized sound analysis, transients were in-
vestigated as dynamic time-frequency structures from
which information relevant for auditory perception can
be drawn [32.178]. In the following, the parameters dis-
cussed by Schouten [32.175] will be examined further
in the light of research data.

Transients and Onset
The transient part of a sound reflects a vibrating sys-
tem immediately after excitation, which can be effected
by a single impulse as in many idiophones (e.g., xy-
lophones, gongs, bells, cymbals) and membranophones
as well as in plucked strings, or by a sequence of pulses
as in aerophones (Sect. 32.1.2) and in bowed chordo-
phones where excitation continues with energy supply
to the generator. The transient portion of a sound can
be defined as that from the absolute onset of vibra-
tion (the time point or sample where the amplitude is
nonzero) up to a point where vibration becomes either
periodic with small fluctuations (as in aerophones and
chordophones) or where the peak amplitude is reached
and the decay of the envelope begins (as in idiophones
and membranophones excited by a single impulse). The
transient portion of a sound is the most interesting
part in terms of information (see [32.25] for concepts
describing information structure of sounds) since infor-
mation depends on entropy and the rate of change per
time unit. Shannon [32.116] gives a formal proof that
white noise has the maximum possible entropy. In com-
parison to the almost periodic regime of vibration in the
steady state, the onset often lacks clear periodicity and
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can even appear chaotic (as indicated by the limit cycle
for the time series of a vibration or sound in a phase
space). The onset of many sounds recorded from nat-
ural instruments includes noise in the transient portion;
a well-known phenomenon observed in organ flue pipes
is the spitting response to air pulse sequences before
a standing wave is established (Sect. 30.2 and examples
in [32.179, Chap. 5]).

For the listener, the rapid changes that the wave
shape and spectral content undergo in a short time
result in a high rate of information delivered to the
perceptual system. In contrast, the flow of information
saturates once the steady state is reached. For example,
for identification of clarinet sounds it was found that
scores do not improve after 0:5�0:6 s of presentation
time [32.180]. In regard to detection and identification
of onsets and transients as well as of changes in spec-
tral envelope over time, there are temporal and dynamic
thresholds as well as several integration constants that
have been reported from experimental findings (for an
overview of research, see [32.31]). Further, there are
forward and backward masking effects (for a detailed
discussion, see [32.181]). Some of the relevant inte-
gration constants concern the very limit of auditory
temporal discrimination between two events and the
threshold of temporal order between events. The limit
of temporal discriminability has been given as 3�5ms
(as in experiments on gap detection), however, the abso-
lute value depends somewhat on sound level and other
conditions. Other time constants concern just noticeable
differences in onset asynchronicity and the threshold
of temporal order. Onset asynchronicity between in-
struments playing notes simultaneously typically is in
the range of 0�20ms; asynchronicity within this range
(and approaching its upper limit) supports identification
of instruments [32.182]. Onset, in this respect, means
the sensory and perceptual event that of course is de-
pendent on the vibration pattern of sounds yet is not
identical with the SPL measured at a certain time. The
perceptual onset for tones in succession will be de-
tected when the amplitude of vibration and the SPL
of the sound radiated from a source exceed a certain
threshold, which has been given as 6�15 dB below the
maximum level of a tone [32.183]; this threshold is vari-
able with respect to the absolute SPL of the stimulus
and is also variable due to masking effects if several
tones/sounds are played in close succession or nearly si-
multaneously. Two tones played in succession become
clearly discriminable as auditory events when their per-
ceptual onsets are about 40ms apart; the threshold for
audible single reflections of sound from walls to be per-
ceived as echoes is in the range of 40�50ms so that
several early reflections occurring within a shorter time
span (t < 30ms) typically smear into one sensation.

Given that � 50ms mark the time difference between
events to be perceived as an orderly sequence and that
complex tones in general are identified in regard to
their pitch, timbre and loudness in a time window of
� 100�200ms, it follows that the number of notes in
music that are clearly identifiable as a melodic and di-
astematic structure, plus conveying a certain timbre and
loudness, is limited per time unit.

Onsets can be very short as in swinging and car-
illon bells where, after the energy is transferred from
the clapper to the bell (contact time � 1ms [32.184]),
a large number of modes is excited within a few ms
since the wave speed in bronze is � 4400m=s for lon-
gitudinal and � 2160m=s for transversal waves. The
sound radiated from the bell or from a similar idio-
phone struck with a hard mallet contains many strong
harmonic and inharmonic partials as a complex mix-
ture [32.85, 86, 185] from which the auditory system
must derive pitch and timbre information [32.186]. The
onset of such sounds (which fall into a time window
of 20�50ms) usually is perceived as clangorous due
to considerable spectral inharmonicity as well as high-
frequency content, and assignment of a single pitch
to the onset segment often is not possible. If idio-
phones struck with a mallet are at one end of a scale
measuring the acoustical transient portion of a sound,
there are some instruments on the other where the
transient is long and can last for several hundred mil-
liseconds as, for instance, in a double-bass played
softly with a bow [32.187] or in large organ flue and
reed pipes [32.35]. Also, some folk instruments such
as the Slovak duct flute Fujara (of � 160 cm tube
length [32.41]) are slow in the buildup of modes. How-
ever, the dynamics of the onset of a sound is much
dependent on playing technique as well as the dynamics
of the musical context in which instruments are used. In
works of modern music, notation might prescribe dy-
namics from fffff to ppppp and might include verbal
instructions that range from tutta la forza to morendo.
Also, composers in the decades after 1950 demanded
instrumentalists (and also singers) to produce sounds in
often uncommonways, which could bring about, for ex-
ample, quite percussive sounds from wind and string
instruments. The variability of onsets due to playing
technique and context notwithstanding, subjects famil-
iar with music and orchestral instruments make use of
the onset of sounds as information bearing to the clas-
sification and identification of such instruments.

For listeners, the transient part of sounds serves to
distinguish various instruments as well as to mark the
onset of notes. Transients such as the spitting of organ
pipes, the prerunner sound in harpsichord strings (when
the plectrum touches the string before lifting and pluck-
ing it [32.188, 189]), the raspy attack of a bow set to
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motion on a cello string (in particular the C- and the
G-string), the plosive attack in a trombone or trumpet
tone, are such prefixes (to use Schouten’s term) to the
steady state that make sounds characteristic of certain
instruments or families of instruments. Some instru-
ments also have a peculiar decay or have markers at
the end of a tone; for instance, in most harpsichords
one can hear the jack fall down when a key is re-
leased, an effect that is prominent when full chords are
played. In an ensemble performance, the prefixes from
individual instruments can help listeners to notice the
onset of the tones they play (listen, for example, to
Hindemith’s Kleine Kammermusik für fünf Bläser, op.
24,2). If attack transients and the final decay to zero
amplitude are removed from natural instrument tones,
identification scores drop significantly even for musi-
cally trained subjects where the effect is greatest for
the attack removed [32.190]. Conversely, in an MDS
study [32.166], similarity ratings for onsets from nat-
ural instruments presented in isolation did not differ
much from complete tones, indicating that the onset
contains most of the relevant information [32.25]. Re-
moving perceptual cues like the transient at the onset
means an increase in confusability of stimuli. Appar-
ently, the effect can be compensated, to some extent, by
playing technique. For example, instruments typically
played with vibrato (flute, violin) are less affected by
such removal since the vibrato then may substitute the
cue needed for identification [32.191].

Time (or Temporal) Envelope
Isolated sounds from various instruments can be distin-
guished with respect to their temporal envelope, which
can be segmented into characteristic parts (as in the at-
tack, decay, sustain, release (ADSR) model Sect. 30.2).
For instruments excited by a single impulse (many
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0 Fig. 32.8 Cello, open G-string (G2),
staccato, forte, steep attack, long
sustain

idiophones, most membranophones) a rapid attack is
followed by a fast decay. Large bells have a long sus-
tain, however, when sound is radiated on a low level
for tens of seconds. In aerophones, tones die away
quickly once the air supply to the generator is stopped.
In plucked and bowed chordophones, sustain can be
quite long after excitation has stopped because parts of
the resonator and the air enclosed in the box still vibrate
(due to a storage of energy). For the tone G2 played on
the open string of a cello (staccato, forte), the sustain
lasts for � 3 s after the bow has been lifted from the
string (Fig. 32.8; the sound was recorded� 0:5m away
from the instrument in a dry studio).

In this tone, the rapid attack and the long sustain
are perceptually salient envelope features. In general,
there are certain shapes of envelopes which, combined
with spectral patterns, probably make up timbral pro-
totypes for listeners. Changing the temporal and/or the
spectral envelope means part of the information does
not match a certain type of instrument. For example, re-
versing a natural complex sound affects both cues since,
even though the total energy contained in the sound is
the same when played forward or backward, the order
in which relevant features become audible is reversed,
which makes identification of natural sounds reversed
in time difficult. The effect of time reversal of sounds
was used quite extensively in the 1960s, in record-
ings of psychedelic music, where usually one electric
guitar track previously recorded and then played back-
wards provides lead guitar lines in an otherwise normal
mix (listen, for example, to The Byrds: Thoughts and
Words, recorded in December 1966). An important fac-
tor for sensation and perception of temporal envelopes
is modulation. Regular amplitude modulation (AM)
can result from narrowly spaced spectral components,
which would give rise to a sensation of roughness
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(Sect. 31.6.2) in addition to the amplitude fluctuation.
Quite regular AM with very little FM of f1 and with-
out introducing roughness can be produced also by
modulating excitation parameters such as the blowing
pressure in a flute [32.192].

Tonalness versus Noise
Tonalness usually is understood as a sensory at-
tribute dependent on spectral harmonicity as well as
its equivalent, periodicity of the time signal. Tonal-
ness is one factor, besides roughness, sharpness (or
stridency, Sect. 32.2.2: Semantic Attributes of Timbre),
and loudness in a psychoacoustic model of sensory eu-
phony [32.145, 146]. In regard to spectral harmonicity
� temporal periodicity (consequent to the Wiener–
Khintchine theorem, Sect. 30.2), the steady state of
a tone from an aerophone or chordophone played with
medium force of excitation is basically tonal while the
transient onset can contain noise in significant quantity.
Some noise also results from the motion of the bow
on a string or from the flow of air in wind instruments
(there are playing techniques for flutes and saxophones
emphasizing a breathy sound). In order to make synthe-
sized sounds appear natural to listeners, their transient
part needs to be shaped and noise must be added to sinu-
soidals in a harmonic or inharmonic complex [32.193,
194].

Spectral Envelope
Perhaps the most important component in timbre per-
ception (and the defining criterion for sound color) is
the spectral envelope. Additive or subtractive synthe-
sis as was implemented in a host of electronic organs
of the 1960s produces sounds which, though lacking
characteristic onset and decay of natural instruments, at
least are indicative of certain classes and types of instru-
ments (those organs usually offered a selection of flutes,
reeds, and brass sounds in more or less fair imitations of
the originals). Spectral envelopes for these classes often
were derived from filtering a complex (e.g., rectangular)
waveshape so that concentration of energy in a band
from 1�2 kHz resulted in a more nasal (reed) sound
while emphasis on energy in low partials and in higher
bands (2�5 kHz) should indicate a brass family sound.
Flutes simply were imitated by low-pass filtering with
the cutoff frequency set for a mellow sound. Since such
synthetic steady-state sounds after a short while are ex-
perienced as static by listeners (for the lack of fresh
information, see above), most electronic organs offered
some AM (Tremolo) unit modulating amplifier output
level while some had facilities to enrich the sound (for
instance, by pairs of oscillators slightly detuned against
each other so that organ stops with double sets of pipes
such as vox coelestis or unda maris were imitated).

The concept according to which certain instruments
or families of instruments distinguish themselves by
spectral structure and the shape of the spectral envelope
owes much to the source-filter model (Sect. 32.1.2).
According to empirical findings [32.169, Chap. 6], tim-
bre is essentially determined by the absolute frequency
position of a spectral envelope, which suggests the per-
ceptual attribute of timbre has a physical correlate in
formant-like spectral energy distribution. Given that
many instruments (aerophones including the singing
voice, chordophones) are driven by pulse sequences fed
into a resonator [32.195], the sound radiated from the
instrument depends significantly on the geometry of the
resonator. The size and shape of the resonator largely
determines the spectral envelope (assuming the instru-
ment is in its normal register, and played mf ), which is
sensed as a peculiar sound color [32.177]. This concept
of approximately constant tone or sound color is behind
organ pipe stops where different stops (or ranks) of flue
and reed pipes distinguish themselves by their sound
color, for pipes of the same pitch (determined basically
by pipe length, measured in foot, e.g., 80, 40, 20). To
maintain a given sound color (e.g., diapason, salicional,
flute, trumpet) over several octaves, organ builders fol-
low certain mensuration rules [32.196, Chap. 3]. For
example, for two flue pipes an octave apart, the ratio of
the pipe lengths is 2 W 1 while the pipe diameters should
have a ratio of 1:682 W 1 (and the cross-sectional areas
should be in the ratio of 2:828 W 1). That is, approxi-
mate homogeneity of sound color from one pipe tone
of a given rank to the next is achieved by means of
scale factors [32.11, 196, 197]. Correct scaling ideally
would produce almost identical spectral envelopes for
all the tones within the gamut of several octaves; the en-
velope then simply is shifted along the frequency axis
with rising f1 of each tone. To illustrate the case, for-
mant filter envelopes of three organ tones recorded from
the same stop are shown in Fig. 32.9. The tones are C2,
C3 and C4 from a trumpet 80 stop of the historical organ
at Hollern. The envelopes are fairly similar given that
the microphone distance relative to the three pipes was
not identical and that some reflections of sound inside
the organ case may have occurred (sound levels were
normalized to �6 dB fs for analysis).

A scale factor that preserves the relations within
a specific geometry can also be used for peals of (swing-
ing or carillon) bells where the scaling of size and
mass determines the pitches but should (ideally) not af-
fect the sound color. Further, the same principle can be
applied to families of instruments that cover different
registers (soprano, alto, tenor, baritone, bass) but share
the same basic sound color [32.195] in the steady-state
portion of sound when playing conditions are kept al-
most constant. A violin, a viola, a cello and a double
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Fig. 32.9 Formant filter envelopes for
three tones (C2, C3, C4) of one organ
stop (trumpet 80)

bass are recognized as members of the bowed strings
family notwithstanding differences in register and vari-
ation in spectral fine structure. If types of instruments
can be distinguished (and possibly identified) by their
respective spectral envelopes sensed as sound color,
a hypothetical explanation is that the spectral energy
distribution in the sound corresponds to a specific exci-
tation pattern along the BM that is learned as represent-
ing a certain sound source, and is stored as a template or
profile in long-term memory (LTM). However, one has
to take the variation in sound color into account, which
may occur in different registers of a single instrument,
or even within one octave of its playing range. Also,
factors such as the strength of excitation (usually from
ppp to fff ), dependence of spectral energy distribution
and of the directivity pattern of radiation on sound level
as well as room acoustics (absorption, reverberation) all
influence the timbre one perceives of a given instru-
ment [32.52, 198], [32.169, Chap. 6]. The problem of
how homogeneous timbral qualities are relative to the
tones of a musical scale within one octave, and more
so if scales extend into another octave, has been stud-
ied empirically. Research on this topic involving MDS
was done by Marozeau et al. [32.199] who concluded
that pitch differences of tones within one octave had but
little effect on timbre dissimilarity judgments. With re-
spect to wind instrument sounds, data from musically
naive subjects suggested timbre is perceived as identi-
cal for tones within one octave [32.200]. A replication
of the experiment showed, however, that musicians can
make reliable judgments beyond that range [32.201].

Change in Spectral Envelope and Pitch
A close inspection of many musical sounds reveals
that both the period length of the complex waveshape
and the frequencies and amplitudes of spectral compo-
nents vary with time. For the steady state of complex

harmonic sounds recorded from aerophones and chor-
dophones played without vibrato, the variance of period
length T (ms) or its inverse, the fundamental f0, can
be quite small, so that no pitch modulation is audible
(in line with autocorrelation function (ACF) analysis).
Pitch shifts, however, will be encountered in case tones
are played with vibrato, which is customary nowadays
for flute and violin performances, especially for the
repertoire of the romantic era. Vibrato is also used ex-
tensively in belcanto singing (Fig. 31.27). Vibrato is
performed, for instance on a violin or other bowed
string instrument, rolling the cup of the finger up and
down on a string whose vibrating length is thereby var-
ied periodically. Vibrato thus produces FM; the modu-
lation frequency usually applied by violinists is about
5�8Hz and modulation of f1 and higher partials can
reach or even exceed ˙35 cent. Vibrato can also give
rise to AM of harmonic partials when their frequencies
move in and out of the narrow resonance zones of the
resonator [32.202]. Consequently, the spectral compo-
nents in general show periodic AM along with the FM
from the vibrato, however, individual components can
be affected differently dependent on their position rela-
tive to the resonance zones. In sum, the pattern of FM
plus AM resulting from vibrato may deviate somewhat
from strict periodicity. To illustrate the case, a small
segment from the recording of a professional violinist
playing the note c#5 (over a chord provided from soft
piano accompaniment) is shown in Fig. 32.10.

One can see that the violin partials undergo FM
while they exhibit AM to different degrees; some of the
tracks marking partial frequencies shift between strong
and weaker amplitudes as indicated by black and gray
color respectively. Players of the modern concert flute
learn a special technique of breathing and chest mus-
cle control [32.203] that enables them to produce FM
vibrato and AM tremolo effects. Periodic variation of
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Fig. 32.10 Violin, note C#5 (f1 �
554Hz), vibrato, FM and AM effects

blowing pressure results in a tremolo without signifi-
cant FM [32.192]. Changes in blowing pressure means
the force of excitation is varied over time, which re-
sults in different numbers of natural modes that are
excited in the resonator. Also, amplitudes of partials
contained in the sound radiated from the instrument
vary as a function of blowing pressure. In general,
higher levels at the input of the system produce more
partials so that the spectrum broadens toward higher
frequencies. Consequently, the spectral centroid also
shifts upwards in frequency, which can be sensed as
an increase in brightness. Further, subjects are sensitive
to changes in timbre evoked by phase shifts between
harmonic partials [32.162]. The effect is strongest for
harmonic complexes where partials are either in sine
or in cosine phase as opposed to partials alternating in
sine and cosine phase; the strength of the timbral differ-
ence depends on f1 of the complex and varies markedly
between subjects. For f1 D 294:4Hz the maximal ef-
fect of phase on timbre for a sample of eight subjects
was equal to changing the SPL by about 2 dB. A pos-
sible explanation is that the peak amplitude per period
and the crest factor are higher for harmonic partials in
cosine phase compared to partials in alternating phase.
For harmonic complexes consisting of five partials with
f1 D 200Hz and amplitudes decreasing by �6 dB with
harmonic number, the difference is � 1:7 dB.

Summing up this section, timbre was found to
depend on several temporal and spectral properties
of sounds, which often combine into complex spec-
trotemporal patterns that are analyzed into constituents
in perception in order to distinguish individual in-
struments or other sound sources. Modeling sensory
analysis as carried out in the auditory periphery, the
concept of CBs usually is implemented by chains of

bandpass filters suited to perform spectral analysis as
a basis for perception of pitch (Sect. 31.5). Such an
approach can be followed also for timbre and loud-
ness though in particular the transient part of sounds
requires high temporal resolution, which means a con-
ventional Fourier-based analysis may fall short of the
performance of the auditory system, which is superior
in regard to the uncertainty relation�f�t [32.204]. For
the steady state of most sounds, spectral envelope and
centroid have proved to be good descriptors of sensory
attributes (see above and also Barthet et al. [32.205]
for clarinet tones). Viewed in terms of CBs, patterns
of spectral energy distribution code pitch and timbral
information as well as loudness (Pollard and Jans-
son [32.206], Sect. 32.2.4 and Chap. 33). Applying time
constants relevant for auditory perception, timbre can
be approached as a sequence of windows or frames
that contain spectral energy distributions. If there is not
much change from one frame to the next, a more or
less stable spectral profile evolves, which can represent
a sound color that in turn may indicate a certain in-
strument or family of instruments [32.195]. However,
identification of instruments or other sound sources is
facilitated when temporal cues are offered along with
spectral information. Experiments have shown that at-
tack time is an important cue where either soft onsets
or steep slopes (Fig. 32.8) help to categorize sounds. In
addition, the overall shape of the envelope can indicate
whether sounds are percussive rather than continuant.
Further, modulation (AM, FM; regular, quasiperiodic,
or irregular) can be used as a cue for timbre percep-
tion and categorization. Sounds undergoing modulation
(AM and/or FM) might appear raspy or blurred; some
sounds appear shimmering or clangorous or ringing due
to spectral inharmonicity and modulation. The actual
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effect on sensation depends on modulation parameters
(depth, frequency) as well as on how many spectral
components are modulated and if modulation is con-
joined for these components or not.

32.2.4 Interrelation of Pitch and Timbre

In concepts of tone perception developed in psy-
chophysics [32.74, Chaps. 9–11], [32.176, 207] the pure
tone figures prominently since it allows the establish-
ment of a close correspondence between physical and
sensory magnitudes. In regard to pure tones, it is fea-
sible to address pitch as depending on the frequency
of vibration, and loudness proportional in some way to
the vibration amplitude and intensity of radiated sound.
Duration does not pose a problem assuming time is
a linear process (equivalent to the constant motion of
a mass point in 3-D-space [32.208]). This leaves sound
color or timbre as the perceptual quality that relates
to several physical parameters (Sect. 32.2.3). As has
been argued above, sound color constitutes a quality
complementary to pitch if one adopts the perspective
of Helmholtz based on Fourier and Ohm, which al-
lows the decomposition of a harmonic complex into
the fundamental (f1) carrying all or at least most of
the pitch information, and the remainder of the spec-
trum conveying the sound color that may characterize
a certain instrument or family of instruments. Such
a view might hold for the steady state of a harmonic
complex where f1 is dominant and the amplitudes of
the other partials roll off at a certain rate (dB/oct) in
the spectrum so that the pitch is unambiguously re-
lated to the fundamental. However, there are musical
sounds in particular from idiophones and also mem-
branophones where this model fails to capture relevant
structures. For example, in Western swinging bells and
carillon bells there are some partials close to harmonic
frequency ratios while other spectral components are
clearly inharmonic ([32.185] and Sect. 30.2). Typically,
complex bell sounds give rise to more than one spec-
tral or virtual pitch [32.104, Chap. 11], [32.186], and
these sounds often show marked AM due to interaction
of narrowly spaced components. Spectral inharmonicity
and spectral modulation are features also found in non-
Western idiophones, in particular in Javanese and Ba-
linese gamelan [32.85, 86, 209, 210]. The combination
of pitch ambiguity, spectral inharmonicity and modula-
tion, which is characteristic of sounds from bells, gong
chimes and other metallophones, is not compatible with
the additive (f1 pitch C spectral sound color) concept
sketched above for harmonic complexes. Rather, such
sounds are sensed as spectrotemporal conglomerates
that are not easily analyzable into constituents by ear
even though musically experienced subjects can assign

pitches to many sounds by singing or humming a tone
(or several if they sense more than one pitch per sound).
Also, subjects make comments on the clangy or metal-
lic onset and the shimmering decay of such sounds,
which thus can be described verbally in terms of tim-
bral attributes. However, for many complex inharmonic
sounds there is even less a demarcation between the per-
ception of pitch and that of timbre than might exist for
harmonic complexes.

The issue of whether pitch and timbre are two
distinct or two interrelated qualities that subjects per-
ceive when listening to sounds such as synthesized
harmonic complexes or tones played on certain instru-
ments has been discussed on the basis of empirical
data [32.211–213], [32.104, Chaps. 10–12]. In regard
to criteria elaborated by Garner [32.172] for integral
and separable dimensions of perception, there seem
to be indications for both points of view. From com-
mon experience, one could argue that musically trained
subjects are capable of assigning two labels to musi-
cal tones presented in isolation, one denoting a pitch
and the other denoting a timbre that is characteristic of
a certain instrument or at least a type or a family of
instruments. The two judgments implied in such a la-
beling task are categorical in that the stimuli have to
be ordered into discrete categories. Such a task can
be accomplished if the cues available to subjects in-
tending to identify both the pitch (in terms of musical
denominations, e.g., F3, B4) and the instrument type
(e.g., tenor sax, trombone, cello, electric bass) are un-
ambiguous and salient. However, in experiments on
possible interactions of pitch, timbre, and loudness in-
volving synthetic sounds, subjects seemed unable to
attend to one dimension or attribute while disregarding
the other (two experiments coupled timbre and loud-
ness as well as timbre and pitch [32.211]). If the task
is discrimination of small changes in either pitch (with
respect to f0) or timbre (defined by spectral centroid)
of synthetic harmonic complexes, musically trained
subjects showed smaller difference limens (DLs) for
pitch than nonmusicians but were similar in their re-
spective spectral centroid DLs [32.213]. In addition,
performance differed significantly between congruent
(changes in f0 and spectral centroid were in the same di-
rection) and noncongruent conditions (which, in natural
sounds such as produced from wind and string instru-
ments, is unlikely). While some experiments suggest
pitch and timbre can be perceived as independent of
each other [32.212], interference of pitch and timbre
has been reported as well. A possible explanation for
conflicting evidence may be sought in different exper-
imental designs, stimuli, and tasks. If the stimuli are
tones from familiar musical instruments (or synthesized
tones close in timbre to natural sounds), in particular
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Fig. 32.11 Spectrogram 300Hz –
3 kHz, Jew’s harp melody, Opal
Shuluu (Tuva)

musically trained subjects will have little difficulty in
tracking both pitch changes and watching for changes
in timbre (for example, shifts in centroid and brightness
evoked through spectral filtering or by means of phase
shifts between partials). Subjects thus can focus on one
parameter at a time and quickly shift their attention
between two parameters; such a strategy may be effec-
tive for essentially independent processing of pitch and
timbre information. However, the structure of sound
stimuli and of the sensory input used for processing
has to be taken into account (Sects. 30.2, 31.1–31.6).
For complex harmonic sounds such as radiated from
aerophones and chordophones, BM filtering and audi-
tory neural processing conveys pitch information both
in place and in temporal code. Resolved partials and
groups of unresolved partials all contribute to periodic-
ity pitch while they also convey information concerning
spectral energy distribution and spectral profile, which
result in perception of sound color and the changes
it may undergo in the course of presentation. Major
changes in spectral structure and energy distribution can
also have effects on perceived pitches. For instance, at-
tenuation of the odd harmonics as well as phase shifts of
partials in a complex can bring about a shift in perceived
tone height by an octave or even several octaves while
not affecting the chroma component of pitch ([32.214]
and experiments reported in [32.215]).

The interdependence of pitch and timbre in har-
monic complex tones is evident from music realized
with instruments where a generator is put into the
mouth that functions as resonator as well as with styles
of vocal music where the mouth cavity serves as a band-
pass filter. Such techniques can be observed in musical
genres of various cultures where the Jew’s harp (also:
jaw’s harp, trump) or the mouth bow are in use, or

where styles of overtone singing are practiced. Fig-
ure 32.11 shows an excerpt of a melody played by
Opal Shuluu (Tuva) on a Jew’s harp [32.216, Track 31].
The spectrogram shows that each vertical sonority con-
tains quite many components in the most relevant band
(300Hz–3 kHz), many of which are nearly harmonic
and appear as multiples of a virtual pitch (autocorre-
lation, AC) at � 96:1Hz; the melody is filtered out
by changes in the resonator (mouth cavity) so that
certain components become more prominent in the
spectral energy distribution per time frame. It is a typi-
cal mixture of melody against a drone, or, put in terms
of Gestalt psychology [32.217, Chap. 7], of a figure
against a ground.

With inharmonic sounds, separation of pitch and
timbre is much more difficult since there is no strict
periodicity relevant for f0 pitch perception, and spec-
tral structure may be also quite irregular. This hampers
pitch perception for individual sounds from bells, gong
chimes, or other metallophones [32.218]. Further, se-
quences of inharmonic sounds representing a scale or
a melody may differ considerably in spectral energy
distribution from one sound to the next as can be ob-
served, for example, with bells in historic carillons.
Spectrograms of sounds (cut to the initial 3 s) recorded
from bells no. 1�3 of the Brugge carillon (Joris du
Mery 1744, [32.186]) in Fig. 32.12 demonstrate that,
notwithstanding essential components of a minor third
bell that can be identified in all three segments, there
is no homogeneous sound color since distribution of
spectral energy varies markedly between these sounds.
Further, the spectral component lowest in frequency
(arrows in Fig. 32.12 marking the so-called hum note)
in each of these three bell sounds is weak in intensity,
which implies it will hardly elicit an individual spectral
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Fig. 32.12 Brugge carillon, sound
segments from bells no. 1�3, spectral
components 0�1 kHz, fundamentals
(hum notes) marked by arrows are
weak in these sounds
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Fig. 32.13 John Chowning: excerpt
from Phoné, left channel, cochleagram

pitch. Unlike the fundamental f1 in a harmonic complex,
which is reinforced by the sum of partials contributing
to f0 (f1 � f0), virtual pitches in inharmonic complexes
must not converge with the lowest spectral component.
In bell sounds, the most prominent virtual pitch (the
strike note) often is close to, but not identical with, the
second spectral component. If this is fairly strong, it
can be sensed as a spectral pitch besides the strike note.
Pairs of adjacent spectral and virtual pitches cause am-
biguity in perception.

The ambiguous nature of inharmonic sounds has
been explored in compositions of computer music
where textures of harmonic and inharmonic complexes
are interwoven as in works of John Chowning who
made use of the FM sound generation technique he
had developed [32.59, 219]. In one such work, Phoné

(1980/81), sequences of complex sounds, which at
times resemble formant structures of the human singing
voice, are distributed on two stereo channels (in the
CD mix [32.220]). Though the listener can detect tonal
elements in the complex sounds from both channels,
spacing of spectral components is quite dense and en-
ergy distribution covers much of the audio bandwidth.
A cochleagram (Fig. 32.13) shows an excerpt from
Phoné (left channel only); one can see several strong
components per time unit that are relevant in regard to
spectral and/or virtual pitches interspersed with broad
bands of energy. The perception resulting from both
channels is a complex mixture of timbral elements with
faint pitch structures in between. The vertical structure
of these complex sonorities thus differs from traditional
compositions where, typically, several voices can be
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distinguished, which interact in polyphonic settings or
combine into chord-like formations.

Electronic music based on analogue technology had
already lifted the boundaries between voices and tim-
bre. With digital technology, one can create complex
sonorities of many kinds. Also, interpolation between
various spectra chosen from natural sources can be
effected (spectral interpolation is different from cross-
fades between sounds as are available in most samplers,
Arfib et al. [32.221]). The approach to sound generation
based on digital FM opened new perspectives since,
taking the basic concept of FM, that is, carrier and mod-
ulator frequencies, one can combine several modules
that produce either carrier or modulator frequencies in
a network that can generate arbitrary spectra, which
again are modulated in frequency (or in phase) and
in amplitude over time. Such sounds in fact can con-
tain several inharmonic and/or harmonic complexes at
any given time. Implementation of this concept became
available in digital synthesizers suited to daily use in the
studio, and even on stage, in 1983 (DX 7 and follow-
up models like TX 802, TX 81Z). With digital FM
sound generation one can set parameters so that oc-
taves in a scale do have frequency ratios other than
2 W 1 (e.g., the golden mean, 1:618 W 1, which Chowning
employed in Stria, 1976/77, [32.63, 219]). Further, FM
technology enables composers to create scales, melodic
sequences and chord-like sonorities that appear para-
doxical in certain respects, and may be perceived like
auditory illusions [32.222]. In compositions like Stria
and Phoné, textures and mixtures of complex sounds
may still evoke perceptions of pitch and timbre, how-
ever, the flow of sonic objects that are heard, moreover,
moving in a 3-D space (the original version of Stria
is quadraphonic), transcends traditional categories of
tone, pitch, voice (in the sense of harmony and coun-
terpoint), and timbre.

Composing with complex sounds rather than with
musical tones is an approach realized in electronic and
computer music as well as in such orchestral works
where clusters of tones are equivalent to complex spec-
tral structures. In regard to perception and musical
syntax, an issue much debated is whether sequences of
complex harmonic and/or inharmonic sounds may con-
stitute a scale similar in function to a scale of pitches we
perceive when hearing a sequence of harmonic complex
tones. Some exploratory studies suggested a hierarchi-
cal organization of timbre similar to that of pitch would
be feasible, at least in principle [32.164, 165, 223].

The issue whether sound sequences could be con-
structed in which shifts in timbre is the parameter
equivalent to pitch shifts like in a musical scale, ap-
parently was nourished from some sketchy ideas on
the possibility of a Klangfarbenmelodie that Schön-

berg [32.224, p. 471] had added to his textbook of har-
mony. Schönberg seems to suggest that sounds might
be varied in sound color so that identifiable sequences
more or less analogous to pitch sequences would re-
sult. Schönberg did not go into detail except noting
that, as he saw it, Klangfarbe was a more general con-
cept comprising Klanghöhe as one dimension, referring
to a sensation of relative height evoked by one com-
plex sound when compared to another. His idea then
was to vary Klanghöhe in such a way that sequences
similar to a melody would be perceived. To be sure,
Klanghöhe is not identical with tone height defined by
linear frequency in two-componential models of pitch.
A likely interpretation of Schönberg’s short remarks is
that Klanghöhe can be taken as equivalent to the spec-
tral centroid. Consequently, operations on sounds that
would shift the centroid up and down like on a pitch
scale while maintaining the shape of the spectral enve-
lope might be suited to create a Klangfarbenmelodie.
Schönberg’s own approach to this concept as manifest
in his op. 16/III was that he had five tones in a complex
sonority changing so as to produce noticeable changes
in brightness over time [32.225]. Sensory brightness of
a sound is largely dependent on the centroid resulting
from spectral energy distribution.

If the spectral envelopewould be identical for all the
tones played by one particular instrument in different
registers (see above), a near-constancy of sensational
quality could be expected for listeners as the spectrum
is virtually shifted up or down in frequency with-
out changing the amplitude relations between partials.
There have been considerations of how operations such
as transposition and inversion (known from operations
on melodic pitch sequences such as canons) could be
applied to sounds with respect to the sensory and per-
ceptual quality of sound color [32.177]. The problem,
however, remains that shifts of the spectrum, while
maintaining a more or less identical sound color, might
not be perceived as such, yet rather as interacting with
pitch structures since pitch, in particular for musically
trained subjects, appears to be the more fundamental
perceptual quality. Consider for example the sounds
from 31 diapason pipes per octave as are available on
the organ that has been built for the Huygens–Fokker
tone system [32.226]. Playing the tones of this quite
unusual scale, one after another (the difference in f1 be-
tween adjacent pipes is 38.71 cent), musically trained
listeners will perceive a sequence of tones distinctive in
pitch and almost homogeneous in sound color. If one
conceives of timbral sequences based on complex in-
harmonic FM sounds (see above) meant to constitute
a timbre scale, it is likely that listeners with a musical
background may still be inclined to infer pitch relations
from such sequences though they may also perceive
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a concept of order among sounds varying in certain tim-
bral parameters.

Of course, in music and musical instruments there
are interrelations between pitch and timbre in many
respects. For example, mixture stops in pipe organs
were introduced to expand the spectral width and to
strengthen the brightness of organ sounds as well as to
reinforce the pitch of tones that were played with funda-
mental stops (such as the diapason or Prinzipal). There
is a combination of spectral and virtual pitch effects
if the tuning of the keyboard matches that of pipes in
mixture stops as close as possible. Also, interrelations
of pitch and timbre have played a significant role in
regard to musical composition and orchestration since
composers knew from experience which instruments
would fuse well in a homophonic texture and which
instruments would be suited to support perception of
individual voices in a polyphonic setting. Viewed from
acoustics and psychoacoustics, there are factors such
as formant-like concentration of spectral energy, partial
spectral masking between instruments and sensation
of roughness caused by spectral interaction in disso-
nant sonorities that need to be considered [32.181, 227].
Spectral fusion versus spectral roughness as well as em-
phasis of formants in singing styles are also relevant in
vocal music, as for example folk music idioms can dif-
fer significantly in this respect [32.228].

32.2.5 Sound Segregation
and Auditory Streaming

The performance of the auditory system in mammals is
striking in several respects:

1. Sensory processing is fast and quite precise with
respect to locating sound sources and extracting fea-
tures from complex sounds.

2. The auditory system is capable of integrating re-
lated information into entities that become perceiv-
able as objects.

3. The auditory system can distinguish between sev-
eral concurrent sound sources and objects so that
these can be identified and categorized accordingly.

This section will provide basics on hearing condi-
tions in environments and will then survey some of the
principles underlying formation of auditory objects, on
the one hand, and their segregation when occurring si-
multaneously, on the other. Since in particular auditory
stream segregation has been the subject of compre-
hensive monographs [32.217, 229], the following para-
graphs will only cover some of the relevant points.

Listening to music in a concert hall or in front of
an audio system (which may be stereophonic, quadra-
phonic, or ambiophonic) means a quasicontinuous

stream of sound waves propagating through a medium
(Sect. 30.3) reaches both ears of a subject who may try
to identify sound sources and objectswithin this stream.
In this respect, binaural hearing is the normal situation.
Depending on the environment (which may be a con-
cert hall, an open air concert, or one’s living room), the
ratio of sound energy emitted directly from the source
and the sound reflected from hard surfaces may vary.
In open spaces unbounded by reflecting surfaces, a free
field condition prevails. If music is presented on stage in
a concert hall, listeners typically have the orchestra or
band in front so that most of the sound energy is trans-
mitted directly, with a certain portion of lateral energy
reflected from the side walls; in addition, energy might
be reflected from a hard ceiling (for room acoustics
and their effects on auditory perception, see [32.230–
232]). In effect, in rooms bounded by hard surfaces,
there is a mixture of direct sound and diffused sound
between which a delay can be measured. The interau-
ral cross-correlation [32.230, Chap. 3] between sound
signals fed into both ears is a parameter suited to mea-
sure the degree of diffuseness. There are several more
parameters (such as clarity, reverb time, coloration,
distinctiveness or definition) that are of relevance for
perception. For sound sensed binaurally in a free field
(or in other spaces with negligible reverberation), mam-
mals can use the interaural time difference (ITD) and
the interaural level difference (ILD) as primary cues for
spatial hearing and source localization [32.233, 234].
A model widely accepted is that the interaural time
difference (ITD) is processed at the level of the infe-
rior colliculus (IC), in pooled neurons [32.235]. Acuity
is extremely high in that the just-noticeable difference
(JND) for ITD seems to be close to 10�s for a 500Hz
tone. In addition, the interaural level difference (ILD)
serves as a cue for localization [32.236]. Though both
ITD and ILD are restricted to certain conditions and
ranges, taken together they can provide sufficient in-
formation to subjects for localizing sound sources. In
regard to prerecorded music reproduced from audio
systems, listeners are mostly confronted with a stereo-
phonic setup where sources are panned on a left–right
axis while 5:1 and other surround sound systems simu-
late a 360ı panorama.Wave field synthesis [32.237] can
even improve spatial representations of sources from
prerecorded music that are perceived as if distributed
in a natural 3-D environment.

Patterns of sound waves entering the auditory sys-
tem binaurally can be extremely complex according
to musical and physical parameters encoded. Con-
sider, for example, performances of symphonic works
rich in harmonic textures and instrumentation where
also the dynamic range may vary considerably over
time. Hence, listening to music requires fast processing
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with sufficient resolution to allow for feature extraction
and overall categorization of the input. Fast extraction
of stimulus features necessary for sensory and motor
responses in afferent-efferent feedback loops affords
distributed processing along stations of the auditory
pathway (AuP) (Sects. 31.2–31.4). As expected, there
are indications that much of the processing relevant for
pitch and other features is done subcortically, and in
parallel up to the IC [32.238–240]. However, if process-
ing is hierarchical and distributed, one would expect
some neural network capable of integrating related in-
formation so that one perceives objects or even complex
wholes and not just a bunch of features. This problem
has been discussed quite extensively, in psychology and
neuroscience, as one of binding [32.241, 242]. Though
many studies on binding are concerned with visual per-
ception as well as with language, formation of auditory
objects also calls for a neural system suited to integrate
spatial and temporal information gained from the var-
ious stages of analysis in the cochlea and along the
ascending AuP. In the following, temporal and spec-
tral criteria relevant for fusion as well as for fission
of components in individual sounds and for fusion
or segregation of concurrent sounds will be reviewed.
Cues for identification of sound sources such as instru-
ments and voices as well as for perceiving sonic objects
embedded in a quasicontinuous stream of waves are
temporal, spectral, and dynamic.

Fusion and Fission of Spectral Components
in Individual Sounds

Evidently, we can hear a harmonic complex tone played
on an aerophone or chordophone (e.g., oboe, trumpet,
cello, sax) as a coherent whole notwithstanding that
a number of low partials of such tones will be resolved
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Fig. 32.14 Waveshape, harmonics 1,
2, 4�8 of f1 D 100Hz; partial no. 3
detuned to 255Hz

in the BM filter bank, and also groups of higher par-
tials will be segregated according to the CB auditory
filter model [32.243–245] In a nonanalytic listening
situation, individual harmonic partials and groups of
partials falling into different CBs will be perceived as
fused into one complex that, because harmonic par-
tials join into a common period, gives rise to a distinct
pitch and can convey a sensation of a certain timbre.
The section of a sound that appears as fused into one
object is the steady state while at the onset individ-
ual harmonics may be audible because, in particular in
aerophones, some modes can reach a stable regime of
vibration earlier than the bulk of modes making up the
spectrum [32.204]. Of course, one can adopt an analytic
stance and try to hear out some of the low partials in, for
example, a harmonic complex comprising ten partials
(f1 D 200Hz) with amplitudes rolling off at 3 dB=oct.
Also, a nonharmonic component included in a harmonic
spectrum most likely will be detected (if strong enough
in level) as a separate component not fitting to the
main body of partials constituting the perceptual ob-
ject (a complex harmonic tone). Consider, for example,
a harmonic spectrum where the third partial is detuned
to a frequency ratio of 2:55 to f1 D 100Hz while the
other components are in small integer frequency ra-
tios. Using ten components with amplitudes decreasing
at �3 dB=oct, the waveshape plotted in Fig. 32.14 re-
sults. The basic periodicity of 10ms corresponding to
f1 as well as to f0 resulting from partials 1, 2, 4�10 is
still dominant; however, the inharmonic component ob-
structs a regular waveshape to repeat per period.

Separation in this case is effected by means of two
concurrent pitch percepts, one based on the spectrum
and periodicity (f1 and f0) of the harmonic complex,
the other on the frequency and period of the inhar-
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monic component that stands out against the complex.
Such a situation basically occurs with bell soundswhere
several partials may fuse quite well while in particular
the minor third often is clearly detectable as a strong
component (Fig. 32.12). Most sounds from carillon and
swinging bells as well as such produced from gong
chimes or by means of FM technique (see above) are
ambiguous not because they would lack pitch and tim-
bre information but because this information does not
integrate easily into representing a single, coherent
sound object. Rather, subjects in experiments tend to
assign two or even more pitches to one complex in-
harmonic sound and in addition may find the timbre
variable with time [32.85, 86, 209, 246–248].

Onset Synchrony versus Asynchrony
of Concurrent Parts and Sounds in Music

Theoretical onset times and durations of notes in works
of music can be calculated from notations in case a cer-
tain metronome value is prescribed. Absolute tempo
(measured in beats per minute, BPM) in many record-
ings of pop music is evident from drum computer or
sequencer tracks. In music performances not bound by
notation and/or absolute tempo set by a machine, onset
times of various instruments may be measured relative
to some time keeper (for instance, a regular sequence
of fast notes the drummer plays on the ride cymbal).
Jazz and also rock musicians seem to have opinions of
what may contribute to a good groove in a musical per-
formance. One aspect often alluded to is that onsets of
certain instruments should be slightly ahead or behind
those of the time keeper. For instance, the bass may
drag the tempo a tiny bit ahead of the time keeper while
the snare drum is a tiny bit late, and then is perceived as
somewhat heavier relative to the beat marked by a reg-
ular sequence of pulses (e.g., the attack of strokes on
the ride cymbal). In such perceptions, two factors seem
to be of relevance. One relates to temporal order and
precision relative to an audible or imagined pulse, the
other perhaps to effects of masking. If all onsets were
synchronized so that sounds from different instruments
in an ensemble would converge as much as possible, it
would be difficult to distinguish their notes, in partic-
ular if instruments similar in sound color (see above)
are playing notes in consonant chords. Of course, this
is a situation wanted in certain musical contexts such as
homophonic settings where maximum fusion of parts
(as well as of partials) is desired. However, in poly-
phonic or multipart music, it is often necessary for
listeners to follow individual parts (or voices) in or-
der to apprehend musical structure as based on themes,
motives, and voice-leading. For example, many works
written for string or saxophone quartet require listen-
ers capable of perceiving individual parts as well as the

interplay of such parts in simultaneous chords or other
vertical sonorities. Experimental data suggest that even
musically trained subjects have difficulties in keeping
track with multipart music if the number of voices ex-
ceeds three and when timbres for all voices or parts
are relatively homogeneous [32.249]. Since timbre may
not suffice to distinguish sources within families of in-
struments such as bowed strings or saxophones, and
partial spectral masking can occur in particular if parts
are relatively close in the pitches of their respective
notes [32.181], temporal and dynamic factors come
into play as a means to keep parts or voices apart. As
has been reported by Rasch [32.182], subjects showed
higher scores in correctly detecting the direction of in-
tervals in quasisimultaneous concords formed of two
complex tones when their onsets differed by 0�20ms.
Rasch [32.250] also tested the role of onset asynchrony
in small ensembles where he found that those instru-
ments that play the main melodic line tend to lead by
about 30�50ms. Onsets as in performed music seem to
vary considerably relative to a grid one may calculate
from notation, or may impose from a reference instru-
ment. Onset asynchrony helps the listener to segregate
voices in polyphonic music. In polyphonic keyboard
works of the Baroque era (such as fugues written by D.
Buxtehude, N. Bruhns, J.S. Bach), different voices (as-
signed to the right and left hand of the performer respec-
tively) often do not begin aligned but with one voice
starting on the beat and another kept apart by a quaver
or semiquaver rest preceding the entry of that line.

Coordinated Modulation
of Spectral Components as Marker of a Source

There are many reports on the effects modulation has
on source segregation and identification. In particu-
lar, coordinated modulation of spectral components
so that their frequencies vary in parallel has been
stressed [32.251]. In experiments with synthesized
vowels presented in combinations at different pitches,
subjects judged the prominence of a modulated tar-
get vowel higher than unmodulated vowels [32.252].
In a musical situation such as when a solo violinist
is backed by an orchestra in a violin concerto, there
might neither be much difference in averaged (root
mean square, rms) sound level between the solo violin
and the orchestra nor in the timbre of the solo violin as
compared to the string section of the orchestra. Parame-
ters suited to effect acoustic and auditory segregation of
the solo violin against the orchestra then can be strong
onset attacks in nonlegato phrases and the use of sub-
stantial vibrato in legato phrases comprising long-held
notes. In fact, this is observed in many performances.
Detection of modulation has been found an efficient cue
for computerized scene analysis [32.253].
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Segregation of Harmonic Compounds
as in Single Consonant Chords

As has been explained in Sect. 31.6.4, there are cer-
tain conditions for perceiving harmonic complex tones
and combinations of such tones in terms of consonance,
fusion, and Verschmelzung, which means sounds such
as Stumpf’s ideal concord (Fig. 31.15) are perceived
as highly coherent while being also apprehended as
a configuration of tones related by certain intervals. In
order to apprehend structural relations between several
pure or complex tones, a listener should be able to seg-
regate a chord or other harmonic compound into its
constituents. This requires that a sound is present for
a certain time, and that the listener has some experi-
ence in analytic listening. The task is to find how many
pure or complex tones are contained in a chord or other
sonority, and to identify the relations between the com-
ponents. Consider for example the final chord in a work
of organ music like the Praeambulum primi toni a 5
in d by Matthias Weckmann where five voices join into
a long-held chord comprising the notes D2, D3, A3, F#4,
A4, D5 (the note D appears tripled to emphasize the key
of the piece). Since works like this Praeambulum are
usually played with several stops at 160, 80 and probably
also at 40 and 20, spectral energy relevant for pitch and
timbre perception as contained in many partials should
cover a frequency range from D1 to at least three oc-
taves above D5, that is, � 4:7 kHz. In the recording
used here for analysis (Wilde–Schnitger organ of 1683,
Lüdingworth near Cuxhaven), one of the stops is a 160

dulcian reed pipe that produces very many harmonic
partials per tone. Figure 32.15 shows a spectrogram
0�2 kHz and the f0 of the chord derived from AC and
subharmonic summation (SHS) analyses as well as the
output of a Bark filter analysis with the center frequen-
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Fig. 32.15 M. Weckmann, Praeam-
bulum, final D-chord, spectrogram
0�2 kHz, AC and SHS pitch analysis,
Bark filter analysis 0�2 kHz (15
bands), extraction of f0 (identical
with f1), detection of strong compo-
nents and of (frequency, amplitude)
modulation effects

cies spaced closer (ratio 0:85) than in the usual Bark
scale to emulate CB bandwidths as observed in au-
ditory peripheral filtering. These data-driven analyses
demonstrate that segregation of constituents according
to features (pitch-relevant partials, other harmonics, on-
sets, temporal fluctuations of spectral components in
frequency and amplitude) is possible, at least to a cer-
tain extent.

Hearing the chord live in the church, one may try
to use spatial information since the pipes sounding the
chord are distributed in the organ (with the pedal stops
housed in two towers flanking the main organ case).
In regard to pitches, which are often the strongest cue
for auditory analysis, one can hear the fundamental at
D1 � 38:8Hz (the organ is tuned to A4 � 466:3Hz),
which is the f1 spectral component of two of the 160

pipes employed as well as a periodicity pitch (f0) that is
confirmed by both AC and SHS analyses (Fig. 32.15).
Of the remaining tones, several can be identified by
their pitch intervals relative to D1, especially A3, F#4,
and D5. Neglecting small fluctuations in frequency and
amplitude (Fig. 32.15), the D-major chord to one’s ear
offers a high degree of Verschmelzung notwithstanding
small tuning deficiencies (the organ is in meantone tun-
ing, implying the F#4 is a just major third but the A3 and
A4 are flat by 5.5 cent respectively). Auditory analysis
in this case is not too difficult because the chord lasts
for almost 5:5 s.

Segregation of Auditory Streams
In 1649 and 1654, Jacob van Eyck, a famous Dutch
carillonist and flutist, published two volumes of a col-
lection of some 150 tunes, many of which were part
of the popular repertoire of his time [32.254]. These
tunes, which can be performed with a single soprano
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recorder, are elaborated in variations, which include
embellishments such as figurative elements as well as
short notes inserted into the somewhat longer notes of
the tune. In effect, if played at a lively or even fast
speed by a skilled flutist (as van Eyck was), the im-
pression on a listener is that the music, though not truly
polyphonic (which would rather call for two or more in-
dependent voices), is not monophonic either. The type
of setting found in van Eyck’s anthology has been la-
beled pseudopolyphony; it was a technique employed
also by J.S. Bach in his works for violin solo and cello
solo (BWV 1001-1006; 1007-1012)where, however, si-
multaneous intervals and even full chords are included
as these are playable on a bowed string instrument
that offers four strings. In Fig. 32.16, a small sec-
tion from the performance of one of the tunes adapted
by van Eyck (Wat zalmen op den Avond doen? Van
Eyck [32.254]; Marion Verbruggen, recorder) is shown,
which demonstrates the style of a pseudopolyphony
where two voices played on a single recorder seem to
interlock in time.

As Fig. 32.16 demonstrates, most of the main notes
making up the tune are in a higher register, and are
played with more force than the very short notes that
fall between them. Thus, there are two frequency re-
gions divided at � 950Hz; the very first note/tone
(� 841Hz, Ab

5) can be related to both the upper and
the lower stream, which are divided by about an octave
(tone no. 2 is at 1109:3Hz, Db

6, tone no. 3 is at 552:4Hz,
Db

5, etc.).
The perception of pseudopolyphonic structures

such as found in works of van Eyck and Bach de-
pends on several parameters. One is the average interval
between the upper and the lower sequence of tones, an-
other is the tempo (measured in MM or BPM) of the
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Fig. 32.16 Pseudopolyphony (af-
ter [32.254]); performance on a single
recorder. The beige line at 950Hz
segregates two melodic streams. The
tones in the lower stream (of which
the first four are marked with arrows)
are very short. The solid line connects
the first two tones as were played and
the dashed lines connect the tones
2, 3, 4, 5, 6, 7 in the up-and-down
sequence. The decay in the tail end of
the tones results from reverberation in
the recording as well as from the filter
response in the analysis

performance, which determines the number of events
per time unit (event density) as well as the relative du-
ration of tones (e.g., quavers, semiquavers) to be played
in a phrase. Musically trained listeners will be able
to follow both the tune melody and the up-and-down
motion of pitches installed between notes/tones of the
upper and the lower register even if their duration can be
quite short (t � 200ms). If the tempo increases further
(which can be done by digital time compression with-
out affecting pitch) to 150% of the original version, it is
more difficult to follow the pattern of up-and-down in-
tervals. Doubling the tempo, and hence the presentation
rate, hampers interval perception and leads to a percept
where the tune is still present but the tones in between
no longer join into kind of a counter melody (as is in-
dicated by tones in the lower region of Fig. 32.16).
Also the rhythmic pattern seems to have changed to
a galloping type as has been described, for certain
tone sequences, by van Noorden [32.255] and Breg-
man [32.229]. Of course, such a tempo would not suit
any musical performance of this style of music. How-
ever, there are idioms such as the Kiganda Amadinda
xylophone music of former Buganda [32.256, 257]
where basically two melodic sequences are played si-
multaneously, in isochronous pulses, with no metric ac-
cent, at a very high speed (eighthnote� 520�600MM).
Each sequence is of a certain length (for instance, 36
notes), and is repeated over and over. Unless one is fa-
miliar with Luganda language and the concept behind
the music, it is not possible to apprehend individual se-
quences (which are mostly derived from songs that can
be narrative in character). Rather, in particular Western
listeners tend to perceive a number of patterns that have
been explained as inherent in the fast tone sequences
one actually hears [32.256, 258]. In this respect, such
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patterns have an objective basis. However, the Gestalt-
like formations listeners perceive or imagine result from
perceptual and cognitive structuring that leads to both
segregation of tones within sequences into high and
low pitch streams and to recombinations of elements
into melorhythmic patterns. Since there is no objective
rhythm implemented in isochronous pulse sequences
produced without metric accents, the rhythmic group-
ing listeners realize seems to be derived from melodic
patterns. The patterns listeners believe to perceive can
be viewed as emerging from the very fast sequences,
in an effort to group elements into coherent, musically
probable formations.

The facts concerning pseudopolyphony and per-
ception of inherent or emergent patterns briefly sum-
marized in this section have been tested, on a much
more fundamental level in a lab situation, in exper-
iments on auditory stream segregation. An early ex-
periment [32.259] found that, in the human hearing
range up to � 4 kHz, two pure tones A and B pre-
sented binaurally, each lasting 80ms (plus 20ms rise
and decay time), appeared as a quasicontinuous up-
and-down movement when their frequency difference
df =f was within � 15% but turned into an interrupted
two-tone pattern (A:B:A:B: : :) when the difference was
larger. Seeing that the repetition rate for a pair A:B in
this experiment is � 5Hz; the trill threshold – as the
critical frequency difference was called – for 500Hz
would be close to 75Hz, which equals 242 cent; as
one might expect, this is about the width of a CB.
Bregman and Campbell [32.260] reported two experi-
ments one of which had six sine tones (2.5, 2, 1:6 kHz,
550, 430, 350Hz) each lasting for 100ms as stimuli.
These tones were arranged in two sequences of high and
low. With short duration of each tone, and high repeti-
tion rate of the sequences, subjects grouped the tones
into two streams representing high and low tones. Van
Noorden [32.255] conducted several experiments on se-
quential coherence of tones (as in melodies) and found
that stream segregation depends on:

� The interval in pitch between two tones.� The repetition rate. With increasing repetition rate,
the interval width necessary for segregating tones at
two different pitch levels into streams decreases.� The intensity level differences between tones pre-
sented with alternating loudness, which can have an
effect on perceptual grouping (termed roll effect by
van Noorden [32.255]).

In addition, differences in timbre have been reported
as a factor relevant in forming streams [32.261]. Finally,
manipulating the phases of complexes of unresolved
harmonics can lead to sequences of sounds that do not
differ in power spectrum yet appear different in percep-

tion; such differences in perceptual quality may suffice
for also inducing segregation [32.262].

Auditory stream segregation apparently is based
on data-driven bottom-up analysis that starts at the
auditory periphery. However, there are also top-down
processes since segregation draws on learned schemata
and on musical experience in general. It is of interest to
note that quite many observations on auditory stream
segregation can be viewed in regard to principles of
Gestalt perception such as temporal and/or spatial near-
ness or proximity of elements, their good continuation
as in a melody, the common fate partials of a harmonic
complex share in FM, the conciseness of a certain
rhythmic or tonal pattern, or its closure, etc. (a list
of more than 100 principles of Gestalt perception was
assembled by Helson [32.263]). A detailed discussion
of experimental findings and an interpretation of many
observations in terms of Gestalt perception and cogni-
tive psychology will be found in [32.217] and [32.229].
Parallel to behavioral experiments, modeling of audi-
tory stream segregation and development of algorithms
for automated DSP-based analysis have been pursued.
Though there are different approaches, many are based
on peripheral auditory filtering of acoustic input and
on emulating stages of neural processing [32.253, 264–
267]. Separation of sources and assignment of sonic
objects to streams or voices can be achieved by means
of DSP algorithms operating on digitized sound files if
sufficient information can be gathered from the cues
named above (different onset times, different pitches
and spectral patterns of concurrent sounds, identifica-
tion of harmonic partials undergoing common fate FM
as a marker of a common source, etc.). Another as-
pect that relates to auditory stream segregation and
to auditory scene analysis in general is transcription
of polyphonic music into conventional staff or other
graphic notation [32.268–270].

Summing up this chapter on timbre, the term can
be used to denote the spectral plus temporal features
of a sound sensed by subjects as a tone quality that,
however, may include dynamic changes. For example,
the tone quality of a clangy metal gong sound resides
largely in the modulation while the tone quality of a vi-
olin may be more dependent on spectral formant struc-
ture (and, hence, on tone color). In recent decades, it
has been customary to address the phenomenal appear-
ance of temporal and spectral sound features as they
interrelate in sonic objects simply under the umbrella of
sound. This is a term that has gained importance in par-
ticular in the production and perception of pop and rock
music. Sound, in this respect, comprises various aspects
having to do with the localization of sound sources in
a stereo, quadraphonic or surround-sound mix as well
as with the depth of space conveyed by the ratio of
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the direct signal and (natural or artificial) reverberation.
Original sound sources, in addition, can be modified by
means of filters and compressors, and can be modulated
in many ways. Characteristic of sound in pop and rock
music genres is the use of special effects such as phas-
ing, flanging, chorus, modulation of filter and spectral
envelope parameters, cross-modulation between several
sources, etc. applied to single or to groups of instru-
ments (see articles by Dutilleux and Zölzer and by
Evangelista in Zölzer [32.66], also [32.271]). Further,
sound in pop, rock and also jazz music involves play-
ing techniques (as is evident from rock guitar playing
where one uses string bending, finger vibrato, so-called
claw hammering, etc.) and also tuning of instruments.
Note, for instance, the electric guitar on Pops Staples’
World in Motion (Virgin, 1992) tuned low to C2 instead
of E2. Moreover, the guitar apparently was played with
an amp using a tremolo effect (often wrongly labeled
vibrato in amp literature) and a 1500 loudspeaker to re-

inforce low frequency response and to make the sound
appear big in volume. Further, some reverb has been
put on the guitar (either in the amp or, more likely, in
the mix). The sound resulting thus is a combination
of the notes played plus the tuning of the guitar and
the frequency response and other specifications of the
technical devices used in the performance and record-
ing of the song in question. Sound, in this respect,
is a highly dynamical, time-variant construct that has
objective physical and musical foundations. The ac-
tual interplay of temporal, spectral, spatial and dynamic
features may undergo many changes in the course of
a relatively short piece of music, which listeners may
attend to; consequently, they will perceive sound as
a dynamic process. However, one can also abstract the
more recurrent and (within limits) more or less invari-
ant features that are regarded typical of a certain sound
(e.g., the types of distortion and of feedback in guitar
sounds used in genres of hard rock productions).
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33. Sensation of Sound Intensity
and Perception of Loudness

Albrecht Schneider

This chapter is on sensation of sound intensity and
perception of loudness. Since some of the relevant
matter (on scaling concepts of loudness) has been
presented in Chap. 30, and because a considerable
portion of research on loudness is done outside
musical contexts (namely, in industrial and envi-
ronmental noise control as well as in audiology),
this chapter condenses facts andmodels more than
the previous two on pitch and timbre respectively.
Section 33.1 of this chapter offers the physical and
physiological basis of sound intensity sensation
while Sect. 33.2 discusses features of some models
of loudness sensation that have been established
in psychoacoustics over the past decades. Since
these models were originally designed for station-
ary sound signals and levels, and have been tested
mostly in lab situations, they cannot adequately
cover a range of real-world sound types found in
natural or technical environments. In music gen-
res such as techno presented in discos, or heavy
metal performed in live music venues or at open
air festivals to audiences at very high sound pres-
sure levels, sound is heavily processed in regard to
dynamics and spectral energy, which calls for ap-
propriate measurement and assessment of sensory
effects. Different from perception of pitch (where
samples of subjects respond more or less in similar
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ways to certain types of sound signals), perception
of loudness shows a high degree of variability even
within groups of musically trained subjects re-
flecting their musical background and preferences
(Sect. 33.3). Recent empirical evidence demon-
strates that subjects judge loudness for various
musical genres on a category scale (from very soft
to very loud), however, the center (relative to loud-
ness level and loudness scales) and the range of
each category differ considerably, for individual
subjects.

Finally, there is a concluding section (Sect. 33.4)
in which some of the major topics and issues dis-
cussed in Chaps. 30–33 of Part D are summed up.
In addition, a tentative model of the interrelation-
ship of pitch, timbre and loudness perception is
sketched.

33.1 Physical and Physiological Basis of Sound Intensity Sensation

Subjects usually have a sensation from physical sound
intensity that they experience as sound volume, or as
loudness level, that is, sensation grows as intensity
increases. However, the exact form of such a cor-
respondence is complex and has been the topic of
a large number of studies. In addition to the descriptions
and interpretations given above (Sect. 30.1.4, Loud-
ness Scaling . . . ), some more details shall be discussed.
From a psychophysical point of view, sensory magni-
tudes (Sect. 30.1.4) should reflect physical input param-
eters in some (linear or nonlinear) way. Sound intensity

ID pv as the product of sound pressure and particle
velocity can be related to the sound power P like

I D P

S
D cw ;

where P is the sound power, S is the area (m2), c is the
wave speed in a medium and w is the sound energy
density (Sect. 30.2). The sound power (acoustic power)
radiated from a source is a measure of the sound energy
that goes through a plane per short time unit like
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�W D wSc�t. Humans and other mammals collect the
sound power entering the ear channel from the pinna
to the tympanon where, however, a strong divergence
between the sound pressure level (SPL) measured in
the free field and SPL at the tympanum can occur
depending on the azimuth; the divergence is zero for
0ı and increases both with angle and with frequency
up to � 15 dB [33.1] since, for higher frequencies, the
wavelength does not permit waves to flow around the
head. Moreover, a significant portion of the energy is
reflected. The pressure reflectance is calculated from
the complex ratio of incident pressure pi to the reflected
pressure pr like

R.!/D pr
pi
:

The energy reflectance then is the ratio of the re-
flected power Pr to the incident power Pi; the energy
reflectance equals R squared

R.!/D jRj2 :

For the human ear canal and impedance, values for
the energy reflectance coefficient as dependent on
frequency have been reported for adults to range
from about 0:3 at 2�4 kHz up to 0:95 at 125Hz and
0:7 or 0:8 at 8 kHz [33.2, 3]. Thus, the reflectance is
significant at low and at high frequencies while much
more of the incoming energy passes the tympanum
into the middle ear in a frequency range from, roughly,
0:5�5 kHz. A reflection coefficient of jRj2 D 0:5 means
that 25% of the energy is reflected (100� 0:52 %).

Contrary to the effect of the loss from reflection,
the middle ear transfer gain increases the sound pres-
sure up to a maximum of � 23:5 dB at 1:2 kHz [33.4].
However, the power utilization ratio estimated for hu-
mans reaches about 0:4 (on a scale from 0�1) at �
3 kHz (with a second peak at � 8 kHz; [33.5, p. 129,
Fig. 6]), and the middle ear efficiency likewise peaks
at 1 kHz where efficiency is at 0:35 [33.5, p. 129,
Fig. 7]. On the average, middle ear efficiency is about
0:1 from 100Hz to � 1:5 kHz and from there on di-
minishes rapidly. The graph of a function calculated
as isopower contour [33.5, p. 131, Fig. 11] to repre-
sent the SPL (dB) in the free field needed to main-
tain a constant sound pressure at the cochlea for hu-
mans (threshold at 10�18 W) looks quite similar to the
threshold curves known from psychoacoustic behav-
ioral data [33.6], that is, the threshold is below 0 dB
at � 3 kHz while the slopes of the isopower contour
rise quite steeply in particular toward low frequen-
cies. In sum, of the sound power collected by the ears
a considerable amount is reflected at the tympanum,

and of the fraction that actually passes into the mid-
dle ear, less than half finally enters the cochlea. In
this respect, the ear as a transducer is quite ineffi-
cient while its frequency characteristic response shows
fair admittance for sound wave components in a range
most useful for speech communication and music (�
500Hz–4 kHz). The steep roll-off toward very low and
very high frequencies can also be viewed as a self-
protective mechanism.

In regard to inner ear excitation on the basilar mem-
brane (BM) level, the traveling wave in the cochlea has
to be considered as a combination of a compression
wave in the fluid and a transversal motion of the BM
(Sect. 31.3). Assuming cochleotopic frequency map-
ping, for simple stimuli such as pure tones a maximum
of the pressure amplitude and of the local deflection can
be expected at the place where a certain characteristic
frequency (CF) is represented. In a passive linear sys-
tem, excitation should be proportional to the pressure
amplitude and to the BM transversal deflection. This,
however, is not the case with the BM/outer hair cell
(OHC) feedback system, which exhibits a strong com-
pressive nonlinearity effective above 30�40 dB SPL.
As has been found in animal experiments [33.7] (chin-
chilla), sensitivity of the BM is such that 0 dB SPL
can effect a small BM displacement, while 1:6 nm were
measured at 20 dB. Russell and Nilsen [33.8] (guinea
pig) observed that, for a CF of 13:25 kHz, BM displace-
ment as a function of SPL grew to� 4 nm at 40 dB from
where the slope flattens. At 80 dB SPL, displacement at
the CF was� 10 nm. In regard to gain (measured either
as displacement amplitude divided by SPL, or as veloc-
ity divided by stimulus pressure), the cochlear amplifier
is most effective at low SPL where gain according to
Ruggero et al. [33.9] (chinchilla) reaches 66�76 dB rel-
ative to stapes motion for a 5�10 dB SPL input while,
above � 40 dB and up to � 80 dB, nonlinear compres-
sion grows with level. The difference in peak gain for
a low level input (5 or 10 dB) and an 80 dB SPL input
was 47:9 dB [33.9]. Expressed as BM velocity (�m=s)
in response to sine tone bursts, velocity was at� 102 for
a 20 dB input level and at � 103 for 60�80 dB while
BM displacement data give � 4�5 nm at 20 dB and
10�15 nm in the 60�80 dB range respectively [33.9,
Fig. 2 and 6].

Looking for spatial characteristics, displacement for
a certain CF at low SPL (10�20 dB) was confined to
a small BM section (< 1mm), which can be viewed
as a symmetric bandpass centered at CF while above
40 dB displacement is more extended [33.8, Fig. 1D].
This spread of displacement with SPL is significant
in particular above 60 dB and has been incorporated
as a feature into auditory models suited to calculate
loudness (see below). In effect, the input/output ratio
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at the BM/inner hair cell (IHC) level can be compared
to an automatic gain control amplifier though its op-
erating principle seems to be control of the local BM
impedance/admittance (there are hypotheses saying that
local resonance frequencies of the BM are almost in-
variant in regard to stimulus intensity; see [33.10]).
In the range where outer hair cell (OHC) gain control
seems to work best the compression ratio appears to
be close to 0:2 dB=dB and reaches saturation at about
80�85 dB SPL, above which passive mechanical pa-
rameters (BM stiffness, fluid viscosity) seem to delimit
the excitation process. The nonlinear compression car-
ried out by the BM/OHC circuit reduces the dynamics
of hearing from the � 120�130 dB range at the input
(defined by the lower and upper threshold [33.11, 12])
to a much smaller range effective at the cochlear trans-
duction stage [33.13].

Intensity coding has often been viewed in regard
to firing rates of neurons and fibers. In a well-known
hypothesis known as auditory nerve spike count, the
concept was that, with growing intensity of a stimulus
such as a sine tone, the firing rate in auditory nerve
(AN) fibers would increase accordingly so that the
number of action potentials or spikes summed over the
fibers activated per time interval would be in proportion
to stimulus intensity. Sensation of loudness then could
be directly related to the number of spikes in the AN.
However, taking the compressive nonlinearity of BM
motion into account, linear growth of spike rate with
intensity would be unlikely. Also, the spread of excita-
tion with input level and the shape of excitation patterns
have to be considered [33.14]. Assuming the spread of
excitation activates neurons in particular at frequencies
above the CF corresponding to a sine tone as input,
a tone high in frequency and level would not find many
neurons left for such spread while a tone low in fre-
quency could activate neurons toward higher CFs even
at a moderate level. In effect, the hypothesis according
to which loudness sensation can be related to AN spike
activity in a simple way has been questioned [33.15].
This does not imply, though, that intensity coding
would not be detectable from neural spike patterns.
At least for pure tones, intensity coding for a wide
dynamic range can be traced from neural spike counts
such as the peristimulus compound action potential
(PCAP, see [33.16]). Since the dynamic range of single
AN fibers is limited to � 30�60 dB depending on their
rate of spontaneous activity and threshold [33.17],
networks of fibers would be needed to cover broadband
signals such as harmonic complexes at high input

levels. Given that there are fibers with low spontaneous
rates and higher thresholds as well as fibers with higher
spontaneous rates and low thresholds, combinations
of relatively few (nD 50�100) fibers would suffice to
code about 100 dB of intensities [33.18]. In addition to
firing rates, phase locking, lateral suppression and other
effects may be involved in intensity coding. On the cor-
tical level, an increase of activated cortex volume with
rising sound level was observed in functional magnetic
resonance imaging (fMRI) studies. There are some
indications that the activation patterns may represent
both the intensity of the stimulus and the perceived
loudness [33.19].

Also memory traces have been hypothesized as
a factor influencing intensity discrimination and identi-
fication processes [33.20]. Apparently, loudness levels
as actually sensed enter short-term memory (STM). It
has been observed that a sound with a ramped envelope
was judged louder than the same sound with damped
envelope [33.21]. A damped sound typically has an ex-
ponential decay, which leaves a low or vanishing level
as the last entry into STM. The ramped version of
the same sound is obtained from a simple reversal of
the time series (in digitized sounds) so that the attack
portion and samples with high amplitudes are the last
entry into STM. A comparison of the sensations the two
stimuli evoke can be expected to find the ramped ver-
sion louder even though the energy in both stimuli is
identical.

The compressive nonlinearity observed in dynamic
auditory processing at one ear (i. e., in monaural stim-
ulus presentation) apparently has some parallel in
binaural loudness summation. In theory, loudness as
sensed should double (ratio 2 W 1) if the input from both
ears is added linearly, which could be achieved first
on the level of the superior olivary complex (SOC)
and at higher stations of the auditory pathway (AuP)
(Fig. 31.2). In fact, it has been postulated, from behav-
ioral experiments with pure tones (100, 400, 1000Hz)
presented at different levels (20�50 dB SPL), that bin-
aural summation is linearly additive [33.22]. Other
experiments found that binaural loudness summation
gave a much lower ratio (between 1:3 W 1 and 1:7 W 1;
see [33.23]) though these ratios seemed to be largely
independent of level (tested for a 1 kHz tone over
a wide dynamic range by Marozeau et al. [33.24]). In
effect a ratio significantly smaller than 2 W 1 provides
another hint that the power law for loudness LD kI03

(Sect. 30.1.4, Loudness Scaling . . . ) needs correction
even for elementary stimuli [33.25].
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33.2 Models of Loudness Sensation

From experiments and calculations, Harvey Fletcher
[33.26] argued that the total loudness N perceived from
noise bands at higher centers of the AuP can be ex-
plained as an integral comprising partial loudnesses Nx

from what he saw as 100 patches of auditory nerves dis-
tributed along the BM (for which he assumed a position
coordinate, x), thus

N D
100Z
0

Nxdx :

Fletcher found a quantitative relation between a mask-
ing pattern expressed in dB and what he called agitation
of nerve endings. His considerations include loudness
summation across bands or patches as well as a cor-
respondence between the bandwidth and frequency
position of the stimulus and the patch (or patches) of
agitation. In short, he described for loudness summa-
tion and loudness perception in general a concept later
known as the critical band (CB), with a map of 20 bands
covering 10 kHz stimulus frequency and 100 patches of
nerve endings [33.26, p. 283, Fig. 8]. Later research on
loudness perception [33.27–29] has drawn on the CB
as the unit needed in particular for loudness summa-
tion across several bands determined apparently by the
bandwidth of the auditory filter (AF). The CB unit that
was developed from experiments employing a number
of masking designs was called Bark (to honor Heinrich
Barkhausen [33.30, p. 249 ff.] ) The Bark scale usually
comprises 24 or 25 CBs each of which is taken to cor-
respond to 1:3mm of the BM (Sect. 30.1.4, Loudness
Scaling . . . ); the bandwidth of CBc centered at fc (kHz)
can be calculated [33.31] like

CBc=HzD 25C 75Œ1C 1:4.fc=kHz/
2�0:69

For example, the bandwidth of a CB centered at 0:5 kHz
would be 117:3Hz, for 1 kHz it is 162:2Hz and for
a band at 4 kHz it is 685:4Hz. The problem with the
Bark scale is that the bands below 500 seem too broad
in bandwidth to account for perception of musical in-
tervals in low register (Sect. 31.6.2) and particularly
so in the range from � 55�220Hz (A1 to A3). As an
alternative, a revised scale known as ERB (equivalent
rectangular bandwidth; [33.14, 32] and Fig. 31.9) has
been established for which the bandwidth can be calcu-
lated like

ERBD 24:7.4:37fcC 1/ ;

where fc is the center frequency. The CB bandwidths
calculated with this formula are considerably smaller

than the Bark bands, and hence represent smaller sec-
tions of the BM (0:86mm per ERB). Smaller CBs
below 500Hz than offered by the Bark(z) scale fit closer
to perception of musical intervals and scales. Though
both scales refer to a rectangular bandwidth as far as
nonoverlapping, abutting CBs may be assumed, there is
a technical definition of ERB in models of the AF as
are central in the ERB concept of Moore and Glasberg.
In research efforts of the 1940s and 1950s on audition,
the CB in the range above 0:5 kHz to � 10 kHz was al-
ready viewed as kind of a filter [33.26, 33] that could
be approximated by a 1=3 octave bandpass. Behav-
ioral data from masking experiments showed the actual
bandwidth is smaller than this (1=3 octaveD 400 cent)
since, in the range 0:5�10 kHz, even for the Bark scale
the width of the CBs is from 366 cent at maximum to
257 cent at about 2 kHz [33.34, Table 1]. Taking the CB
as a bandpass filter, one can model the BM as a bank
of 24 or 25 Bark filters (as in Fig. 32.13), or likewise,
as a bank of 35�40 ERB filters; the absolute number
of filters employed in a BM model depends on filter
parameters such as the slopes of the upper and lower
skirts as well as the overlap of adjacent filters. Sin-
gle filters are parametrized so as to be equivalent in
function and performance to the AF (or to several AFs
should their characteristics not be uniform along the
BM). The filter bank concept of the AF has become
part of many computerized auditorymodels [33.35–38].
The AF according to behavioral data is asymmetric;
there are several models and implementations ([33.14]
and [33.39, Chap. 9]) that converge on certain features,
the most important being dependency of filter shape
on sound level. Without going into details of auditory
filter parameters [33.14, 40, 41], it is clear that an al-
gorithm representing the AF must vary bandwidth as
measured in absolute frequencies with center frequency
to account for the nearly identical bandwidth of CBs
along the BM (1=3 octave bandpass filter banks with 31
ISO standardized center frequencies provide an analogy
of constant-Q filtering). Further, the slope of the upper
and lower skirts of the filters should adapt to changing
input levels to account for the effect known as spread
of excitation (see below). The so-called roex (rounded
exponent) filter models the AF incorporating these char-
acteristics; another solution (closely related in design
to the roex) is the gammatone filter defined by its im-
pulse response (cf. [33.30, Chap. 10] and [33.42], for
a Mathematica™ implementation of the ear model from
Patterson et al. [33.37]).

The following analysis might illustrate BMfilter op-
eration: pop music recordings of the so-called dance
floor genre often are produced with four very strong
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Fig. 33.1 Intensity of four beats (one
measure, � 1:8 s, Fight for your right
to party)
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Fig. 33.2 Eight Bark filters (dotted
lines) spaced at 0:8 Bark as applied to
the analysis of a section of Fight for
your right to party (N.Y.C.C. 1998);
spectral energy at 0:1 s of the sound
(solid line) and at 0:25 s (dashed line)

beats per measure marked by a (real or synthetic) bass
drum sound, which can be gated (with a noise gate that
opens only after a certain threshold level (dB) has been
surpassed) so that the sound level rises steeply. The
beats thereby become pulses as is shown in Fig. 33.1
from the CD soundfile of Fight for your right to party in
the version of N.Y.C.C., 1998, measure 1 after the intro.

As the graph demonstrates, the difference between
minimum and maximum level is more than 30 dB, and
the rise time from local minima to peaks is about
50ms. Mean energy of the sound example (one mea-
sure, � 1:8 s) is at 83:44 dB. Since the four beats are
realized with a low bass drum sound, the energy can be
expected to fall into only a few AF (or a few CBs re-
spectively). Applying a set of gammatone filters whose
center frequencies are spaced at 0:8 Bark (with the first
filter centered at 0:8 Bark), and performing an anal-
ysis for the frequency range of 0�1000Hz, the filter

functions for eight filters (dotted lines) and the spectral
energy distribution for windows of 100ms calculated
at 0:1 s (solid line) and 0:25 s (dashed line) of the time
series representing the sound are shown in Fig. 33.2.
Though the window size of 100ms includes Gaussian
weighting at the boundaries, it represents a reasonable
integration time with respect to constants of temporal
loudness integration, which have been reported to be of
80�100ms [33.11, Chap. 11], [33.12, Chap. 8.5]. That
is, loudness sensation for steady-state stimuli falling
into one CB usually grows fast with stimulus duration
up to � 80�100ms but only slightly for durations up
to 200ms (where the function almost saturates). From
Fig. 33.2 it is obvious that particularly loud sounds from
single instruments engage several adjacent AF.

Taking the AF paradigm, the energy falling into
a certain filter band in a time interval ti (ms) can be
taken as a physical quantity suited to evoke an excita-
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Fig. 33.3 Excitation pattern for three harmonic partials
f800, 1000, 1200 Hzg; sound normalized to �24 dBfs peak
level. Excitation level peaks at � 50 phon

tion with a strength proportional to the the input signal.
Such a view holds, in principle, if the signal is sim-
ple like a sine tone and low in input level (L � 20 dB
SPL). Under such conditions, the excitation zone ap-
pears to be limited in spatial extension along the BM
while transversal displacement of the BM is also small
(see above). For higher levels, however, these condi-
tions no longer apply since excitation clearly grows
with level [33.14, p. 178, Fig. 7] so that even a sine tone
of given frequency will bring about considerable spread
of excitation at levels > 30 dB. For example, if several
harmonics of a complex are used as input, even at mod-
erate levels several AF will be engaged as is shown in
Fig. 33.3 for partials nos. 4, 5, 6 of a virtual 200Hz
harmonic complex. The sound comprises three com-
ponents f800, 1000, 1200Hzg digitally normalized to
�24 dBfs peak level. The three components are sepa-
rated by 386 and 316 cent respectively, and should fall
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Fig. 33.4 BM excitation pattern for
three loud sounds from cello (solid
line), bell (dashed line), and crash
cymbal (dotted line). Excitation peaks
at � 70 phon and involves all CBs

into separate CBs in the frequency range chosen. The
resulting excitation zone, however, spans from zD 6
Bark centered at � 700Hz almost to zD 16 Bark at
about 3 kHz.

Loud but undistorted sounds recorded from musical
instruments are broadband signals in regard to CB/AF
engagement as is shown in Fig. 33.4 for three sounds
(cello, bell, crash cymbal) normalized to 0 dBfs peak
level.

With increasing input level, displacement of
BM segments increases in amplitude, which implies
a spread of excitation along the BM. Such spread ob-
served already at moderate levels, and massively so at
high levels, means the number of inner hair cells (IHCs)
activated along the BM increases with level. In partic-
ular for very high stimulus levels (120 dB) indications
for multiple CP/BM resonances and corresponding neu-
ral activity have been reported [33.43]. For broadband
signals such as music, energy typically falls into many
AF (or CBs). In regard to perceiving the loudness of
music at a certain time, it seems reasonable to as-
sume integration of energy contributed by all the CBs
that are activated within a certain period should evoke
a sensation of loudness somehow proportional to the
energy input and in particular to the excitation pattern
corresponding to BM motion (displacement, velocity,
acceleration). Taking up Fletcher’s suggestion that the
total loudness, N, of a sound is the integral or sum
of specific loudnesses Nx contributed by each CB, one
needs to measure the energy input and then find the ex-
citation pattern needed to calculate the various Nx from
which N is derived.

The model of loudness summation proposed
by Zwicker and Scharf [33.29] (see also [33.44]
and [33.12, Chap. 8.7]), comprises components that can
be viewed as steps in a sequence of processing:
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1. An input signal like a sine tone of given frequency
and intensity (I, re10�16 W=cm2) enters the cochlea
via the meatus and the middle ear ossicles (for char-
acteristics and parameter values of the transduction,
see Sect. 31.3).

2. The input signal causes a displacement on the BM
at the location corresponding to the BM frequency
map (Figs. 31.4–31.5).

3. The displacement then is transformed into an exci-
tation, E.

4. From this excitation the specific loudness N0 is cal-
culated.

5. The total loudnessN is summed in an integral along
the Bark scale like

N D
24BarkZ
0

N0dz :

The excitation level

LE D 10 log
�
E

E0

�
dB

is calculated from the intensity IG of the sound per band
transformed into a critical band level,

LG D 10 log
�
I

I0

�
dB

(for details, see [33.12, Chap. 6]). Assuming that the
specific loudness per band approximately is

N0 �
�
E

E0

�k

;

where E0 is the level of excitation corresponding to
the reference intensity (I0 D 10�12W=m2), the expo-
nent needs to be determined. A value found fitting
for noise bands is kD 0:23 [33.44, Chap. 15], [33.12,
Chap. 8.7].

According to Zwicker’s original model, the loud-
ness (in sones) of a broadband sound can be calculated
from the pattern of specific loudnesses if the sound is
steady state over a period relevant for auditory sensa-
tion. Reasonable time constants are from 80 or 100ms
to 200ms since the time constant is dependent on level
as well as on frequency; at threshold and for tones at
500Hz, 200ms are more realistic while at 50 dB and
1000Hz an integration time of 100ms or less may
apply (for empirical data obtained from tone pulses,
see [33.45]). Loudness sensation for steady-state stim-
uli falling into one CB usually grows fast with stimulus
duration up to � 80�100ms but only slightly for dura-

tions between 100�200ms (where the function almost
saturates). However, if stimuli are unmodulated both
in bandwidth and temporal envelope, loudness adap-
tation to such steady-state sounds can occur if their
duration exceeds a period from one to several seconds.
Thereby, a reduction in loudness sensation takes place
even though the amount of energy contained in the
stimulus does not change. An explanation of such phe-
nomena can be sought on the neural level where the
firing rate of neurons constantly engaged might drop
while the recovery time between firings grows at sat-
uration levels.

Given that many environmental sounds are mod-
ulated rather than steady state, more recent mod-
els [33.46–48]) provide algorithms suited to cover var-
ious rates of amplitude modulation (AM) and other
temporal effects such as tone bursts. These models
differ in certain respects while the general design in-
cludes the ear canal transfer, an auditory filter bank
and a temporal integration stage. In addition, a com-
pressive nonlinearity has been introduced to simulate
the behavior of the hearing system for higher SPL.
Spectral processing (simulating AF/CB filtering) has
been implemented either as short-term Fourier trans-
form (STFT) (with several FFT processes running in
parallel to cover different frequency bands, [33.46]),
where the analysis window is time-shifted over the
signal in small increments, or as Fourier time transfor-
mation (FTT [33.47]). Temporal integration is a special
problem given the range of natural and technical sig-
nals in various environments.While a number of signals
show slow fluctuations in level, many exhibit rapid
ones, and some are markedly peaky with a more or
less regular pulse structure (Fig. 33.1). Hence, the in-
ner ear must be quick to deal with impulse-like sounds
that have very short rise and decay times respectively.
An obvious choice, therefore, is to provide at least two
different integration constants, which in some models
are accessed either in parallel or in a consecutive pro-
cessing line [33.49, 50]. A low-pass filter accounts for
the fact that the hearing system cannot follow tem-
poral fluctuations in the signal beyond an upper limit
frequency. The compressive nonlinearity, which relates
SPL to loudness, is implemented by a weighting where
a proper exponent for the power function must be cho-
sen (common values are 0:23< a< 0:6). The model
of Sottek [33.48] includes an autocorrelation analysis
for the calculation of the specific loudness within each
channel (to account for tonal and noise content in band-
pass signals).

There have been several comparative tests [33.48,
50, 51] in order to evaluate the performance of vari-
ous models relative to a range of different sounds, in
particular time-varying technical sounds (most of them
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Fig. 33.5 SPL (dB[C]) over time,
1 h of hard trance music recorded in
a disco (one channel)

from machines or weapons plus a snare drum). The re-
sults show that the models underestimated the loudness
of certain sounds (relative to behavioral data for the
same sounds taken as stimuli) while overestimating oth-
ers. The deviations could be quite small in some cases
(< 1:5 dB) but significant (> 10 dB) in others. However,
one has to see that the behavioral data for subjective
loudness usually scatter over a wide range (Sect. 30.1.4,
Loudness Scaling . . . ), which poses a problem for defin-
ing reference levels as well as suited exponents for
the nonlinearity. In addition to spectral and temporal
loudness summation parameters, also binaural loudness
must be considered in the design of models. Taking
into account that binaural loudness across both ears
is less than expected from linear summation, Moore
andGlasberg [33.52] have modified their model assum-
ing inhibition between outputs of both ears. The model
parameters were chosen so that a signal presented diot-
ically may appear 1:5 times as loud as the same signal
presented monaurally. While previous loudness models
suited to measure steady-state sound used longer inte-
gration constants, the concept of recent models adapted
to time-varying sounds is to calculate short-time or even
instantaneous loudness. With respect to sensation, in
models based on FFT or FTT, window size (number
of samples) can be chosen so as to yield meaningful
integration constants. A software package like Arte-
misS (Head Acoustics) offers a range of psychoacoustic
parameters including various SPL and loudness mea-
surements, which were used, for example, in examining

loudness levels and sound characteristics in discothe-
ques and music clubs [33.53, 54]. In one such venue
where hard trance is the main musical genre played to
the visitors, a recording of the sound did yield a SPL
for one hour as displayed in Fig. 33.5. For the calcu-
lation of SPL over time (1 hD 3600 s), the integration
constant fast (125ms rise time, 125ms decay) and spec-
tral weighting according to the dB(C) filter function
was applied. One can see that the average SPL is at
about 112�115 dB(C), which means an average pres-
sure of � 8�11 Pa. From the same raw data recorded
in this club, loudness N (sone) over time was calcu-
lated for one hour of music according to a standard
method (FFT/ISO 532 B, now revised by ISO 532-
1:2017). Loudness had some peaks far beyond 300 sone
and reached 178:1 sone on average, corresponding to
114:76 phon. Exposure to such levels for hours can
cause temporary or permanent hearing loss in subjects
(see below).

A decisive aspect in algorithmic modeling of loud-
ness seems to lie in the sequence of temporal and
spectral processing stages, i. e., whether spectral anal-
ysis according to AF/CBs is performed before or after
analysis of temporal envelope features. Most models
carry out spectral analysis first and then look into the
output of each CB filter for the envelope. It seems fea-
sible, though, that in mammalian auditory processing
temporal and spectral information is derived conjointly
from BM displacement and velocity, and is coded in
a parallel process rather than sequentially.



Sensation of Sound Intensity and Perception of Loudness 33.3 From Lab to Disco: Measurements of Loudness 735
Part

D
|33.3

33.3 From Lab to Disco: Measurements and Perceptual Variability
of Loudness

Most of the measurements on loudness sensation and
perception have been carried out in lab situations
where, in the tradition of psychophysics, quite often
designs are employed that investigate variation in one
sensory variable as a function of variation in a physical
parameter, or combine a few input variables (e.g.,
frequency, SPL, duration) to measure their effect on
sensation. In this respect, sensation of loudness as
depending on the frequency and/or SPL as well as
the duration of pure tones has been studied; likewise,
loudness of noise bands as depending on bandwidth
and/or level and/or modulation has been investigated
(several of the chapters in [33.55] provide comprehen-
sive overviews). Many of these experiments have led
to understanding fundamental mechanisms of auditory
processing such as masking and lateral suppression,
and have also been directed to deriving basic scales of
loudness (Sect. 30.1.4, Loudness Scaling . . . ). A critical
aspect is that ecological validitymight be limited as lab
experiments for a number of reasons are often restricted
to a small number of variables and also employ, in
most cases, simple sound stimuli that are far from the
complexity of environmental sounds. In this respect,
there is a gap between the lab and real-life situations.
However, fundamental research in psychoacoustics
can provide a basis to start from for investigations
that are more contextual as is necessary in regard to
music perception. The study of loudness is a good
case in point. While many of the lab experiments used
steady SPL for sounds (pure tones, noise bands) to find
quantitative relations between physical magnitudes
(intensity, power) and sensations of loudness, music is
intrinsically time-variant both in spectral energy distri-
bution (Sect. 32.2.3) and in dynamics. In reality, many
if not most of the tones played on natural instruments
undergo some AM and FM (frequency modulation)
either for physical reasons or as an effect of playing
technique. Also, several tones often interact in dis-
sonant chords or sonorities so that AM is observed
in the time signal, which can cause a sensation of
roughness as well as a sensation of fluctuant loudness
if the modulation rate is low enough for the auditory
system to follow the changes in level. The factor that
influences loudness sensation apparently is not the
modulation index but the difference between maximum
and minimum level. For broadband noise, the level
of a modulated signal (with modulation frequencies
from 4 to 32Hz) needs to be � 1 dB below that of
the unmodulated noise of corresponding bandwidth to
be judged as equally loud [33.56]. If several or even
many harmonic partials are phase locked in a sound

(Fig. 31.6a), it appears louder than a complex com-
prising the same number of components yet in random
phase [33.57]. Greater loudness of a harmonic complex
with all partials locked in phase can be attributed to
the absolute height of amplitude peaks as well as to the
crest factor. For example, five partials from f1 D 100Hz
locked in cosine phase (Fig. 30.10) yield a peak am-
plitude that is larger than that of a complex having the
same frequency components and amplitudes but where
phase angles of components are chosen at random. The
crest factor apparently also plays a role in loudness
sensation; noise signals were judged as equally loud
as a standard when their sound level decreased while
the crest factor increased [33.56], indicating that the
peakiness of signals can add to loudness sensation.
This is particularly relevant for electronic dance music
and related genres where, typically, the beat is marked
by sequences of strong pulses. As is evident from
Fig. 33.1, the rise time of these pulses can be quite
short so that the sound jumps to peak level with a steep
pulse slope. Such steep pulses that reach high peak
levels can be expected to cause rapid transfer of energy
into the auditory system where sections of the BM and
the structures it carries are accelerated accordingly. In
discotheques, visitors are exposed to high sound levels
of 110�125 dB(C) and to music which, typically, is
based on such pulse sequences that are realized, for the
most part, with sounds in the low frequency range. In
effect there is massive concentration of pulsed energy
in particular in low AF/CBs that can affect hearing
temporarily or permanently [33.53, 54]. According to
a hypothesis advanced by Todd [33.58, 59], the vestibu-
lar system becomes involved in hearing at very loud
sounds, which can be explained in evolutionary terms
(as a remnant from early vertebrate hearing systems)
and might explain why young people like sound levels
above the rock ’n’ roll threshold of � 110 dB(C). In
a large sample of 423 grammar school pupils (age:
16�19 yr, city: Berlin) almost 72% declared that they
preferred loud, very loud or even extremely loud
levels in discotheques [33.60, 61]. Many of the pupils
also asserted that they would listen to pop and rock
music with earphones at rather loud levels. Though
the intake of considerable quantities of energy into the
auditory system during visits to discos or at live rock
concerts as well as by using earphones (or earplugs) is
dangerous with respect to hearing loss, subjects seem
to respond differently to loud or even very loud sound.
Apparently, musical preferences and other personal
factors influence the range of SPLs that subjects can
tolerate or even find appropriate for listening.
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Fig. 33.6 Individual
loudness functions for 31
subjects averaged over
each subject’s responses to
ten stimuli (after [33.62],
with permission from A.
von Ruschkowski). The
levels in sone (ordinate)
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accommodate the wide
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In an empirical study of loudness with musical stim-
uli covering various genres, von Ruschkowski [33.62]
had subjects make loudness judgments by adjusting
the level with a continuously variable level control
according to five categories (very soft, soft, medium,
loud, very loud). The signal was fed into two head-
sets (Sennheiser HDA 200) constructed to match the
very narrow tolerances needed for audiometry, and ca-
pable of handling high input without distortion; one
of the headsets was used by the 31 musically trained
subjects volunteering in the experiment (all tested with
audiometry for normal hearing), the other was attached
to an artificial head (HSU III.2, Head Acoustics), which
housed two calibrated measuring microphones (Mi-
crotech Gefell MK 250) from where the signal was con-
tinuously recorded in digital format at 24 bit=48 kHz.
These data could be used to calculate SPL over time
(with or without weightings) as well as loudness over
time (with a choice of several methods and scales). In
addition to level adjustments, four variables were in-
cluded in the design (gender, age, musical preferences,
current mental state and mood). The last variable was
checked with a standardized psychological test (Baseler
Befindlichkeits-Skala, BBS).

The results from this study [33.62] showed that
responses of subjects were highly variable, resulting
in broad dispersions of data and large standard devi-
ations (SD). Though subjects in general realize a cat-
egory scale from very soft to very loud as well as
a monotonous loudness function, absolute values for
the categories vary considerably among subjects (for

instance, the range for very loud for 30 subjects out
of 31 is from 70 sone to 600 sone; Fig. 33.6) and also
with the individual stimuli. Averaged over the sample
of subjects, the category very loud for the Adagio from
Beethoven’s piano sonata Nr. 14 (op. 27, no. 2, Moon-
shine) means about 100 sone (or a loudness level of
LN D 106:44 phon) while the same category for a thrash
metal production (Slipknot, People = shit) means �
227 sone (LN D 118:26phon). Besides level adjustment
the variable gender did yield significant results (women
prefer music at lower levels than men); further, the
variable musical preferences showed a correlation with
level settings.

The enormous variability in level adjustments can
be partly attributed to stimulus parameters (type of mu-
sic and composition, temporal and spectral structure,
dynamics, production including sound effects, com-
pression rate applied to dynamics, etc.) and partly to
musical preferences and habits. Though sound pressure
level (measured in mPa) certainly is the strongest factor
in human loudness perception, there are evidently sev-
eral personal and social factors involved as well when
it comes to loudness evaluations of real music. The
variability in loudness judgments, which is high when
musical stimuli are presented to subjects who have dif-
ferent social and musical backgrounds, might indicate
that loudness depends significantly on context (what
it apparently does). However, variability in response
magnitudes was observed already by Stevens and other
psychophysicists in a host of lab experiments where
elementary stimuli were used (Sect. 30.1.4, Loudness
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Scaling . . . ). The great variability found in subjective
responses to sound stimuli measured as loudness is
clearly different from pitch where judgments based on
sensations in general vary within much narrower lim-
its. Though the dependence of loudness sensation on
SPL or intensity is obvious, one would expect much
less variability in empirical data if sound pressure and
energy would condition loudness sensation in total.
Rather, one needs to look into the spectral content and
temporal structure of sound signals to identify features
that can explain why sounds having equal energy are
often perceived as different in regard to loudness. Be-
sides sound signal characteristics, aspects discussed for
intensity sensation and loudness also included the pos-
sibility of memory traces and of internal anchor points
as well as decision processes mediating intensity dis-
crimination and identification ([33.20] and a number
of subsequent articles leading to [33.63]). One of the
considerations was that internal low and high anchor
points might narrow the dynamic range subjects ac-
tually relate to. It has in fact been observed [33.62]
that some subjects, when asked to adjust sound lev-
els so as to match five categories (from very soft to
very loud, see above) do not use the full range one
might expect (where very soft could mean� 30 dB SPL
and very loud perhaps � 100 dB), but a much smaller
range. Such behavior probably reflects individual expe-
rience since, for example, subjects practicing chamber
music usually dislike high sound levels and may find
a level of 70 or 80 dB very loud while subjects play-
ing in a hard rock or metal band may regard 60 dB very
soft and only 120 dB very loud. Subjective narrowing
of the dynamic range hence should not be confused
with the well-known bias according to which subjects
tend to avoid extreme categories at both ends of rating

scales. Rather, subjects seem to use loudness categories
of different individual bandwidth (dB, sone) that are
placed at different absolute levels (mPa, dB) probably
serving as anchor points. In sum, at least musically ex-
perienced subjects distinguish between very soft and
soft, or between loud and very loud sound levels, but
the category centers and boundaries vary considerably
along the dynamic range (0�120 dB), for individual rat-
ings.

Another concept offered as an alternative to con-
ventional models relating stimulus intensity to loudness
was the physical correlate theory proposed by War-
ren [33.64, 65]. He pointed to the relation between
perceived loudness and imagined distance of a sound
source. In this respect, loudness judgments involve
distance estimates since in a natural environment the
loudness of a sound source can convey its distance rel-
ative to a perceiving subject that may react in his or
her behavior accordingly. The physical correlate theory
was proposed to explain doubling and halving of loud-
ness (Sect. 30.1.4, Loudness Scaling . . . ) in terms of
imagined distance judgments; it takes sound field char-
acteristics into account since the proportion of direct
sound to diffused (reverberant) sound changes with dis-
tance. Warren’s [33.64] finding that half-loudness for
speech signals (�11 dB with headphones, �12 dB with
loudspeakers) differed considerably from half-loudness
for tone and steady-state noise signals (about �6 dB)
can be taken as evidence that a single loudness scale
(like the sone scale) might not be suited to repre-
sent various types of sound signals. Notwithstanding
substantial evidence from both neural intensity coding
studies and behavioral experiments, a full understand-
ing of loudness sensation and perception is still an
objective for research.

33.4 Summing up

This section briefly sums up some of the content as well
as of the critical issues discussed in Chaps. 30–33 and
concludes with a tentative model concerning relation-
ships between pitch, timbre, and loudness.

This part of the handbook, covering fundamen-
tals of psychophysics and psychoacoustics, opens with
Chap. 30 introducing theoretical and methodological
considerations in regard to sensation and perception as
well as apperception. Reasons are given for an approach
to sensation and perception of sound based on realism
and naturalism seeking causal explanations of empiri-
cal observations. Psychophysical scaling is among the
issues and problems treated in greater detail. For better
understanding (and provision of some historical back-

ground for readers from areas such as musicology and
music education), the development of several scale con-
cepts has been outlined and illustrated by examples (in
particular, the sone scale and the mel scale).

Subsequent sections on sensation and perception of
pitch (Chap. 31) repeatedly refer to the principles of
periodicity and spectral harmonicity, with special em-
phasis on the Wiener–Khintchine theorem. In line with
findings from neurophysiological research of the past
decades, pitch and also consonance are viewed as natu-
ral phenomena reflecting organization and functions of
the auditory periphery and higher stations of the AuP
as much as the lawful structure of sound. A basically
naturalistic and empiricist perspective, which seems es-
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sential for psychoacoustics, does by no means preclude
regard for historical and sociocultural contexts (as was
underpinned already by von Helmholtz [33.66]). Rather,
it can be useful if not inevitable to take historical as well
as ethnological and other cultural background informa-
tion into account (as has been pursued in several sec-
tions of this part, for example, the sections on tone sys-
tems and scale formation, Sect. 31.8). The aim in this
respect is to illustrate certain developments both in mu-
sic and in research pertaining to musical acoustics and
psychoacoustics or music perception. A rather critical
view has been taken on some concepts of categorical
perception based on ET12 pitch class constructs as ap-
plied to pitch perception and intonation practice in mu-
sic. Also, some interpretations of tonal fusion found in
the literature do not correctly represent the original con-
cept of Verschmelzung as outlined by Stumpf [33.67–
69]. Further, a general prevalence of musicians and
listeners for the stretched octave (a commonality reit-
erated time and again in the literature) has been ques-
tioned on the basis of contrary evidence. In regard to
so-called auditory illusions, the scale type constructed
by Shepard [33.70, 71] using octave-spaced compo-
nents circling under a fixed symmetric envelope (so that
the sum of their amplitudes remains the same for all
tones and scale steps) has been shown to realize a well-
known experimental paradigm, namely keeping one
parameter constant (in this case, tone height or bright-
ness) while varying another (in this case, tone quality
or chroma). Hence listeners perceive a circle of tone
qualities presented with constant brightness. The con-
struct becomes more of an illusion when the envelope
is shifted contrary-wise to the movement of the octave-
spaced components forming complex tones. Such con-
structs have been incorporated into works of contempo-
rary music [33.72]. A discussion of the so-called tritone
paradox (also based on Shepard tones, though on a ver-
sion critically reduced in the number of components)
has not been included into Chap. 31, for several rea-
sons, among them being the controversial explanations
the tritone paradox has found in regard to linguistic and
other issues [33.73, 74]. Moreover, reanalyses of em-
pirical data from earlier experiments that had led to
postulating a tritone paradox and replications of ex-
periments demonstrated that stimuli and conditions in
previous experiments and their interpretations were not
consistent or that alternative interpretations centered on
sound features might be more apt [33.75, 76].

The sections on timbre and sound color (Chap. 32)
perhaps differ from other accounts in that the interre-
lations with pitch are accentuated even though there
are features distinctive of timbre that call for system-
atic analysis and description. The approach taken here
is to discuss main concepts and issues, and to illustrate

certain phenomena by sound analyses. Since timbre
is a truly multifaceted area, any attempt to offer an
exhaustive treatment of timbre within a single chap-
ter would be all but impossible. In regard to music as
performed and recorded, the overarching category of
sound, which comprises aspects of sensation and per-
ception along with factual evidence from room acous-
tics, studio technology, and music production, is briefly
alluded to but not treated in much detail (for more back-
ground information, see [33.77–80]). Fundamentals of
auditory stream segregation have been included in the
sections on timbre; however, this area of research mean-
while has greatly expanded into modeling based on
signal processing so that an in-depth survey of method-
ology and results would require an extra chapter.

The sections on intensity sensation and loudness
perception (Chap. 33) were written with the goal of
summing up at least part of the relevant observations
and discussions while the number of publications on
loudness over the past 70�80 yr is immense (com-
prehensive surveys are included in several chapters
of [33.55]). However, a considerable portion of the
literature is technical in content since studies on loud-
ness include aspects of noise control and risks of
hearing loss as well as the norms and standards of
measurement. The relation of physical parameters and
magnitudes to sensation apparently is even more com-
plex for loudness than it is for the psychoacoustic
domain of pitch. Though it is obvious that local sound
pressure and sound intensity measurable in physical
units are fundamental parameters for the excitation of
parts in the auditory system (the mammalian ear, with
some possible participation also of the vestibular sys-
tem), measurement of sensation actually seems quite
demanding in particular for real-life broadband sound
such as music. Scales for loudness level LN (phon)
and loudness N (sone) derived from elementary stim-
uli in the lab probably will not cover more complex
(in terms of spectral composition and temporal mod-
ulation) sound material. In addition, it seems that some
of the norms of measurement even of sound level are
inadequate given the actual temporal and spectral struc-
ture of musical sound. For example, it is astounding
to see that an outdated weighting function such as
dB(A) is still applied even in many measurements of
high-level sounds where, in a techno disco or at a fes-
tival of heavy metal music, huge amounts of spectral
energy is found concentrated in low frequency bands
(� 50�200Hz). Applying dB(A) weighting to techno
sound or heavy metal (or to other genres of highly am-
plified rock and pop) in fact means high-pass filtering
where a significant portion of the energy contained in
low frequency bands is suppressed. Hence, such a mea-
surement hides the real distribution of spectral energy
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Fig. 33.7 Interrelations of pitch,
loudness and timbre (after [33.81, 82])

radiated from a public address system and is unsuited
for an assessment of possible risks of hearing loss.
Among the temporal patterns of modern rock and pop
music genres, the use of pulsed sounds is a feature that
is clearly of relevance to sensation. Pulse-like sounds
as are available from synthesizers as well as by shap-
ing the envelope of natural sounds (by means of noise
gates, filters and compressors) seem of particular in-
terest in regard to energy transfer and BM excitation
characteristics. However, in particular pulse-like sound
structures are still difficult to asses with respect to ef-
fects they have on hearing since one needs to determine
suitable integration constants as well as parameters cov-
ering the peakiness in sounds [33.83].

Finally, though research efforts in special areas such
as pitch perception and loudness sensation will be con-
tinued, interrelations between pitch, timbre, and loud-
ness should be studied as well since these are relevant
for sensation and perception of music as performed and
recorded. A scheme outlined already by Hesse [33.81]
and Thies [33.82] from theoretical and empirical stud-
ies connects pitch, loudness, and timbre and sums up
a number of attributes under the categories of sound

character and sound physiognomy (Fig. 33.7, adapted
from Thies [33.82, p. 21]).

Pitch in this scheme is largely a function of the
period (f0) of the complex envelope while sound char-
acter depends on the microstructure of a sound wave.
Sound physiognomy [33.81, p. 139 f.] means the sub-
jective experience of the sound profile in terms of the
onset and the transients of a sound and the temporal
envelope in general. Thus, perception of timbre can be
explained as resulting from information pertaining to
the interaction of the temporal and the spectral enve-
lope, which must be understood as enclosing dynamic
energy distributions that vary considerably with time in
their structure. In binaural listening (e.g., to music per-
formed in a concert hall or live music venue), spectral
energy distribution and temporal envelopes can be quite
different at both ears. While input is analyzed in both
channels of the AuP, there are several links connecting
left and right channel (Fig. 31.2), in particular SOC and
inferior colliculus (IC) so that information is integrated
for processing pitch, timbre, and loudness at higher sta-
tions (IC, corpus geniculatum mediale (CGM), cortical
areas).
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One of the main goals of systematic musicology is to
understand the effects of musical (acoustical) structure
on human behavior. Throughout the 20th century, this
understanding was approached by considering music
perception and its effect on behavior. That approach
was strongly influenced by developments in the Gestalt
psychology of the 1920s, the information psychology
and cybernetics of the 1960s, and especially the em-
pirical and computational approaches of the cognitive
sciences since the 1980s. However, thanks to the advent
of technologies that facilitated the tracking of human
movement (with video cameras and sensors) it became
possible to focus on new areas of music interaction as
well, such as music performance and musical gestur-
ing (while listening). These new areas of study started
to emerge in the late 1990s (despite some historical an-
tecedents in the 1920s) and they culminated in a new
approach that is nowadays known as embodied music
cognition.

Embodied music cognition puts emphasis on the
human body as a contributing factor in listening, danc-
ing and playing music. The former focus on music
perception has therefore been replaced by a focus on
music-related action. Understanding the effect of music
on human behavior is approached from an embodied
perspective. Music perception is also now reconsidered
from this perspective. The rationale is that the percep-
tion of music is influenced by the way in which music
is interacted with, and these interactions influence how
musical structures are perceived. But these interactions
depend on bodily constraints, such as physical, biome-
chanical, and biological possibilities and restrictions of
the human body.

Embodied music cognition is in fact a natural out-
come of the cognitive research paradigm that character-
ized the systematic musicology of the late 20th century.
Its emphasis on action, and on the principles that sup-
port action (such as motor control) has broadened the
concept of cognition, and this broad perspective can
be considered as a major characteristic of the new ap-
proach. The rapid acceptance of this new approach by
the music research community is probably due to the
explanatory and predictive power of the embodiment
concept; to its ability to cope with music perception as
well with music performance; to its potential to gener-
ate new types of technological applications that involve
both action and perception in domains such as music
and wellbeing, music engineering, and neuroscience of
music; and last but not least, to its influence in eth-
nomusicology, where studies of social interaction draw
upon research results from embodied interactions with
music. Embodied music cognition has rapidly evolved
in the direction of a new embodied music interaction

paradigm. In the near future, it is likely that the term
cognitionwill disappear and be replaced by the term in-
teraction. Essentially, it means that the effects of music
on human behavior are based on interactive processes
that involve perception and action.

The chapters of this section reflect the work in
progress in this branch of systematic musicology. De-
spite its rapid acceptance by the community, embodied
music cognition is still a very young research paradigm.
Its epistemological and methodological foundations
have barely been addressed. Its basic concept of embod-
iment needs further refinement in view of new findings.
Its support by empirical studies requires further sub-
stantiation. Its technological basis requires a constant
update with the rapid ongoing developments of tech-
nology in our society. The chapters introduce basic
concepts and basic methods, and they focus on different
application areas of interactions, such as music making
and wellbeing.

Chapter 34 (What Is Embodied Music Cognition,
by Marc Leman, Luc Nijs, Pieter-Jan Maes, Edith
Van Dyck) explains what embodied music cognition
is about. The chapter gives an overview of the major
concepts behind this research paradigm of systematic
musicology, including its basic ontology and episte-
mology, and the architecture of embodiment (involving
concepts such as prediction, emergency, enactment and
expression). This basis is then followed by an overview
of some analytical and empirical studies, which illus-
trate contributions of the embodied music cognition
approach to the understanding of expressive gestures,
synchronization and entrainment, and the effects of ac-
tion on perception.

Chapter 35 (Sonic Object Cognition, by Rolf-Inge
Godoy) goes deeper into the nature of the musical ma-
terial that forms the basis of human interaction with
music. This material is described in terms of sonic ob-
jects. Starting from the work of Pierre Schaeffer and
others, the chapter considers the nature of sonic ob-
jects in relation to human interaction behavior. A major
breakthrough in our understanding of sonic objects was
realized when sonic objects were associated with body
motions, shape cognition and actions. This new way of
understanding sonic objects offers new possibilities for
sound synthesis control, and new possibilities for inter-
action.

Chapter 36 (Investigating Embodied Music Cogni-
tion for Health and Wellbeing, by Micheline Lesaffre)
provides a framework that aims to validate musicologi-
cal know-how in applications for health and wellbeing.
The chapter defines the field of health and wellbeing
and ongoingwork in music therapy. It then explains that
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the unique contribution of the embodied music cogni-
tion approach is related to user-driven and technology-
driven research in which measurement and analysis
of embodied interaction with music offers a path to
evidence-based validation.

Chapter 37 (A Conceptual Framework for Music-
Based Interaction Systems, by Pieter-Jan Maes, Luc
Nijs, and Marc Leman) looks at the role of technol-
ogy in music interaction. It is claimed that interactive
systems can reinforce interactions with music, such
that the overall experience with music is intensified,
and the social, cognitive, affective, and motor skills
are made stronger. The chapter introduces an overall
model for music interaction based on an embodied mu-
sic cognition framework that also includes the benefits
of reward processing and motivation, and social interac-

tion. Examples are given of an educational technology
for learning to play a music instrument, and a tech-
nology that facilitates the synchronization of human
movement to music.

Chapter 38 (Methods for Studying Music-Related
Body Motion, by Alexander Refsum Jensenius) presents
an overview of methods for music-related motion de-
scription. The focus is on qualitative and quantitative
description methods that prepare the ground for further
analysis of human-music interaction behaviour, such
as methods for describing qualitative motion, or meth-
ods for describing motion features such as quantity and
centroid. A distinction is made between camera-based
systems and sensor-based systems. All technologies
have strengths and weaknesses and the right choice de-
pends on the research question and analysis methods.
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34. What Is Embodied Music Cognition?

Marc Leman, Pieter-Jan Maes, Luc Nijs, Edith Van Dyck

Over the past decade, embodied music cognition
has become an influential paradigm in music re-
search. The paradigm holds that music cognition is
strongly determined by corporeally mediated in-
teractions with music. They determine the way in
which music can be conceived in terms of goals,
directions, targets, values, and reward. The chapter
gives an overview of the ontological and episte-
mological foundations, and it introduces the core
concepts that define the character of the paradigm.
This is followed by an overview of some analytical
and empirical studies, which illustrate contribu-
tions of the embodied music cognition approach
to major topics in musical expression, timing, and
prediction processing. The chapter gives a view-
point on a music research paradigm that is in full
development, both in view of the in-depth refine-
ment of its foundations, as well as the broadening
of its scope and applications.

34.1 Ontological and Epistemological
Foundations ..................................... 748

34.1.1 Assumptions About the World............. 748
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of the World...................................... 749
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In this chapter, we focus on the quintessence of the
embodied music cognition paradigm; namely, its claim
that bodily involvement is crucial in human interaction
with music, and therefore, also in our understanding
of that interaction. The embodied viewpoint holds that
bodily involvement shapes the way we perceive, feel,
experience, and comprehend music. Embodiment de-
termines, to a large extent, why sound is experienced
as music, which has a rewarding nature and provokes
personal interest. But what does bodily involvement,
and embodiment, really mean? What are the main as-
sumptions, the findings, the perspectives? Are these
assumptions so different from the classical viewpoint
on music cognition? And what are the consequences
for our understanding of music, or for future music re-
search?

Critics could claim that nothing in the paradigm of
(classical) music cognition ever claimed that perceiv-
ing music does not involve movement [34.1]. Indeed,

several descriptive studies show, for example, that the
expression of music is reflected in body responses
(locomotion, arousal), or that expression is present
in gestures that support music playing. However, the
descriptive approach may fail short in adequately justi-
fying a theory of embodiedmusical meaning formation.
What is needed, therefore, are more direct proofs of the
influence of embodiment on perception and on meaning
formation, such as proof or evidence that music percep-
tion is determined by states of embodiment: movement
states, emotional states and so on. Do such studies cur-
rently exist? Do the studies only navigate and reach
beyond showing that music induces movements?More-
over, what does this imply?

What follows is an exposition of a viewpoint on
the foundations of embodied music cognition, which
focuses on the above questions. In the first part, we
define the theoretical framework of embodied music
cognition. We start with a specification of the ontolog-
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ical and epistemological foundations. Then we delve
deeper into some of the core concepts that define the
character of the approach. In the second part, we dis-
cuss analytical and empirical studies (mainly sourced
from our own laboratory) that illustrate the contribution

of embodied research to topics in musical expression,
timing and, especially, prediction. In the third part,
we give a general appreciation of the paradigm and
identify general trends and perspective for future re-
search.

34.1 Ontological and Epistemological Foundations

The paradigm of embodied music cognition can be seen
as an extension of an earlier paradigm, in which cog-
nition was mainly considered from the viewpoint of
perception. Focusing on cognition in perception, this
paradigm treated the ability to perceive music in rela-
tion to memory, learning, and predictive processes. Mu-
sic and musical processing were thereby dealt with in
terms of structural features, or patterns, while emotions
and movements were seen as outcomes of that kind of
prediction-based pattern processing [34.1–4]. For ex-
ample, the viewpoint was that a mismatch between
particular perceptions and predictions would cause ten-
sions that find their way towards bodily expression,
emotion, and, ultimately, reward. Needless to say, per-
haps, is that the cognitive approach to music perception
has been formulated with reference to an impressive
theoretical framework and viewpoint for understand-
ing how music cognition works [34.5]. Importantly,
this cognition in perception approach focused on pre-
dictive processes in perception, irrespective of possible
bodily influences on that prediction. Recent scientific
evidence, however, suggests that bodily involvement in
perception cannot be ignored. For example, bodymove-
ments may determine the perception of meter [34.6,
7], and bodily states may be central determinants of
the musical interaction experience [34.8, 9]. Evidently,
these and similar findings have serious consequences
for the theoretical underpinning of music cognition
research. After all, they indicate the importance of
interactive processes in musical signification. There-
fore, the embodied music cognition paradigm extends
the cognition in perception approach, and replaces it
with a cognition in interaction approach. This approach
builds, to a certain extent, on achievements in previ-
ous music cognition research, but at the same time it
reformulates the epistemological assumptions of music
cognition. It is justifiable to say that it is traditional in
its methodology, but radically different in its epistemol-
ogy.

34.1.1 Assumptions About the World

Over the past decade, the concept of embodiment
has become influential in music research [34.10, 11].

Embodied music cognition means that the cognitive
processing of music (such as learning, memory use,
prediction, etc.) is based on corporeally mediated inter-
actions with music. Another way to approach this is to
see it in terms of patterns and states, and the predictive
models surrounding the connections between patterns
and states [34.12–17]. Patterns are the elements that
can be observed, while states are the conditions that
lead to those patterns (Fig. 34.1). Predictive models of
the human brain are specialized in making assumptions
about those conditions, given the observed patterns. The
mechanism works in fact in dual direction; namely,
action and perception. First of all, humans learn that
actions cause particular changes in the environment.
Actions are supported by predictive models that asso-
ciate motor commands for actions that have perceived
sensations of the outcomes of those actions. Secondly,
and parallel with the first, humans learn that particular
changes in the environment can be understood in terms
of actions, probably not their own action, but maybe
the actions of others, or of other things. Perceptions are
supported by predictive models that associate observed
patterns as action outcomes in dual direction; namely,
from actions to action outcomes and observed patterns,
and from observed patterns to assumed conditions and
actions that cause these patterns. A complication is that
the owned states (such as intentional states, arousal
states, energetic states, and so on) may influence the
construction of these predictive models. The owned
states are known through proprioceptive observations.
The model of the owned state makes an assumption,
therefore, about the true condition of the body, and

Inference about state

Observable
pattern

Non-observable
state

Observer

Fig. 34.1 States are conceived as causal conditions of be-
ing. Assumptions about states are based on patterns that
can be observed
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this assumption, or predictive model, may interfere with
predictive models about the environmental conditions.
In essence, the key point is that predictive models are
not based on a direct line of information that informs
a model about the true state of the world, nor even
does it define the true state of the proper body. The
true state remains unknown, and needs to be inferred
based on information that its mediators provide. Stated
differently, the human brain doesn’t perceive the state
of the world directly, but it constructs models of the
state of the world using proprioceptive and exterocep-
tive corporeal mediators that provide the information
for the models on the basis of interactions with that
world.

What we call music can in fact be seen as the result
of such a reconstruction. During the act of listening,
for example, we construct models of a condition (or
state) that could have generated these sonic patterns.
For example, in listening to a simple tonal piece, the
chord progression appears as being driven by a com-
pelling tonal force that explains why and how the chord
sequence progresses the way it does. Clearly, this as-
sumption of force is the result of a predictive model
that emerges from, at least, (i) the available sonic pat-
terns, and their physical-acoustical arrangement, (ii) the
auditory mediator and its innate way of rearranging
acoustical information, and (iii) previous encounters
with music that provide knowledge about the repertoire.
The tonal piece, thus, rests upon a predictive model
that assumes a tonal goal-directed force as the con-
dition behind the observed patterns. Embodied music
cognition draws attention to the fact that the predictive
model is largely the result of the constraints of the me-
diators and the listener’s own corporeal states [34.10].
In short, the embodied paradigm assumes that music
perception is the outcome of an interaction of the per-
ceiver’s states with states of the musical environment.
The construction of a predictive model of music de-
pends on corporeal mediators and on corporeal internal
states, which determine how the sonic patterns will be
perceived in terms of an interactive functionality.

34.1.2 Assumptions About Our Knowledge
of the World

Embodied music cognition thereby offers a way of
understanding the above ontology in relation to an epis-
temology of interaction processing. A basic idea is that
the knowledge about the world, or music in our case,
becomes simple when it is related to interaction. Com-
plex music patterns that are linked with interactions
(synchronized movements, for example) acquire roles
and functions that are easy to understand because the
complexity of the pattern, as such, is reduced to an

interaction issue that is basically dealt with at the in-
tentional level. The embodied viewpoint holds that this
process is strongly influenced by knowledge and skills
(i. e., the classical music cognition viewpoint), as well
as by the nature of bodily mediators (such as the audi-
tory system and biomechanics of bodily effectors) and
states of being (arousal levels, and other bodily states
such as fatigue, fitness, and so on) [34.10]. The me-
diators impose their proper constraints by the way in
which music can interact. They determine the access
to the true state of the music. In addition, mediators
influence the construction of predictive models about
the observed musical patterns. Besides that, they offer
a way of simplifying the complexity of the patterns, by
helping to reduce them to an action-oriented perspective
on patterns. Mediators thereby constrain the observed
musical pattern in view of the proper intentional, en-
ergetic and affective states of the person involved in
the interaction, but they constrain these musical pat-
terns in such a way that they can be used for interaction.
Accordingly, extremely complex musical patterns (con-
taining dense spectral information) can be linked with
gestures, or body movements that form a unit of an ac-
tion, such that they appear as objects of action targets.
That simplifies the concept of the patterns. Gestures
thereby support the construction of an intentional state
of interaction [34.18, 19]. What we claim here is that
once that level of interaction is achieved the complexity
of the pattern as such disappears and the pattern be-
comes a component of an interaction that is driven by
action goals. To sum up, interaction with music is based
on a coupled system of person–environment states, or
a coupled system of person–music states. This system
produces patterns that can be exchanged, observed, and
processed, either by the person, or perhaps even by oth-
ers. This allows people to generate predictive models
about the patterns and about the person–environment
state interaction. The predictive models reduce the com-
plexity of the involved patterns by linking them with
actions and intentions that drive the interaction. Patterns
take on interaction roles. Cognition is itself an aspect of
the condition for having a person–environment interac-
tion. It is an aspect of the state of being, juxtaposed with
aspects such as physical effort and emotion.

Note that the above ontology and epistemology
also applies to scientific work, in particular the re-
search in music cognition. Empirical studies thereby
aim at unraveling the causality of the interaction of the
person–environment states, using observations about
these states as points of departure to build predic-
tion hypotheses. The way in which a person acquires
knowledge about music runs parallel with the way in
which a scientist acquires knowledge about that per-
son’s acquisition of knowledge about music. Methods
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and approach are different but the ontological and epis-
temological basis is similar.

34.1.3 A New Paradigm for Music Research?

Although the interest in embodied music cognition
could be traced back to historical work on music and
gymnastics [34.20, 21], and empathic moving along
with music as the foundation for aesthetic experi-
ence [34.22, 23], it is only up until quite recently that
embodied music cognition was explicitly proposed as
a paradigm for music research [34.10], and there are
several reasons for that. One is that new technologies
became available that have enabled the recording of
body movements. Other reasons refer to the classical
debates about scientific paradigms, discussions about
the restricted focus of cognition in perception, about
anomalies in empirical studies, and ways of viewing
things [34.24]. A common example is tonality percep-
tion, where the classical cognitive paradigm is said to
neglect the effects of sensory processing, and where ev-
idence is gathered about incorrect conclusions drawn
from empirical facts; mainly because the world is seen
from the viewpoint of a different paradigm [34.25].
Embodied music cognition can be seen as an attempt
to further develop the classical cognitive paradigm. As
mentioned, the empirical approach for inquiry is fun-

damentally the same but the main extension concerns
the role of corporeal mediators and states during ongo-
ing musical interactions, including perception. Seen in
that context, the embodied music cognition paradigm
has expanded its research field from cognition in per-
ception to cognition in interaction.

Embodied music cognition research is currently
characterized by two trends; namely an in-depth explo-
ration of embodiment and a broadening of the concept
of embodiment. The first trend explores in greater de-
tail the nature of embodiment. Several studies have,
indeed, introduced challenging new ideas about bod-
ily articulations and support for expressive gesturing
in relation to music [34.26–29]. These ideas currently
profit from more detailed viewpoints on the sensori-
motor principles and direct proof of embodied influ-
ences on perception [34.30–32]. The second trend is to
broaden the perspective of embodied music cognition
and to link it to research areas such as musical affect
research [34.33], wellbeing [34.34], healing [34.35],
music engineering [34.36], and brain studies [34.37].
This trend suggests that the power of embodiment
can be put to work in a broader context, embracing
sister disciplines such as music engineering, music psy-
chology and music and brain science. Embodiment
is embedded here into an overall motivational ap-
proach.

34.2 The Architecture of Embodied Music Cognition

A cognitive theory has a focus on processes that handle
the anticipation, goal-satisfaction, and emergent forms
(traditionally called gestalt formation) of patterns, to be
understood here as musical patterns and movement pat-
terns – in short as materiality that moves and where its
movement constitutes a pattern. Patterns can be learned,
and based on this acquired knowledge one can predict
and estimate what happens in an interaction. The role of
cognition, therefore, is to construct predictive models
(through learning) and apply these models in ongoing
interactions with the environment. Admittedly, this is
not a new idea, as it has been a major research idea of
the music cognition paradigm for decades.

34.2.1 Prediction

Prediction focuses on patterns that are expected to
occur. The occurrence of those patterns would then
confirm the prediction, or otherwise [34.2, 4, 5]. Ac-
cording to the cognitive theory of music, anticipation
would typically be built up by an exposure to previous
musical patterns, which is called the context. The pat-

terns that define this context have inherent constraints
(due to acoustical structures) that are combined with
inherent constraints of human auditory physiology (the
innate disposition to process sounds) and with habitu-
ations to the musical repertoire (due to learning). The
combination of these constraints sets up a particular
context for the prediction and the subsequent process-
ing.

The work on tonality has been paradigmatic for
this approach. Tonal sequences have a strong antici-
patory character. The classical theory thereby assumes
that the outcome of a prediction (whether it matches
with the perceived patterns or not) may be linked
with affect processing, such as relaxation, tension,
and ultimately, with emotion and arousal (e.g., [34.1,
38]), and a reward (or pleasure) system that rein-
forces the satisfaction mechanism [34.39, 40]. More-
over, prediction can be described in terms of a pattern-
processing model that functions independently from
the physical carrier (the brain). The typical process-
ing components that frame this type of cognitive
processing are working memory, long-term memory,
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schema construction, and schema automation. These
components define a cognitive architecture that, to-
gether with a reward system, allows us to understand
interaction with music as meaningful and motivat-
ing [34.41].

The viewpoint of embodied music cognition adds
to this approach, but it stresses the bodily involvement
in predictive processing. In fact, it states that bodily
involvement influences the anticipation of perceptual
events, in addition to perceptual events themselves.
The viewpoint implies that anticipation needs to be
conceived in terms of schemes that combine perception-
related issues with sensorimotor-related issues. For
example, embodied music cognition would stress the
fact that predictions of patterns rely on innate predic-
tive mechanisms, such as auditory mechanisms that
draw upon the inherent sonic arrangements of pitches,
and the temporal integration of these arrangements in
short-term memory [34.42–44]. As convincingly shown
in [34.25], this already forms a powerful basis for pre-
dicting the underlying tonal sense of a musical piece.
Of course, it may not predict the specific musical ar-
rangements of a particular piece. After all, the innate
mechanisms do not know the repertoire. Learning the
repertoire is a typical capability of habitual cognitive
processing. Other examples can be given in relation to
rhythm prediction. There we see that the predictions can
be based on particular biomechanical properties of the
bodily effectors, such as the propensity for 2Hz reso-
nances [34.45].

The embodied music cognition approach assumes
that predictive schemes tap into the kinaesthetic, tactile,
and haptic sensing particularities of the body. Together
with the biomechanic constraints of the corporeal ef-
fectors of movement (such as legs, arms), the state of
arousal, fatigue, and energy characterizes a system that
filters the back and forth interaction with the environ-
ment. Accordingly, it is assumed that this system has
a large impact on the prediction machinery and the pre-
diction outcomes. Anticipation is therefore understood
as the expected outcome of bodily mediated perceptions
and actions, rather than the expected outcome of some
type of direct line from environment to brain. The im-
plication of this insight is far reaching, as suggested in
the previous section. For example, it implies that mu-
sic can no longer be seen as consisting of note-symbol
arrangements, because these arrangements are lacking
the inherent constraints of real musical patterns. In ad-
dition, it implies that the perceived musical structure is
itself an outcome of the internal state interacting with
the musical patterns. Consider the anticipation of the
beat in samba music based on movement states, for
instance. This is known to be difficult for Western lis-
teners because samba has an ambiguous binary-ternary

structure. Naveda and Leman [34.46] however, suggest
that

perception of samba may be movement-based in the
sense that through self-movement (of the dancer in
response to music) musical patterns become rhyth-
mically disambiguated.

Through movement states, the perception of binary
structure can be emphasized, which facilitates the pre-
diction (see also [34.7]). Or consider the interaction
with music through dancing. Based on the induced
emotional state, our perception of music changes,
and this perception is reflected in our dance expres-
sion [34.8, 47]. These studies show that a perception-
only approach is no longer defensible. Music interac-
tion is based on action–perception coupling, integrated
within the predictive machinery, and above all, tightly
integrated with the corporeal mediator constraints.

34.2.2 Emergent Pattern Building

A core aspect of the embodiment theory concerns the
reconception of what musical structures are. Music
cognition research thereby draws upon emergence as
a basic principle of musical structure. Emergence im-
plies processes that use structures and relationships
among patterns as ingredients for new types of patterns.
Emergence is a formative principle based on patterns at
a lower level generating other patterns at a higher level,
and this principle is fundamental to the understanding
of music. For example, the Western music repertoire
with its typical tonal-harmonic system of anticipation
and goal-satisfaction can be seen as the result of an
emergent process that is based on auditory dispositions
(the way the auditory physiology works), environmen-
tal dispositions (the type of instruments used, and the
fact that these instruments have a harmonic overtone
structure), and previous repertoires (acquired through
learning). Obviously, there are many additional factors
that may mediate the formation of the repertoire, such
as beliefs (e.g., the belief that music is a divine art that
should display stability, or the other view, that it should
display the vibrations and variability of a divine being)
that foster the selection and molding of instruments and
structures until they lead to a repertoire that, in turn,
influences the way in which people habituate towards
particular phrasings.

Embodiment draws upon the idea that this emer-
gence is largely influenced by interactions. The focus
here is on the added value of interaction in processes
that leads to emergent patterns. As these patterns are of-
ten hierarchically structured, with lower-level patterns
being ingredients of higher-level patterns, perception
of these emergent patterns can be guided by move-
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ments or actions. The role of actions is related to the
attenuation (or filtering) of particular characteristics
of emergent patterns, the use of action as a facilita-
tor of particular interaction patterns (such as timing),
the disambiguation of complex patterns through move-
ment, and possibilities for motor retraining [34.30].
Emergence is a crucial aspect of the reductive process
discussed above, through which complex patterns can
be simplified and related to interaction roles.

34.2.3 Enactment

Enactment can be defined as the instance of acting
something out. This concept embraces the idea that our
corporeal involvement with music is based on acting
along with the music, such as during synchronizing
footsteps with music, or during the alignment of arm
and hand movements along with the musical expressive
flow, like in dancing, conducting, and music playing.
Enactment can be seen as a musical intentionality in-
duction mechanism. That means that it is a mechanism
that turns musical patterns, as they appear to our senses,
into goal-directed sonic moving forms, with value and
reward. Patterns thus become endowed, and are simpli-
fied, by considering them as properties of the states built
on an assumption that our predictive machinery makes
about these patterns. And this assumption is largely
based on the enactment, that is, on processes that en-
sure the synchronization and alignment of actions with
those patterns. Note that enactment involves the en-
gagement of the human action repertoire (to carry out
the enactment). This action repertoire is associated with
representations about the expected outcomes of these
actions. Thus, when actions are carried out, they au-
tomatically become associated with representations of
action outcomes (also called intentions).

Enactment may be seen as a method for realiz-
ing an intentional outcome. Basically this means that
corporeal interactions determine prediction models for
the ongoing and future interactions with music, so that
music can be conceived in terms of goals, directions,
targets, values, and reward. Embodiment thus provides
a basis for updating the predictions of what is antic-
ipated during the interaction with music, and this is
a core element of the intentionality induction process;
the way in which intentionality with music gets estab-
lished; the way in which music is conceived in terms of
goals, values, and reward.

34.2.4 Expression

Finally, some mention should be made of expression
(the act of expressing), or expressiveness (the prop-

erty of being expressive). Expression is a core fea-
ture of musical communication, and one of the key
research domains of the embodied music cognition
approach in today’s research environment. Expression
research is a challenge because it is not understood
well in cognitive science. However, it is worth men-
tioning that a good part of the older work in conti-
nental musicology was especially focused on musical
expression [34.48–52]. Interestingly, in this tradition,
musical expression and expressiveness are often ap-
proached from the viewpoint of gesture. For exam-
ple, Schaeffer [34.50] discusses sound objects and
their association with the actions that might have pro-
duced these sounds. Much of the former work was
embedded within a phenomenological tradition (e.g.,
[34.22, 53]), in which concepts such as embodiment,
or motility (the capability of moving) were explored
from a philosophical and music-analytical point of
view. For example, according to Broeckx [34.52], mu-
sic is expressive because music appears to humans as
a material organism possessing properties and behav-
iors. The attribution of expressive properties to mu-
sic is based on prereflective sensorimotor associations
of sound properties with tactile, visual, and muscu-
lar and vascular sensations (e.g., flatness, brightness,
rolling, tingling) leading to associations with feelings
and moods. Moreover, it is inferred that the move-
ment of sound properties engages a kinaesthetic process
that results in associations of body movement and ges-
tures.

This musicological tradition can, and rather inter-
estingly, be linked with the current embodied view-
point on music cognition. The latter thereby provides
a refinement of the ontological, epistemological, and
methodological framework for understanding musi-
cal expression in performance and perception. The
main difference is that the current focus of study
has an empirical orientation, whereas the earlier focus
of study took a music-analytical philosophical ori-
entation. The study of expression, when seen from
the viewpoint of embodied music cognition, can be
linked with action theories and brain theories that
assume (on the basis of empirical evidence) the exis-
tence of predictive processing states related to action–
perception couplings. Expressive gestures are thereby
assumed to tap into innate motor expressive responses
that have been integrated with predictive processing
states that control expressive habits and learned ex-
pressive behaviors. The call for action science [34.15],
for example, has a huge advantage because specific
hypotheses about expression and aesthetics can be
tested within a much larger relevant empirical frame-
work.
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34.3 Empirical Evidence for Embodied Music Cognition

We now turn to some of the empirical work that re-
lates to the embodied music cognition paradigm. Our
goal is to focus on studies that reveal evidence for em-
bodied music cognition. However, rather than aiming
at an exhaustive overview, we confine ourselves here to
three core aspects of the research; namely understand-
ing expressive gestures, understanding synchronization
and entrainment, and understanding the effects of action
on perception [34.54, 55].

34.3.1 Understanding Expressive Gestures

Although gesture research has a long tradition in musi-
cology (see above) and in research on interactive music
systems [34.56], it is only recently that attempts have
been made to better understand gesture in relation to
music [34.11, 18, 19]. The role of gesture can be un-
derstood in terms of encoding and decoding of musical
expression. Encoding of expressive qualities in music
happens during music performance. The gestures that
support the encoding are called expression-supporting
gestures. Decoding of expressive qualities in music hap-
pens during listening. The gestures that support the
decoding are called expression-responding gestures. In
both cases it is assumed that expression can somehow
be transferred from gesture to music, of from music to
gesture. This transfer implies a mirroring from quali-
ties of sound patterns to qualities of movement patterns.
However, rather than speaking about mirrors, it is more
convenient to speak about action opportunities. Ges-
turing can be seen as an encoding and decoding of
expressive affordances, or opportunities for action, to be
put into the sound, or to be taken from the sound [34.57,
58]. This viewpoint implies that gestures are supported
by actions, and that mirroring is an aspect of the ges-
tural alignment with music. Mirroring indeed suggests
a one-to-one relationship between music and gesture,
but it may involve counterpoint, and an emphasis of
the contrast between music and gesture. Affordances
also imply that action opportunities have a goal-directed
or intentional character. This means that the associated
movements, or gestures, are embedded in a predictive
machinery. So far, several studies have been conducted
that aimed to find a better understanding of the role of
gesturing in musical activities. Most studies are explo-
rative and seek to get to grips with the complexity of the
matter. This is indeed a new field in which our under-
standing of how gestures work in relation to expression,
intentionality, and timing is still in its infancy. In what
follows, we give a brief overview of some explorations
in this domain.

Elementary Gestures, Articulation
and Coarticulation

First consider the concept of elementary gesture, which
we developed in the context of a study that addressed
the playing of the guqin (the old Chinese zither) [34.59–
61]. Elementary gestures can be understood as small
action units, or articulations, such as moving one finger
from one position on a string to another. In the context
of wind instruments, an elementary gesture would be
the production of one tone. These elementary gestures
are needed for sound production but they also contain
expressive features. For example, the movement of the
finger on the string can be realized through different
shades of velocity: speeding up, or slowing down, or
having a straight velocity [34.59]. In wind instruments,
articulation is defined by a particular tonguing tech-
nique, often denoted as tu, du, fu, or ku depending on
the strength of the attack and the position of the tongue.
For example, in the ku attack, the tongue moves back-
wards, rather than forwards, as in tu. The interesting
issue here is that elementary gestures point to very basic
actions that seem to be controlled by a motor impulse
(see also [34.62]). Once the impulse is given, the fur-
ther deployment of the action is a sort of automatism.
More complex playing gestures can be understood as
concatenations of an alphabet of such short actions, or
movement primitives.

Note that the next stage, in which two tones are
connected in coarticulation, is immediately more com-
plex [34.63]. It involves the connection of movement
primitives, often also in combination with coordinated
actions, such as finger movement in the left hand, com-
bined with string plucking in the right hand in the
guqin, or a technique in combination with fingering
technique in wind instruments. Articulation and coar-
ticulation provide the expressive ingredients of larger
expression arcs that define the tension of sound produc-
tion during a longer term (a few seconds).

Expression Arcs and Musical Intentions
Following on, we consider expression arcs. Research
shows that expression arcs are typically supported bod-
ily gestures that accompany intentional states when
realizing expressive outcomes. To facilitate that aim,
performers seem to rely on a repertoire of expressive-
supporting gestures (see also, e.g., [34.64, 65]). For ex-
ample, in [34.66], it was possible to observe a consistent
relationship between a clarinettist’s musical expressive-
structural analysis (indicating target notes, supporting
notes, crescendo, decrescendo) and the clarinettist’s
gestures that support the playing of these musical pas-
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sages according to the planned expressions. The study
shows that intentional actions are meant to structure
music according to the expressive acting. It means that
expressions in music are related to particular targets that
are planned ahead and it demonstrates that the musical
realization is supported by bodily gestures. Expressive
arcs may require accurate timing. Maes et al. [34.32]
suggest that the accurate timing needed to carry out ex-
pressive arcs is based on embodiment. In this study,
limb movements were either legato or staccato move-
ments of the arm and hand that controlled the bow
of a cello. Legato implies continuous limb movements
with no pause in between the onsets of tones, while
staccato implies event-based movements with a pause
(a nonmovement state) in between the onsets of tones.
The results show that legato playing can compensate for
disrupting effects of cognitive load on timing produc-
tion and expression, while staccato playing is affected
by these effects, especially at slower tempi. This is
probably related to the timer mechanisms involved. The
continuous movements allow the outsourcing of timing
to a mediator (called embodied timing), while staccato
implies nonmovement duration that requires cognitive
timing. Given a supplementary cognitive task in addi-
tion to playing, the timing of staccato is more affected
because it taps into the same cognitive resources as the
supplementary cognitive task. In contrast, the timing
of legato is less affected because the timing is out-
sourced to a corporeal mediator that, due to its proper
movement constraints and the time needed to realize
the movements, provides a clock mechanism that is
highly functional. The study therefore supports the idea
that a mediator mechanism can provide a timer for ex-
pressive performance. Overall, this study is one of the
first to show why expressive-supporting gestures are
relevant in music performance. The answer the study
provides is that these gestures allow the cognitive out-
sourcing of timing. Attention can then be devoted to
other crucial aspects of the expression.

Expressive Gestural Shapes in Relation
to Musical Timing

Thirdly, consider gestural shapes in relation to tim-
ing. This is of particular relevance in the context of
dancing. The type of gestures considered here are
generally repetitive and constrained within an over-
all timing framework imposed by the musical meter.
The repetitive character of the gestures suggests that
the movement choreography, or movement sequencing,
is based on a shape (called the basic shape, or ba-
sic gesture), that reoccurs over defined time periods.
The overall timing framework imposed by the music
suggests that elements of the basic shape are linked
with timing. In that context, we investigated two differ-

ent methods of studying this link [34.28, 29, 46]. One
method has a focus on the basic shape and aims at
extracting this shape from the movement trajectories.
A basic gesture could be defined as the average of sev-
eral movement trajectories over one single period of the
movement. However, due to inherent uncertainties in
the neuromotor control, there may be quite some vari-
ability in the way in which these movements are timed
and shaped. Due to this variability it is not possible
to define the basic gesture as the average of repetitive
movement trajectories. That would lead to nonrealistic
irregular shapes. The best way to obtain this is by us-
ing periodicity transformations [34.46], or by building
probabilistic models that allow a smooth reconstruction
of the movement trajectories [34.67]. Such a model can
then be linked with the timing imposed by an external
musical source.

The other method has a focus on timing and aims at
understanding the connection between shaping and tim-
ing by projecting features of the musical timing onto
those shapes. This allows for an analysis in terms of
point clouds, and spatiotemporal regions showing how
the shaping is connected with the timing. Interestingly,
it is also possible to plot musical features onto these
basic gestures. For example, it is possible to extract
the time of the beat and plot a mark of the beat on
the gesture at the time that corresponds with the beat.
One method is to plot these features onto the basic
gesture, while another involves plotting these features
onto the entire periodic trajectory. The difference is that
the basic gesture provides an average of that trajec-
tory. When musical features are plotted on the entire
trajectory, one typically obtains point clouds with musi-
cal features. Accordingly, this can be done for different
metrical periods (half beat, double beat, and so on). As
such, one obtains a spatiotemporal plot of the musical
meter onto the gesture. Such graphs show interesting
differences between, for example, the Charleston and
samba dances, and especially between novices and ex-
perts. When applied to different dancers, we see an
interesting variability in how humans realize bodily ex-
pression in relation to music. Moreover, when dancing,
it is likely that different body parts capture different
periods related to the musical beat. For example, hor-
izontal sway could occur on two beats in period, while
the arms might register one beat in the period, and hands
at half the beat period. As such, the human body can
reflect the different frequencies present in the musical
structure [34.27, 68]. The positions of the beat points
may reflect reference points, or landmarks, that play
a prominent role in the predictive control of the dance.
The study on samba dance, for example, provided ev-
idence that dancing may facilitate and disambiguate
the perception of music. This is assumed to be based
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on predictive mechanisms that involve the suppression
of filtering of particular features that can be predicted.
Moreover, the activity, as such, accords with the idea
that decoding musical expressiveness is a sense-giving
activity.

34.3.2 Understanding Synchronization
and Entrainment

Research on sensorimotor synchronization is firmly
rooted in traditions of studies that focus on the timing
of finger tapping in relation to metronome ticks [34.69].
The research has recently been expanded to dancing and
music, where similar issues of timing exist [34.70, 71].
Sensorimotor synchronization is deemed to be highly
relevant for embodiedmusic cognition. One of the basic
ideas here is that the synchronization of movement and
music is driven by predictive processes that drive error-
correction mechanisms. Errors are perceived deviances
between expected action outcomes and the perceived
external musical stimulus. There appears to be an inter-
nal mechanism that aims at correcting these deviances
so that action outcomes optimally match with the mu-
sical stimulus. For example, a particular posture in
dancing should be reached at a particular timing cue.
This synchronization is governed by a dynamic (called
entrainment) that aims at minimizing the error between
what is anticipated and what is realized.

Note that music–movement entrainment is quite
a complicated timing phenomenon, involving con-
straints of the corporeal (and even technological) me-
diators in the entrainment setup [34.31, 72]. One of
these constraints is related to resonance. Starting with
a tapping study, Van Noorden and Moelants [34.73]
found a resonance frequency (or embodied eigen-
frequency) around 2Hz. Later on, this eigen-frequency
phenomenon was observed in several studies on walk-
ing, such as in [34.45, 74]. An interesting result has
been obtained in a study that provides direct evidence
for a vigor-entrainment effect [34.74]. In this study,
subjects were instructed to walk in synchrony with mu-
sical excerpts that had the same tempo but different
musical expression. The speed of walking is determined
by two parameters; namely, the pace (step frequency)
and the stride length, and the pace is fixed due to the
synchronization with the music. Therefore, the only
parameter that could influence the speed is the stride
length, which is an effect of the muscle strength. The
study showed that some music has an activating effect,
stimulating subjects to walk faster, while other mu-
sic has a relaxing effect, stimulating subjects to walk
slower, while metronome ticks (and many other types
of music) have no effect. Interestingly, the adaptation
of muscle strength to music depends on the expressive

characteristics of the music. These can be defined in
terms of acoustical features, showing that binary and
ternary arrangements in music play an important role.

Social entrainment, or the adaptation of human
movement to other humans while listening and pro-
ducing music, has been studied in several contexts.
Van Dyck et al. [34.70] asked subjects to dance to mu-
sic. They found a group effect for activity count and
tempo entrainment when people danced in groups of
five. [34.75] is based on an experiment with more than
400 children who, in groups of four, had to continue
the example of an avatar that tapped along with the
beat of the music. Several tempi were tested, showing
that children have a 2Hz resonance in their propen-
sity for tapping. The results suggest that the perception
and production of the pulse is related to the control of
the human body, cognitive development (age), and the
ability to control timing either by counting or by using
outsourced embodied timer mediators. Moreover, the
analysis shows a social entrainment effect in the sense
that the social group, in addition to the musical stimu-
lus, also entrains children and provokes their excitement
so that they start to invent variations on their tapping
rhythm. Synchronization and entrainment is a field of
study that provides strong evidence in favor of the em-
bodied music cognition paradigm.

34.3.3 Understanding Effects of Actions
on Music Perception

Finally, it is of interest to consider embodiment from
the viewpoint of the coupling of action and perception.
Research thereby focuses on how action influences per-
ception, as well as how perception, thanks to its close
association with action, can influence action. The latter
may be of relevance, for example, in motor rehabilita-
tion where music is used to retrain maladapted motor
habits. Studies that explicitly address action–perception
couplings are highly relevant for the embodiment the-
ory because they somehow provide direct proof of
the role of embodiment in music perception. A cru-
cial concept in our understanding of action–perception
couplings is that of internal sensorimotor predictive
models; in short, internal models. There is accumu-
lating evidence that the sensory (e.g., auditory, visual,
etc.) predictionsmade by these models influence the on-
line processing of sensory information, such as music,
emerging from the external environment [34.8, 76–78].
The particular influence of these predictions on the per-
ception of music differs depending on the nature of
the auditory information (when merely listening to mu-
sic), or audio-visual information (when watching and
listening to a music performance, for instance). Maes
et al. [34.30] provide an overview of the recent studies
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that consider the effects of actions on music perception.
One of the effects of internal models is that percep-
tion becomes attenuated when the incoming sensory
information matches the sensory prediction, while per-
ception is facilitated when sensory input is incoherent
with the sensory prediction. Also, when sensory in-
put is ambiguous in nature, body movements and the
related sensory predictions enable it to disambiguate in-
coming sensory information. Additionally, it has been
shown that when moving to music, structural and af-
fective properties inherent to the body’s movements
become attributed to the music.Maes et al. [34.30] refer
to the concepts of selective attention, and cue selec-
tion/identification to explain how body movements per-
formed to music may direct attention towards specific
cues in the music. It is argued that the mechanisms de-
scribed by these concepts can steer people’s perception
of structural features in the music (e.g., melody, beat,
pitch, etc.) in a specific direction (as shown in [34.6, 7]).
Maes and Leman [34.8] showed that expressive body
movements can condition children’s perception of mu-
sical expressiveness. In the experiment, children were
conditioned with a happy or a sad choreography in re-
sponse to music that had an expressively ambiguous
character. Afterwards, the children’s perception of mu-

sical expressiveness in terms of valence and arousal was
assessed. The results suggest that the expressive qual-
ities of the movements they learned to associate with
the music had a significant impact on how children per-
ceived musical expressiveness.

Of particular interest are studies that address
the effect of emotions on music-driven movements.
In [34.79], the effect of two basic emotions, happiness
and sadness, on dance movement was examined. Par-
ticipants were induced to feel emotional states of either
happiness or sadness and then danced intuitively to an
emotionally neutral piece of music, composed specifi-
cally for the experiment. The results revealed that when
induced with happiness, participants moved faster, with
more acceleration, and made more expanded and more
impulsive movements than in the condition with sad-
ness induced. In [34.47], it was investigated whether
the induced emotion could be successfully decoded
from movements (without music as extra stimulus).
Observers watched a set of silent videos showing deper-
sonalized avatars of dancers moving to an emotionally
neutral musical stimulus after emotions of either sad-
ness or happiness had been induced. Results revealed
that observers were able to identify the emotional state
of the dancers with a high degree of accuracy.

34.4 Embodiment and Dynamic Cognition

Based on the above selective overview, we can distin-
guish two important trends that mark current embodied
music cognition research. The first trend is to con-
sider musical activity as the outcome of a network of
mutually interdependent sensory, motor, and affective
processes [34.54]. These processes define the overall
state of a person’s activity involved with music. Predic-
tive processing plays an important role in the control of
these processes. In that context, perception and action
are no longer seen as separate processes, but as mutu-
ally reinforcing processes that subsume predictive pro-
cessing in connection with bodily states. However, the
road to fully understanding the underlyingmechanisms,
in particular concerning the origin (innate/learned) and
development (e.g., association learning, contingency,
contiguity, etc.) of these associations is long. A major
challenge concerns the understanding of expression in
relation to this network of mutually interdependent pro-
cesses. Expression can be conceived as a facilitator of
the interaction among these processes but more work

is needed to fully comprehend how this works. The
second trend is that music cognition is being defined
in terms of interactive dynamics, in which concepts
such as emergence, affordance, and dispositions define
states (e.g., homeostasis) and processes (e.g., error-
correction mechanisms) of the dynamics. Emergence
and affordance, for example, appear as interaction out-
comes and interaction opportunities. They offer a new
way of viewing music as the outcome of a person–
environment interaction, in which particular constraints
in the environment and in the mediators are controlled
and adjusted in functions of particular outcomes. Ac-
cordingly, music perception should be understood as
a phenomenon that emerges from the dynamic interac-
tion of many intertwined processes evolving over time.
Embodiedmusic cognition theory draws upon a dynam-
ical theory of music cognition in which the interaction
between the various sensorimotor, affective, and cogni-
tive systems (attention, memory, metaknowledge, etc.)
and the external environment are of crucial importance.
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34.5 Contributions to a Paradigm Shift in Systematic Musicology
We believe that embodied music cognition research has
become an important paradigm for music research. The
role of bodily involvement is no longer questioned and
the empirical methodology has been expanded to quite
a broad domain of musical activities. The strength of
the paradigm is that it builds on a solid empirical and
modeling framework. The weakness of the paradigm
is that it may need further elaboration to meet his-
torical and cultural contextualization. In recent years,
the paradigm of embodied music cognition has been
embraced and filtered into the following directions.
Firstly, in the methodology, studies have contributed
to an expansion of the existing methods. New obser-
vation devices (e.g., all kinds of sensors and camera
systems) and analysis methods (e.g., multivariate, and
functional data analyses) have been refined and intro-
duced. These methods have been combined with new
approaches in audio analysis, which draw upon mas-
sive feature extraction and subsequentmachine learning
methods [34.80]. In addition, subjective methodologies
(e.g., questionnaires that probe flow or presence) have
been fine-tuned and linked with performer-inspired
analysis methods [34.66] and with educational tech-
nologies [34.81]. In general, the methods that are inter-
and cross-disciplinary have greatly improved com-
pared to the state-of-the-art music research of a decade
ago. New user-oriented approaches have been devel-
oped in the direction of person-centered approaches
in a cross-disciplinary context of collaboration with
other research groups and institutions (e.g., health care
institutions) [34.82]. Secondly, the ontological assump-
tions and the associated epistemology have been refined
by expanding the traditional viewpoints (e.g., [34.83,
84]) in the direction of an enactive approach. Last
but not least, the paradigm received much attention
thanks to the idea that practical tools (based on inter-
action) contribute much to the development of the new

paradigm [34.81, 85–91]. This approach may be rather
new in the field of musicology, although it draws upon
a certain tradition that was associated with music cog-
nition research [34.56]. Tools offer a means by which
intervention can be made into the action–perception
cycle. By contributing to the theoretical development
therefore, they coerce the researcher into focusing on
the principles that lie behind those tools. Success in de-
veloping concrete tools can serve as a future measuring
instrument used to explore the power of the paradigm
of embodied music cognition. In that sense, the is-
sue of embodied music cognition versus nonembodied
music cognition is not only a matter of epistemology
(and trying to discover the realities about how mu-
sic interaction works) but is also a matter of practical
application. Recent work clearly indicates that the em-
bodied approach to music cognition may lead to useful
knowledge about music interaction, in fields such as
music education, music recreation, and even physical
rehabilitation.

The paradigm of embodied music cognition has
stimulated developments in cultural contextualization
studies. Several recent studies (e.g., [34.92–96]) draw
upon concepts and results from embodied music cogni-
tion, such as gesture analysis, analysis of entrainment
in concrete musical performances, the role of music
in relation to empathy, and several issues in action–
perception couplings. On the one hand, these studies
point to issues that may require further in-depth labora-
tory research. On the other hand, finding a good trade-
off between laboratory findings and a profound cultural
study is still a challenge. In any case, this mutual influ-
ence of cultural musicology and systematic musicology
is very promising for both disciplines. More profound
cultural contextualization, as well as historical con-
textualization, certainly injects added value into the
paradigm of embodied music cognition.

34.6 Conclusion

In this chapter we provided an overall viewpoint on em-
bodied music cognition, addressing questions related
to the nature, assumptions, findings, and perspectives
of the paradigm. We thereby addressed the ontological
and epistemological assumptions and provided a spec-
ification of the cognitive architecture in relation to
embodiment. The result is a perspective that greatly
capitalizes on the framework of the (classical) mu-
sic cognition research approach. However, as argued,
the embodied approach is much more oriented towards

pragmatism, dynamics, and interaction. The focus on
cognition in perception has been replaced by a focus on
cognition in interaction, of which perception research
is a part. Based on an overview of recent studies, many
of which are studies sourced from our own laboratory,
we aimed at providing research topics and research out-
comes that illustrate the development of the approach.
Along that way, we identified the trend towards an
in-depth exploration of the concept of embodiment in
terms of sensorimotor processing and concrete proof
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of the necessity for the embodied viewpoint, and the
trend towards a broadening of the concept of embodi-
ment in the direction of sister disciplines. These trends
fit quite well with the accumulating evidence in favor of
the embodied approach. This partners well with the ex-
ploration of novelmethods for observation and analysis,
adopting a pragmatic approach to music interaction, and

exposing a high level of interest in the development of
tools that make the theoretical views applicable in do-
mains such as music education, sports and recreation,
and rehabilitation and wellbeing. Overall, this overview
provides a strong incentive for further research, espe-
cially in the direction of expressive interactions with
music [34.97, 98].
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35. Sonic Object Cognition

Rolf Inge Godøy

We evidently have features at different timescales
in music, ranging from the sub-millisecond
timescale of single vibrations to the timescale
of a couple of hundred milliseconds, manifest-
ing perceptually salient features such as pitch,
loudness, timbre, and various transients. At the
larger timescales of several hundred milliseconds,
we have features such as the overall dynamic and
timbral envelopes of sonic events, and at slightly
larger timescales, also of various rhythmic, textu-
ral, melodic, and harmonic patterns. And at still
larger timescales, we have phrases, sections, and
whole works of music, often lasting several min-
utes, and in some cases, even hours.

Features at these different timescales all con-
tribute to our experience of music, however the
focus in the present chapter is on the salient
features of what has been called sonic objects,
meaning on holistically perceived chunks of mu-
sical sound in the very approximately 0:5�5 s
duration range. A number of known constraints
in the production and perception of musical
sound as well as in human behavior and percep-
tion in general, seem to converge in designating
this timescale as crucial for our experience of
music.

The aim of this chapter is then to try to under-
stand how sequentially unfolding and ephemeral
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sound and sound-related body motion can
somehow be transformed in our minds to sonic
objects.

35.1 Object Focus

The aim of this chapter is to present theories and tools
for research on what we call sonic objects. The term
sonic object can be defined as a fragment of musical
sound, typically in the approximately 0:5�5 s duration
range, a fragment perceived holistically as a coher-
ent and somehow meaningful unit. A sonic object is
arguably the most basic unit in musical experience, ca-
pable of making a rich set of perceptually salient sonic
and multimodal features present in our minds.

A sonic object may encompass a single tone or
chord, a short phrase of several tones and/or chords in
succession, a single sound event (e.g., of hitting a tam-

tam, of slamming a door, of breaking a bottle), or a more
composite but still holistically perceived sound event
(e.g., a rapid glissando on a harp or on a washboard,
a burst of marbles rolling out onto the floor, a whirl of
dry leaves in the wind). The duration limits of a sonic
object are determined at one end by the minimal du-
ration necessary to perceive salient features and at the
other end by a maximal duration for perceiving the ob-
ject as a singular and coherent entity, i. e., as not readily
divisible into smaller parts.

The term object here serves to emphasize the per-
ception of a sound fragment as a coherent entity,
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as something present in our minds in an instant, in
a now-point, to borrow the expression from Edmund
Husserl [35.1–3], although sound is something that
unfolds in time. How sequentially unfolding sound is
transformed into somehow more solid auditory objects
in our minds seems still to be largely enigmatic [35.4],
however, the point of departure in this chapter is that
such flux-to-solid transformations evidently do take
place in auditory perception and that we may indeed de-
note salient auditory features by way of object-related
concepts and metaphors. Focusing on the cognition of
sonic objects means trying to provide tools for ex-
ploring perceptually salient features of sonic objects
in music-related research and in practical contexts for
composers, musicians and producers; in short, for any-
one working with musical sound.

The idea of sonic objects is generally ascribed to
the seminal work of Pierre Schaeffer et al. in the 1950s
and 1960s and as emerging from practical work in
electroacoustic composition of the so-called musique
concrète [35.5–7]. Before the advent of tape recorders,
composers would record sound fragments as loops on
phonograph discs, enabling the mixing of sounds by
lowering and raising the pickup arm, effectively turn-
ing any sound fragment on and off in a mix. Such
a loop was called closed groove (sillon fermé) and
when Schaeffer et al. listened to such loops innumer-
able times, they discovered that their perception of
these sound fragments changed, that they tended to
shift their attention towards more internal and subtle
features of the sound itself, away from the original
and more everyday and anecdotal significations of the
sound fragments. They called this shifting of attention
reduced listening (écoute réduite), signifying a shift to-
ward perceptually salient sonic features, a shift of focus
that eventually lead to a very extensive theory of sonic
objects in Schaeffer’s monumentalTraité des objets mu-
sicaux [35.5] and related publications [35.6, 7].

This origin is remarkable in that an extensive mu-
sic theory grew out of practical composition work, and
notably out of a radically new way of sound-based
composition, very different from traditional note-based
Western composition practice. This departure from
Western music tradition drove the effort to make a more
general and universally applicable music theory, based
on a seemingly naïve questioning of the subjective lis-
tening experience, a kind of Socratic method of trying
to distinguish the various perceptually salient features
in auditory experience. This approach permeates the en-
tire project of developing a new music theory and may
be termed a top-down approach where the point of de-
parture is the overall shapes of any sound, what we
could call its envelopes, with regards to loudness, pitch
features and timbral features and then successively dif-

ferentiating more and more subfeatures of these main
features (e.g., the distribution in time and spectrum of
the energy, the amplitude and rate, regularity versus ir-
regularity, of changes in these distributions, etc.) and
then, sub-subfeatures of these, etc., progressively ex-
ploring more and more details in the sonic objects. It
was only at a later stage that Schaeffer et al. realized
the affinity of this method with classical phenomeno-
logical approaches to perception (referring to Husserl
and Merleau-Ponty) of taking the subjective mental im-
ages of sound as point of departure for investigations,
leading Schaeffer to remark that they were indeed do-
ing phenomenology without realizing it [35.5, p. 262].

The next step of this research program was then
seen as establishing correlations between the subjec-
tive features and the acoustic substrates of the sound,
a long-term endeavor that needed to take into account
the many nonlinear relationships between the physi-
cal signals and the subjective percepts, relationships
that were characterized by anamorphosis, or warping.
It should be remembered that psychoacoustics as we
know it today was quite different in the 1950s and 1960s
when Schaeffer et al. developed their theories and that
research in this area was dominated by a more scientis-
tic attitude as Michel Chion has put it [35.7, p. 30], of
regarding human auditory perception as flawed, unreli-
able and often distorting the real features of sound. The
attitude of Schaeffer et al. was quite different in nam-
ing subjective perception of sound the most important
tool for research, as the point of departure for exten-
sive and systematic explorations of musical sound, and
only at a later stage going on to map out the corre-
lations between subjective perception and the acoustic
signals.

The term cognition in the title of this chapter im-
plies a focus on the perceptual output of any sound-
producing process, be that in sound synthesis, effects
processing, composition, improvisation, or any kind
of instrumental or vocal performance. The idea of
sonic object cognition is also linked with the method
of analysis-by-synthesis, meaning exploring something
by active creation (and/or imagining) of incrementally
different variants in view of finding out what the per-
ceptually salient features (or ingredients) of any sonic
object are. Lucidly presented by J.-C. Risset as a strat-
egy for exploring timbral features in digital sound
synthesis [35.8], this was actually also a strategy of
Schaeffer et al. in exploring the contribution of different
feature dimensions to the overall subjective impressions
of sonic objects (for an instructive example of this, lis-
ten to [35.6, CD 2, tracks 90–95]). In other words, the
idea of sonic object cognition here denotes a two-stage
process of first trying to differentiate (and give names
to) what seem to be subjectively salient features of
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a sonic object and then produce, or imagine, a number
of variants of this sonic object where these features are
somehow incrementally varied, so as to enable system-
atic testing of the effect of these features in subjective
experience.

In short, sonic object cognition encompasses the
capacity to think analytically and practically about frag-
ments of sound in musical contexts and should aspire to
combine insights from classical work (e.g., from com-
position and orchestration) with recent findings (e.g.,
from musical acoustics, music technology and music
perception areas). With such a multitude of elements
converging on sonic object cognition, we shall in this
chapter first elaborate more on what is meant by the ex-
pression sonic object, try to demarcate what it is and
what it is not, with some considerations of ontology:
sonic objects are evidently associated with our experi-
ences of sound, but sound is ephemeral, manifest here

and now before vanishing, yet we fortunately usually
have some memory trace of what we just heard. Are
sonic objects then just as much mental images and in
that case, what is the content of such mental images?
One answer that has emerged from our own and oth-
ers’ research is that images of sonic objects are closely
associated with images of body motion, so we shall
then take a look at what is called motor theory, as well
as associated issues of timescales and duration thresh-
olds in musical experience. This leads to questions of
how sonic objects emerge from musical experience by
chunking, as well as how they are generated and classi-
fied. On this background, the remaining sections of this
chapter shall focus on features of sonic objects as well
as on how we may explore such features by the above-
mentioned analysis-by-synthesis strategy, before some
reflections on prospects and challenges of research on
sonic object cognition.

35.2 Ontologies

Sonic objects, defined as fragments of musical sound
in the approximately 0:5�5 s duration range, will in
most cases have multiple significations and multiple
features, i. e., be several things at once. To enhance
our knowledge of sonic objects, as well as to avoid
misunderstandings, we need to clarify what-is-what, or
clarify the ontologies, of sonic objects. As a first step,
we may take a look at Schaeffer’s analysis of listening,
an analysis that is the basis for the subsequent onto-
logical differentiations of sonic objects. Briefly stated,
Schaeffer distinguished four components in listening
(see [35.9, pp. 129–133], for a more extensive presen-
tation):

1. Listen (écouter), which denotes the basic capacity
for discerning different sounds in our environment.

2. Hear (ouïr), i. e., the basic physiological capacity
for sensing sound.

3. Hark (entendre), meaning the intentional focus on
some sound(s).

4. Understand (comprendre), denoting the transition
from basic listening to understanding the significa-
tions of the sounds.

In everyday situations, these four components may
variably be active or not, e.g., if I hear the squeak-
ing of a door when I am expecting a visitor, I would
understand this sound as indicating the arrival of my
visitor and probably not be so much interested in the
sonic features of the squeak. But being sensitive to
such squeaking noises, I could direct my attention to-
wards the squeak, making a note that I should lubricate

the hinges to get rid of the squeak, or I could even
be intrigued by the brass instrument-like timbral fea-
tures of the squeak, its pitch and dynamical envelope;
in short, start to focus on the squeak as a sonic object.
Shifting my attention away from the contextual and/or
causal signification of the squeak to its sonic features,
is typically an act of the reduced listening mentioned
earlier.

Furthermore, that we, in the case of electroacoustic
music as well as in several other listening situations,
only hear the sound and don’t see the source of the
sound, was by Schaeffer called acousmatic listening,
alluding to the account of Pythagoras allegedly hiding
behind a screen when teaching so that his pupils should
not be distract by seeing him. The principle of acous-
matic experience signifies a general divide between the
production and the perception of musical sound, en-
couraging us to focus on the actually perceived features
and to disregard whatever generative scheme is behind
the sounds that we hear.

This divide between production and perception
could also be seen as a critique of some prominent
20th century Western music that advocated generative
schemes (e.g., dodecaphony, integral serialism, vari-
ous algorithmic composition schemes and also more
recent sonification schemes). It could be generalized
to a model consisting of a control space and a mor-
phology space as was suggested by morphodynamical
theory [35.9–11]. The control space is concerned with
the control variables input to any generative process,
e.g., the oscillator frequencies, amplitudes, envelope
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shapes and modulation index in a frequency modula-
tion (FM) synthesis model, and the morphology space
is concerned with the perceptual output of any model,
e.g., the timbral output of the FM synthesis model. As
anyone familiar with FM synthesis probably has expe-
rienced, there may sometimes be a linear, seemingly
coherent relationship between the input variables and
the perceived output features, however, there may also
often be a nonlinear relationship between incremental
changes in control input values and perceived changes
in output features, e.g., that small input value changes
may result in disproportionately large and seemingly
uncorrelated changes in output features.

Such discrepancies between changes in control in-
put and perceived output may be a general risk when
transferring features from one domain to another: it
is not obvious that we readily perceive the relation-
ships between any two domains, e.g., when sonifying
visual or numerical information [35.12]. Such discrep-
ancies of input and output are then a matter of mistaken
ontological identity, encountered in various Western
20th century compositional schemes when an order-
ing scheme from one domain is uncritically transferred
to another domain [35.9], and may be generalized as
mistaken mappings. Being careful in making percep-
tually pertinent mappings is one of the main issues of
interactive sonic design and of new instruments of mu-
sical expression [35.13], and such mappings should be
based on careful analysis of the salient perceptual fea-
ture dimensions involved in sonic objects, not on more
abstract numerical relationships.

Furthermore, given the acousmatic principle of dis-
regarding the source of any sonic object, the next stage
becomes an ontological analysis of the sonic object as
such. First, we can list what Schaeffer indicated that the
sonic object is not [35.7, pp. 34–35]:

� The sonic object is not the sounding body.� The sonic object is not the physical signal.� The sonic object is not a fragment of a recording.� The sonic object is not a symbol notated in a score.� The sonic object is not a state of the mind.

Furthermore, Schaeffer made an extensive differen-
tiation of salient features that may be present in parallel

in sonic objects (more on this later), noting that our in-
tentional focus may wander from one feature or set of
features to another feature or set of features, thus mak-
ing it difficult or even futile to try to pin down exactly
what a sonic object might be at any moment. Schaeffer’s
conclusion after various ontological considerations and
differentiations was that the sonic object is an inten-
tional unit, meaning that it has several aspects, both
sequentially and in parallel, that are kept together in our
minds by our active mental focus [35.5, p. 263].

In the decades after the publication of Schaeffer’s
Traité in 1966, various psychoacoustic and neurocog-
nitive research has focused on what we could broadly
call auditory object perception. Work on so-called audi-
tory scene analysis [35.14] has demonstrated a number
of low-level signal features that contribute to our per-
ceptual judgments of sonic objects, such as spectral
coherence and qualitative discontinuities, document-
ing the effects of various gestalt principles, as well as
the interaction of these low-level features with more
high-level schema-based factors in our ability to dis-
cern sonic objects in listening [35.15]. Other recent
neurophysiological research seems to confirm the basic
gestalt-related principle of so-called exclusive alloca-
tion [35.16], suggesting similarities with visual domain
object criteria, something that is also pursued in map-
ping out the different brain processes assumed to be
involved here, as well as suggesting that there are
cross-modal elements at work in auditory object per-
ception [35.4]. This last point is of particular interest to
our subsequent sections of multimodal features of sonic
objects, in particular body motion and haptic features
that clearly help us to grasp the ephemeral features of
sound as more solid objects in our minds.

This research on auditory objects may be sum-
marized as concerning the question of coherence in
auditory perception and as also suggesting that there are
both similarities and links between the different sense
modalities at work here. Although there are still many
unanswered questions, one candidate for such sonic
object coherence is the motor schemas involved in au-
ditory perception, an idea that has been much in focus
in the so-called motor theory of perception and which
will be an important element in the present chapter.

35.3 Motor Theory

The gist of the motor theory of perception is that we
mentally (and sometimes even overtly) simulate body
motion associated with whatever it is that we are per-
ceiving, e.g., that when we hear ferocious drumming
we mentally simulate energetic hand motion, or when

we hear soft string music, we mentally simulate slow
protracted bowing.

In our context of sonic object cognition and Schaef-
fer’s research strategy of disregarding sources and or-
dinary significance, it is also clear that Schaeffer’s
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strategy does not exclude a motor theory approach to
how we perceive and classify sonic objects [35.17]. The
point of motor theory is that sensations of body motion
and postures are fundamental and ubiquitous in human
cognition, hence also is the basis for sonic object per-
ception, meaning that sonic objects may be perceived
in terms of body motion and body posture schemas and
not only as pure sound.

There are several links between sound and mo-
tion in music and we have in the past decades seen
a growing number of research projects and publica-
tions in this area (see Chap. 38 this volume, and [35.18]
for overviews). We have in the past decades also seen
a general trend in the direction of understanding body
motion as essential in most areas of human cogni-
tion [35.19], such as in social contexts [35.20] and also
in abstract thought [35.21]. Motor cognition may be
seen as integral to several modalities, e.g., in vision
with active simulated tracing of what we are see-
ing [35.22], or in hearing with active simulation of the
sound-producing vocal apparatus motion as suggested
by the motor theory in linguistics [35.23, 24]. The mo-
tor theory perspective has been progressively better
supportedwith the arrival of so-called noninvasive brain
observation methods [35.25–27]. Also various behav-
ioral studies have clearly demonstrated the strong links
between body motion and sound perception, e.g., the
effects of seeing lip motion on the perceived sound in
the so-called McGurk effect [35.28].

What is essential here is the overall energy and mo-
tion trajectory images associated with sonic objects,
meaning that such images are generic and transferable
from one sound source to another as long as the over-
all envelopes are reasonably similar. This is the deeper
and more general understanding of the reduced listen-
ing: departing from the everyday and anecdotal source
and signification (e.g., crashing car, breaking twig, mar-
ble tumbling down a staircase, etc.) to a more generic
energy-trajectory envelope [35.17].

The basis for mental presence of the sonic object
could be called motor-mimetic cognition [35.29–31].
The idea of motor-mimetic cognition is that any fea-

ture of sound, and of musical experience in general, can
be traced as a shape. This is a strong version of motor
theory and one that can be used here to explore fea-
tures of sonic objects. Specifically, we see this motor-
mimetic behavior in sound imitating activities, such as
in onomatopoeias and in beatboxing, scat singing, but
also clearly evident in so-called air instrument perfor-
mance, where people with little or no musical training
seem to be able to simulate sound-producing body
motion [35.32] and in so-called sound-tracing, where
people are asked to trace the body motion shape they
believe best reflect salient features of sonic objects they
are hearing [35.33].

We have various kinds of music-specific body mo-
tion, all of which may variably contribute to the motor
images of sonic objects; body motion that may be cate-
gorized as follows [35.18]:

� Sound-producing body motion. This includes var-
ious kinds of excitatory motion such as hitting,
stroking, bowing and blowing, as well as modula-
tory motion that modifies the sound, such as the
left hand motion on string instruments, the closing
and opening of mutes on brass instruments, etc. In
addition, various kinds of so-called ancillary mo-
tion belong in this main category: motion that is not
strictly sound-producing but still necessary in order
to avoid fatigue or strain injury, or to help shaping
the musical expression and also communicative mo-
tion in relation to fellow musicians or the audience.� Sound-accompanying body motion. This includes
dancing, walking, gesticulating, tracing, etc., often
reflecting sound-producing body motion, but often
more vaguely the energy and affect suggested by the
musical sound.

Also, there are a number of more global, i. e.,
nonlocal, music-related body motion sensations, such
as calm–agitated, fast–slow, smooth–rugged, regular–
irregular, etc., where there are also often correlations
with affective features. Hence, we should next consider
some elements of timescales and duration thresholds in
relation to sonic objects.

35.4 Timescales and Duration Thresholds

It is well known that we have a timescale range from
approximately 20�20 000 events per second for per-
ceiving pitch as well as stationary timbral and loudness
features of sounds [35.34]. In our context of sonic ob-
jects, the sub-20Hz region is of particular interest, as
this is where we have the nuances and fluctuations of
pitch, loudness and timbre, including microtextural el-

ements such as trills and tremolos, as well as various
slower elements such as envelopes of pitch, timbre and
loudness of tones, and sensations of motion (gait) and
rhythmical and melodic patterns.

Also in the sub-20Hz region we have feature du-
ration thresholds, meaning how long an excerpt we
have to hear in order to get some impression of salient
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features. It has been suggested that we may perceive
salient features of sound in fragments as short as
350ms [35.35], but for other musical features such as
rhythmical, melodic and harmonic patterns, we have
to hear longer fragments, i. e., approaching the upper
limit for sonic object duration of approximately 5 s.
The question then becomes that of trying to see what
is inherent in the sound as necessary minimum duration
for the recognition of salient features and what is more
a matter of the peculiarities of our perceptual and cog-
nitive processing. Hence, we should try to determine
duration thresholds from two points of view:

1. That which captures most salient information, i. e.,
neither too short nor too long, e.g., sufficiently long
for perceiving salient basic dynamic, pitch-related
and timbral features, as well as more high-level fea-
tures of rhythm, texture, melody, harmony, style,
genre, sense of gait and affect, but not so long as
to seem being redundantly repetitious.

2. That which is intrinsically in accordance with our
cognitive constraints and/or predispositions. This
includes what are typical human action durations,
optimal durations in motor control, durations of
short-term memory stores and of attention spans
and timescales for awareness.

Both points of view seem to be relevant and they
sometimes seem to converge with respect to duration,
perhaps by adjustment of salient information timescales
in human communication with ecological attention
timescales, as suggested by Ernst Pöppel [35.36]. What
seems to be clear is that we have rather different qualita-
tive features at different timescales, and for this reason
we have in our own research on sonic objects and

music-related body motion applied the following main
timescale categories:

� Micro timescale, typically in the sub-0:5 s range and
including continuous and quasistationary features
such as pitch, dynamics and stationary timbral fea-
tures. At this timescale, we may also have some fast
fluctuations in the sound such as rapid tremolos and
trills, what we shall with Schaeffer call grain.� Meso timescale, typically in the 0:5�5 s range, en-
compassing whole sonic objects. This timescale in-
cludes most salient musical features such as rhyth-
mical, textural, melodic, timbral, etc. patterns, read-
ily enabling identification of genre, style, sense of
gait and affect.� Macro timescale, typically in the above-5 s range,
including whole phrases, sections and movements
and usually consisting of concatenations of sonic
objects of the meso timescale. The macro timescale
is also that of narratives or dramaturgy, however, it
seems not to be so well researched in terms of actual
perceptual features.

One crucial feature of the meso timescale is that se-
quences of elements (tones, sounds) at this timescale
give rise to sonic objects with qualitative new features
not present at smaller timescales, e.g., a melodic con-
tour is present at the meso timescale as a sonic object
because it is present as one extended and coherent ob-
ject with a shape and not primarily as a sequence of
individual tones. Similarly, body motion at this meso
timescale is also readily perceived and conceived as
forming coherent motion objects with shapes, and de-
tails of such object formation are found in the topic of
chunking.

35.5 Chunking

We may think of music as a continuous stream of au-
ditory, visual, proprioceptive, haptic, etc. sensations,
yet it seems that we make sense of such streams
by segmenting them into somehow meaningful units,
into what we call chunks. This process of chunk-
ing is the basis for the perception of sonic objects,
hence one of the main topics in this chapter. Chunk-
ing here means not just a segmentation of a continuous
stream, but also a transformation of otherwise sequen-
tial events or entities into qualitative new and larger
units, making the formerly single events/entities to-
tally fuse, or disappear, into the new chunk unit in the
sense of belonging exclusively to this new unit by the
so-called exclusive allocation principle of gestalt the-
ory [35.14].

There are two main approaches to chunking in mu-
sic, endogenous and exogenous [35.37]:

� Endogenous chunking is based on qualitative dis-
continuities in the signal such as that between sound
and silence, between different pitches, timbres or
levels of loudness or various repeated patterns, e.g.,
metrical, melodic or harmonic. Yet this may not
always work, either because of insufficient discon-
tinuities, e.g., protracted and unchanging or slowly
changing sounds, or because of competing disconti-
nuities, e.g., in a series of staccato tones alternating
between sound and silence, necessitating the pro-
jection of endogenous chunking schemas onto the
sounds.
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� Exogenous chunking is based on the projection of
schemas onto what we perceive, schemas based on
what we have acquired in previous experience and
in particular, various motor schemas acquired from
experiences of sound and motion production.

In cases of exogenous chunking, i. e., when ap-
plying schemas from previous experience onto sen-
sory input, we can see that such schemas are often
constraint-based in their origin. We should thus con-
sider some constraints at work in traditional (i. e., pre-
electronic) means for sound production. This includes
various features of the instrument and room acous-
tics (reverberation) that may shape our experience of
chunks, e.g., by incomplete damping of sounds result-
ing in a smearing that glues otherwise distinct sonic
events together in qualitative new and larger chunks.
But we also have constraint-based chunking originating
in our organism, both of attention [35.36], and related
to motor control [35.38, 39]. Specifically, we have the
following chunk-inducing constraints in musical perfor-
mance:

� Phase transition: There are thresholds of grouping
dependent on duration and rate of events [35.40],
typically causing singular events to fuse into higher-
level units with increase in event rate (e.g., singular
impulses fuse into a tremolo with acceleration).
Conversely, units may split into lower-level units
with decrease in event rate (e.g., a tremolo split into
a series of impulses with deceleration).� Coarticulation: The contextual fusion of otherwise
distinct motion and sound by the effector (finger,
hand, arm, vocal apparatus) always being in a con-
text of having just made some sound and is about
to make another sound in the immediate future and
that there is a corresponding contextual smearing of
the resultant sound because of incomplete damping
between the sound events [35.41].

� Goal points: That human motion control is goal
directed [35.42], typically resulting in so-called
key-postures at salient moments in time, i. e., at
downbeats and other accented points in the music,
resulting in chunks being centered on these goal
points [35.43].

It seems that various research converges in docu-
menting motion chunking in human behavior in general
and rhythmic gestalts in particular [35.39]. As noted
by Klapp et al. in connection with polyrhythmic pat-
terns [35.44, p. 318]:

The limitation to only one motor Gestalt may be
analogous to limits that arise with visual patterns
such as the Necker cube. That figure can be per-
ceived in only one of its configurations at any given
instant. In either configuration, however, all of the
lines of the cube are perceived simultaneously as
one pattern. Thus, the Gestalt is not restricted in
terms of the number of lines that can be perceived.
Instead, the limit is that only one organization can
be activated. Similarly, the limit in concurrent mo-
tor actions is assumed not to lie in the number of
muscles that can be controlled, but, instead, the
limit is that only one action pattern can be active.

In other words, it seems that even rather complex pat-
terns of motion may be conceived and perceived as
a chunk in motor control.

In summary, we may conclude that sonic objects
represent the convergence of chunking factors from
the signal (constraints and qualitative discontinuities in
both sound and motion), the sense of motion (internal
sense of effort and proprioception, i. e., action gestalts,
goal points, coarticulation, phase transitions, etc.) and
attention constraints; hence, the convergence of both the
exogenous and the endogenous factors of chunking in
musical experience.

35.6 Sound Generation

In the beginning of the musique concrète, the sound
fragments used were typically so-called found ob-
jects, meaning ready-made fragments of sound from
the environment, (human, animal, mechanical, etc.,
but also from more conventional instrumental or vo-
cal sources), hardly processed beyond the initial cut-
ting before the subsequent concatenations into musical
compositions. As for the boundaries (i. e., start and
stop points) of these fragments, Schaeffer noted that
these could be either natural in the sense of occur-

ring at some qualitative discontinuity in the sound,
e.g., between sound and silence, or they could be ar-
tificial in the sense of being cut out of a context.
In the latter case, the effect of the cutting would in
turn become an integral part of the sonic object, e.g.,
as a steep attack on an otherwise smooth, sustained
sound.

Although the acousmatic attitude and the strategy
of reduced listening encourages us to focus on intrinsic
perceptual features of sound, we know that such fea-
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tures are often the result of peculiarities of the sound
source. We should then also consider some aspects
of sound generation in general, including more tradi-
tional instrumental and vocal sound generation as well
as sound synthesis and processing, which contribute
to our perception of sonic objects. As suggested by
auditory scene analysis research [35.14], we tend to per-
ceive sounds as emanating from a source because of
spectrotemporal coherence, i. e., that the spectral com-
ponents tend to fuse into one sonic object because of
low-level gestalt principles such as synchrony of on-
sets and motion of partials. Yet also, there are cases
when schemas from past experience come into play
in identifying sound sources, i. e., where there is great
spectral variation over the entire pitch range and dif-
ferent playing modes of an instrument (e.g., the full
range of a piano), yet where the instrument is usually
perceived as the same in spite of such significant differ-
ences.

Also, we should remember that motor theory sug-
gests that production schemas are projected onto what
we hear, largely independent of the source and it may
be argued that this also applies to acousmatic listen-
ing [35.17]. The point is that motor theory in general
applies to any perceptual feature by its relation to body
motion kinematics, haptics, proprioception and effort,
something that was in fact suggested also by Schaeffer
in the three basic dynamic envelopes of sonic objects,
regardless of source:

1. Sustained: Continuous transfer of energy from the
body to the instrument such as in bowing or blow-
ing, resulting in a more or less stable and continuous
sound.

2. Impulsive A spike or sudden peak of effort such
as in hitting or kicking, resulting in a sudden at-
tack in the sound followed by a longer or shorter
decay.

3. Iterative: A rapid back and forth motion as in
a tremolo or a trill, resulting in fast ripple-like fea-
tures in the sound.

These main categories of sound-producing motion
and the corresponding resultant sounds are subject to
phase transitions dependent on rate and duration of
the events: shortening a sustained motion turns it into
a impulsive motion, and conversely, lengthening an im-
pulsive motion turns it into a sustained motion, and
slowing down an iterative motion turns it into a series
of impulsive motions, etc.

Additionally, there are also body postures projected
onto the sound by way of past knowledge of sound-
producing motion, e.g., narrow positioning of hands
versus spread positioning of hands on a keyboard, or
vocal tract shapes of open, closed, pointed, etc. The mo-
tor theory perspective suggests that in general, there is
a projection of assumed body motion onto whatever it
is that we are hearing and that this in particular goes for
overall sense of effort, including sense of velocity, ac-
celeration and jerk in the music; in short, that music has
what could be called rich gestural affordances [35.45],
and that all these sensations of body motion evoked by
the sound contributes to our perception and subsequent
objectification of the music.

In summary: Schemas of sound production may
reflect basic body motion schemas, regardless of the
sound source in question, meaning that sonic object
cognition is largely determined by body motion shapes,
in turn based on a number of constraints. In the case
of very long and stationary or slowly evolving sounds,
the energy envelopes may tend to be perceived as non-
human in that there are no rests in effort and also that
the duration may be above the usual thresholds of atten-
tion, c.f. Pöppel’s suggestions of the perceptual present
and the tendency to shift attention in experiences lasting
significantly longer than approximately 3 s [35.36].

35.7 Constraints and Idioms

Needless to say, the scope of musical expression is vast,
if not infinite, but there are also a number of constraints
in musical sound production. The physics of musical
instruments and the ergonomics of sound production
together make up a number of constraints on music
making, constraints that in turn also influence our per-
ceptions of sonic objects.

The basic scheme of sound production is that of en-
ergy transfer from the human body to the instrument
by way of hitting, stroking, plucking, bowing, blow-
ing, etc. and the response of the musical instrument
to any such excitatory body motion. The energy dis-

sipation of an instrument is then a shaping factor of
sonic objects, providing its overall envelopes of pitch,
timbre and loudness, as well as a number of transients
and fluctuations in the course of the sonic object. Addi-
tionally, the room acoustics, e.g., the reverberation and
other resonant features, contribute to the features of the
sonic object. The patterns of excitation and subsequent
energy dissipation are highly characteristic of different
instruments and people seem to possess quite extensive
knowledge about these patterns [35.46].

The combined physical and ergonomic constraints
of any instrument typically result in what is commonly
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called idioms. Idioms are sound-producing motions, on
any instrument or the human voice, that are consid-
ered particularly well-sounding and also comfortable
or easy to perform, hence based on successful combi-
nations of instrument physics and ergonomics. Idioms
may variably so contribute to images of sonic objects
and are of particular importance in the more compos-
ite sonic objects we find in orchestration (more on this
later).

The most basic constraint of music performance is
that all sonic events are embedded in action trajecto-
ries and that there is no immediate transition from one
sound-producing event to another, i. e., that all effector
motion (by fingers, hands, arms, lips, tongue, feet) takes
time and that all effector motion (regardless of speed)
makes for continuous trajectories. In sum, we have the
following constraints of sound-producing body motion
contributing to sonic object cognition:

� Effort constraints, i. e., there are limits to endurance
and musicians need to take rests when performing
to avoid fatigue and strain injury.

� Speed constraints, related to the previous constraint,
but partly also a matter of motor control.� Phase transitions, i. e., the transitions based on rate,
speed and duration of basic motion-sound cate-
gories mentioned earlier.� Coarticulation, based on the fact that human mo-
tion cannot be instantaneous and that there always
is a transition from one effector position to another
effector position, hence there always are both so-
called spillover effects and anticipatory effects in
performance, leading to a contextual smearing of
both motion and sound.� Goal points, meaning that performance motion is
organized hierarchically and that these hierarchies
are also (variably so) reflected in the shaping of the
sonic objects.

In summary, there are a number of constraints on
traditional sound production in music, constraints that
can be summarized as concerning envelopes of energy
and as forming schemas that also seem to extend to
electronic music.

35.8 Sound Synthesis

Although available technologies for sound synthesis
and sound processing present great possibilities for gen-
erating a large variety of sonic objects, they also present
substantial challenges of how to control the parame-
ters involved in this generation (see Chap. 38 for more
on this). The main point in our context is then how
to access perceptually salient sonic object features in
sound synthesis and processing. (The division between
synthesis and processing may not always be so clear
cut, e.g., convolving two signals may be a case of
cross-synthesis or source-filter synthesis, but may also
be a case of effects processing, e.g., adding reverb to
a sound or simulating various other room acoustic col-
oring of sound.)

This is initially much dependent on the type of syn-
thesis model being used. The main classification into
so-called signal models and physical models may be
useful here: physical models shall in principle incor-
porate some element of energy input (excitation) and
energy dissipation (resonance), albeit often in a highly
simplified form. On the other hand, the signal models
are inherently more abstract in the sense that there is
really no simulation of real-world excitation and res-
onance except for what we may put into the control
parameters, e.g., by designating envelopes that approxi-
mate expected behavior of real-world sonic events such
as of plucking strings, hitting membranes, or stroking
metal plates.

Compared with traditional musical instruments and
the human voice, there are then no transfers of energy,
no motion constraints and and no idioms, involved in
sound synthesis (although for the expert listener there
may be detectable peculiarities of the synthesis models
being used, in a sense resembling idioms, e.g., of the
often-heard FM and granular synthesis models). This
does not preclude that we may project various schemas
from past musical experiences onto new kinds of sonic
objects (so-called anthropomorphic projection), or that
the composition is organized more in accordance with
traditional score arrangements of sounds (as is some-
times the case in multitrack music production). What
seems to be an inherent tendency in our perception is
then that of grouping sounds into events and sources
as if they were originating from real-world sources and
that we project various motor schemas onto sonic ob-
jects that have really no body motion element in their
origins.

However, the desire to introduce more nuances
and expressiveness into the domain of sound synthe-
sis and processing has in the past couple of decades
lead to much effort in developing new means for real-
time control, including new interfaces of various kinds
(e.g., New Interfaces for Musical Expression (NIME)
conferences), as well as extending traditional musical
instruments with new control possibilities. The latter
development has the advantage of exploitingmusicians’
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already acquired skills, as well as to explore the sonic
territory stretching from that of traditional instruments
into new sounds.

Besides the ergonomics, one main issue here is that
of mapping, i. e., of how body motion is assigned to
the control parameters of whatever sound synthesis or

processing model is being used. Different schemes of
mapping have been explored [35.13], however one cru-
cial question here is actually that of trying to determine
what are the perceptually salient feature dimensions of
sonic objects and how these may be correlated with
body motion features.

35.9 Feature Taxonomy

Schaeffer’s work suggests that any sound whatsoever,
natural or synthesized, may be considered a sonic ob-
ject provided it fulfills the criteria of having a suitable
duration and capable of being perceived as a holistic
and coherent entity. The challenge then becomes that
of developing some kind of conceptual apparatus that
enables us to diagnose salient perceptual features of
sonic objects, i. e., to differentiate these features and
compare their relative variable values (e.g., degree of
dynamic fluctuation, degree of stability of perceived
pitch, etc.).

The project of developing a feature taxonomy be-
comes a multistage process of firstly discerning and
naming some feature that we believe is salient in our
subjective image of a sonic object, and secondly to dis-
tinguish further what may be subfeatures of this main
feature and sub-subfeatures of these features, etc., as
far as we see useful for our analytic and/or practical
purpose at any time. This means applying a number of
metaphorical labels and try to define what they refer to
in the sonic object (e.g., the fast dynamic fluctuation
as the grain of the sonic object). The next step will
then be to see these metaphor-labeled features as di-
mensions in a multidimensional feature space, where
each dimension may have a minimum and a maximum
value (e.g., between minimum and maximum amplitude
of the grain fluctuations) and where any sonic object
may be positioned in such a multidimensional feature
space.

Such a scheme is very general, applicable to any
sonic object and in no way limited to our traditional
Western music theory. It is not constrained by a sym-
bolic notation system and all features may be taken into
consideration. In this sense, Schaeffer’s feature taxon-
omy is concerned with concrete and not with abstract,
features [35.7, p. 39] and [35.9, p. 216]. There are of
course categories at work here, e.g., for pitch and for
timbre, but the point is that the feature space of sonic
objects is much more extensive than that afforded by

traditional Western music theory and its associated cat-
egories. As we know, e.g., Western categories of pitch
are not universal and other musical cultures (e.g., in
India) have more nuanced concepts for pitch. In this
sense, the symbolic versus subsymbolic divide is by-
passed by Schaeffer’s taxonomy and we could add also
the symbolic versus suprasymbolic divide as well, in
the sense that several fused tone events (or sound events
in the case of nonpitched sounds) may very well form
a new and larger sonic object with its own overall salient
features. In other words, this may include features be-
yond those of mainstream analysis (including music
information retrieval (MIR) and its so-called chroma
vectors (i. e., pitch extraction) and other pattern retrieval
schemes), features that so far are not well captured by
symbolic queries but which are highly significant in
musical experiences, e.g., phrase shapes and other meso
level emergent features.

In the decades since the publication of Schaeffer’s
Traité in 1966, there has been significant progress in
detecting and representing a large number of previously
unnamed features in psychoacoustics [35.47, p. 326].
Also software development, e.g., like the MIRtoolbox
and the Timbre Toolbox and Praat, has made it much
easier now to work directly with sonic object features
such as spectral shapes, spectral centroid, spectral flux,
formantic shapes, etc.

However, as argued earlier, sonic object cognition
will not only include acoustic features, but also cor-
responding motion features, i. e., trajectories, contours,
postures, etc.; that is, various perceptually salient fea-
tures that may be correlated with acoustic features, as
was the long-term goal of Schaeffer’s research program.

The main principle of Schaeffer’s feature taxonomy
is that any feature whatsoever may be given a shape-
related metaphor labeling. This gives us a very general
and systematic conceptual apparatus for dealing with
features in a lucid manner, as well as bridging the gap
towards quantitative data of sound and motion.
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35.10 Shape Cognition

Sound, as well as associated sensations of body motion,
are ephemeral, yet may evidently also result in more
solid mental images in our memory. That we now have
the technologies for capturing, replaying and making
various representations of the ephemeral is indeed one
of the most significant developments of our times, as it
was, albeit to a much more modest extent, in the late
1940swith the beginningof themusique concrète. How-
ever, these possibilities of freezing sound and motion
also raises new questions of what kind of knowledge
we may represent by these various technology-based
schemes, andwhat are the fundamental knowledge goals
of our research, questions that point to shape cognition
as a very basic epistemological and also quite pragmatic
paradigm for representing sonic object features.

The term shape cognition designates our capacity
for thinking and representing sound and motion fea-
tures visually, as geometric objects in two or more
dimensions and as distinct from symbolic represen-
tations. As for the symbolic representations, ranging
from common-practice Western notation to more re-
cent schemes such as MIDI (musical instrument digital
interface) and MusicXML (music extensible markup
language), one major challenge is to overcome the dis-
crete bias that prevents us from having good notions of
sonic objects, i. e., we need representations that high-
light the actual continuous sonic unfolding and make
the individual Western pitches and durations fused into
coarticulated, coherent sonic objects, as well as to rep-
resent the many significant nuances of musical sound.
We have in the course of recent decades seen some in-
teresting attempts to more closely represent the holistic
features of sonic objects as shapes:

� Enhanced spectral representations of actual musical
sound, from the pioneering work of Robert Cogan
several decades ago [35.48] to the presently readily
available software, e.g., the earlier mentioned tool-
boxes.� Animations of various kinds that represent the un-
folding of sonic objects, be that based on spec-

tral images, on MIDI data, or conventional nota-
tion.� Subjective sketches (also with a signal basis e.g., in
the Acousmographe software) and various graphical
scores [35.49].� Various body-motion-based shape renderings of
sonic objects, including the mentioned sound trac-
ings [35.33] and air instrument performances
[35.32], as well as possibilities for extracting shape
information from music-related video and motion
capture material of musical performances and other
music-related body motion [35.50].

The overall rationale here is that any feature may in
principle be traced as a shape, hence making even the
most ephemeral sensation solidly present for scrutiny
and further differentiation. Morphodynamical theory
has given us an extensive and well-reflected basis for
shape cognition [35.9–11, 51]. In the words of René
Thom [35.51, p. 6]:

[. . . ] the first objective is to characterize a phe-
nomenon as shape, as a spatial shape. To under-
stand means first of all to geometrise.

In sum, shape cognition offers a top-down approach
to sonic object design in that we start with the overall
shapes for loudness, pitch- and timbre-related features,
something that we following Schaeffer may call the ty-
pology of sonic objects, then going on to subfeatures
and sub-subfeatures of these shapes and into the more
internal features, what we may call the morphology of
the sonic object.

However, shape cognition and shape representa-
tion is a long-term project where we have substantial
challenges of developing schemes for graphics, ani-
mations, feature choice, etc. But for now, whenever
confronted with some feature(s) of sonic objects we
want to study, we can start by drawing them subjec-
tively, with pencil on paper or just mentally and then
successively formalize such sketches into graphs and
animations.
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35.11 Typology and Morphology of Sonic Objects

A good point of departure for more systematic shape
cognition of sonic objects could be the typological and
morphological classification scheme of Schaeffer. The
typology can be summarized as denoting the overall
shape, or envelope, of any sonic object, with regards
to its dynamic (loudness), and timbre- and pitch-related
content. The morphology is on the other hand primarily
concerned with that which goes on within these overall
shapes. Schaeffer’s typology and morphology scheme
implements a kind of form-content distinction, with
the advantage of being a general, flexible, top-down
differentiation scheme applicable to any sonic object,
regardless of origin.

The typology can be seen as a first sorting of sonic
objects in that the perceptually most prominent fea-
tures are taken into account. The typology starts with
the three general dynamic envelope categories we have
presented earlier and that correspond clearly with body
motion categories:

� Sustained� Impulsive� Iterative.

This overall dynamic envelope classification is fol-
lowed by a similarly coarse classification with regards
to pitch:

� Tonic stable, meaning having a clearly perceivable
pitch and that the pitch is relatively stable during the
course of the sonic object.� Tonic varying, meaning having a clearly perceivable
pitch, but that this changes during the course of the
sonic object, e.g., has an upward glissando.� Nontonic, meaning inharmonic or noise-based
sounds without any clearly perceivable pitch.

This results in a 3� 3 typological matrix, a first
and rather coarse but still useful classification of sonic
objects. It should also be mentioned that prior to this
typology, some other criteria of selection have been ap-
plied, i. e., first of all of length and of variability, criteria
that are summarized in the notion of the suitable ob-
ject [35.17].

Moving on to the more internal features of the sonic
object, these are classified according to the principles
of the morphology of Schaeffer’s theory, here with two
main dimensions of the morphology:

� Gait: Slower fluctuations in the sound, e.g., as made
by a series of slower repeated tone onsets on an in-
strument, by slower opening–closing of mutes on
brass instruments, by slow up and down glissandi
on string instruments – in short, any motion in the
sound slower than that which is typically perceived
as tremolos or trills.� Grain: Fast fluctuations in the sound.

All kinds of grain fluctuations within the sonic ob-
jects can be differentiated with our own terms:

� Tremolo, active shake, e.g., as on a violin with rapid
back-and-forth bow motion or with flatterzunge on
a brass instrument.� Tremolo, passive response, e.g., washboard, mara-
cas, or the grainy sound of a deep double bass or
deep bassoon tone.� Vibrato and/or trills, possible on several instru-
ments.� Spectral flux by active modulation made e.g., by
rapid opening–closing of mutes on brass instru-
ments.� Spectral flux as passive response to excitation on
various instruments, e.g., by scraping a tam-tam
with a metal rod.

Note that different terminologies are possible and
that the main point is thinking about objects holistically
and qualifying their feature dimensions top-down, from
the overall to the microlevel. This also goes for Schaef-
fer’s concept of mass, i. e., spectral content of sonic
objects, and this may be related to psychoacoustic el-
ements, such as the following:

� Spectral shape of any kind, both quasistationary and
changing in the course of the sonic object� Spectral centroid, or the focus of the mass� Correlating body posture shapes with spectral
shapes, both of the vocal apparatus and other effec-
tors.

There are a number of categories, subcategories,
sub-subcategories, etc., here, but the important thing to
keep in mind is that this is all in view of being a practi-
cal tool for sonic diagnosis, i. e., it should be considered
a questionnaire and not a balance sheet [35.7, pp. 92–
93].
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35.12 Singular, Composed, Composite and Concatenated Objects

Although one of the key features of a sonic object is
that it should be perceived and conceived holistically
as a unit, it is also possible to consider variants of sonic
objects not only along feature dimensions (as in the pre-
ceding section on the typology and morphology), but
also by adding and/or expanding sonic objects. For this
reason, it could be useful to make distinctions between
singular and more complex sonic objects, distinctions
that are in fact often encountered in orchestration and
multitrack music production:

� Sonic objects may be singular, i. e., one basic and
simple sound, e.g., of a tone from a piano, a flute,
or a plucked string. As we know, such sonic events
may in themselves contain several components,
typically attack transients in the beginning of the
sound, various fluctuations in the course of the
sound and in the decay parts.� Singular sonic objects may also be expanded by
superposition, typically by adding other sonic ob-
jects to the attack point, resulting in what Schaeffer
called composed, sonic objects. This is often found
in both instrumental and electroacoustic composi-
tion, e.g., as in the example from Lutoslawski’s Jeux
Venitiens in Fig. 35.1a, where there is a loud per-
cussive attack object added to the soft attack of the
sustained string instrument chord.� Sonic objects may be extended in the temporal
direction, i. e., temporally smeared by adding pre-
fixes and/or suffixes, what Schaeffer called com-
posite sonic objects, frequently encountered as
various ornaments and other figures in different
kinds of music and also associated with coartic-
ulation, i. e., the fusion of rapid tone events and
sound-producing motion into higher-level sonic ob-
jects [35.41]. In Fig. 35.1b, we see an example
of this from Messian’s Regard de la Vierge where
a rush of demisemiquavers and the final quavers
fuse together to one single composite sonic ob-
ject.� Sonic objects may of course be concatenated to
form longer stretches of music, as is evident in var-
ious kinds of collage-type composition, not only
in electroacoustic music and disc jockey scratching
music, but just as much in more traditional instru-
mental music (e.g., Schnitke, Maxwell-Davies, etc.,
or it may be more homogeneous, e.g., as in works by
Messiaen, Stravinsky, etc.). This is what happens at
what we above defined as the macro timescale and
this is also an area that is not well researched in the

field of music perception, but it would not be un-
reasonable to assume that there are new emergent
contextual effects at the macro timescale not present
at the meso and micro timescales.

In general, questions about what happens in long
stretches of music are not addressed by classical sonic
object research. From the cognitive science research re-
ferred to above, we could guess that attention is not
constant, that it may tend to fluctuate, similar to gestalt
flips when looking at the Necker cube, as suggested by
Ernst Pöppel [35.36]. What does seem to be both quite
clear and also feasible to document in sound- and body
motion-based research, are the overall global features of
longer stretches as done by MIR software (e.g., global
indicators of loudness, harmonicity, roughness, spectral
flux, etc.) and in body motion software (quantity of mo-
tion, mean square jerk, etc.), features that probably are
quite good indicators of overall subjective sensations of
effort and affect in musical experience.

a)

b)

Tamb c.c.

Tamb rull.

Claves

Xyl.

Vl I

Vl II

Vl III

Vl IV

Vla I

Vla II

Vla III

Vc I

Fig. 35.1 (a)A composed sonic object from the first move-
ment of Lutoslawski’s Jeux Venitiennes consisting of a sus-
tained and soft string chord with an added loud percussion
attack. (b) A composite sonic object from Messian’s Re-
gard de la Vierge where there is a coarticulated prefix with
a rush of demisemiquavers towards the final quavers (re-
produced with permission from [35.31])
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35.13 Textures, Hierarchies, Roles and Translations

The term texture can here be defined as the distribution
of sound components within any sonic object. All sonic
objects have internal textures, but notably, these tex-
tures may vary between totally stationary sounds (e.g.,
perfectly harmonic sounds) and complex, inharmonic,
noise-dominated, or chaotic sounds, with most sonic
objects found somewhere between these extremes. This
is a wider definition of texture than usually encountered
in more traditional music analysis, however, the tra-
ditional textural categories of homophony, polyphony,
heterophony and monody, may be included in this defi-
nition as subcategories. This wide definition of texture,
besides being in line with the morphological principles
of Schaeffer, also reflects the theories and aesthetics
of Xenakis of various statistical distributions of sound
grains [35.52], and also reflects the textural focus in
other late-20th century compositions e.g., by Ligeti and
Lutoslawski.

The point with the wide definition of texture is to
accommodate textural features of any sonic object and
also to see that textures may sometimes be explicitly
made (e.g., as in a tremolo on a piano) or may some-
times be emergent features of a singular sound, e.g., as
in the case of the tremolo-like grain sound of a deep
double bass tone. This view of texture is again very
much in line with the acousmatic principle of Schaef-
fer’s theory of disregarding the source and focusing on
the perceived sonic object features.

Texture encompasses patterns in the sub-20Hz re-
gion and may in speed range from very rapid tremolos
and trills (i. e., close to the approximately 20Hz con-
tinuous sound threshold) of grain, to the very slow,
tentatively down to 30BPM [35.53], and even slower
of gait, ultimately also to completely stationary sounds.

In addition to the mentioned categories of grain and
gait, there are various subcategories and dimensions,
mainly specifying various kinds of spectral distribu-
tions and patterns of change. We could think of texture
as situated in a multidimensional feature space with
each dimension extending from some minimum to
some maximum value, e.g., as in the following:

� Dense–spread� Thick–thin� Synchronous onsets–asynchronous onsets� Short tones–long tones� Many sustained tones–few or no sustained tones� Wet–dry� Little or no melodic movement–much melodic
movement� Small intervals in melodic lines–large intervals in
melodic lines etc.

A division between foreground melody and back-
ground accompaniment is needless to say a very com-
mon texture in Western music. Added to this is the
phenomenon of simultaneous different speeds in many
musical textures, i. e., that the foreground is mov-
ing faster than the background, however, there are
also deviations from this ordering. What is necessary
then is to make an analysis of what could be called
role hierarchies in sonic objects (and in longer musi-
cal excerpts as well). Such an analysis may typically
reveal:

� Foreground, i. e., that which is the focus of attention
at any moment.� Background, i. e., that which is more in the periph-
ery of attention.� Role groups, meaning that complex sonic textures
may often be composed of a smaller number of
main roles (e.g., foreground + background), but that
these main roles in turn are divided into subroles, as
in the example in Fig. 35.2 below.� In some cases, also totally fused, e.g., Ligeti’s Atmo-
sphères with the entire ensemble dedicated to one

Fl.

Ob.

Cing.

Ptti

Cel.

Arp.

Vl I/1

Vl I/2

Vl II

Vla.

Vc.

Cb.

Fig. 35.2 An excerpt from Nikolai Rimsky-Korsakov’s
Golden Cockerel Suite containing different textural roles.
See main text for details
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singular sonic object, where the role of each instru-
ment is more like that of being a partial in a complex
spectrum.

Roles differentiated into subroles, sub-subroles,
etc., are in cases of what may be considered success-
ful orchestration, matched with suitable instrumental
idioms. As an example, consider the fragment from the
opening of Nikolai Rimsky-Korsakov’s Golden Cock-
erel Suite in Fig. 35.2. Here we can observe a clear role
organization:

� The foreground is made up by the English horn,
transferred to the oboe in the third measure, doubled
in the harp, the harp changing to harmonics in the
second measure. This foreground may be regarded
as a series of impulsive sounds and at that, compos-
itewith the attacks in the English horn doubled with
the plucked attacks in the harp.� Against this ascending foreground, we have a de-
scending chromatic line in the flute, celesta and
violin I and II, a line of basically sustained sounds
that are in fact also a series of composite sonic ob-
jects with the sustained flute sounds as the core,
with the celesta as attacks coloring and with the
tremolos in the violins adding a grain texture to
this.� The pp in the strings enhances the white noise na-
ture of string sound, making the pp tremolo on the
cymbal, also with a soft white noise cloud, melt into
this hushed background of the strings. Together,
strings and cymbal clearly have the role of sustained
sound, equivalent to adding a wet reverb signal to
the sound.

In summary, we have in this excerpt three main
roles and these main roles have in turn subroles, each
of which matches the instrumental idioms well and, on
the other hand, results in a rich and colorful orchestral
sound as a whole.

To further study textural elements in music, we
should also consider transfers of a musical idea/
intention from one setting to another, as is done in or-
chestration and arrangements and which may be collec-
tively called musical translation. But what is a musical
idea and what is the gist of that which is translated?
Besides a practical matter of making and evaluating dif-
ferent arrangements or orchestration versions of tunes
or other musical compositions, translating sonic objects
from one setting to another is also an encouragement to
make us reflect on textural features and role functions
in music, including on the role of idioms in music. As
we know, it is usually more difficult to translate highly
idiomatic expressions from one language to another and
attempts at making a more literary translation, as close
as possible word-by-word to the original, will often lead
to quite strange, or even ridiculous, results. A transla-
tion that renders the more general meaning will usually
be considered more useful as well as more true to the
intentions of the original expression. Similar considera-
tions apply in music, meaning that a task of translation
could proceed as follows:

1. An analysis of textural elements
2. Assignments of textural elements to roles, including

voice leading
3. Assignments of roles to instruments according to

optimal match with idioms
4. Combinations of roles into textures, also taking op-

timal acoustic (spectral) distribution into account.

In sum, sonic object cognition may enhance our
capacity to think analytically about orchestration or in-
strumentation from a combined perceptual-generative
(including motor perspective) point of view, combin-
ing the best from the classics, e.g., the main principles
of Rimskij-Korsakoff of idiom use, of spectral distribu-
tion, fusion, voice-leading, etc., with present schemes
for sonic object feature analysis and synthesis, as well
as more systematic research on similarity in music.

35.14 Analysis-by-Synthesis

Analysis-by-synthesis can be defined as the system-
atic exploration of features at all timescales, mi-
cro, meso, and macro, by producing and perceptu-
ally evaluating a series of sonic objects with incre-
mentally different features. With a foundation in J.-
C. Risset’s ideas [35.8], we may expand the idea
of analysis-by-synthesis to include any activity where
people are somehow engaged in producing a num-
ber of variant versions of a sonic object and evalu-
ating these variant sonic objects in view of finding

the most appropriate, suitable, pleasing, well-sounding,
etc. sonic objects for the occasion or task at hand.
This will then mean that most musical practice, re-
hearsal, studio production and composition work has
some element of analysis-by-synthesis in that there
is a trial-and-error, incremental tweaking of parame-
ters going on. Analysis-by-synthesis is then de facto
a familiar phenomenon in musical practice, however,
this may have eluded much of music theory and
analysis.
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The strategy of analysis-by-synthesis applied to
sonic objects is then a process with the following steps:

1. Determining some feature dimension(s)
2. Incrementally varying the value(s) of this feature’s

dimensions
3. Evaluating the subjective perceptual results of these

variations.

It may turn out that incremental value changes are
perceived as just that, as a gradual change in some hue,

but it may also turn out that an incremental change
suddenly results in a very distinct qualitative change.
Examples of this are encountered in sound synthe-
sis, e.g., the bowed-plucked transition with a gradual
decrease in the attack time duration, or a significant
change in timbre with FM synthesis.

In summary, the working strategy here is to ex-
plore categories, categorical thresholds, intercategorical
and intracategorical variation of sonic objects through
such analysis-by-synthesis, thus progressively building
up our knowledge of sonic objects.

35.15 Summary
The focus on sonic objects, both in the works of Pierre
Schaeffer and various later research [35.46, 54], is mo-
tivated by the belief that the sonic object is a highly
significant element of musical experience, that it has
a privileged status in our understanding of music and
as a tool for music creation as well. The point is that in
spite of significant advances in musical acoustics, psy-
choacoustics, music cognition, music technology and
music information retrieval during the last couple of
decades, there are still many unnamed salient features
in musical sound and we definitely still need the top-
down approach as was presented by Schaeffer et al.
half a century ago. In other words, the concept of ob-

ject has great potential as the core of now fast growing
insights from a number of music-related research ar-
eas.

Needless to say, there are serious challenges of
representation, however there is work going on that pro-
gressively gives us better signal-based representations,
i. e., more selective and focused visual representations
that enable in-depth, systematic explorations of sonic
object features as shapes. In particular, various graph-
ical and animation representations of combined sonic
and body motion features are promising in offering us
insights into how rich aesthetic sensations emerge from
the ephemeral.
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36. Investigating Embodied Music Cognition
for Health and Well-Being

Micheline Lesaffre

The aim of this chapter is to highlight challenges
involved in the successful deployment of the rather
young paradigm of embodied music cognition in
the comprehensive domain of health and well-
being. Both our current society and systematic
musicology are experiencing transitions that have
given rise to cross-disciplinary research collab-
oration between researchers in musicology, the
sciences, and a variety of stakeholders in health
and well-being. It has been shown that the in-
terdisciplinary, empirical approach that typifies
embodied music cognition research has the po-
tential to bring new perspectives to therapeutic
approaches for well-being. However, to bring this
potential to fruition, researchers have to face the
many challenges that arise from the difficulties of
using new methods and technologies, especially
when working in unfamiliar domains and contexts.
In this chapter a framework is presented that pro-
vides support to the prominent question of how
know-how from the paradigm of embodied mu-
sic cognition can be efficiently transferred to the
sectors of health, rehabilitation, and well-being.
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36.1 Transitions in Musicology and Society

There are several transitions occurring both in system-
atic musicology and in society that provide a chal-
lenging basis for cross-disciplinary research studies
between musicology, the sciences, and practitioners
in healthcare. Here cross-disciplinary research refers
to cooperation of a group of persons, academics and
non-academics, trained in disciplines with different
concepts, methods and data, organized into a common
effort on a problem. Such teamwork is fundamental
to the achievement of investigating goals, but to make
sense of the issues of importance one has to face the
strong challenges of dealing with the diversity of the-
oretical and practical perspectives of each partner in
a team.

The link between music and health is a peren-
nial knowledge that has been understood and prac-
ticed in varied ways across history. However, it was
only recently that interdisciplinary scholarship began
to research and theorize the richness of music, health
and well-being, and made attempts to bridge gaps be-
tween scholarly and professional territories [36.1–5].
The renewed attention directed at using the power of
music for health and well-being is associated with
one of the major transitions that research in system-
atic musicology is currently experiencing. Because of
the development of the embodied music cognition re-
search paradigm [36.6], the way music is understood
is changing completely, in the sense that it is replac-
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ing the traditional theory for music that focused more
on the mind rather than on the body. This approach of-
fers a challenging framework, for example for thinking
and setting up experiments on the mechanisms behind
corporeal musical interaction and gestural communi-
cation [36.7]. Therefore, among scholars in systematic
musicology, there is a shift of attention from the mind
as a receiver of auditory stimuli to the human body and
to the perception–action loops that are mediated by the
body.

Furthermore, in our Western culture there are sev-
eral societal issues, where novel paradigms in music re-
search could make a difference. Typical problems that
require attention are for instance the continuous growth
in numbers of overweight persons and in young people
with anxiety disorders. But, most striking is the ever-
increasing phenomenon of an ageing population, which
is affecting most countries around the world. Population
aging has profound implications for many facets of hu-
man life that go beyond the elderly. The global share
of older people (aged 60 years or over) increased from
9:2% in 1990 to 11:7% in 2013 and will continue to
grow as a proportion of the world population, reach-
ing 21:1% by 2050 [36.8]. Because chronic and neu-
rodegenerative diseases are more common at older ages,
there is an augmented prevalence of disorders such as
memory loss and depression. Increasing life expectancy
therefore raises the question of whether longer life spans
result in more years of life in good health, or whether it
is associated with increased morbidity and more years
spent in prolonged disability and dependency.

Taking the above-mentioned transitions in musicol-
ogy and society as a starting point, and given the extent
of literature on the use of music in everyday life, in this
chapter musical interaction is rather conceptualized as
a therapeutic intervention as opposed to an everyday ac-
tivity. Even within this constraint, the cross-disciplinary
embodied music cognition approach has given rise to
such a broad range of concepts that may be associ-
ated with music interventions for health and well-being,
that it is hardly possible to define a unique framework.
Throughout this chapter examples will be restricted to
review papers on music therapeutic interventions and
to specific studies that use music and movement to deal
with problems of neurodegenerative diseases and phys-
ical or mental impairment. The emphasis will be on
individual rather than social approaches to health and
well-being.

Using music for therapeutic goals dates back a long
time. In Horden [36.9] and Bunt and Stige [36.10] the
history of music therapy is discussed from different
perspectives, including ecological and anthropological
viewpoints. Antonietti [36.11] provides an overview of
ways of employing music for therapeutic purposes in

rehabilitation. Here the field of music therapy is ap-
proached from a psychological viewpoint, as a tool
of the mind, using cognition and emotion as the av-
enue towards accomplishing goals for rehabilitation.
The advantage of using music in therapeutic programs
for the elderly and beyond is that it has the benefit
of being painless, nonintrusive, easily accessible, and
cost-effective. For the elderly, music therapy may be
an enjoyable means for the maintenance and improve-
ment of cognitive, physical, and social functioning.
In that perspective Hays [36.12] examines the im-
portance of music in facilitating well-being for older
people who have special needs and discusses how mu-
sic can contribute to their quality of life. Clair and
Memmott [36.13] detail the benefits of music therapy
for aging populations. Their work addresses caregivers
who use music to enhance the quality of life of older
adults. An important remark that has to be made is that,
although there are very many initiatives on the topic of
music for the elderly, especially around musical activi-
ties with persons with neurodegenerative diseases, they
are usually not supported by evidence-based theories.

Today, the challenges of using the power of music
for the benefit of people’s health and well-being are be-
coming the focus of extensive scientific discussions in
disciplines beyond music therapy. A cross-disciplinary
scientific approach to understanding the fundamentals
of the benefits people can get from music has devel-
oped only recently. Unfortunately, there is practically
no literature connecting music therapy with the funda-
mentals of embodied music cognition. Because of its
emphasis on the tight relationship between perception
and action, the young paradigm of musical embodi-
ment offers a novel tool for the exploration of specific
forms of nonverbal communication. Through physical
behavior in response to music a person may for exam-
ple reveal clues to unspoken intention or emotion. This
is particularly the case for target populations, such as
people with dementia, who tend to put bodily sensations
immediately into action. One important and challeng-
ing characteristic shared by researchers who intend to
apply embodied music cognition theory, is that embod-
iment in music experience and behavior is foremost
investigated on an empirical basis using advanced tech-
nologies and tools to measure the effects that music can
have on the human body. As a consequence, the evo-
lution in systematic musicology toward the embodied
music cognition approach goes along with two strongly
connected shifts. Firstly, the focus of interest has moved
toward the role that tools and technologies can have as
mediators between experience and environment. Sec-
ondly, user-centered research involving a broad range
of stakeholders in the research process has become an
important topic in music research.
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To summarize, the societal and musicological tran-
sitions mentioned above suggest that bringing the fun-
damental concepts of musical embodiment into prac-
tice, for the benefit of health and well-being, is not
straightforward because:

� Challenges of cross-disciplinary research in the
field have not been identified yet.� The impact of new tools and technologies on re-
search methods and strategies still remains under-
explored.� Involvement of a broad range of stakeholders
throughout the research process is still not common
in music and movement research.� Current programs using music and movement are
not sufficiently supported by evidence-based theo-
ries and practice.

So, the question is not to consider whether to en-
gage with scientifically validated music applications
for health and well-being, but how to engage with
them.

This chapter has two major parts. The first part pro-
vides an understanding of how the field of health and
well-being is defined and how the determinants thereof
may be connected to current models in music research.
The second part deals with the underpinnings of the
embodied music cognition framework. It is subdivided
into one section considering the theoretical perspectives
of musical embodiment and another one discussing the
use of tools and technology and user-related strategies
involved in current empirical music research. The aim
is to provide a framework that supports the deployment
of the embodied music cognition paradigm in the field
of health and well-being.

36.2 Models of Music, Health and Well-Being

Before exploiting the conceptual framework of em-
bodied music cognition for the benefit of health and
well-being, it is important first to have an understanding
of how the field is defined and second what the existing
models of music, health and well-being are.

36.2.1 Dimensions of Health
and Well-Being

The most commonly accepted and straightforward def-
inition of health was set out in the preamble to the
Constitution of the World Health Organization (WHO)
in 1946. WHO defines health as a state of complete
physical, mental and social well-being and not merely
the absence of disease or infirmity [36.14]. These three
dimensions of health are defined as follows:

� Physical well-being is concerned with the efficient
functioning of the organs and the system.� Mental well-being is the ability to cope successfully
with the normal problems and stresses of life.� Social well-being relates to people’s roles within so-
ciety as a whole.

However, the WHO definition has been subject to
criticism and several other definitions have been put
forward. For an overview see, for example, Üstün and
Jakob [36.15]. And, although the WHO moved the fo-
cus beyond individual physical abilities or dysfunction,
it is still often ignored in favor of a biomechanical focus
on the physical health of individuals only. Over the last
decades, the acquired knowledge that mind and body

are not as separate as previously thought gave birth
to new conceptualizations, such as the psychobiologi-
cal model [36.16] which explores interactions between
social, psychological and biological factors, and the
holistic model [36.17] which includes a fourth dimen-
sion, the spiritual. According to Chatterji et al. [36.18],
who approach the subject from a medical perspective,
health must be understood as being inextricably tied
to states of the human body and mind and as such
distinct from extrinsic environmental features. In this
discussion paper, health is not assigned to environ-
ments or behaviors, but to the health states or conditions
that environments or behaviors produce in individu-
als. Interestingly, Chatterji et al. elaborate a conceptual
framework in which health states are described in terms
of levels of dimensions such as mobility, pain, hearing,
and seeing.

But, how does health relate to well-being and vice
versa? Health has been recognized as an important
element of well-being because physical, mental, and
social health have a direct impact on quality of life
(QoL), especially for older people. Therefore, in the
majority of models well-being is regarded as a con-
cept related to, but separate from, the concept of QoL.
Moreover, the term QoL is used differently in health
literature than in sociological literature. In health lit-
erature, many QoL instruments have been developed.
These generally contain items that relate to symptoms
of impairment, functional status, and emotional states
and affect. In sociological literature, quality of life
refers to the feeling of how good, desirable, and enjoy-
able life as a whole is. From that perspective well-being
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has been viewed variously as happiness, satisfaction,
enjoyment, contentment, engagement, and fulfillment
or a combination of these and other, hedonic and eu-
daimonic factors. Kahneman et al. [36.19] propose five
conceptual levels as relevant for research on well-being.
These are:

1. External (objective) conditions (e.g., income, neigh-
borhood, housing)

2. Subjective well-being (e.g., self-reports of satisfac-
tion/dissatisfaction)

3. Persistent mood level (e.g., optimism/pessimism)
4. Immediate pleasures/pains, transient emotional

states (e.g., joy, anger)
5. Biochemical, neural bases of behavior.

Hjelm [36.20] distinguishes between and discusses
the characteristics of five dimensions of health:

1. Physical
2. Social
3. Emotional
4. Intellectual
5. Spiritual.

Cutler and Landrum [36.21] characterize the multi-
faceted health of the elderly and aim at understanding
how health along multiple dimensions has changed over
time. They combine 19 measures of health into 3 broad
categories representing:

1. Severe physical and social incapacity
2. Less severe difficulty
3. Vision and hearing impairment.

Notwithstanding the variety of approaches, it is pos-
sible to observe a general agreement concerning the
main conditions shaping health and well-being. Re-
searchers differentiate between well-being that incor-
porates objective measurable conditions and subjective
well-being, which is well-being as defined, or assessed,
by individuals themselves and which may include sub-
jective response to objective conditions. The distinction
between objective and subjective well-being is concep-
tual as well as methodological. External conditions can
for example be assessed by self-report (subjective) as
well as by independent (objective) observation.

The intertwined concepts of health and well-being
are widely used in very many disciplines, but with little
consistency. One important reason, that is not so often
mentioned, why health and well-being research cannot
easily be classified consistently is that its dimensions
impact one another. For example, people with physical
disability may also have problems with respect to men-
tal health, such as feeling depressed or being anxious,
or may be excluded from social life. The connected-
ness between the dimensions of health and well-being

provides an imperative challenge for researchers who
often restrict their studies to one single dimension with-
out examining its relationship with the others. However,
a person’s health and well-being results from a com-
plex interplay of the multiple dimensions of health.
The knowledge that these dimensions are not unique
and differ between target groups makes it even more
complex.

36.2.2 Linking Music and Health
and Well-Being

In recent years, there has been considerable interest in
exploring and understanding the positive effects that
music can have on health and well-being in diverse
populations and settings. The majority of studies that
connect music with health and well-being investigate
indicators of social and emotional factors contributing
to the overall quality of life of individuals. This ap-
proach is supported by the fact that healthcare services
are evolving from a disease and symptom model into
one of prevention and wellness that emphasizes qual-
ity of life and lifestyle in addition to pharmacological
treatment. Music therapy is becoming more and more
part of lifestyle-enhancing programmes that promote
strategies for coping with stress and increasing plea-
sure in life. From that perspective,Hanser [36.22] gives
a comprehensive overview of music therapy approaches
that document how music experiences can promote and
facilitate health and well-being. The author reports on
the effects of music on stress, pain, immune and neu-
rological functions, and devotes special attention to
conditions of childbirth, depression, coronary heart dis-
ease, and cancer.

In the last decade, serious efforts have been made
to map the practical and theoretical field of music and
health and to determine the relationship between mu-
sic and health and well-being. Authors have analyzed
the field from different approaches, research contexts
and methods, for instance health musicking, music in
everyday life, and qualitative research. The availability
of distinct models that have different types of inter-
ventions associated with them shows the complexity
of the field. The following examples of studies pro-
vide an account of this difficulty. Bonde [36.23] starts
from the concept of health musicking, which is any
form of participation in musical activities and the in-
fluence thereof [36.24]. The notion of health musicking
draws attention to human action and the performance
of relationships. Bonde presents a theoretical quadrant
model showing how health musicking relates to four
major purposes. Here health musicking is understood
as the common core of any use of music experiences
to regulate emotional or relational states, or to promote
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well-being, be it therapeutic or not, professionally as-
sisted or self-made. The four goals of this model are:

1. The development of communities and values
through musicking

2. The shaping and sharing of musical environments
3. Professional use of music(ing) and sound(ing) to

help individuals
4. Formation and development of identity through mu-

sicking.

In Bonde’s model health musicking is described
as an interdisciplinary field of theory and practice in-
cluding specific disciplines like music therapy, music
medicine, community music (therapy), and profession-
als with many different backgrounds and qualifica-
tions.

In her book on well-being through music in every-
day life, DeNora [36.25] develops an interdisciplinary
framework for music, health and well-being. Consider-
ing health and illness both in medical contexts and in
the realm of everyday life, DeNora argues that these
identities are by no means mutually exclusive. It is
suggested that the promotion of health and more specif-
ically, mental health, involves a great deal more than
a concern with medication, genetic predispositions,
clinical and neuroscientific procedures. Interestingly, in
DeNora’s approach music is not adjunct to medicine but
an equal partner in the performance of well-being.

In a special issue on music, health and well-being,
MacDonald [36.4] maps the current field of research,
introducing five areas that encompass a perspective on
music and health. They are the following:

1. Music therapy
2. Community music
3. Music education
4. Everyday uses of music
5. Music medicine.

MacDonald places the emphasis on the bene-
fits of qualitative research methods, because this ap-
proach facilitates the exploration of the subjective and
phenomenological aspects of musical experience. In-
deed, musicological research often goes together with
a growth of qualitative research performance within
healthcare contexts. However, besides relying on qual-
itative research methods, unraveling the relationship
between music health and well-being also depends on
the study of quantitatively measurable processes.

Lesaffre [36.5] presents a model as a contextual
framework conceived from the viewpoint of music and
movement applications for health and well-being. In
that model, the three basic dimensions of health (i. e.,
physical, mental, and social well-being) are connected
to contexts that can shape health. Activities in the do-
main of physical and mental well-being encompass
musical interventions for the body and the mind. They
mainly pertain to what is known as music therapy,
movement therapy, and dance therapy. Social well-
being is related to lifestyle and quality of life and more
specifically to the extent to which music and movement
activities can contribute to this.

A review of the literature has shown that studies
that provide a framework for music, health and well-
being have so far been short on accounting for the
mechanisms that underlie the power of music to sup-
port health and well-being. Notwithstanding, scientific
evidence of strong connections between mind and body
and the study of action–perception coupling processes
have opened new perspectives for musical therapeu-
tic interventions. Supported by innovative theories in
cognitive sciences and musicology, such as the embod-
ied music cognition paradigm, new ways of exploring
the extraordinary relationship between man and music
are being uncovered. Especially, as more sophisticated
technology facilitates the understanding of human func-
tioning in both the body and the brain, there are more
means to support the great impact of music.

36.3 From Theory to Therapeutic Approaches

A future key challenge of implementing the embod-
ied music cognition paradigm will be to demonstrate
what unique contributions its framework can make to
the domain of health and well-being. This challenge
can only be met if a broad range of stakeholders are
involved through all stages of the process of develop-
ing evidence-based foundations for future programs and
interventions. Stakeholders can be individuals (includ-
ing scientists, therapists, developers, testers, sponsors,
patients, and anyone impacted by a project) or organi-

zations (e.g., caregiving centers, hospitals, sports clubs)
that have an interest in a particular project and ideally
are involved in the project from the very beginning.
However, including a variety of stakeholders introduces
music researchers to unfamiliar research approaches
pertaining to unfamiliar disciplines. Therefore, it is
essential to integrate the theoretical perspectives of em-
bodied music cognition into the empirical framework
in a way that enables stakeholders to make sense of
the complexities of concepts and methods applied. An
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additional challenge is the development and testing of
technologies, methodologies, and associated tools in
accordance with user approaches that are rather novel to
the domain of music research. The concepts and ideas
pertaining to these issues are discussed in the next sub-
sections.

36.3.1 Theoretical Perspectives
of Musical Embodiment

A significant feature of the embodied cognition re-
search approach is that it views the body as being cen-
tral to the way the world is experienced. This means that
it is assumed that cognitive processes are ruled by sen-
sorimotor capacities and their interactions with the en-
vironment. Because embodied cognition already is the
product of various research fields including psychology,
movement science and neuroscience, Shapiro [36.26]
refers to it as a research program rather than a the-
ory. Gallagher [36.27] provides an overview of the
variety of theorists that have attempted to outline dif-
ferent approaches and meanings related to the concept
of embodied cognition. Although there are various ap-
proaches to embodied cognition, its central claim can be
summarized in the idea that there is a representational
equivalence between perception and action [36.28].

With his theory of embodied music cognition, Le-
man [36.6] introduces the concept of embodiment in
systematic musicology. He argues for the understanding
of the human body as the most natural mediator be-
tween musical subjects and their musical environment.
Leman’s framework distinguishes between four funda-
mental components of musical embodiment, namely:

1. The body as mediator
2. The action-oriented ontology
3. Action–perception coupling
4. Embodied musical communication or expression.

These components provide the conceptual scaffold-
ing for cross-disciplinary research between embodied
music cognition, the sciences, and health and well-
being. In the next paragraphs a brief description of the
meaning of these fundamentals is given, together with
references to studies and applications in the domain of
music, health and well-being. For a more extensive ex-
planation of these fundamentals, see Leman [36.6, 29,
30].

In embodied music cognition the idea of the body
as mediator implies that the human body is conceived
as a mediator intervening between a person’s physical
environment (i. e., the music) and a person’s subjective
experience of that environment. The physical environ-
ment can be described in an objective way (e.g., the
waveform), whereas experience can only be described

in a subjective way. Similarly, musical gestures can be
described in an objective way as movement of body
parts, but they have an important experiential compo-
nent that is related to intentions, goals, and expressions.
Starting from the concept of the body as mediator, De
Bruyn [36.31] has, for example, developed an empiri-
cal methodology that uses motor tasks to assess music
perception skills. A music application was developed
that provides therapists with a methodology for music
perception training, for example in auditory rehabilita-
tion of persons with a cochlear implant. The application
called Sound Caterpillar is conceived as a musical
game that uses motor tasks to assess music perception
skills.

The second component, the action-oriented ontol-
ogy or action–gesture repertoire, consists of a set of ges-
tures and related expressions that a person has built up
over years. The effect music might have on a person is
strongly dependent on the experiences that people have
accumulated during their gestural interactions with mu-
sic. As corporeal articulations and actions are carried
out in space and time, it seems natural to conceive of the
action repertoire as a container of spatial–temporal pat-
terns. In current studies these spatial–temporal patterns
have been examined through aspects of gesture [36.7]
and entrainment [36.30, 32]. Entrainment is the process
of synchronizing endogenous sensations of beat with
an external rhythm of movement. These studies open
new perspectives for understanding the relationship
between entrainment and expressiveness. In a review
paper, Nombela et al. [36.33] address the underlying
mechanisms of musical entrainment and its effect on
improvements in gait and motor improvements in peo-
ple with Parkinson’s disease. Especially neuroimaging
studies provide valuable insights for developing poten-
tial movement therapies.

The action–perception coupling system is a com-
plex mechanism that controls the interaction between
environment and subjective experience. It is respon-
sible for predicting the outcome of corporeal actions
and musical intentions. Understanding the components
and dynamics of the action–perception coupling sys-
tem holds promising potential for motor rehabilitation.
Wolpert et al. [36.34] review recent research in human
motor learning with an emphasis on the computational
mechanisms that are involved. InMaes et al. [36.35] the
action–perception coupling mechanism is approached
from the embodied music cognition perspective. Maes
presents a theoretical framework that captures the ways
in which the human motor system and its actions can
reciprocally influence the perception of music. Such a
framework offers a foundation for research that inves-
tigates the effect of musical activities, for example in
people with motor disorders.
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The fourth component, embodied musical commu-
nication, is based on the processes of encoding and de-
coding expressiveness. Traditionally, body movements
have not been considered a parameter of musical ex-
pression. However, the work of Davidson [36.36] has
shown, that body movement is in fact one of the
most salient features when communicating expressive
intentions. The idea that music may establish an in-
tentional layer of communication between listener and
performer, links the componentmusical communication
to the concept of musical intentionality. Musical in-
tentionality is based on an action–perception coupling
system that uses actions as causes of perceived patterns.
The system turns perceived sound patterns into action
patterns that could have caused the perceived sounds.
Davidson and Emberly [36.37], for example, provide
a cross-cultural analysis that allows for the examination
of distinct notions of embodiedmusical communication
whilst building on developments that support the idea of
musicality and its role in enhancing quality of life and
feelings of well-being.

36.3.2 Tools, Technologies, and Their Users

Over the last decade, the omnipresence of music inter-
action tools has formed the basis for a shift in system-
atic musicology toward technology-driven research. In
embodied music cognition, such research is of key im-
portance, because it makes it possible to complement
the subjective approach with objective studies of the
phenomenon of musical empowerment, for example, by
investigating bodymovement in music-related activities
or studying the characteristics of the action–perception
coupling system. This means that researchers in musi-
cology not only enter the rather unfamiliar domain of
tool use and tool design, they also have to take into ac-
count the specificities and needs of the various groups
and subgroups in the domain of health and well-being
they are targeting. The next paragraphs consider the
challenges of working with novel measurement tools,
technologies, and user-related strategies involved in
current empirical music research.

Tools for Measurement and Analysis
Many aspects of music’s role in relation to health
and illness have been subject to measurement. Apart
from qualitative methods such as interviews and focus
groups, a range of quantitative measurement instru-
ments in the form of self-assessment tools or observer-
rated tools and clinical tests is typically employed.
Prominent examples are the mini-mental state exami-
nation MMSE [36.38] for testing cognitive impairment
and quality of life (QoL) surveys, such as the widely
used short form health questionnaire SF-36 [36.39]

for measuring self-reported physical and mental health
status and the QUALIDEM scale [36.40] that was de-
signed for persons with dementia.

These and many other measurement instruments
have been subject to critique, for example concerning
their ecological validity [36.25]. Indeed, the traditional
situation of testing often involves responding to a sur-
vey guided by a trained assessor and is limited to a lab
setting and thus outside the context of everyday life.
Therefore, critical thinking about tool use is required
in order to produce ecologically valid accounts of how
music may promote health and well-being. Further-
more, such surveys offer retrospective perspectives and
are therefore subjected to distortion. Moreover, in hu-
manities, too many researchers studying the response
to music solely rely on self-report and questionnaires
as evidence and in some cases questions are used that
were not validated. In any case, such information does
not capture the complexity of feelings, intentions, and
thoughts a person may have. Also, the accompanying
concepts do not have an unambiguous meaning be-
cause most behaviors are the result of more than one
condition. Therefore, this subjective top-down approach
needs to be supported by additional objective bottom-up
information like measurements of parameters related to
body movement or brain activity.

Embodied music cognition research particularly
concentrates on the empirical use of a variety of tools
for measurement and on tool development. But, work-
ing with a combined set of tools and technologies pro-
duces high-dimensional data which require advanced
skills to handle. It is for example very likely that apart
from using surveys, an experimental design using op-
tical motion capture will include measurements for
several subjects of several body parts (e.g., hands, legs,
heads, trunk). In addition it may include measurement
of other information indirectly related to movement
such as biometric data (e.g., heart rate, inhalation and
expiration volume, and cerebral blood flow measured
by techniques like fMRI (functional magnetic reso-
nance imaging)). All these measurements result in huge
multivariate datasets causing challenges not only for
data collection and storage but also for methods of
analysis and visualization. The integrated analysis of
top-down and bottom-upmeasurements of human phys-
ical and/or mental movements in a musical context
is a real challenge in cross-disciplinary science today.
Multimodal modeling is an important goal in order to
provide a combined representation and analysis of the
collected data. In a study on monitoring and analyz-
ing the effect of live music performances on people
with dementia, Lesaffre et al. [36.41] combine the use
of various questionnaires, theMMSE test, measurement
of quantity of movement, and audio and video record-
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ing of participants and performers. For this multimodal
dataset, an analysis tool was developed that combines
the bottom-up and top-down approach for comparative
analysis. In this way it was possible to show that live
music invites people with dementia to move more to
the music than listening to music from loudspeakers and
that there is a significant effect of the degree of cogni-
tive impairment on their motor response.

Technology-Driven Research for Music, Health
and Well-Being

Technology-driven research groups aim at developing
health and well-being by means of technological appli-
cations rather than care itself. In many cases the main
activities are service design and follow-up and eval-
uation methodology development. In embodied music
cognition research the technology-driven approach is
rather young. Its emphasis is more on using tech-
nologies to investigate the fundamentals of action–
perception processes and on developing tools for mon-
itoring or retraining purposes, for example of people
who have had a stroke.

The elaboration of tools and technologies has intro-
duced the concept of mediation technology in system-
atic musicology. It is based on the idea that technology
mediates human perception and action. Mediation tech-
nology is the equipment by which the human body and
consequently also the human mind, can be given an ex-
tension in the digital musical domain thereby enabling
the performer/user to explore the domain of sound and
music. From the embodied music cognition perspective
the focus is on the acting body as the center of the me-
diation process that makes it possible to behave in res-
onance with music. During musical interaction, a musi-
cal instrument or an electronic device typically extends
the human body. These body extensions allow media-
tion between subjective experience and physical (i. e.,
musical) reality. In regard to that process a musical in-
strument is considered to be the most natural corporeal–
technological mediator [36.42]. But, we do not yet fully
understand the way in which technology mediates per-
ception and action, neither how mediation tools are
dealt with. It is even more challenging when entering
the domain of health and well-being, where users of
mediation tools are foremost nonmusicians. Moreover,
when designing tools for older people, one is likely to
be challenged by difficulties of adaptability and open-
ness to new experiences involving new devices.

Interaction with mediation technology for musical
activities also confronts researchers with the challenge
of building and testing of paradigms. So far there has
been little research looking at benefits of musical inter-
action by means of body-extending devices for health
and well-being. In a study that investigates musical in-

teraction between normal-hearing people and hearing-
impaired individuals with cochlear implants, Lesaffre
et al. [36.43] present an experimental framework to test
the user’s sense of embodiment in sound identification
and creation. Here attention is paid to the possibilities
of coupling the well-known psychological concepts of
flow and presence as a valuable top-down strategy for
the design of embodied music interaction tools. It was
shown that these states of mind are important factors in
the experience of having fun or immersion in a shared
environment and therefore are valuable concepts for ex-
ploring future applications.

Apart from the problems encountered by working
with existing technologies, developing new tools or ap-
plications that expand the natural link between music
and movement is even more thought provoking. For
instance, Moens et al. [36.44] developed an interac-
tive music player called D-Jogger that analyzes body
movement in order to dynamically select music and
adapt its tempo to the user’s pace. This smart music
player can use a wide range of sensors such as 3-D ac-
celerometers, gyroscopes and pressure sensors, capable
of measuring the users’ movements. D-Jogger was used
to explore howmusic can entrain humanwalkers to syn-
chronize to the musical beat without being instructed to
do so [36.45]. This study has shown that entrainment
is controlled by brain mechanisms that work on time-
differences between movement and music. Moreover, it
was shown that perfect synchronization with the beat
of the music has an enormous impact on the motivation
to move. These insights show potential for performance
enhancement in those who suffer from movement diffi-
culties (e.g., patients with Parkinson’s disease) or those
who seek a movement boost (e.g., for sports perfor-
mance).

However, to use such applications in a rehabili-
tation program it has to be demonstrated that these
devices are effective through clinical trials. At this
point in time, the barriers they are confronted with of-
ten discourage researchers. We report on a selection
of barriers in the following. Time constraints mean
that clinicians and therapists are not keen on adapting
their program to the testing of new tools. They would
rather hang on to a number of different therapeutic tech-
nologies that are available for use in clinics. But, the
value of these technologies to the treatment program is
not well defined. The use of technology in health and
well-being is highly dependent on the application or
therapy program for which it will be used. Besides, its
effectiveness will also be determined by the user’s re-
ceptiveness, attitude, and motivation. Furthermore, new
and unfamiliar technologies can generate ethical con-
cerns. Therefore, trust and confidence issues must be
addressed.
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User-Centered Research in MH
and W/User Involvement

User-centered studies are more and more seen as the
cornerstones of working with music mediation tech-
nology [36.46]. This transition implies an expansion
of methodologies for addressing relevant features of
musical action, musical tool use, and user-based tool
development. The benefits of user-centered research
methodologies in general are well documented in the
literature [36.47]. However, apart from some investiga-
tions in the domain of music information retrieval (for
an overview see [36.48]), using the principles of user-
centered design is still underexplored in music research.
Thus, along with the increased concentration on tools
and mediation technologies goes the challenge of in-
volving a broad range of stakeholders throughout the
process of tool development, system design, and empir-
ical studies.

The process of user involvement is a joint activity of
a cross-disciplinary team of stakeholders that cooperate
throughout the whole research procedure. However, it
is not straightforward to involve users in empirical mu-
sic research activities, especially with regard to health
and rehabilitation. User involvement still faces many
barriers, some of which are not easy to pass. A not
exhaustive list of important reasons includes the follow-
ing:

� In a caregiving context, users are time and time
again approached as a patient, i. e., in terms of their
illness or impairment. Being approached as a patient
is an obstacle that discourages many people from
being involved in empirical research.� Ethical constraints force people with an impair-
ment or disease to come to a hospital to test newly
developed tools and programmes. Their personal
experiences associated with illness, injury, and con-
tact with doctors may hinder their participation.� Professionals in healthcare are not always sup-
portive of user involvement, for example because
effective teamwork may require a restructuring of
therapy programmes.� Problems due to limited budgets are likely to be en-
countered, including time costs for the professionals
and users themselves.� Many of the products that are available on the mar-
ket, such as smart phone applications for physical
activities, have not been scientifically validated by
user research.� Involving users requires that designers cope with
the huge variability among people’s abilities and de-
mands. There is a need for new testing paradigms
that can cope with differences in personality and
levels of impairment.

� Involving users with different ability levels, needs,
and backgrounds requires tools to be developed and
therapy programs to be conceived at an individual
level.

Teamwork of stakeholders, including users, can be
characterized as a multistage problem-solving process.
It not only requires that researchers analyze and foresee
how users in the field of health and well-being are likely
to interact with a music interaction tool, the validity of
the assumptions should be tested as well. Although this
problem-solving activity is a simple reiterative process,
given the schedule pressures of many research projects,
in reality it is not widely implemented and therefore
requires more attention. A supportive framework is pre-
sented that breaks the user-involvement process into
five phases that are:

1. Defining user requirements
2. Outlining user strategies
3. Designing tools and experiments
4. Investigating user experience
5. Building a user interface (Fig. 36.1).

User requirements are identified early on in a re-
search project. The process of defining user require-
ments starts from theoretical models as a foundation
for case studies. Ideally, all researchers, experts, and
beneficiary parties in the field of health and well-being
(e.g., nursing, physiotherapy, gerontology, and ethics)
that develop user strategies, user-experience designs,
and/or user interfaces for a music interaction system

User
requirements

Tools and
experiments

User
interface

User
experience

Case studies

Building and testing
user paradigms

User
strategies

Fig. 36.1 Framework for the multistage problem-solving
process of user involvement representing the reiterative
procedure of defining user requirements, outlining user
strategies, designing tools and experiments, investigating
user experience, and building a user interface
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will participate directly in gathering and defining the
necessities of a specific target group. Although many
researchers acknowledge the importance of identifying
user requirements and their input into the process of de-
signing tools and experiments, they often have no real
plan as to how to achieve this. User requirement ac-
tivities targeting the elderly may for example address
questions concerning what kind of music devices they
generally use, what kind of approach has the potential
to add value to the daily lives of persons with impaired
motor skills, or what musical preferences people with
dementia have.

User strategy basically refers to the outlining of
a clearly specified plan that flows from knowledge
of user requirements of specific target groups and is
initially created from the ideal user experience per-
spective. Typically, user strategy is embedded in use
cases wherein certain assumptions are made, for ex-
ample about features of action–perception coupling.
Currently, user-oriented strategies have been developed
in the direction of person-centered approaches where
successful identification and interpretation of individ-
ual characteristics is at the focus of attention. Especially
healthcare is becoming more and more individualized.
The shift to practices where a patient becomes an ac-
tive subject rather than a mere object of care is rooted
in humanistic psychology and the person-centered ther-
apy advocated by Rogers [36.49]. This type of therapy
encompasses a nondirective, empathic approach that
empowers and motivates a person in the therapeutic
process. From that perspective the motivational power
of music, for example to move our body, is still under-
exploited. Van Noorden [36.50] explains in his work the
systemic principles of why music motivates movement.

Ideally, the process of designing (music interac-
tion) tools and experiments for music applications for
health and well-being is guided by the principles of
participatory design and person-centered approaches.
Participatory design [36.51] represents part of the cross-
disciplinary collaborative work and implies that stake-
holders with different expertise and knowledge have
a deciding vote in the design process. However, in-
clusion of patients in tool design remains a challenge,
especially when their characterization is atypical, as is
the case with disabled persons who do not have the
capabilities of persons with normal motor skills. The
person-centered approach implies that music interac-
tion and analysis tools need to be flexible enough to
customize in situations where a paradigm for each dif-
ferent user type is required. In view of adapting the
design process to disabled users, Veytizou et al. [36.52]
for example propose a method that integrates param-
eters such as motor specificities and progression over
time in the design process. Holone and Herstad [36.53]

use the strategy of participatory design and design for
all in a project that aims at improving health and quality
of life for persons with severe disabilities by means of
co-creation between children, their families, and care-
givers.

User experiences deal with both experience related
to the usability of tools and experience of embod-
ied interaction with music. The study of effectiveness
of tools and programs looks into users’ corporeal ar-
ticulations, behaviors, attitudes, and emotions about
a particular system or tool. Experiences of musical in-
teraction involve ways in which aspects of embodied
experiences lived by means of music may support phys-
ical, mental, and social well-being. User experiences,
more than anything else will determine user satisfac-
tion. Interaction with embodied mediation technology
for musical activities requires building and testing of
paradigms of user experience. A study probing users’
sense of embodiment in sound identification and cre-
ation has, for example, confirmed the importance of
an approach that is concerned with embodied inter-
dependency between the user and music mediation
technology [36.43]. One problem that could be tackled
through cross-disciplinary cooperation is the alignment
of the functionality of technologies with the agency
of the user. Designers often treat users as secondary
to their tools or do not have sufficient time to follow
the whole process. For example, when it comes to the
development of musical applications for people with
neurodegenerative diseases the design process requires
analysis of user actions and experiences of the specific
target population in order to move beyond merely ad-
dressing its functionality.

The user interface is the space where human–
machine interactions occur. It may consist of visual,
auditory, and/or other components through which users
may interact directly or indirectly with the system.
User interaction is facilitated through a musical user
interface, which can be personalized to meet user’s
preferences and deliver the necessary cues. For ex-
ample, Lesaffre et al. [36.41] (submitted) developed a
musical balance board that is a musical user interface
for retraining of balance in stroke patients. The system
provides real-time sonification of weight distribution
together with the motivational effect of music to retrain
maintenance of equilibrium.

A last question to be asked is who the potential
users for musical applications for health and well-being
are. They are numerous, being everyone, disabled and
not disabled, that can benefit from communicating, ex-
perimenting, playing, and training with music. Music
tools may for example address sportsmen looking for
new training possibilities that support prevention of in-
juries or individuals with specific impairments such as
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the retraining of balance in hemiplegic patients. How-
ever, apart from finding and prioritizing the right user
needs it is also important to address the scope of users
from which to draw insights. From the perspective of
the embodied music cognition paradigm, the scope of
potential users (in therapeutic interventions and be-
yond) could be narrowed down to persons who comply
with some or all of the following characteristics:

� Like, enjoy, or have an interest in music� Being sensitive to musical reward experiences� Have a positive attitude towards (new) technology� Are willing to experiment and perform musical ac-
tivities� Have adequate motor skills� Are willing to perform within a group (co-creation)� Are able to hear sound (or at least feel it).

36.4 Conclusion
Starting from transitions in society and musicology,
in this chapter a framework is provided that is meant
as a support for providing an answer to the ques-
tion of how to engage with scientifically validated
music applications for health and well-being. The pre-
sented framework is stimulated by the belief that the
scientific expertise to be gained from using the em-
bodied music cognition approach in promoting music
and movement interaction for health and well-being
holds promise for future achievements. This chapter has
discussed models of music, health and well-being. It
was shown that the growing prominence of new tools,
technology-driven research, and user approaches indi-
cate key developments toward achieving demands of
bringing the embodied music cognition approach into
the practice of musical interventions and therapeutic
programs for health and well-being. To conclude, this
final summary brings together the key challenges that
were explained in this chapter.

With respect to theory:

� Cross-disciplinary research in the context of the
embodied music cognition framework requires the
integration of theoretical principles into the empiri-
cal framework in a way that enables all stakeholders
to make sense of the complexities of concepts and
methods applied.� The connectedness of the multiple dimensions of
health requires the study of the relationships be-
tween these dimensions rather than focusing on one
dimension alone.

� The development of musical interventions and mu-
sical therapeutic programs should be grounded in
evidence-based theories.

With respect to technology:

� The shift to technology-driven research requires the
development of new tools that expand the natural
link between music and movement.� Testing of technologies, methods, and associated
tools needs to be done in accordance with prede-
fined user requirements and strategies.

With respect to users:

� The multistage problem-solving process of user-
centered research requires involvement of all stake-
holders throughout the process.� User-centered strategies need to be expanded to ac-
count for person-centered approaches.� Ecological approaches are required that recognize
the interconnectedness of individuals and their per-
sonal context.

With respect to modeling and analysis:

� A multimodal modeling approach is a prerequisite
for allowing integrated representation and analysis
of high-dimensional data.� The analysis framework should be developed in
such a way that the subjective top-down and the
objective bottom-up approach become tightly con-
nected to each other.
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37. A Conceptual Framework for Music-Based
Interaction Systems

Pieter-Jan Maes, Luc Nijs, Marc Leman

Music affords a wide range of interactive behaviors
involving social, cognitive, emotional, and motor
skills. In this chapter, we consider the role of tech-
nologies in relation to these interactions afforded
by music. A general conceptual model is intro-
duced that forms a basis to frame and understand
a vast number of music-based interactive systems.
In this model, we consider the necessity of coupled
action–perception processes, in combination with
human reward, prediction and social interaction
processes. In addition, we discuss three perspec-
tives on how music-based interaction systems
may involve users’ actions (monitoring, motiva-
tion, and alteration). To conclude, we discuss two
case studies of technologies to illustrate the most
innovative aspects of the presented model.
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A distinct characteristic of music is that it stimulates
active behavior, individually and collectively. For in-
stance, music performance brings people together to
actively play an instrument in coordination with oth-
ers. Also, listening to music spurs people to move along
with the beat and other musical features. Accordingly,
music can be considered an excellent medium that af-
fords and reinforces sensorimotor interactions between
humans, and their sensory environment. The impact of
music is far-reaching and may have a bearing upon
general skills that are conducive to the general develop-
ment of human beings. For instance, both performing
and listening to music have been shown to promote
interpersonal entrainment, or joint action, which en-
genders social skills, such as imitation, collaboration,
the nonverbal understanding and sharing of intentions,
hierarchy formation, empathy, etc. [37.1, 2]. Also, mu-
sic performance and music listening enable people to
explore, experience, and develop human affective en-
gagement with expanded complexity and phenomenal
character [37.3]. In addition, it has been suggested
that people’s engagement with music calls on temporal
processing systems, which in turn may develop domain-

general cognitive abilities such as sequential learning,
temporal integration, and serial recall [37.4, 5]. Finally,
musicmay facilitate auditory cueing, motivation, and/or
diversion, which may contribute to movement perfor-
mance in sports and motor rehabilitation [37.6–8]. In
short, music affords a wide range of interactive behav-
iors involving social, cognitive, emotional, and motor
abilities.

In this chapter, we consider the role of technolo-
gies in relation to these interactions afforded by mu-
sic. We claim that music-based interactive systems
can reinforce interactions that contribute to a height-
ened experience of music, and to the improvement of
domain-general social, cognitive, affective, and motor
skills. Technologies are thereby considered extensions
of the human body. Acoustic musical instruments are
a basic example of technologies that extend the hu-
man body: endowed with its sensorimotor capabilities,
into the external (musical) environment [37.9]. How-
ever, since the 1990s advances in electronic and dig-
ital technology development have drastically changed
the landscape of music production; the emergence of
sensors, motion-capture technology and digital sound
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processing modules have expanded the possibilities
for interaction. Moreover, this has not been limited
to only sound production. For instance, many tech-
nologies are developed specifically to enrich people’s
experience of listening to music; think of the mobile
phone, wearable digital media players, or sophisticated
music streaming-on-demand services. Also, new mu-
sic technology has created an immense potential for
assisting and optimizing teaching methods in a music
educational context [37.10–12], or for enhancing social
interaction [37.13].

However, despite the possible benefits of using new
electronic and digital technologies, they have also in-
troduced new problems and challenges with regard to
musical interaction and communication. For example,
a fundamental problem inherent in digital music pro-
duction is the fact that the mediation between the dif-
ferent modalities (basically from movement to sound)
has an arbitrary component, which is due to the fact that
the energies of the modalities are transformed into elec-
tronic signals. This is not the case with traditional in-
struments, where energetic modalities are mechanically
mediated and where the user gets a natural feeling of the
causality of the multimodal interface. Therefore, in the
domain of electronic and digital music production, there
is a need for more transparent mediation technologies
that create a feeling of nonmediation; as if the medi-
ation technology disappears when it is used [37.14].

Similar issues exist in other music-based interaction
technologies. Researchers therefore believe that music-
based technology development must be informed by
knowledge on the cognitive, sensorimotor, and social
dispositions and capabilities of human beings. This re-
quires the integration of fundamental research in order
to fully exploit the potential of electronic and digital
music technologies.

This chapter introduces a general conceptual model
that forms a basis to frame and understand a vast num-
ber of music-based interaction systems. The model
is intended to serve as a guideline for practical de-
velopments in the future. Its focus is on music-
based technologies that enable action and interaction
(human–music interaction, and human–human interac-
tion). These technologies are mediation technologies in
the sense that they offer ways to extend the coupled
action–perception mechanisms and sensorimotor inte-
gration processes that are naturally involved in people’s
engagement with music. The model expands the con-
cept of action–perception couplings so as to incorporate
the concept of the human reward system and social
interaction processes. We then go on to discuss three
perspectives on how music-based interaction systems
may involve users’ actions (monitoring, motivation, and
alteration). To conclude, we discuss two case studies of
technologies to illustrate the most innovative aspects of
the presented model.

37.1 A Conceptual Model of Music-Based Interaction Systems

The classical, information processing approach in cog-
nitive science considered behavior and perception as
separate peripheral processes outside central cogni-
tion [37.15]. By now, this model has been further
developed in favor of embodied accounts that em-
phasize the central role of sensorimotor interaction
with the external environment in human behavior and
perceptual-cognitive processes [37.16]. This interaction
requires the integration (coupling) of action and per-
ception processes. Acting in and onto the environment
guides perceptual-cognitive processes, which recipro-
cally influence motor control and behavior. Moreover,
this interaction process is driven by subjective aspects,
such as intentionality, reward and affect, and is situated
within a specific context (cultural, social, etc.).

Our conceptual model of music-based interaction
systems considers technologies from the perspective
of this action–perception loop and its role in human–
environment interactions. We consider the aim of tech-
nology development to intervene the natural coupled
action–perception processes, in order to extend the cog-

nitive, sensory, sensorimotor and social capabilities,
and to reinforce a human’s interaction with the external
environment (Fig. 37.1). Such mediation technologies
enable an engagement into new realms and an opening
up of exciting possibilities, such as those in the domain
of electronic and digital music processing [37.14]. This
approach to technology development is closely related
to the theories of the extended mind, where humans
use technology to connect with the musical environ-
ment [37.17], and situated cognition where the goal is
to find a way of interacting with the environment such
that meaning emerges from it [37.18].

Mediation technologies that intervene in the action–
perception loop in support of sensorimotor interactions
contain two components. First, systems must be al-
lowed to capture actions and to align them with sensory
outcomes. Typically, this is what traditional musical in-
struments do. However, the ability to extend actions
into the electronic and digital domain, drastically in-
creases the possibilities for sound production. Unlike
traditional instrument teaching where the input–output
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Fig. 37.1 Schematic overview of the
conceptual model of music-based
interaction systems

is determined, the use of electronic and digital devices
allow for a complete rethink on the familiar relation-
ships between physical input and sound output and
to incorporate aspects of instrumental design related
to sound design and interaction modes [37.19]. For
example, obvious relationships can be reversed (e.g.,
small actions produce loud sounds, short notes trig-
ger extended sounds). The possibility of rethinking the
input–output model provokes musical exploration and
development of novel emotional experiences [37.3].
Additionally, in transferring actions into sensory out-
comes, systems could contribute to the multisensory
monitoring of one’s action and develop awareness of
an individual’s movement performance [37.20]. The
availability of monitor movement performance could be
exploited in various domains of research and practice,
such as dance, sports and motor rehabilitation.

Second, mediation technologies may focus on the
alignment of actions (i. e., movement responses) to
specific musical and/or multisensory feedback or stim-
uli [37.21]. The applications are numerous. Movement
responses to music have been shown to improve the

perception of structural and expressive musical struc-
tures [37.22]. Additionally, music’s ability to guide
movement responses to specific goals may be used for
sports and rehabilitation purposes, or it may facilitate
social interaction and entrainment. Although musical
mediation systems may capitalize on one or the other
of the components just discussed, real interaction ex-
ists only when the two components are operating in
combination. In that regard, actions are transferred to
appropriate sensory outcomes and, in turn, these sen-
sory outcomes are generated such that they support or
adapt actions towards specific expressive, motor, or so-
cial goals.

In Sects. 37.2 and 37.3, we discuss in more detail
how coupled action–perception processes can be further
linked to the physiological processes related to reward,
and to social interaction [37.23]. More importantly,
we discuss these processes in light of our conceptual
model, and how music-based interaction technologies
can tap into the processes underlying reward and social
interaction in order to reinforce musical experiences, as
well as enhancing various skills (Fig. 37.1).

37.2 The Human Reward System

A somewhat disregarded aspect of interactive music
systems is the role of the human reward system, and
related subjective phenomena such as motivation, in-
tentionality, affect, etc. However, a closer look at the
role of reward in the design of interactive music systems
shows that it is a fundamental component of the inter-
action dynamics. Current thinking on the reward system
understands the process as a collection of neural struc-
tures that contain dopamine-secreting neurons in the
midbrain with pathways to other brain structures such
as the nuclei accumbens and prefrontal cortex [37.24,

25]. In general, reward serves as a reinforcer, moti-
vating and regulating voluntary behavior control by
inducing feelings of pleasure and happiness.

In the following, we provide arguments to support
our claim that the reward system and reward values play
an essential role in many aspects of electronic and dig-
ital music systems. First, we discuss the importance of
reward values in learning processes that are required in
many of the interactive music systems. Secondly, we
discuss how reward, and musical pleasure during music
listening relates to the ability to anticipate and predict
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forthcoming events. Moving on the argument, we ex-
tend this idea to the coupled action–perception loop
involved in music performance, and in (synchronized)
movement responses to music.

Research suggests that dopaminergic projections
to prefrontal cortices underpin executive functions re-
lated to attention, memory, and learning [37.26–30].
Of major importance are the findings that the close
intertwining of the reward and cognitive systems in
learning processes is modulated by prediction mech-
anisms. Traditional learning theories emphasize the
role of temporal contiguity in associative learning
processes. That is, whenever two events or phenom-
ena occur quasiconcurrently, such as a stimulus and
a reward, they become associated. However, current
learning theories suggest that learning processes are
grounded in the discrepancies that occur (errors) be-
tween what is expected/predicted and what actually
happens [37.28, 30–32]. In these studies, it is shown
that dopamine neurons encode reward learning predic-
tion errors; a positive response of dopamine neurons
occurs when a reward is given unexpectedly, while
this response gradually decreases as that reward be-
comes increasingly predictable. Importantly, it has been
demonstrated that high stimulus-reward predictabil-
ity, and a corresponding decrease of dopaminergic
activity, prevents the concurrent (behavioral and neu-
ronal) learning of other stimuli–reward relationships
(cf. blocking paradigm; [37.30]). These findings stress
the necessity to integrate issues such as surprise and
novelty into the design of music mediation technolo-
gies that almost always involve some degree of learn-
ing.

In a recent study, Zatorre and Salimpoor [37.33] in-
vestigated the neural bases of the feeling of pleasure
during music listening. It was found that temporal ex-
pectancies, and their associated predictions again play
a key role. When listening to music, incoming au-
ditory information is processed by auditory cortices
and, in interaction with frontal cortices, fit into tem-
plates, or a musical lexicon [37.34]. Based on these
templates, representations of structural regularities in
the music can be generated, which in turn facilitate
the generation of expectancies and associated predic-
tions. Emotional responses and the sense of reward
then result from the degree of confirmation or vio-
lation of predictions. An important remark made by
Zatorre and Salimpoor [37.33] is that the templates
used to fit incoming auditory information, and even-
tually generate predictions and musical pleasure, are
developed through prior musical experiences within
a specific context. Accordingly, the authors suggest that
these mechanisms could possibly explain the variation
and diversity in peoples’ musical choices.

The ability to anticipate or predict forthcoming
events has been identified as a major source of reward
in musical activities that involve sensorimotor coordi-
nation and synchronization [37.35, 36]. This can relate
to the production of sound (as in music performance), as
well as to (synchronized) movement responses to music
(as in dance, or walking/running to music). Much like
playing a traditional musical instrument, learning to
play an electronic and/or digital instrument for gesture-
based musical expression (e.g., http://www.nime.org/
archive/) requires sensory-motor association learning in
which action and perception become intricately inter-
woven. Playing such an instrument can be considered
a goal-directed, intentional act, with the production
of sounds being a primary goal. Reaching that goal
requires obtaining knowledge about the relationship be-
tween the actions afforded by the instrument, and the
auditory consequences of these actions. This knowl-
edge is gradually acquired by exploring and manipulat-
ing the possibilities afforded by the instrument using (at
first) arbitrary actions that lead to (at first) unexpected
auditory events [37.37]. In that process of exploration
and interaction, one systematically and repeatedly as-
sociates performed actions with heard sounds. At that
point, playing an instrument may become a goal-
directed act, in the sense that performers have the
ability to exert control over the auditory outcome of per-
formed actions. Similarly, body movement responses
to music are often (spontaneously) performed in syn-
chrony with particular musical structures, most often
the musical beat. Auditory–motor synchronization, or
entrainment, requires finely-tuned sensorimotor coor-
dination to align spatiotemporal motor patterns with
musical features. A successful alignment requires pre-
diction mechanisms to anticipate forthcoming events.
Accordingly, the successful prediction of how musi-
cal passages unfold may arouse feelings of reward,
and even an imaginary sense of control, or agency;
as if one produces the music oneself (e.g., air gui-
tar).

To conclude, the proposed model incorporates as-
pects of reward, motivation, and affect into the design
of music-based interaction technologies. Taking into
account this motivational aspect in relation to the cog-
nitive aspect (e.g., learning, prediction), an important
challenge lies ahead. We have shown that the reward
system capitalizes on prediction mechanisms that re-
late to music listening as well as to the (implicit or
explicit) knowledge of how specific actions lead to
specific sensory outcomes. Up until quite recently,
it has been argued that reward outcomes are depen-
dent on successes as well as on failures in prediction,
or in other words, on confirmed as well as violated
expectations [37.35]. However, it is of valid interest

http://www.nime.org/archive/
http://www.nime.org/archive/
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to consider the roles of sensorimotor control (when
sensorimotor expectancies are confirmed and thus pro-
vide a sense of control), and of surprise and novelty
(when sensory outcomes do not match the expected out-
comes) [37.36]. Additionally, it is important to note
that prior experiences define, to a large extent, the
reward values and outcomes of specific interactions.
Therefore, music-based interaction technologies should
ideally be capable of taking into account user-related
backgrounds.

The focus on the human reward system extends our
model, which views mediation technologies as tools
to intervene and augment the action–perception loop
involved in music-based interactions. In a sense, tech-
nologies may be considered tools that grant access to
the human reward, and by extension the physiological
response system. Sensorimotor interaction processes
could arouse feelings of reward and pleasure, and in
reverse feelings of reward and pleasure may evenly fa-
cilitate sensorimotor (learning) processes.

37.3 Social Interaction
Music-based interaction systems often function within
a social context. Music is indeed a particularly powerful
medium that brings people together, as it invites peo-
ple to dance or to produce music together. Accordingly,
music provides an excellent platform to express, share,
and understand other people’s emotions in a direct,
nonverbal way. Research suggests that understanding
the feelings and emotions of others (i. e., empathy) is,
at least partly, an action-based process modulated by
the human mirror neuron (HMN) system [37.38]. The
main idea is that the mere observation of another per-
son’s behavior activates (simulates) corresponding mo-
tor representations in the brain of the observer, which
facilitates psychological inference about the other per-
son’s mental state, and subsequently the person enters
in an empathic relationship. Another characteristic of
many social interactions, apart from empathy, is joint
action, a concept referring to situations where actions
are coordinated in conjunction with others in order
to reach a shared goal. These two concepts, empathy
and joint action share a common denominator in that
they both promote prosocial behavior and, by exten-
sion, may positively contribute to people’s happiness,
well-being, and health. Multiuser social music systems

are perfectly suited to stimulate communication and in-
teraction in socially situated activities [37.39, 40]. For
instance, listening to music solicits people to move in
synchrony with each other, which may reinforce em-
pathic relationships. Also, producing music engages
and challenges people to jointly coordinate their ac-
tions in order to realize a particular musical (expressive)
outcome [37.41–43]. Thereby, new technologies offer
a wide range of opportunities to reinforce these interac-
tions. For instance, motion capture technologies enable
a transfer of body movements into multisensory repre-
sentations, which may help people to align rhythmical
body movements (visual, auditory, tactile, etc.). Digi-
tal audio signal processing technologies and (online)
music databases also offer opportunities for people to
experience a wide range of appealing auditory stimuli
(for listening and production purposes). Additionally,
online new media applications enable people to con-
nect worldwide in their shared interests. Our main point
here is to emphasize the idea that technologies serve
not only to reinforce coupled action–perception pro-
cesses and emotion-regulating processes in individuals,
but also the interactions of these processes in social con-
texts.

37.4 Monitoring, Motivation, and Alteration

The above model suggests that engagement with music,
in its broadest form, impels interactions between a wide
range of brain functions involving cognitive, sensory,
motor, and reward/emotion-related systems. The central
point of this chapter is to consider the role new tech-
nologies take in reinforcing and extending these inter-
actions, enriching people’s engagement with music, and
developing domain-general cognitive, social, and affec-
tive skills. In the following, building on the standpoint
of recent overviews of embodied theories on percep-

tion, cognition and behavior [37.44], we consider the
motor functions to be of central importance. Related to
the design of music-based interaction technologies, mo-
tor functions can be approached from different perspec-
tives. In the model that we introduce here, we consider
three main perspectives; namely, how music-based in-
teraction technologies can facilitate themonitoring,mo-
tivation, and alteration of actions and behavior [37.22].

Monitor Actions: Just as with any other type of
human behavior, the active engagement with music
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(e.g., dancing, performing) relies on an internal feed-
back mechanism that continuously monitors on-going
behavior and provides the basis for a self-reflective
psychological judgement about the appropriateness of
one’s musical behavior [37.45]. The feedback is gen-
erated in different sensory modalities (auditory, visual,
tactile, kinaesthetic, and vestibular) and informs the
degree to which musical intentions are successfully re-
alized. This relies on the prereflexive control of actions,
which is based on the combination of forward and in-
verse models: they enable a nonconscious comparison
for the prediction of an action with the perceptual in-
puts [37.46]. When the coupling between actions and
perception is experienced as matching, that is, when
the outcome of an action satisfies the anticipated re-
sults, it generates a sense of being in control and of
being the cause of altered inputs [37.47, 48]. Mediation
technologies enable quantifying and displaying aspects
of motor behavior. By externalizing internal feedback
mechanisms, i. e., translating actions into various sen-
sory information streams, they increase the perceptual
experience of one’s own body (body image) and stim-
ulate the awareness of self-generated movements. As
such, attention might be directed to previously noncon-
scious operations of the body (body schema) making it
possible to affect these operations [37.49]. This is par-
ticularly interesting as the body tends to efface itself
from conscious experience in most behavior. There-
fore, motor aspects of behavior (e.g., performance)
might disappear under the radar of bodily awareness,
including aspects that might hinder or even prevent an
intended result (e.g., a technically smooth and expres-
sive performance). Augmenting the natural monitoring
mechanism with technologies that enable the objec-
tive measurement of motor behavior and the translation
of the measurement into different kinds of feedback
might optimize the fine-tuning of action–perception
couplings, the unconscious monitoring of the body
(body schema) and, subsequently, the general move-
ment performance quality and efficiency. The use of
sound and music in sonification or auditory display sys-
tems has been shown to be of particular relevance to
improve various forms of movement behavior (for re-
views, see [37.50, 51]).

Motivate to (inter)act: Music is known for its mo-
tivational qualities in exercise and sports [37.6, 7]. The
motivational qualities of music have been attributed to
four hierarchically related factors: rhythm, musicality,
cultural impact, and association [37.7]. This aspect of

motivation is closely related to the concept of reward as
discussed earlier.

Alter actions: In many music-based interaction sys-
tems, one tries to guide movement behavior towards
specific goals. Here, we introduce two strategies that
may be applied to realize this goal. Both are informed
by fundamental knowledge of sensorimotor control pro-
cesses. These two strategies, based on synchronization
and prediction mechanisms, can be applied in a wide
range of domains where the goal is to have an impact
on people’s movement behavior (e.g., sports, musical
instrument practice, motor rehabilitation, motor retrain-
ing, interactive sonification, social interaction, etc.).

37.4.1 Spontaneous Synchronization

Humans have a natural tendency to synchronize their
movements with external rhythmical stimuli or with
the rhythmical movements of others. Research suggests
that spontaneous synchronization is a dynamical, self-
organizing principle that strives towards finding stabil-
ity (e.g., phase-locking) between people and their ex-
ternal environment [37.52–54]. This spontaneous drive
towards synchronization can be used in the design
of music-based interaction systems to steer the users’
movement behavior towards specific goals by means of
a specific presentation and/or manipulation of musical
stimuli and/or auditory feedback [37.55, 56].

37.4.2 Spontaneous Motor Adaptation

The mechanism of motor adaptation offers another
strategy on which music-based interaction systems can
capitalize. This adaptation mechanism relies on learned
sound–movement relationships, typically named inter-
nal models. Once internal models are developed, they
enable a prediction of the auditory outcome of planned
actions [37.22]. When a mismatch occurs between the
expected and the actual outcome of performed ac-
tions, these actions will be altered in order to reduce
prediction errors [37.57–63]. Sensorimotor adaptation
is exactly that: a process in which motor commands
are updated in response to altered environmental con-
ditions. Accordingly, one can take advantage of this
adaptation mechanism to guide people’s movement be-
havior, first by developing sound–gesture relationships
(through associative learning processes), and second by
a deliberate manipulation of the self-generated auditory
feedback.
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37.5 The Evaluation of Music-Based Interactive Systems
The above-described perspectives emphasize the possi-
ble benefits of music-based interaction systems. Indeed,
from a theoretical point of view, they hold promis-
ing potential. Also, a growing number of empirical
studies suggest that the realization of this potential is
feasible. However, careful consideration and adopting
a critical stance towards their design, development and
implementation are needed. Each of the presented per-
spectives conceals, equally, a potential disadvantage to
the development of the proposed aspects (e.g., learning
and reward) of technology-based musical interactions.
For example, interactive systems that focus on monitor-
ing may increase cognitive load, create dependency or
stimulate an internal focus [37.64]. Interactive systems
that focus on motivating behavior may succeed in pro-
viding experiences that are fun at first glance, but fail to
generate the desired long-term effects. By acknowledg-
ing these potential pitfalls, we believe that introducing
empirical testing and evaluating music-based interac-
tive systems is of vital importance. Indeed, there are
currently several approaches at our disposal. For ex-
ample, one of the emerging approaches for testing
and evaluating interactive music systems is to borrow
tools and techniques from human–computer interaction
(HCI), often focusing on the usability of controllers
and interfaces [37.65–67]. Another approach focuses on
measuring (video observation, questionnaires) the qual-
ity of the subjective experience while engaging with an
interactive music system (e.g., [37.68, 69]).

However, empirical studies are scarce and of-
ten encounter problems of methodological robustness.
For example, with regard to sonification, Dubus and
Bresin [37.50] state that a proper evaluation of map-
pings is performed only in a marginal proportion of
publications. Collins and d’Escriván [37.70] observed
that the evaluation of IMSs has often been inadequately

covered in reports. With regard to educational interac-
tive systems, Nijs and Leman [37.64] argue that studies
are often based on one-time experiences, a limited num-
ber of participants and a lack of statistical analysis to
support the findings.

In our view, the presented conceptual model pro-
vides a framework for the development of adequate
evaluation methods and robust experimental designs
based on qualitative and quantitative measurement. Our
work suggests that the development of interactive mu-
sic systems needs to appeal to the cognitive architecture
encompassing the basic mechanisms (e.g., reward, pre-
diction) that underlie musical interaction. As such, the
evaluation of interactive music systems can probe the
degree to which aspects of the system (e.g., feedback,
controller) intervene with these basic mechanisms. For
example, concerning the use of visual feedback, evalu-
ative methods can be developed in order to determine
how different kinds of visual feedback (e.g., concurrent
versus terminal, actual versus modified, static versus
dynamic) affect prediction mechanisms and, conse-
quently, the reward system. Concerning the use of dif-
ferent movement sensing controllers, evaluation meth-
ods can be developed that probe qualitative changes in
the use of the body while performing.

Evidently, the development of technology evalua-
tion methods work in tandem with the development
of methods used to evaluate aspects of musical inter-
action such as musical understanding (e.g., structure,
harmonic progression) and creativeness.

To conclude, the empirical testing and evaluation of
interactive systems is in need of an elaborated frame-
work that would form the basis upon which the con-
struction of robust empirical designs can be set. We
believe the presented model illustrated here serves as
the basis for such a framework.

37.6 Some Case Studies of Applications and Supporting Research

The following provides two examples of music-based
interaction applications to illustrate some of the key as-
sets of the introduced conceptual model.

37.6.1 Music Paint Machine

The Music Paint Machine (MPM) is an educational
technology that allows a musician to create a digi-
tal painting by playing music while making various
movements on a colored pressure-sensitive mat [37.69,
71] (Fig. 37.2).

The overall objective of the MPM is to support in-
strumental music learning and teaching by assisting the
development of (1) musical creativity, (2) an embodied
understanding of music, and (3) an optimal relation-
ship between musician and musical instrument [37.72].
Interaction with the MPM is based on the real-time
monitoring of a player’s music and movement, and
on translating extracted sound and movement param-
eters into a clear, visual representation. In this way, the
MPM intervenes in the player’s action–perception loop
by complementing the naturalmultisensory monitoring
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Fig. 37.2 The Music Paint Machine

of one’s music playing with immediate (real-time) and
unambiguous (based on objective measurement) visual
feedback. Through the repeated multimodal experi-
ences in which the visualization provides concurrent
feedback on sound and movement, the sensorimotor
couplings that occur during the initial trial and er-
ror experiences are gradually refined and consolidated
into the mental schemas that realize the tight action
perception couplings that underlie the interaction with
the system (and the musical instrument). These mental
schemas are composed of forward and inverse mod-
els [37.73]. Due to the tailor-made composition of the
MPM’s software (e.g., mapping, backgrounds), differ-
ent activities can be designed in order to shape the
development of these internal models [37.64]. For ex-
ample, to train an inverse model, the system can provide
learners with a target painting (e.g., a straight line that
increases in stroke size). The learner then copies this
while playing the instrument. Learners are then chal-
lenged to imagine the musical goal (play a long note
with crescendo) and this would be shown in the model
painting. To generate the appropriate motor command
(e.g., blow harder) would be realized in the associ-
ated sensory outcome that would imitate the model. To
train forward models, learners can be asked to perform
specific tasks (e.g., play one note louder, increasing
in volume), and the painting would provide informa-
tion on the sound produced. Here the actual outcome
(e.g., a somewhat curved line with increasing stroke
size) might not concur with the expected outcome (e.g.,
a straight line with increasing stroke size), which will
thus urge the player to adjust their motor commands
(e.g., better breath support) in the next trial. Gradu-
ally, the learner will be able to predict the sensory
outcome that follows a certain motor command with
greater ease. Moreover, placing a visual representation
of the desired and the actual outcome side by side on the
screen can facilitate the interaction between the part-
nership of teacher and learner. Importantly, the MPM’s

visualization of music and movement goes beyond the
mere provision of visual feedback. It invites users to
creatively use music and movement in order to obtain
a personalized outcome: namely, the digital painting.
Accordingly, it allows a musician to reach out and en-
gage with a new realm of experience, constituted by the
combination of music, movement and visuals, and to
discover novel ways of music making. It allows play-
ers to deliberately manipulate the self-generated visual
feedback and, reinforced by straightforward mapping,
stimulates implicit learning (because the focus is on
the painting of auditory–motor couplings). Therefore,
besides appealing to the motor adaptation mechanism
to consciously guide music playing, the MPM may
also enable a more accurate spontaneous motor adap-
tation of pre-established goals and artistic intentions.
Furthermore, engaging with the system appeals to the
human reward system. Next to supporting prediction
mechanisms (based on the real-time visual feedback),
the system could possibly facilitate the occurrence
of an optimally pleasurable experience (flow experi-
ence, feeling of presence [37.69, 71]). Flow experience,
which is a highly intrinsically rewarding state [37.74],
has previously been related (mainly from a theoreti-
cal point of view) to the release of dopamine in the
brain [37.75]. The MPM facilitates a broad range of ac-
tivities (e.g., challenging games, creative painting) that
foster surprise (Hé, did you see that, I painted a . . . )
and injects added novelty into playing music, while
at the same time, error prediction mechanisms are
activated due to the system’s mapping strategies. To
conclude, the MPM has the potential to monitor, to
motivate and to alter musicians’ actions while play-
ing a musical instrument. We believe this approach
positively contributes to the development of genuine
musicianship.

37.6.2 D-Jogger

D-Jogger is a technology that facilitates the synchro-
nization of human movement to music [37.55, 56]. It
is an example of a system that interrupts the human
action–perception cycle (Fig. 37.3). It functions by
spontaneously changing human activity at a subliminal
(nonconscious) level. The technology has been devel-
oped primarily for walking and running applications,
but it can also be coupled with biological rhythms, such
as breathing and heart rate.

The overall objective of D-Jogger is to manipulate
the tempo and phase of music such that it becomes
possible to walk or run in synchrony with the beat of
the music. D-Jogger can be understood as a technology
that aligns two coupled rhythms: a musical rhythm with
a movement rhythm (or a gait pattern). This alignment
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A. wireless motion sensors

F. wireless music feedback

Person-machine
interaction loop

Fig. 37.3 Smart music player: person–
machine interaction loop and the main
components involved

is based on the timing of two salient moments of these
rhythms: the musical beat and the footfall (i. e., the mo-
ment when the foot hits the ground). D-Jogger does
this by monitoring the movement rhythm, using sensors
(such as accelerometers or gyroscopes) that measure the
timing of the gait pattern. Once the tempo is found, it
looks for music which comes as close as possible to the
tempo. Then it adapts the music tempo (by a stretching
technique known as phase-vocoder) altering the music
to match the gait tempo. The next step is then an ad-
justment of the phase such that beat and footfall can be
precisely predicted.

D-Jogger intervenes in the human action–percep-
tion system, in particular with the internal models that
predict the (perceptual) arrival of the musical beat, and
thus the proper gait patterns are activated to allow for

a match of the footfall with the beat. D-Jogger offers
several options to control this match. One of the op-
tions is to ensure that the song starts in the same tempo
as the tempo of the gait pattern, irrespective of whether
the beat starts at the same moment of the footfall. For
example, the music can have the same tempo of the gait,
but the beat may not match the footfall. In that case it
is likely that the human movement rhythm will be en-
trained and automatically adjust itself to match the beat.
Apparently, internal forward models adjust the phase
of the human movement rhythm at a subliminal level,
which is an example of spontaneous motor adaptation.
Interaction with D-Jogger has a strong rewarding ef-
fect because it facilitates synchronization. Being able
to synchronize gives a feeling of control and satisfac-
tion that is energizing and empowering.

37.7 Conclusion

Music is ubiquitous in people’s daily lives. The accessi-
bility of music and music services has grown exponen-
tially in the past few years, and makes up an important
part of a popular lifestyle. Music is a powerful medium
because interaction with music taps into various cogni-
tive, sensory, motor, and emotion regulation processes,
and can lead to social interactions. In this chapter,
we discussed the role that new electronic and digital
technologies could play in reinforcing music-based in-
teractions. In so doing, we have introduced a conceptual
model that provides a framework upon which a vast
number of music-based applications have already been
developed, as well as offering a guide for future de-
velopments in this domain. The crux of the model is
the idea that technologies function as extensions of the
natural cognitive, perceptual, physical, physiological,
and social dispositions and capabilities of human be-

ings. Thus, technologies profoundly change and enrich
people’s experiences and interactions with their sensory
and social environment, and help to develop people’s
social, cognitive, motor, and affective skills. The central
mechanism in which music technologies can intervene
is the coupled action–perception loop that is central
to how people engage in a manifold of musical ac-
tivities, such as music performance, music listening,
and dance. In all of these activities, motor control and
behavior, and sensory information processing become
reciprocally linked. Further, we have discussed how this
action–perception loop, and in particular the role of
music-based interaction systems therein, further links to
physiological processes related to reward, and to social
communication and interaction. Following embodied
theories on perception, cognition and behavior, we em-
phasized the role of the human body, and its actions, in
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the design of music-based interaction systems. In that
context, we have outlined three important perspectives
that music-based systems may consider; monitoring ac-
tions, motivating actions, and altering actions. The last
perspective is especially innovative, and it would be
interesting to further explore this perspective in, for
example, the context of interactive sonification sys-
tems.

This chapter was not intended as an overview of
existing music-based technologies. Given the colossal
number of realizations, this would be an impossible en-
deavor. Rather, we wanted to introduce a theoretical and
conceptual perspective on the design of music-based
interaction systems. Thus, we discussed some key con-

cepts that could frame previous realizations, but more
importantly, we hope that they can guide future devel-
opments in the field. Our discussion made clear that the
design of music-based interaction systems is a highly
complex task, as it incorporates knowledge and draws
on expertise from several fields of practice and re-
search. Alongside the engineering aspect, the design of
music-based interaction systems must be informed by
fundamental research on psychological, physiological,
and social mechanisms, and incorporate viable educa-
tional methods. Therefore, the development of music
technologies should ideally be realized in close col-
laboration with the sciences, the arts, and educational
practices.
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38. Methods for Studying Music-Related Body Motion

Alexander Refsum Jensenius

This chapter presents an overviewof somemethod-
ological approaches and technologies that can be
used in the study of music-related body motion.
The aim is not to cover all possible approaches, but
rather to highlight some of the ones that are more
relevant fromamusicological point of view. This in-
cludes methods for video-based and sensor-based
motion analyses, both qualitative and quantita-
tive. It also includes discussions of the strengths
and weaknesses of the different methods, and
reflections on how the methods can be used in
connection to other data in question, such as phys-
iological or neurological data, symbolic notation,
sound recordings and contextual data.
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38.1 Some Key Challenges

The last decades have seen a rapid growth of inter-
est in studying music-related body motion, that is, all
types of human motion that appear in a musical con-
text [38.1–4]. This includes the motion carried out by
performers, such as musicians, conductors and dancers,
and the motion of perceivers, such as that of audi-
ence members during concerts, people dancing at clubs,
or people’s spontaneous motion to music in everyday
life. As such, music-related motion is a functionally
diverse category, ranging from describing purely in-
strumental motion (such as hitting a piano key with
a finger) to purely communicative motion (such as
gesticulating in the air with the arms). Furthermore,
music-related motion may occur in any type of loca-
tion, for example in a concert hall, at home, or in the
street.

The challenge for musicologists interested in study-
ing motion as part of their empirical material is to
choose methods that allow for studying such motion
in a systematic manner. However, before deciding on

a methodological approach, it is important to properly
evaluate the content and context in which the motion is
to be studied. Some questions to consider are:

� Aim: why is music-related motion interesting in this
study? What kind of interaction is planned (sound–
human, human–sound, human–human)?� Subjects: how many subjects will be studied? What
is their demography (gender, age, music/motor abil-
ities) and personal context (familiar/unfamiliar with
the task)? Will they move individually or in groups?
What is the social context of the study?� Motion: what type of motion is expected, and in
which parts of the body? Are they large or small?
Are they slow or fast? Will the subjects be station-
ary, or will they move about? Is it necessary to find
the absolute position in space, or is relative motion
information (such as acceleration) sufficient?� Environment: will the study be carried out in a con-
trolled environment (such as a lab) or in an eco-

© Springer-Verlag GmbH Germany 2018
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logical setting (such as a concert hall)? Is power
available? How much time is there to set up equip-
ment? What are the lighting conditions?� Artifacts: will there be any instruments, tools or
other types of technologies used in the setup, and
how will they be captured and synchronized?� Audio: what type of sound recording is needed?
How many channels?What sampling frequency and
bit rate? What is the necessary level of synchroniza-
tion between motion and sound data?� Video: what type of video recording is needed?
How many cameras? What resolution and frame
rate?� Data handling: how will the different types of data
be synchronized? What software and data formats
will be used? What type of storage, backup, and
sharing solutions are planned?� Analysis: what type of analysis is planned? What
types of visualizations are needed? What types of
features will be extracted?

When it comes to the latter – analysis – there are
numerous approaches to choose from, but they can be
broadly categorized into two main categories:

� Descriptive analysis: the motion is described
through kinematics (such as velocity or accelera-
tion), spatial features (such as size and position in
the room) or temporal features (such as frequency).� Functional analysis: themotion is described through
functional properties, such as whether the ac-
tions are sound-producing or sound-accompanying
(see [38.5] for an overview of functional cate-
gories).

The former may often be associated with quantita-
tive analysis approaches, such as using statistical meth-
ods on numerical data, while the latter may be based on
qualitative analysis approaches. In most cases, however,
one would typically need to carry out both descriptive
and functional analyses, and utilize both qualitative and
quantitative methods. As such, the methods should be
seen as complimentary rather than competing.

This chapter will not focus on the analytical meth-
ods per se, but rather on methods that prepare the
ground for such analyses to be carried out. We will
begin by presenting a few methods for qualitative mo-
tion analysis, before moving to some quantitative ap-
proaches.

38.2 Qualitative Motion Analysis

There exist numerous systems for systematic notation,
analysis and exploration of body motion from a qual-
itative and observational point of view, including the
Alexander technique [38.6], Rolfing [38.7], expressive
motion [38.8], Dalcroze [38.9] and Benesh [38.10].
Several of these systems were developed in parallel
to, or influenced by, the work of Rudolf Laban (1879–
1954). Here we will lookmore closely at two of Laban’s
methods: Labanotation and Laban Movement Analysis
(LMA).

38.2.1 Labanotation

Rudolf Laban worked as a dancer and choreographer
before he became interested in the description and
analysis of human motion at large, with the aim of de-
veloping a universal system for motion analysis. For
that reason he spent time studying all sorts of human
motion, including that of factory workers. In 1928 he
presented a system called Schrifttanz [38.11], a method
for the notation of motion as symbols along a vertical
axis. This system was later to become Labanotation.

When writing a motion score through Labanotation,
it is common to start with a description of motifs. These
motifs are reduced versions of a full score, and they

provide a rapid approach to writing down the main el-
ements of a motion sequence. This first sketch is later
used to write a more detailed Labanotation based on
a structured set of symbols allowing for the notation of
any type of motion of any body part. Figure 38.1 shows
examples of Labanotation, with time running vertically,
from bottom to top. The vertical line in the center of
each notation system marks the center of the body, and

a) b) c)

Fig. 38.1a–c Three short motion sequences written in La-
banotation, with time running vertically from bottom to
top: (a) normal walking forwards with right and left feet;
(b) right and left feet moving forwards on their toes, fol-
lowed by walking backwards; (c) right side of the body
moves forwards and then to the right, followed by the left
side of the body leaning forwards and then to the left
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motion is notated through symbols on the left and right
sides of the center line. Each of the body parts has their
own symbol, and the duration of motion and position
are given through different types of symbols inside the
shapes of the body parts.

Although not very widespread, Labanotation is still
in active use today, particularly in larger ballet and
dance companies. There are also examples of the schol-
arly use of Labanotation, with an increasing interest
from researchers within human–computer interaction
and machine-assisted motion analysis [38.12]. How-
ever, the complexity of the system means that very few
people really master Labanotation at a level with which
they can read and write scores fluently. So, as opposed
to music notation, which one can easily assume that
most musicians and music researchers master well, it is
hard to find people that can comfortably read and write
Labanotation outside specialized circles.

38.2.2 Laban Movement Analysis

The theoretical basis for the Labanotation system was
developed within a framework that has later been called
Laban Movement Analysis (LMA). Even though La-
banotation and LMA coexist, they can be used inde-
pendently of each other. In fact, the LMA has received

more widespread usage than Labanotation, also within
the study of music.

As opposed to Labanotation’s focus on writing mo-
tion structures in time, the LMA system is based on
describing motion qualities. Fundamental to using the
LMA is that the analysis should always start from the
observer’s point of view, and by asking the question
how does this motion feel from my own body? [38.13].
As such, the LMA is by default subjective, even though
it aims at being a general method for the observation of
motion.

The LMA system is based on four main cate-
gories: body, space, shape and effort, each of which are
subdivided into categories describing different motion
qualities, such as outlined in Fig. 38.2. In this context
we will mainly focus on one of the four main categories,
the effort element [38.14], which has proven to be par-
ticularly relevant for musicological studies.

The effort category can be further divided into four
subcategories, each with a descriptive axis:

� Space (direct–indirect). Space describes how one
moves through the physical space, and how one re-
lates to the body’s kinesphere, the maximal volume
we can reach around our body when standing fixed
on the floor.
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� Time (quick–sustained). Time is used to describe
the rhythmic character of motion. Laban was con-
cerned that time and rhythm should not be split. We
experience rhythmical patterns all the time, and we
have our own bodily rhythms defined by our pulse
and breathing.� Weight (strong–light). Weight is related to gravity,
and the fact that we need to use muscular activ-
ity to work against gravity when moving upwards.
We also use gravity to help us when moving down-
wards, and it is this constant interplay between our
body and the Earth’s gravitational pull that help
shape our motion.

� Flow (bound–free). Flow describes how motion
unfolds in time and space. Free-flow motion is
both relaxed and continuous at the same time,
while bound flow is when the motion is hin-
dered.

Even though the four effort parameters are but
one small part of the full LMA system, they have
been used separately in several musicological stud-
ies, including sound–motion correlations in free dance
to music [38.15], the phrasing motion of clar-
inetists [38.16], and relationships between music, emo-
tion and dance [38.17].

38.3 Video-Based Analyses

If thinking about an axis from purely qualitative meth-
ods to purely quantitative, video-based analyses can be
argued to cover quite a large part of the axis. For exam-
ple, having a video recording that can be played back
multiple times, and at various speeds, is very useful for
carrying out LMA analysis. And, as we shall see in the
next section, even a regular video recording can be used
to extract meaningful quantitative motion data. Further-
more, it is also common to use video recordings as
a reference when recording motion with sensor-based
motion tracking technologies. In such cases, the video
recording can be used to help the qualitative interpreta-
tion of numerical results.

For many applications, a regular video recording is
often the easiest, fastest and cheapest solution to start
working systematically with the study of music-related
motion. Nowadays, everyone has access to high quality
video cameras even in their mobile phones, and the cost
of professional-quality video cameras is also within the
reach for many. The main challenge for musicologists,
then, is to record the video in a manner suitable for later
analysis.

38.3.1 Recording Video for Analysis

One thing to bear in mind is that a video recording
meant for analytical purposes is quite different from
a video recording shot for documentary or artistic pur-
poses. The latter type of video is usually based on the
idea of creating an aesthetically pleasing result, which
often includes continuous variation in the shots through
changes in the lighting, background, zooming, panning,
etc. A video recording for analysis, on the other hand,
is quite the opposite: it is best to record it in a con-
trolled studio or lab setting with as few camera changes
as possible. This is to ensure that it is the content of the

recording, that is, the human motion, which is in focus,
not the motion of the camera or the environment.

Even though a controlled recording environment
may be the best choice from a purely scientific point
of view, it is possible to obtain useful recordings for an-
alytical purposes also out in the field. This, however,
requires some planning and attention to detail. Here are
a few things to consider:

� Foreground/background: place the subject in front
of a background that is as plain as possible, so it
is possible to easily discern between the important
and nonimportant elements in the image. For com-
puter vision recordings it is particularly important to
avoid backgrounds with moving objects, since these
may influence the analysis.� Lighting: avoid changing lights, as they will influ-
ence the final video. In dark locations, or if the
lights are changing rapidly (such as in a disco or
club concert), it may be worth recording with an in-
frared camera. Some consumer cameras come with
a night mode that serves the same purpose. Even
though the visual result of such recordings may be
aesthetically unsatisfactory, they can still work well
for computer-based motion analysis.� Camera placement: place the camera on a tripod,
and avoid moving the camera while recording. Both
panning and zooming makes it more difficult to an-
alyze the content of the recordings later. If both
overview images and close-ups are needed, it is bet-
ter to use two (or more) cameras to capture different
parts of the scene in question.� Image quality: it is always best to record at the high-
est possible spatial (number of pixels), temporal
(frames per second) and compression (format and
ratio) settings the camera allows for. However, the



Methods for Studying Music-Related Body Motion 38.3 Video-Based Analyses 809
Part

E
|38.3

Frame 2 Frame 1 Motion
image 

– =

Fig. 38.3 A motion image is created by subtracting subsequent frames in a video file (Frame (2) minus Frame (1))

Fig. 38.4 Individual motion history
images of 14 separate percussion
strokes allow for studying stroke
heights and patterns. The images have
been made by adding a motion history
image on top of a picture of the scene,
thus showing both motion features
and the contextual information

most important is to find a balance between image
quality, file size and processing time.

As mentioned earlier, a video recording can be used
as the starting point for both qualitative and quantita-
tive analysis. We will here look at a couple of different
possibilities, moving from more qualitative visualiza-
tion methods to advanced motion capture techniques.

38.3.2 Video Visualization

Videos can be watched as they are, but they can also be
used to develop new visualizations to be used for anal-
ysis. The aim of creating such alternate displays from
video recordings is to uncover features, structures and
similarities within the material itself, and in relation to,
for example, score material. Three useful visualization
techniques here are motion images, motion history im-
ages and motiongrams.

Motion Images
One of the most common techniques when working
with motion analysis from video files is to create a mo-
tion image by calculating the absolute pixel difference

between subsequent frames in the video file (Fig. 38.3).
The end result is an image where only the pixels that
have changed between the frames are displayed. This
can be interesting in itself, but motion images are also
the starting point for many other video visualization and
analysis techniques.

Motion History Images
Motion images only display the motion happening be-
tween two frames in a video file, but often it is desirable
to visualize motion over a period of time, say a few
seconds. This can be done through motion history
images that display the temporal development of a mo-
tion sequence. There are numerous ways of creating
such displays [38.18], but many of the most common
techniques are based on adding several motion image
frames together. The usefulness of motion history im-
ages depends on carefully selecting a time window that
fits the content of the motion, as can be seen in the ex-
amples of percussion strokes in Fig. 38.4.

Motion history images have been used in various
types of music analysis, such as in the study of music
and dance [38.19], and are also often to be seen in visual
arts and creative practice.
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and a motiongram of a three-minute
free-dance sequence to music make
it possible to study both spatial and
temporal features of a performance in
connection to the spectrogram of the
audio
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Fig. 38.6 A plot of the quantity of motion for a five-
minute long dance sequence. The gray line is a plot of the
tracked data, and the black line is a filtered version of the
same dataset

Motiongrams
While a motion history image may reveal informa-
tion about the spatial aspects of a motion sequence
over a fairly short period of time, it is possible to use
a motiongram to display longer sequences [38.20]. Fig-
ure 38.5 shows a motiongram created from a dance
improvisation recording, and this display is created by
plotting the normalized mean values of the rows of
a series of motion images. The motiongram makes it
possible to see both the location and quantity of motion
of a video sequence over time, and is thus an efficient
way of visualizing longer motion sequences.

A motiongram is only a reduced display of a series
of motion images, with no analysis being done. It might
help to think of the motiongram as a display of a col-
lapsed series of pictures, or stripes, where each stripe
summaries the content of a whole motion image.

Depending on the frame rate of the video file, mo-
tiongrams can be created from recordings as short as
a few seconds to several hours. For short recordings it is

Centre
of body

Centre
of motion

Area of
body

Area of
motion

Fig. 38.7 Illustrations of the area and centroid of body and
motion

possible to follow detailed parts of a body, particularly
if there are relevant colors in the image, while motion-
grams of longer recordings will mainly reveal larger
sections of motion. Motiongrams work well together
with audio spectrograms and other types of temporal
displays such as graphs of motion or sound features.

38.3.3 Computer Vision

The broad field of computer vision (CV) is concerned
with extracting useful information from video record-
ings. There is a lot of progress in the field, as summa-
rized in [38.21–23], and we will here only look at a few
possible methods.

Some basic motion features that are commonly used
in music research are derived directly from the motion
image. Since the motion image only shows pixels that
have changed between the two last frames in a video
sequence, the sum of the values of all these individual
pixels will give an estimate of the quantity of motion



Methods for Studying Music-Related Body Motion 38.3 Video-Based Analyses 811
Part

E
|38.3

(QoM). Calculating the QoM for each frame will give
a numeric series that can be plotted and used as an in-
dicator of the activity, such as illustrated in the graph of
a dance sequence in Fig. 38.6. Here it is possible to see
where the dancer moved or stood still.

The centroid of motion (CoM) and area of mo-
tion (AoM) are other basic features that can easily be
extracted from a motion image, and the differences be-
tween them are illustrated in Fig. 38.7. The CoM and
AoM features can be used to illustrate where in an
image the motion occurs as well as the spatial displace-
ment of motion over time.

The field of computer vision has diverged into
a number of different directions over the years. Most
notably, there are now numerous methods available for
tracking bodies and body parts in space, many of which
are also being used in music interaction and analysis
through tools such as EyesWeb [38.24], GEM for Pure-
Data [38.25] and Jitter for Max [38.26]. In addition to
using regular video cameras for such analyses, there are
several different types of specialized cameras that are
made particularly for computer vision methods, includ-
ing:

� Infrared cameras capturing only light in the infrared
(nonvisible) range. Such cameras can be very use-
ful in musical applications, since they work well
also in dark spaces (such as a concert hall) or in
locations with changing lights (for example club or
stage lights).� Time-of-flight cameras emitting a modulated acous-
tic signal and receiving the reflected signal from
which it is possible to measure the time it took for
the signal to return to the camera.� Stereo cameras employing the same strategy as hu-
man vision, using two cameras next to each other
(like our eyes), and then using the differences be-
tween the two images to estimate motion and rota-
tion.

There are also examples of the combination of these
three capturing methods, as well as the use of multiple
cameras around the capture space. By combining mul-
tiple cameras distributed in space it is possible to create
true three-dimensional recordings. This can now be
done without markers on the body [38.27], but still the
state-of-the-art when it comes to camera-based motion
tracking are the marker-based systems using infrared
cameras.

38.3.4 Infrared, Marker-Based
Motion Capture

What many people refer to as motion capture, can more
precisely be described as optical, infrared, marker-

Fig. 38.8 Setup for motion capture of pianist Christina
Kobb. In addition to the cameras placed in front, there are
also cameras placed behind the pianist to capture the mo-
tion in three dimensions

based systems. Such systems usually consist of at
least six cameras positioned around the capture space
(Fig. 38.8). Each of the cameras contains a ring of in-
frared light sources, and this infrared light is reflected
on small markers and captured by the cameras. The sys-
tem then calculates the exact position in space based
on triangulating all the marker positions from each in-
dividual camera. The end result is a three-dimensional
tracking of the markers in space, often captured at high
speeds (more than 100Hz) and at a high spatial resolu-
tion (in the range of millimeters). The captured points
can be visualized directly or used as the basis for further
analysis.

An advantage of marker-based motion capture sys-
tems is that they allow for reliable tracking of the
position (and sometimes orientation) of individual body
joints. Furthermore, together with force plates and
physiological sensors such motion capture systems may
provide very precise and accurate data about the kine-
matics and kinetics of human motion.

There are, however, also some drawbacks of in-
frared, marker-based motion capture systems. The price
tag is one, although such systems have become more
affordable in recent years. More problematic from
a user’s perspective are the constraints enforced by the
need of a controlled recording environment. Also, even
though the markers used in such systems are small and
lightweight, a recording session necessarily feels some-
what unnatural for the subjects. So when deciding on
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whether to use such a system for a study, it is important
to weigh the benefits of a high-quality motion recording

against the obvious limitations of such an unecological
setup.

38.4 Sensor-Based Motion Capture

Sensor-based systems are very different technologically
to the camera-based solutions mentioned above. One
main difference is that sensor systems are often mod-
ular, allowing for more flexibility when it comes to the
types and numbers of sensors being connected to a sen-
sor interface.

38.4.1 Sensor Interfaces

The sensor interface is the unit that digitizes the electri-
cal signals coming from the sensors through an analog-
to-digital converter (ADC), and which also contains the
electronics needed for recording and/or connecting to
a computer.Many sensors are analog and therefore have
a theoretically infinite resolution, so the sensor interface
is often the limiting factor of a digital sensor-based sys-
tem. It is therefore important to choose a suitable sensor
interface for the task [38.28], and some elements to con-
sider are:

� Sampling rate: the speed at which the sensors are
read, often ranging from a few to several thousands
of samples per second.� Bit rate: the resolution of each recorded sample, of-
ten ranging from 7-bit (like MIDI) to 10-bit or even
higher.� Connectivity: whether the interface is cabled or
wireless, and the types of wired (USB, ethernet,
etc.) or wireless (Wi-Fi, Bluetooth, etc.) connection
being used.� Power: whether the system needs external power or
can run on batteries.� Expandability: how many sensors that can be con-
nected at the same time, and with what types of
connectors.� Size: anything from the smallest imaginable to
fairly large-scale devices, typically dependent on all
of the above together with the price.

Fortunately, sensor interfaces are constantly becom-
ing smaller, faster, cheaper and more reliable, so there
are numerous solutions to choose from, both ready-
made and modular systems [38.28].

When it comes to the sensors themselves, there are
many ways of classifying and evaluating these [38.29–
32]. The presentation below follows the classification
of tracking technologies used by Bishop et al. [38.33],
in which the different systems are sorted according to

the physical medium of the technology: acoustic, me-
chanical, magnetic, inertial and electrical.

38.4.2 Acoustic Tracking

Motion capture systems based on acoustic sensing use
the principle of time-of-flight mentioned above, which
measures the round-trip an acoustic signal takes from
being transmitted, reflected on an object and received
back at the sensor. In the same way as for infrared,
marker-based systems, it is necessary to have multi-
ple transmitter/receiver pairs to be able to estimate the
three-dimensional position of an object through trian-
gulation of the individual points.

Acoustic sensor systems usually work in the ultra-
sonic range, and can therefore be used unobtrusively
for music-related applications. A challenge, however, is
that such systems are often less accurate and precise for
the spatial range of music-related motion. Thus acoustic
tracking has received relatively little attention in music
research, although there are some examples of its appli-
cation in new electronic instruments [38.34, 35].

There are also some examples of the use of audible
sound for motion tracking. One example is the walking
experiment presented in [38.36], in which microphones
were placed in the socks of participants, and periodic-
ity peaks from the waveforms’ amplitudes were used to
measure the frequency of walking in relation to music.

38.4.3 Mechanical Tracking

Mechanical tracking systems are based on measuring
angles, distances or forces, using potentiometers or sen-
sors measuring flexing, stretching or force (Fig. 38.9).
One advantage with mechanical tracking is that the sen-
sors can easily be added to or embedded in suits, shoes
and gloves, thus allowing for fairly unobtrusive tracking
of body motion. Due to this versatility, mechanical sys-
tems have been popular for a lot of music applications,
both for analysis and particularly for various types of
electronic instruments and in interactive performance
systems [38.37].

38.4.4 Magnetic Sensors

Motion capture systems using magnetic sensing are
based on the idea of measuring disturbances in the mag-
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Fig. 38.9 Examples of small and large force and bend sen-
sors (left) and a custom-built glove with similar sensors
built in (right)

netic field around the sensor. The perhaps simplest and
cheapest of such sensors, magnetometers, are similar to
a compass and measure the direction and strength of the
Earth’s magnetic field. Magnetometers are widely used
in combination with inertial sensors (Sect. 38.4.5).

Active magnetic systems, on the other hand, are
based on setting up a magnetic field around an electro-
magnetic source. Then one or more sensors can be used
to measure the position of an object through sensing the
induced electric current at a point in space (Fig. 38.10).

One advantage with magnetic tracking is that such
systems can often track the three-dimensional orienta-
tion of an object (with each of the rotation axes often
being referred to as yaw, pitch and roll) in addition
to the three-dimensional position (with the axes being
called X, Y, Z). Furthermore, magnetic tracking is gen-
erally quite accurate and precise, and allows for high
sampling rates. Since such systems are cable-based,
there are no problems related to occlusion of markers
such as for camera-based systems.

Having to deal with cables is also one of the main
negative aspects of magnetic systems, since the ca-
bles severely limit the physical range of the tracking.
The perhaps biggest challenge, still, is that the systems
are suspect to interference from ferromagnetic objects
within the magnetic field [38.38]. This can be highly
problematic in a musical context, since many musical
instruments, including pianos, are constructed fully or
partly with metal components.

Magnetic sensing has been used for a number of
musical applications, both performance [38.39–41] and
analysis [38.42–44]. However, with advancements in
other tracking types, and particularly that of optical sys-
tems, the use of magnetic sensing has been in decline in
recent years.

38.4.5 Inertial Sensors

Besides camera-based systems, inertial sensing is cur-
rently one of the most popular types of motion tracking.

Fig. 38.10 One six-dimensional sensor (held in the hand)
and the electromagnetic transmitter (on table) from a Pol-
hemus Liberty magnetic tracking system. The image on the
screen displays the position and orientation of the object in
real time

The two main types of inertial sensors are accelerome-
ters and gyroscopes, and both of these sensor types are
based on measuring the displacement of a small proof
mass inside the sensor. Accelerometers measure the po-
sitional displacement of an object, while gyroscopes
the rotational. By combining three accelerometers and
three gyroscopes it is possible to capture both three-
dimensional position and three-dimensional rotation in
one sensor unit.

One of the most compelling features of inertial
sensors is that they rely on physical laws (grav-
ity), which are not affected by external factors such
as ferromagnetic objects or lighting. Since they do
not contain any transmitters (like infrared cameras
and acoustic and magnetic sensors) they can also
be embedded in very small and self-contained units
(Fig. 38.11), with low power consumption, and high
sampling rates. These are probably some of the rea-
sons why inertial sensors are now becoming in-
tegrated in a lot of technologies, further driving
down the cost of single units and securing even
broader integration in all sorts of electronic de-
vices.

The downside to inertial sensing is that accelerom-
eters do not measure the position of objects, but rather
the rate of change of the objects. It is possible to es-
timate the position through integration, and, combined
with the data from gyroscopes and magnetometers, this
can lead to satisfactory results [38.45]. However, while
the relative position estimates may be good, such po-
sition data often suffer from a considerable amount
of drift [38.46]. One way to overcome some of the
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Fig. 38.11 Different types of home-
made and commercial inertial sensing
systems

Fig. 38.12 Yago de Quay performing with the Xsens MVN
suit in Oslo, Norway (after [38.48])

drift problems is by combining inertial sensors with
one or more of the other sensing solutions mentioned
above [38.47]. One example of this can be found in
the commercially available motion capture suits from
Xsens, that combine a number of accelerometers, gyro-
scopes and magnetometers with a kinematic model of
the body (Fig. 38.12).

38.4.6 Electrical Sensors

Sensors measuring the electrical current of biosignals
have become increasingly popular for musical applica-
tions over the last decades [38.49]. Many such sensors,
often also called physiological sensors, share the same
sensing principle but are optimized to detect different
types of biosignals:

� Electromyograms (EMGs) are used to measure
muscle activity, and are particularly effective on
the arms of musicians to pick up information about
hand and finger motion [38.50]. Figure 38.13 shows
an example of the commercially available Myo

Fig. 38.13 An example of music interaction with the com-
mercially available Myo armband, which contains eight
EMG sensors, accelerometers and gyroscopes (Photo:
Kristian Nymoen)

armband, with integrated EMG sensors, used for
musical interaction [38.51].� Electrocardiograms (ECGs) measure the electrical
pulses from the heart, and can be used to extract in-
formation about heart rate and heart rate variability.
The latter has been shown to correlate with emo-
tional state [38.52].� Galvanic skin response (GSR) refers to changes
in skin conductance, and is often used on the fin-
gers. The GSR signal is highly correlated with
emotional changes, and such sensors have been
used to some extent in music research [38.53,
54] as well as in music performance [38.49, 55].
However, the signals may not be entirely straight-
forward to interpret, and elements like sweat may
become an issue when worn for longer periods of
time.
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� Electroencephalograms (EEGs) are used to mea-
sure electrical pulses from the brain, using either
a few sensors placed on the forehead, or hats with
numerous sensors included. Due to the weak brain
signals, such sensors need to have strong amplifiers

and are therefore also subject to a lot of interfer-
ence and noise. Nevertheless, such sensors have
also been applied in both music analysis and per-
formance [38.56].

38.5 Synchronization and Storage

As mentioned in the introduction, some important chal-
lenges for music researchers working with any of the
above-mentioned motion tracking solutions are to en-
sure synchronization with other types of data and to
store the data in a structured way [38.57]. We will here
briefly look into some possible solutions to these prob-
lems.

38.5.1 Motion Data Formats and Protocols

A number of formats exist for storing motion data,
most of which were designed to solve the needs of
a specific hardware system and/or research problem.
The BRD format, for example, is used with elec-
tromagnetic trackers from Flock of Birds, while the
C3D format is used for infrared motion capture sys-
tems from Vicon [38.58]. Several formats have also
emerged for using motion capture data in animation
tools, such as the BVA and BVH formats from Bio-
vision, and the ASF and AMC formats from Acclaim,
as well as formats used by animation software, such
as the CSM format used by 3D Studio Max. There
have been several attempts at creating XML-based
(XML) standards for motion capture and animation
data, such as the Motion Capture Markup Language
(MCML) [38.59] and Multimodal Presentation Markup
Language (MPML) [38.60]. But none of these nor the
structures included in the MPEG-4 [38.61] and MPEG-
7 [38.62] formats seem to have achieved widespread
usage. Of all these, the C3D format seems to be the
one that is supported by most software, although its im-
plementation and number of features varies somewhat
between different software solutions.

Since none of the other formats available solve the
problems of music researchers, there have been sev-
eral initiatives to create new formats and standards
specifically targeted at music applications. The Ges-
ture Motion Signal (GMS) format [38.63] is a binary
format based on the Interchange File Format (IFF) stan-
dard [38.64], and was mainly developed for storing raw

motion data. The Gesture Description Interchange File
Format (GDIF) was proposed as a structure for han-
dling everything from raw motion data to higher-level
descriptors within other data formats [38.65], and has
been successfully used within namespaces for the Open
Sound Control (OSC) protocol [38.66] and as an ex-
tension to the Sound Description Interchange Format
(SDIF) [38.67]. The Performance Markup Language
(PML) was developed as an extension to the Music En-
coding Initiative (MEI) [38.68] and focused on creating
a structured approach to annotate performance data in
relation to musical notation.

All of these formats and protocols solve some prob-
lems, even though none of them have emerged as de
facto standards within the music research community.

38.5.2 Structuring Multimodal Data

Besides choosing a format for handling data, there are
numerous conceptual and practical issues to deal with
when working with music-related motion data. Differ-
ent hardware devices use different protocols, formats
and standards. They also work at different sampling
rates, bit rates, with different numbers of sensors, differ-
ent degrees of freedom, etc. Adding to this is the need to
synchronize and store such data together with other rel-
evant data, including MIDI data, audio and video files,
as well as qualitative descriptors and various layers of
analysis.

Fortunately, several software solutions have been
developed for multimodal data acquisition and anal-
ysis, including the EyesWeb platform [38.69, 70], the
MoCap Toolbox for Matlab [38.71], and various tool-
boxes for the graphical programming environment
Max [38.44, 72]. There are also initiatives for creat-
ing online repositories for multimodal data storage and
analysis, such as Repovizz [38.73]. In addition to help-
ing in structuring and storing data, such systems also
allow for carrying out collaborative and comparative
studies on the same material.
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38.6 Conclusion
In this chapter we have looked at a number of analyti-
cal approaches and technologies available for studying
music-related motion, ranging from qualitative to quan-
titative, cheap to expensive, small to large, and simple
to advanced. To simplify, we may differentiate between
two main types of technologies used for motion track-
ing:

� Camera-based systems: this includes cameras of
any sorts, recording in gray-scale, color or infrared,
and recording with or without markers on the body.� Sensor-based systems: this includes all sorts of
sensors, including acoustic, mechanical, magnetic,
inertial and electrical.

It is impossible to give one answer to what type
of method or technology to use; they all have their
strengths and weaknesses. For that reason it is impor-
tant to decide on the right analysis method for the
research question at hand. Perhaps the most decisive
factor is whether to work in a laboratory setting or in
a more ecological setting, say a concert hall, as this will
to a large extent guide which methods and tools to use.

More specialized motion capture solutions, like in-
frared, marker-based systems, electromagnetic systems
and various types of inertial sensors, often provide high

recording speeds, and high spatial accuracy and preci-
sion, but they also come with several drawbacks. Price
is one, although such systems have quickly become
more affordable. More problematic is that the person
being studied has to wear markers/sensors on the body,
something that may be both alienating to the performer
and obtrusive to the motion being performed. This is
particularly problematic when using electromagnetic
and mechanical systems with fairly large and heavy
sensors and cables. But even the lightweight, reflective
markers typically used in optical infrared systems are
noticed by performers, albeit to a lesser degree.

Perhaps the biggest challenge with the larger sys-
tems is the nonecological setting they require. Small
inertial systems, on the other hand, can be mobile, wire-
less, and more or less invisible, although the physical
sensors need to be placed on the body. So if the aim
is to study musicians in a real-world concert situation,
regular video recordings may be the only realistic solu-
tion.

Apart from selecting the right technology, however,
it is important to have a clear plan for what to record,
have a structured approach to synchronizing the record-
ings with other data and media and to store the data
using formats and protocols that maximize the poten-
tial for a diverse range of analytical approaches.
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Music has been part of human beings since the very
beginning. The opportunities for playing music, en-
joying music, searching for music, producing music,
learning music, composing music, etc. have evolved
and changed through history in parallel with the devel-
opments of new technological possibilities and human
knowledge itself.

Nowadays, digital technology has great impact on
all aspects of our lives and music is one of them. Tech-
nology can enhance music in many ways. One of the
key ways in which technology impacts music is that it
makes lots of process related to music cheaper.

This section is devoted to showing how music, and
people interacting with music in any sense, are affected
by today’s technology.

Digital technology used for music can be included
in the music information retrieval (MIR) discipline.
MIR is a truly interdisciplinary area, involving re-
searchers, developers, educators, librarians, students
and professionals from the disciplines of musicol-
ogy, cognitive science, library and information science,
computer science, electrical engineering and many oth-
ers. This diversity gives an idea of how big the influence
of music is in many aspects of life.

Specifically, in this section we will learn new ap-
proaches to finding music, new technologically driven
possibilities for music learners, how technology can
help hearing-impaired persons enjoy music, how the
music industry has changed due to technology, new
audio-signal processing approaches to better under-
stand music evolution, new interactive possibilities for
music, and how traditional music instruments can be en-
hanced to provide us with new possibilities.

Following this contextualization, a brief synopsis of
each chapter now follows.

Chapter 39: Juan Pablo Bello et al., in their chap-
ter Content-Based Methods for Knowledge Discovery
in Music, present several computational approaches
aimed at supporting knowledge discovery in music.
They combine data mining, signal processing and data
visualization techniques for the automatic analysis of
digital music collections. They show how these tech-
niques can be used to extract musically meaningful
information from audio signals in order to identify
their repetitive structures and representative patterns,
and to characterize similarities within collections. With
the help of illustrative examples, they show how these
content-based methods facilitate the development of
novel modes of access, analysis and interaction with

digital content that can empower the study and appre-
ciation of music.

Chapter 40:Marshall Chasin and Neil S. Hockley’s
chapter, entitled Hearing Aids and Musicians: Some
Theoretical and Practical Issues, focuses on the hearing
assessment of musicians as well as how to recommend
and specify the exact parameters for hearing aid am-
plification for hard-of-hearing people who either play
musical instruments or merely like to listen to music.
Music is typically listened to or played at a higher sound
level than speech and there are some spectral and tem-
poral differences between music and speech that have
implications for differing electroacoustic hearing aid
technologies for the two types of input. This involves a
discussion of some hearing aid technologies best suited
to amplifiedmusic as well as some clinical strategies for
the hearing health care professional to optimize hearing
aids for music as an input.

Chapter 41: Estefanía Cano et al. address the appli-
cation of music information retrieval (MIR) technolo-
gies in the development of music education tools in
their chapter Music Technology and Education. First,
the relationship between technology and music educa-
tion is described from a historical point of view. Then,
three MIR technologies used within a music education
context are presented: the use of pitch-informed solo
and accompaniment separation as a tool for practice
content creation, drum transcription for real-time mu-
sic practice, and guitar transcription with plucking style
and expression style detection. To conclude the chapter,
some remaining challenges that need to be addressed to
more effectively use MIR technologies in the develop-
ment of music education applications are described.

Chapter 42: Lorenzo J. Tardón et al., in their
chapter Music Learning: Automatic Music Composi-
tion and Singing Voice Assessment, focus on diverse
aspects of how technology can be used for music
learning. In this chapter, the goal is to describe a
virtual environment that partially resembles the tradi-
tional music learning process and the music teacher’s
role, allowing for a complete interactive self-learning
process. The complete chain of an interactive singing-
learning system including tools and concrete techniques
is presented. First, a set of training exercises is pro-
vided by the system and the user’s performance is
assessed, before the system provides the user with
new exercises selected or created according to the re-
sults of the evaluation. Therefore, methods for the
creation of user-adapted exercises and the automatic
evaluation of singing skill is presented, together with
techniques for the dynamic generation of musically
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meaningful singing exercises, adapted to the user’s
skill.

Chapter 43: Nadine Kroher et al., in their chap-
ter Computational Ethnomusicology: A Study of Fla-
menco and Arab-Andalusian Vocal Music, approach
flamenco and Arab-Andalusian vocal music through
the analysis of two representative pieces. They ap-
ply a hybrid methodology consisting of audio-signal
processing to describe and contrast their melodic char-
acteristics followed by musicological analysis. The use
of such computational analysis tools complements a
musicological-historical study with the aim of support-
ing the discovery and understanding of the specific
characteristics of these musical traditions and their sim-
ilarities and differences, while offering solutions to
more general music information retrieval (MIR) re-
search challenges.

Chapter 44: Alexander Lerch’s contribution is de-
voted to The Relationship Between Music Technology
and Music Industry. The music industry has changed
drastically over the last century and most of its changes
and transformations have been technology driven. Mu-
sic technology – encompassing musical instruments,
sound generators, studio equipment and software, per-
ceptual audio coding algorithms, and reproduction soft-
ware and devices – has shaped the way music is
produced, performed, distributed and consumed. This
chapter describes technological innovations and trends
in the past and their impact on musicians, listeners, and
the music industry itself.

Chapter 45: Jesús Corral García, Panos Kudu-
makis et al. present a chapter entitled Enabling In-

teractive and Interoperable Semantic Music Applica-
tions. New interactive music services have emerged,
although they currently use proprietary file formats. In
order to enable interoperability among these services,
the ISO/IEC Moving Picture Experts Group (MPEG)
issued a new standard, the so-called, MPEG-A: Interac-
tive Music Application Format (IM AF). This chapter
reviews the IM AF standard and its features and pro-
vides a detailed description of the design and imple-
mentation of an IM AF codec and its integration into
a popular open-source analysis, annotation and visual-
ization audio tool, known as Sonic Visualiser. This is
followed by a discussion highlighting the benefits of
their combined features, such as automatic chord or
melody extraction time-aligned with the song’s lyrics.
This integration provides the semantic music research
communitywith a test-bed for enabling further develop-
ment and comparison of new Sonic Visualiser plugins.

Chapter 46: George Tzanetakis and Peter Driessen,
in their chapter Digital Sensing of Musical Instru-
ments, describe hyperinstruments, which are acoustic
instruments that are augmented with digital sensors for
capturing performance information and in some cases
offering additional playing possibilities. Direct sen-
sors are integrated onto the physical instrument, which
possibly requiring modifications. Indirect sensors such
as cameras and microphones can be used to analyze
performer gestures without requiring modifications to
the instrument. Until recently, hyperinstruments were
mostly used for electroacoustic music creation but, as
stated in this chapter, they have a lot of potential in
systematic musicological applications involving music
performance analysis.
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39. Content-Based Methods
for Knowledge Discovery in Music

Juan Pablo Bello, Peter Grosche, Meinard Müller, Ron Weiss

This chapter presents several computational
approaches aimed at supporting knowledge dis-
covery in music. Our work combines data mining,
signal processing and data visualization tech-
niques for the automatic analysis of digital music
collections, with a focus on retrieving and under-
standing musical structure.

We discuss the extraction of midlevel feature
representations that convey musically meaningful
information from audio signals, and show how
such representations can be used to synchronize
different instances of a musical work and enable
new modes of music content browsing and navi-
gation. Moreover, we utilize these representations
to identify repetitive structures and representative
patterns in the signal, via self-similarity analysis
and matrix decomposition techniques that can be
made invariant to changes of local tempo and key.
We discuss how structural information can serve to
highlight relationships within music collections,
and explore the use of information visualization
tools to characterize the patterns of similarity and
dissimilarity that underpin such relationships.

With the help of illustrative examples com-
puted on a collection of recordings of Frédéric
Chopin’s Mazurkas, we aim to show how these

39.1 Music Structure Analysis .................... 824
39.2 Feature Representation . .................... 826
39.2.1 Chroma Features................................ 826
39.2.2 Feature Trajectories ............................ 826
39.3 Music Synchronization

and Navigation . ................................ 827
39.4 Self-Similarity in Music Recordings .... 829
39.4.1 Self-Similarity Revisited ..................... 829
39.4.2 Enhancing Self-Similarity Matrices ...... 830
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39.5.3 Segmentation Analysis ....................... 837
39.6 Conclusions ...................................... 838
References ................................................... 838

content-based methods can facilitate the devel-
opment of novel modes of access, analysis and
interaction with digital content that can empower
the study and appreciation of music.

The rapid and sustained growth of digital music sharing
and distribution is nothing less than astounding. A mul-
titude of digital music services provide access to tens
of millions of tracks, both legally and illegally. Such
abundance of content, coupled with the relative ease
of access and storage afforded by recent technologies,
means that music is shared and listened to more than
ever before in history.

Using computational methods to help users find
and organize music information is a widely researched
topic in industry and academia. Existing approaches
can be coarsely divided into two types: in content-
based methods the information is obtained directly

from the analysis of audio signals, scores and other
representations of the music, whereas context-based
methods are based on information surrounding the mu-
sic content, such as usage patterns, tags and structured
metadata. While a significant amount of research has
been devoted to the former strategy – see [39.1] for an
early review – the latter has been historically favored
in industrial applications such as music recommenda-
tion and playlist generation. Content-based analysis is
sometimes seen as providing too little bang for the buck,
with some observers going as far as wondering whether
it is at all necessary for the retrieval of music informa-
tion [39.2].

© Springer-Verlag GmbH Germany 2018
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Yet, we argue that there are numerous data-mining
problems for which context-based analysis is insuffi-
cient, as it tends to be low in specifics and unevenly
distributed across artists and styles. Consider for ex-
ample the issue of tracing back the original sources of
samples used in electronic or hip-hop recordings; or
of identifying the many derivations of George Gersh-
win’s I Got Rhythm in the jazz catalog; or of finding
quotations of a given Wagner motif in 20th century
modernist music; or of quantifying which movements,
artists and compositions are cited most often and are
therefore the most influential. These problems are mo-
tivated by the needs of sophisticated users such as
media producers, Foley artists, sound designers, film
and game composers, copyright lawyers, musicologists,
and professional and amateur musicians, for whommu-
sic search necessarily goes beyond the passive act of
music recommendation. We believe that the develop-
ment of robust and scalable solutions to these problems,
and many others that could be listed instead, passes
through the automated analysis of the musical con-
tent.

This chapter aims to introduce the reader to com-
putational approaches to content-based analysis of dig-
ital music recordings. More specifically, we give an
overview of a number of techniques for music struc-
ture analysis, i. e., the identification of the patterns and
relationships that govern the organization of sounds in

music, and discuss how the outcomes of this analy-
sis can facilitate data mining in music. This review is
intended for an audience interested in music search,
organization and discovery, that is not steeped in the
field of music information retrieval (MIR). Therefore
the emphasis is not on technical details, which are
published elsewhere in the literature, but on the pre-
sentation of examples and qualitative results that il-
lustrate the operation and potential of the presented
approaches.

The chapter is organized as follows: Section 39.1 fa-
miliarizes the reader with the basics of music structure
analysis, discusses the fundamental role that repeti-
tion plays in it, and introduces the corpus of music
that will be used throughout this chapter. Section 39.2
presents standard methods for music signals analysis.
Section 39.3 introduces methods for temporal align-
ment of different representations of a given musical
piece and shows how such alignments can be used to
create novel user interfaces. Section 39.4 demonstrates
how to characterize the patterns of repetition in mu-
sic via self-similarity analysis, which has numerous
applications in segmenting, organizing and visualizing
music recordings. Section 39.5 introduces a powerful
technique for structure analysis using matrix factoriza-
tion with applications in identifying representative pat-
terns and segmenting music signals. Finally, Sect. 39.6
presents our conclusions and outlook on the field.

39.1 Music Structure Analysis

The architectural structure of a musical piece, its form,
can be described in terms of a concatenation of sec-
tional units. The amount of repetition amongst these
units defines the spectrum of possible forms, ranging
from strophic pieces, where a single section is con-
tinuously repeated (as is the case for most lullabies),
to through-composed pieces, where no section ever re-
curs. While repetition is not a precondition to music, it
undeniably plays a central role (the basis of music as
an art form according to [39.3]), and is closely related
to notions of coherence, intelligibility and enjoyment
in its perception [39.4]. Indeed, some observers esti-
mate that more than 99% of music listening involves
repetition, both internal to the work and of familiar pas-
sages [39.5].

However, the notion of repetition in structural anal-
ysis is not rigid and, depending on the composition,
might include significant variations in the musical con-
tent of the repeated parts. This is even more true for
recordings featuring changes in instrumentation, or-
namentation and expressive variations of tempo and

dynamics. In other words, an exact recapitulation of the
content is not required in order for a part to be consid-
ered to be repeated. As a consequence, the analysis and
annotation of musical structure is, to a certain degree,
ambiguous [39.6, 7].

Take for example Frédéric Chopin’s Mazurka in
F major, Opus 68, No. 3, a piano work to which
we will refer throughout this chapter as M68-3. One
way to describe the structure of this piece is as:
A1A2B1B2A3T C1C2A4A5. In this description, each
letter denotes a pattern and each subscript the instance
number of a pattern’s repetition. T is a special symbol
denoting a transitional section. The four patterns are de-
picted, in score format, in Fig. 39.1.

Note that this annotation is by no means unique
and implies a number of choices. First, grouping the
music into a relatively small number of parts requires
tolerating slight variations across repetitions. For exam-
ple, pattern A presents with two alternative endings,
with the last bar of segments A1 and A4 differing
harmonically from the last bar of segments A2, A3
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a) Pattern

b) Pattern

c) Pattern

d) Pattern

Fig. 39.1a–d Mazurka Op. 68, No. 3 (M68-3) in F major

and A5. We could have chosen to break these occur-
rences into two groups, but that would ignore the high
degree of overlap that otherwise exists between them.
Second, the description avoids patterns consisting of
a small number of repeating subpatterns. For exam-
ple, T and C are considered to be two different parts
despite their strong harmonic similarities. The alterna-
tive would be to merge T C1C2 into a single pattern of
highly repetitive subpatterns. In the following sections
we will illustrate how these decisions relate to the infor-

a) M17-4

1 12

b) M24-2

13 37 61 85 109 133 157 169 193 217 241 265 289 313 3601

c) M30-2

1 25 49 73 97 121 145 169 192

97 121 145 193169 228

d) M63-3

1 25 49 73

73 97 121109 157133 18025 49 61

e) M68-3

1

Time (beats)

60 107 132 180 204 228 252 276 324

Coda

Coda

Coda

395

Fig. 39.2a–e Illustration of manually
generated structural descriptions for
five different Mazurkas

mation within the music signals, and their implications
for the proposed analyses.

Throughout this chapter we draw examples from the
Mazurka dataset, compiled by the Center for the His-
tory and Analysis of Recorded Music in London [39.8].
The set includes 2919 recorded performances of the 49
Frédéric Chopin’s Mazurkas, resulting in an average of
58 renditions per Mazurka. These recordings, featur-
ing 135 different pianists, cover a range of more than
100 years beginning in 1902 and ending in 2008. This
makes the dataset a rich and unique resource for the
analysis of style changes and expressivity in piano per-
formance, and of the evolution of recording techniques
and practices [39.9].

Our analysis is mainly focused on a subset of 298
recordings that correspond to five Mazurkas. In addi-
tion to M68-3, mentioned above, these include: Opus
17, No. 4 in A minor (M17-4); Op. 24, No. 2 in C ma-
jor (M24-2); Op. 30, No. 2 in B minor (M30-2); and
Op. 63, No. 3 in C] minor (M63-3). These recordings
are chosen because they have been the subject of exten-
sive musicological studies that resulted, amongst other
things, in manually annotated beat positions [39.10].
Additionally, the musical structures of these Mazurkas
are comparatively well defined, a fact that we have ex-
ploited to manually annotate their forms, as depicted
in Fig. 39.2. Please note that the annotations were per-
formed only once on the score representation, and then
propagated to all recordings using the beat annotations
mentioned above.
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39.2 Feature Representation

All content-based music analysis begins with the ex-
traction of a meaningful feature representation from the
audio signal. This representation typically encodes in-
formation about one or more musical characteristics,
e.g., harmony, melody, rhythm, or timbre as required
by the specific task. There are numerous signal pro-
cessing techniques that can be used to this end, such
as the ubiquitous Mel-frequency Cepstral coefficients
(MFCC), which are used for the analysis of timbre and
texture (e.g., by [39.11, 12]). For a comprehensive list
of audio features and their implementation, the reader
is referred to [39.13].

In our work we use chroma features, introduced in
Sect. 39.2.1, which can be used to derive information
about chords. As shown in Sect. 39.2.2, these features
are a powerful tool for music structure analysis, because
repeating segments are often characterized by common
chord progressions.

39.2.1 Chroma Features

Most musical parts are characterized by a particular
melody and harmony. In order to identify repeating
patterns in music recordings it is therefore useful to
convert the audio signal into a feature representation
that reliably captures these elements of the signal,
but is not sensitive to other components of the sig-
nal such as instrumentation or timbre. In this context,
chroma features, also referred to as pitch class profiles
(PCPs), have turned out to be a powerful midlevel rep-
resentation for describing harmonic content. They are
widely used for various music signal analysis tasks,
such as chord recognition [39.14], cover song identi-
fication [39.15, 16], and many others [39.17–19].

It is well known that human perception of pitch is
cyclical in the sense that two pitches an integer num-
ber of octaves apart are perceived to be of the same
type or class. This is the basis for the helical model of
pitch perception, where pitch is separated into two di-
mensions: tone height and chroma [39.20]. Assuming
the equal-tempered scale, and enharmonic equivalence,
the chroma dimension corresponds to the twelve pitch
classes used in Western music notation, denoted by
fC;C];D; : : : ;Bg, where different pitch spellings such
as C] and D[ refer to the same chroma. A pitch class is
defined to be the set of all pitches that share the same
chroma. For example, the pitch class corresponding to
the chroma C is the set f: : : ;C0, C1,C2, C3, : : :g.

There are several methods available for the compu-
tation of chroma features from audio, usually involving
the warping of the signal’s short-time spectrum or its

decomposition into log-spaced subbands. This is fol-
lowed by a weighted summation of energy across spec-
tral bins corresponding to the same pitch class [39.15,
17, 19, 21]. Each chroma vector characterizes the dis-
tribution of the signal’s local energy across the twelve
pitch classes. Just as with the short-time Fourier trans-
form (STFT), chroma vectors can be calculated se-
quentially on partially overlapped blocks of signal data,
resulting in a so-called chromagram. The literature also
proposes a number of ways in which the standard
chroma feature representation can be improved bymini-
mizing the effects of harmonic noise [39.22], by timbre
and dynamic changes [39.19, 23], or by tempo varia-
tions via beat synchronization [39.15].

Figure 39.3a depicts the waveform of a 1976 record-
ing of M68-3 performed by Sviatoslav Richter. Pattern
labels are shown on the horizontal axis with boundaries
marked as vertical red lines. Figure 39.3b shows the
corresponding sequence of normalized chroma feature
vectors, at a resolution of ten vectors per second, with
the pitch classes of the chromatic scale starting in A,
and ordered from bottom to top. As expected, most of
the signal energy is concentrated on the classes corre-
sponding to the F major key: F, G, A, B[/A], C, D and
E. Additionally, careful inspection of the chromagram
shows that the different patterns of this piece can be
associated with distinct subsequences of chroma vec-
tors.

39.2.2 Feature Trajectories

To make the latter point more evident we can use an al-
ternative visualization of the chromagram in Fig. 39.3b.
The values in a single chroma feature vector can be in-
terpreted as a set of coordinates describing a point in
the 12-dimensional space of pitch classes. Connecting
those points over time results in a trajectory in feature
space. Since this trajectory cannot be directly visualized
in 12 dimensions, we use principal component anal-
ysis [39.24] to project this information onto its two
principal components, resulting in the black line shown
in Fig. 39.4. Since time is not explicitly encoded in this
visualization, Fig. 39.4 also shows the two-dimensional
(2-D) histograms of trajectory values, color-coded such
that points contained within instances of patterns A,
B, C and T are in blue, red, orange and gray respec-
tively.

The projection clearly characterizes the main repeti-
tions in the feature sequence as similar subtrajectories,
i. e., segments of the main trajectory that are in close
proximity to each other. Note that repetitions do not
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Fig. 39.3a,b
Feature repre-
sentations for
a performance
by Richter
(1976) of M68-3.
(a) Waveform.
(b) Correspond-
ing chromagram.
Pattern bound-
aries are marked
with vertical red
lines and pattern
labels are shown
on the time axis

form fully overlapping subtrajectories due to expressive
changes in tempo, timbre and dynamics. Despite this
variability the histograms clearly show how each pat-
tern results in distinct trajectory shapes. For example,
pattern A has a multimodal distribution resulting from
the six different chord types that are part of its progres-
sion: F major, C major, B[ major and Gmajor as well as
D minor and A minor. In contrast, pattern B, which is
strongly dominated by A major chords (while also fea-
turing some D minor and E major chords) has a much
more narrow distribution. This is even more extreme for
patterns C and T , which are highly overlapping and
almost exclusively dominated by a B[-F dyad played
ostinato, as can be seen in the score representation of
Fig. 39.1.

This example illustrates how chromagrams success-
fully capture harmonic information in the signal. In the
following sections we show how these features can be
used to synchronize different instances of a musical
work and enable new modes of music content brows-
ing and navigation.

–4 –3 –2 –1 0 1 2 3 4 5 6

Principal component 2

Principal component 1

4

3

2

1

0

–1

–2

–3

–4

Fig. 39.4 Trajectory of 12-dimensional chroma features
projected onto two dimensions using the chromagram
shown in Fig. 39.3b

39.3 Music Synchronization and Navigation

Musical works can be represented in many different
domains, e.g., in different audio recordings, MIDI (Mu-
sical Instrument Digital Interface) files, or as digitized
sheet music. The general goal of music synchronization
is to automatically align multiple information sources
related to the same musical work. Here, music synchro-

nization denotes a procedure which, for a given position
in one representation of a piece of music, determines
the corresponding position within another representa-
tion [39.19, 25]. The linking information produced by
the synchronization process can be used to propagate
information across these representations.
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Fig. 39.5a,b Illustration of the score-audio synchronization pipeline used to transfer structure annotations from the
score to the audio domain. (a) Score and audio representation with the corresponding chromagrams. The red arrows
indicate the score-audio synchronization result. (b) The score-based annotations are transferred to the audio domain
using the linking information supplied by the synchronization procedure

Consider the example in Fig. 39.5. The left col-
umn demonstrates the synchronization process between
a musical score (top) and a recording of the same piece
(bottom). Both the score and audio are converted to
a common midlevel representation: the chromagram.
While one would naturally expect the audio chroma-
gram to be much noisier than the chromagram derived
from the score, both representations are expected to
contain energy in the pitch classes corresponding to
the played notes, and to be organized according to
the sequence of notes in the score. Therefore, standard
alignment procedures based on dynamic time warping
can be used to synchronize the two feature sequences.
See [39.19, 25, 26] for details.

There are many potential applications of the syn-
chronization process. For example, if the musical form
of the piece has been manually annotated using the
score representation – as shown in the right-hand side
of Fig. 39.5 – the synchronization result can be used
to transfer this, or any other annotation, to a recording
of the same piece, regardless of variations of local or
global tempo. This alleviates the need for the laborious
process of manually annotating multiple performances
of a given work. The same techniques can be applied to
score following for automatic page turning or to adding

subtitles to a video recording of an opera performance,
to name only some further applications.

Another application is the creation of novel user
interfaces for inter- and intradocument navigation in
music collections. Figure 39.6 shows an interface
(from [39.27–29]) that allows the user to interact with
several recordings of the same piece of music, which
have been previously synchronized. The timeline of
each recording is represented by a slider bar, whose
indicator (a small down arrow) points to the current
playback position. Note that these positions are syn-
chronized across performances. A user may listen to
a specific recording by activating the corresponding
slider bars and then, at any time during playback, seam-
lessly switch to another recording. Additionally, the
slider bars can be segmented and color coded to visu-
alize symbolic annotations common to all recordings,
such as a chord transcription or a structure segmenta-
tion as shown in the figure. Furthermore, users can jump
directly to the beginning of any annotated element sim-
ply by clicking on the corresponding block, thus greatly
facilitating intradocument navigation. A similar func-
tionality was introduced in [39.30].

The interface offers three different timeline modes.
In absolute mode, shown in the top of Fig. 39.6, the
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Fig. 39.6a,b User interface for
intra- and interdocument navigation
of music collections. The slider
bars correspond to four different
performances of M68-3. They
are segmented and color-coded
according to the structural annotations
in Fig. 39.2. The down arrows
point to the current playback time,
synchronized across performances.
The absolute (a) and relative (b)
timeline modes are shown

length of a particular slider bar is proportional to the
duration of the respective recording. In relative mode,
shown in the bottom of the figure, all timelines are
linearly stretched to the same length. The third and fi-
nal mode, referred to as reference mode, uses a single
recording as a reference. All other timelines are then

temporally warped to run synchronous to the reference.
In all cases, the annotations are adjusted according to
the selected mode. Such functionalities open up new
possibilities for viewing, comparing, interacting, and
evaluating analysis results within a multiversion, and
multimode, framework [39.29].

39.4 Self-Similarity in Music Recordings

Since their introduction to the music information com-
munity in [39.31], self-similarity matrices (SSM) have
become one of the most widely used tools for music
structure analysis. Their appeal resides in their ability
to characterize patterns of recurrence in a feature se-
quence, which are closely related to the structure of
musical pieces.

39.4.1 Self-Similarity Revisited

Given a sequence of N feature vectors, and a function
to measure the pairwise similarity between them, the

self-similarity matrix S is defined to be the N �N ma-
trix of pairwise similarities between all feature vectors
in the sequence. For the examples in this section we use
the chroma features as introduced in Sect. 39.2.1 and
the cosine similarity function, i. e., the inner product be-
tween the normalized chroma vectors.

Figure 39.7a shows the matrix S for the chroma-
gram in Fig. 39.3. Both the horizontal and vertical axes
represent time, beginning at the bottom-left corner of
the plot. Hand-annotated pattern boundaries are marked
by vertical and horizontal red lines. Note that if the
similarity function is symmetric, the matrix S is also
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Fig. 39.7a–d
Self-similarity
matrices for
M68-3 performed
by Richter,
1976: (a) SSM,
(b) thresh-
olded SSM,
(c) smoothed
SSM, (d) thresh-
olded smoothed
SSM. Both verti-
cal and horizontal
axes represent
time

symmetric with respect to the main diagonal, and that
larger/smaller similarity values are represented respec-
tively by darker/lighter colors in the plot. It can be
readily observed that similar feature subsequences re-
sult in dark diagonal lines or stripes of high similarity.
For example, all submatrices corresponding to the two
instances of the A part contain a dark diagonal stripe.
The segments corresponding to the C and T parts are
rather homogeneouswith respect to their harmonic con-
tent. As a result, entire blocks of high similarity are
formed, indicating that each feature vector is similar to
every other feature vector within these segments.

This example clearly illustrates how SSMs capture
the repetitive structure of music recordings and reveal
the location of repeating patterns in the form of di-
agonal stripes of high similarity. It follows that this
information can be exploited for automatic segmenta-
tion [39.32], the extraction of musical form [39.19,
33], the detection of chorus sections [39.34], or mu-
sic thumbnailing [39.35]. For a comprehensive review
the reader is referred to [39.36]. However, the reli-
able extraction of such information from the SSM is

problematic in the presence of distortions caused by
variations in dynamics, timbre, note ornaments (e.g.,
grace notes, trills, arpeggios), modulation, articulation,
or tempo. The following section describes how SSMs
can be processed to minimize their sensitivity to such
distortions.

39.4.2 Enhancing Self-Similarity Matrices

A number of strategies have been proposed to empha-
size the diagonal structure information in SSMs. These
strategies commonly include a combination of some
form of filtering along the diagonals, and the thresh-
olding of spurious, off-diagonal values. While many
alternative approaches have been proposed in the litera-
ture (e.g., [39.33–35]), here we briefly discuss methods
based on time-delay embedding, contextual similarity
and transposition invariance.

The process of filtering SSMs along the diago-
nals can be framed in terms of time-delay embedding,
a process that has been widely used for the analysis of
dynamical systems [39.37]. In this process, the feature



Content-Based Methods for Knowledge Discovery in Music 39.4 Self-Similarity in Music Recordings 831
Part

F
|39.4

a) c) e)

b) d) f)

Fig. 39.8a–f SSM smoothing
and thresholding in the pres-
ence of tempo variations for
M30-2 performed by Jonas, 1947:
(a,b) SSM, (c,d) smoothed SSM, and
(e,f) smoothed SSM with contextual
similarity

sequence is converted into a series of feature m-grams,
each of which is composed of a stack of m feature
vectors. These vectors can be taken from a contiguous
window, or spaced by a fixed sample delay � . In the
context of the example in Sect. 39.2.2, setting m> 1
implies that pairwise similarities in the SSM compu-
tation are computed between subtrajectories instead of
between individual feature vectors. Subtrajectories that
are parallel to each other result in large self-similarity,
and the effect of random crossings is minimized, gen-
erally resulting in a smoothed matrix. For � D 1, the
time-delay embedding process is similar to textural
windows [39.38] and audio shingles [39.39].

Figure 39.7a,b shows the traditional SSM (i. e.,
mD � D 1) computed from M68-3 before and af-
ter thresholding, respectively. Similarly, Fig. 39.7c,d
shows the corresponding similarity matrices computed
using mD 15 and � D 1. It is immediately apparent
how the time-delay embedding emphasizes the diagonal
line structure of the matrix and significantly minimizes
the amount of off-diagonal noise that obscures the
structure in the nonembedded matrix. It is worth not-
ing that different methods can be used for thresholding,
e.g., by simply ignoring distances larger than a prede-
fined threshold (as was done in this example), by fixing
the number of nearest neighbors per sequence element,
or by enforcing a rate of recurrence in the thresholded
SSM [39.37]. Recent studies show that the latter strate-
gies can improve the applicability of SSMs to a variety
of music analysis tasks [39.40, 41].

This form of filtering only works well if the
tempo is (close to) constant across the music record-
ing, i. e., where repeating segments have roughly the
same length. Stripes corresponding to repeated patterns
at the same tempo run diagonally with a slope of 1.

Music structure analysis research has most commonly
operated on popular music, in which this constant-
tempo assumption is often reasonable. However, in
other genres such as romantic piano music, expressive
performances often result in significant tempo varia-
tions. Take for example Jonas’ performance of M30-2,
shown in Fig. 39.8, where B3 is played at nearly half
the tempo of B1. This results in a diagonal stripe in the
SSMwith slope close to 2. Applying time-delay embed-
ding to this data can result in broken stripes, as shown
in Fig. 39.8c,d. One way to avoid this loss of informa-
tion is to use a contextual similarity measure that filters
the SSM along various slopes around 1 [39.42]. The re-
sulting SSM, illustrated in Fig. 39.8e,f, has filtered out
the off-diagonal noise present in the unprocessed SSM
shown in Fig. 39.8a while successfully preserving diag-
onal structure in the presence of local tempo variations.

It is further possible to make the SSM transposition-
invariant by computing the similarity between the orig-
inal chromagram and its 12 cyclically shifted versions,
corresponding to all possible transpositions. The in-
variant SSM is calculated by taking the point-wise
minimum over the 12 resulting matrices [39.34, 43].
An example of the process from an excerpt of M7-5
is shown in Fig. 39.9. The excerpt contains repeti-
tions of two patterns, A and B, which are actually
transpositions of each other, as shown in Fig. 39.9a,b.
The standard SSM, shown in Fig. 39.9c,d, differenti-
ates between the repetitions of A and B, while the
transposition-invariant SSM shown in Fig. 39.9e,f, suc-
cessfully identifies the relationship between the two
patterns.

The enhancement procedures described in this sec-
tion are aimed at emphasizing the diagonal stripe
structure of the SSM. In music structure analysis, the
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Fig. 39.9a–f
Transposition
invariance for
M7-5 performed
by Cohen, 1997:
(a,b) Scores of
patterns A and
B, (c,d) SSM
before and after
thresholding, and
(e,f) transposition-
invariant SSM
before and after
thresholding

computation of the self-similarity matrix is usually fol-
lowed by a grouping step, where clustering techniques
and heuristic rules are used to identify the global repeti-
tive structure from the matrix, or to select representative
segments for e.g., music thumbnailing. This is a large
topic that we do not aim to fully review in this chapter.
For a detailed review of these solutions and discussions
of their advantages and disadvantages, the reader is re-
ferred to, e.g., [39.36, 44].

39.4.3 Structure-Based Similarity

In the previous sections, we discussed the computation
of SSMs as an intermediate step towards the extraction
of a piece’s musical form or identification of represen-
tative excerpts. In this section, we use SSMs directly
as a midlevel representation of a recording’s structure.
Distances measured in this domain can therefore be
used to characterize the structural similarity between
different music recordings [39.45, 46].

A similar problem in bioinformatics is concerned
with measuring the similarity between protein struc-
tures on the basis of SSM-like representations known
as contact maps [39.47]. One solution to this prob-
lem makes use of the normalized compression dis-
tance (NCD), an approximation of the joint Kol-
mogorov complexity between binary objects, to mea-
sure the amount of information overlap between con-
tact maps [39.48]. The NCD is versatile, easy to im-
plement using standard compression algorithms, and
does not require alignment between the representations.
In [39.46, 49], these ideas are transferred and applied to
music information retrieval. Experimental results show
that these measures successfully characterize global
structural similarity for large and small music collec-
tions.

Figure 39.10 depicts the entire Mazurka dataset or-
ganized by structural similarity. The plot shows a two-

Mazurka
68-3
63-3
30-2
24-1
17-4

Fig. 39.10 The Mazurka dataset (gray) organized accord-
ing to the NCD-based similarity of SSMs. Colored points
correspond to recordings of the five Mazurkas considered
in this chapter

dimensional projection, obtained using multidimen-
sional scaling [39.50], of the matrix of pairwise NCDs
between the SSMs of all 2919 recordings. Each record-
ing is shown as a gray circle, except for those corre-
sponding to performances of M17-4 (depicted in red),
M24-1 (blue), M30-2 (green), M63-3 (orange) and
M68-3 (olive green).

An informal inspection of this plot shows that
most performances of a given work, which feature lit-
tle or no variation in global structure, naturally form
strongly knit clusters in this space. Note that the pro-
jection is deceptive in that it makes some of the
clusters, e.g., the olive green and orange groups, ap-
pear closer to each other than they actually are. As
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Fig. 39.11a,b Arthur Rubinstein’s
1939 performance of M30-2:
(a) thresholded SSM, and
(b) radial convergence diagram

a result, works can be easily grouped by means of
a simple nearest-neighbor search. However, the NCD
is, predictably, sensitive to structural changes. This is
typified by the M24-1 performance that appears the
furthest from the blue cluster. This recording is part
of a 1957 release of a master class by Alfred Cor-
tot, where the pianist’s spoken commentary alternates
(and at times overlaps) with a partial performance
of the piece including errors, nonscored pauses and
repetitions. This results in a structure that diverges con-
siderably from those of other performances. Likewise,
the M30-2 (green) outlier corresponds to a 1945 per-
formance by Vladimir Horowitz, in which the famous
pianist repeats the entire second half of the piece, re-
sulting in a unique A1A2B1B2C1C2B3B4C3C4B5B6

structure, see Fig. 39.2c. There are other such exam-
ples in this collection, whereby the performer took
the liberty to deviate from the notated musical score
by playing additional repetitions or leaving out certain
parts. A structure-based similarity metric is a natural
way to identify these variations.

39.4.4 Visualizing Structure

Self-similarity matrices have been used for visualiz-
ing structure in music [39.31, 51] and other domains
such as programming [39.52] and computational biol-
ogy [39.53]. However, SSMs are rarely used for data
visualization outside of scientific research, possibly
due to the nonintuitive presence of two temporal axes,
which results in a complex and redundant representa-
tion.

Radial convergence diagrams [39.54] (RCDs) are
an alternate vehicle for visualizing structural informa-
tion derived from SSMs. These diagrams consist of
a network of data points arranged on a circle. Groups
of related points in the sequence are emphasized by
connecting them via links or ribbons. We use the cir-

cos toolbox [39.55], a powerful and popular tool for
information visualization based on circular graphs, to
generate the RCDs shown in this section [39.54].

An example RCD and the associated SSM com-
puted from a recording ofM30-2 is shown in Fig. 39.11.
To generate the RCD, the matrix is postprocessed as
follows: the lower triangular part as well as the main
diagonal and all points within a prespecified distance
from it are ignored. The remaining repetitions (ones in
the matrix) are stored as a list of links connecting pairs
of elements in the feature sequence. Nearby links in
time (i. e., those that form diagonal strips in the SSM)
are grouped together. Small groups, either in temporal
scope or in membership, are filtered out.

The remaining groups are used to construct the
radial convergence diagramwhere time increases clock-
wise along the perimeter of the circle, beginning and
ending at the topmost point. The outer ring shows the
sequence of annotated sections as blocks, colored ac-
cording to the schema in Fig. 39.2. Time markers are
drawn as white lines and are placed at ten-second inter-
vals along the ring, and section boundaries are drawn in
black. Groups are represented using translucent ribbons
connecting two time segments such that each ribbon
edge connects the beginning of the first segment to the
end of the second. If they link two instances of the same
pattern, these ribbons assume the color of that pattern.
Otherwise they are depicted in gray, which is also used
to denote special sections such as introductions, inter-
ludes, transitions and codas.

As is shown in Fig. 39.11b, the RCD seamlessly
combines information from the SSM with the piece’s
structural annotation, resulting in a rich and appeal-
ing visualization. The annotation in this example was
manually generated on the basis of a musical score
and propagated to audio recordings using the synchro-
nization approach described in Sect. 39.3. Alterna-
tively, the annotations can be automatically generated
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Fig. 39.12a–h Radial convergence diagrams for various Mazurka performances

by, e.g., analyzing the SSM (Sect. 39.4.2), or using
the factorization approach that will be introduced in
Sect. 39.5.

To illustrate the RCD’s potential for qualitative
analysis, Fig. 39.12 shows diagrams for two record-
ings of each of the following four Mazurkas: M17-4
in Fig. 39.12a,b, M24-2 in Fig. 39.12c,d, M30-2 in
Fig. 39.12e,f, and M68-3 in Fig. 39.12g,h. The pres-
ence or absence of repetitive patterns results in dis-
tinctive shapes inside the diagrams that complement
the information in the block-based structural annota-
tions. These shapes highlight, for instance, the unique
(nonrepetitive) character of the interlude (bottom-right
gray segment) in M17-4, the significant overlap be-
tween introduction, transition and coda (gray sections)
in M24-2, and the strong predominance of pattern A in
the structure of M68-3.

Note that the gray ribbons linking different patterns
depict relationships that are absent from the structural
annotations. For example, they highlight the high simi-
larity between instances of pattern C and the transition
section in M68-3, both of which are dominated by a B[

major chord as described previously in Sects. 39.1 and
39.2. The gray ribbons also connect the C and T sec-
tions with instances of the same chord in pattern A,
a link that results from the piece’s only key modulation,
in the transition, from F major to B[ major.

The RCD representation can also be used to qualify
stylistic differences in performance practice. Take for
example one of the outliers identified in the analysis in
Sect. 39.4.3. Figure 39.12f shows the unique structure
of Vladimir Horowitz’s performance of M30-2 when
compared to performances that more closely follow
the original score in Figs. 39.12e or 39.11b. Like-
wise, the varying-length gaps at the end of section
C2 (the final red segment) in M68-3, indicate a ritar-
dando and an expressive pause in Rubinstein’s perfor-
mance (Fig. 39.12g), which is not present in Richter’s
(Fig. 39.12h).

Please note that an in-depth musicological analy-
sis based on these diagrams is beyond the scope of this
chapter. These simple observations are only intended to
illustrate some of the capabilities of the RCD represen-
tation.
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39.5 Automated Extraction of Repetitive Structures

Section 39.4.2 describes some general strategies for
identifying repetitive structure within music recordings
using self-similarity matrices. Example approaches in-
clude the clustering of diagonal elements in the SSM
representation into sets of disjoint segments, and se-
lecting the first of the most similar pair of segments, or
choosing an arbitrary occurrence of the most frequent
segment as a representative pattern. In this section we
present an alternative approach based on matrix factor-
ization, which jointly identifies repetitive patterns and
derives a global structure segmentation from audio fea-
tures.

39.5.1 Structure Analysis
Using Matrix Factorization

In [39.56, 57] we propose a novel approach for the lo-
calization and extraction of repeating patterns in music
audio. The idea underlying this method is that a song
can be represented through repetitions of a small num-
ber of patterns in feature space. For example, recall
that M68-3 has the formA1A2B1B2A3T C1C2A4A5,
i. e., the piece exhibits repetitions of three parts (A, B,
and C) as well as a transition T that occurs only once.
The only information needed to represent this piece are
the feature sequences corresponding to each of the four
patterns and the points in time of their occurrences.

This observation can be exploited to identify the
main parts of a music recording and its overall tempo-
ral structure using an approach known as shift-invariant
probabilistic latent component analysis (SI-PLCA).
The process is illustrated in Fig. 39.13 for a perfor-
mance ofM68-3 by Gábor Csalog from 1996. The chro-
magram in Fig. 39.13a is approximated as the weighted
sum of K (K D 4 in this example) components, each of
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Fig. 39.13a–c Illustration of the SI-PLCA decomposition. (a) Chromagram. (b) Set of four basis patterns. (c) Respective
activations in time

which corresponds to a different part. Each component
is further decomposed into a short chroma basis pat-
tern (shown in Fig. 39.13b) and an activation function
defining the location of each repetition of that pattern in
the chromagram (shown in Fig. 39.13c). The peak po-
sitions in the activation function denote occurrences of
the corresponding basis pattern in the feature sequence.
Given a chromagram, this decomposition into basis pat-
terns and activations can be computed iteratively using
well-known optimization techniques [39.57].

There are many advantages to this model. First, it
operates in a purely data-driven, unsupervised fashion:
outside of a few functional parameters, the only prior
information it requires is the length of the patterns L
and the number of patterns K to extract. Second, the
probabilistic formulation makes it straightforward to
impose sparse priors on the distribution of basis pat-
terns and mixing weights, enabling the model to learn
optimal values for L and K. In addition, the framework
can be easily extended to be invariant to key transpo-
sitions using a technique similar to that described in
Sect. 39.4.2. Finally, the method jointly estimates the
set of patterns and their activations, thus avoiding the
need for heuristics for pattern extraction, grouping and
selection. The versatility of the model is demonstrated
in [39.57], where it is successfully applied to riff find-
ing, meter identification, and segmentation of popular
music.

39.5.2 Representative Patterns

The SI-PLCA model can be easily extended to ex-
tract patterns jointly from all available recordings of
a piece by sharing the bases across recordings but us-
ing different activation functions for each one. This
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Fig. 39.14a–h Extracted patterns
Wk; k 2 Œ1 W 4� for M68-3 and the
corresponding MIDI-generated
ground-truth patterns for the different
parts. To facilitate comparison, (f) and
(h) show both instances of the parts C
and B respectively. The vertical axis
shows time information given in beats.
For the ideal patterns, the absolute
beat numbers indicate the position of
the pattern in the piece, see Fig. 39.2e

allows the model to identify the patterns of the piece
rather than capture the idiosyncrasies of a single per-
formance. In order to facilitate this cross-recording
analysis we use beat-synchronous chromagrams, where
features are averaged within beat segments [39.15].
This leads to a representation containing one feature
vector per beat. We employ the manually annotated beat
positions available for the Mazurka dataset to generate
the chromagrams shown in this section.

Figure 39.14 shows patterns extracted for M68-3.
The number of patterns in the decomposition is set to
K D 4 and the pattern length is set to LD 24 beats, the
length ofA, the longest part in the piece. The extracted
patterns, denoted Wk, are shown in the left column
of Fig. 39.14. The right column shows ideal chroma-
grams for the parts of M68-3, extracted from a symbolic
(MIDI) representation. These sequences are paired with
the basis that is most similar.

Upon close examination, it can be seen that W1

matches every chord inA1, aside from some ambiguity
in beats 21, 23 and 24. This is due to the alternation of
endings of different instances of the A pattern:A1 and
A4 finish with Gmaj-Cmaj-Cmaj-Cmaj chords at beats

21–24; while A2, A3 and A5 end with a Gmin-Cmaj-
Fmaj-Fmaj sequence. Correspondingly, beat 21 shows
energy in pitch classes G, B, B[/A] and D; while beats
23 and 24 show activity for classes A, C, E and F. Like-
wise, W4 matches B1B2 almost perfectly, aside from
a slight shift:W4 starts in beat 2 ofB1 and finishes in the
first beat of A3, which contains a transitional C major
seventh chord.

The melodic components of W2 are also shifted by
a couple of beats, although the transitional C dominant
seventh chord at the end is well aligned. However, most
of the energy of the matrix is concentrated in the B[ fifth
chord that dominates the C and T patterns. As a re-
sult, W2 matches activations of both these patterns, as
can be seen in the corresponding activation vectors in
Fig. 39.13c. The unintended consequence of this is that
the remaining pattern W3, which must be assigned to
some portion of the signal, absorbs a small amount of
the energy from the last instance of pattern A, mostly
from the long F major chord at the end. W3 is largely
redundant with W1, and could therefore be easily dis-
carded. This is also indicated by the low value of the
corresponding activation in Fig. 39.13c.
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39.5.3 Segmentation Analysis

The work in [39.56] also describes a method for seg-
menting an audio signal based on the contribution of
each basis to the chromagram. This is done by com-
puting a temporal localization function `k from the ex-
tracted bases and activations that represents the energy
contribution of each component to the overall chroma-
gram at each point in time. Figure 39.15 shows the
localization functions for the fiveMazurkas in Fig. 39.2.
These results are obtained for LD 24 beats and the op-
timal setting of K for each piece.

Figure 39.15e shows `k for M68-3, our running ex-
ample. Given the similarity between patterns C and
T , discussed in previous sections, we have chosen to
set K D 3, which removes the spurious component de-
picted in Fig. 39.14c. The resulting analysis shows
a strong correspondence between the localization func-
tion and the annotated parts. The annotations for all A
and B parts align perfectly with `2 and `1 respectively.
`3 corresponds primarily to the C and T parts, and also
makes a small contribution to A3.

As shown in Fig. 39.15c, the localization functions
for M30-2 correlate closely with the manual annotation,
given an optimal choice of K D 3. Similarly for M17-4
in Fig. 39.15a, there is high correlation between `k and
the annotated parts. However, there is a constant shift in
the segmentation that is mainly caused by the 12-beat
long introduction. Additionally, the choice of K D 3 re-
sults in the grouping of the introduction and interlude
sections (and some of the coda) with the A pattern.

The segmentation is less straightforward for M24-2
and M63-3, shown in Fig. 39.15b,d. In the case of
M24-2, the choice of K D 7 closely matches the num-
ber of distinct parts in this piece, also visualized in
the diagrams in Fig. 39.12c,d. As a result, C, D, E,
the introduction and coda are slightly shifted but well
segregated. However, the decomposition combines the
contributions of A and B, which always occur in se-
quence, into `2. Similarly, the ending of B and the
transition are merged together in `4. For M63-3, the
choice of K D 6 is larger than the number of parts in
the annotation. This is a consequence of strong varia-
tions between the annotated A parts, where only the
first 12 beats are common to all instances. These vari-
ations lead to a separation of the A parts into different
components.

To further alleviate possible errors, we apply tem-
poral smoothing to the localization functions, and select
the maximal contributing pattern for each time position.
This results in segmentation results comparable to state-
of-the-art methods [39.56]. It is important to note that,
while the results discussed in this section reveal a sen-
sitivity to the setting of K, our research shows that it is

a) M17-4, K = 3

e) M68-3, K = 3

c) M30-2, K = 3

b) M24-2, K = 7

d) M63-3, K = 6

Coda

Coda

Coda

Fig. 39.15a–e Contribution `k of the basis patterns Wk to
the different parts using LD 24 and the optimal setting
of K for each of the five Mazurkas

possible to decrease this sensitivity by imposing addi-
tional sparsity constraints on the model parameters.

It is also important to observe that the above anal-
ysis assumes that all patterns are of the same length.
This is of course unrealistic for most music. When
analyzing popular music this is partly alleviated via
beat-synchronous analysis. However, extending this
strategy to the analysis of piano music of the classical
and romantic canon is problematic, because the vari-
ability introduced by expressive tempo changes nega-
tively affects the performance of beat tracking systems.
See [39.58] for an in-depth discussion of this problem
in the context of the Mazurka dataset. The examples in
this section have avoided such complications by making
use of beat-synchronous chromagrams based on manu-
ally annotated beat positions. In order to analyze music
for which such annotations are not available, we could,
in the future, extend the SI-PLCA model to be invariant
to tempo changes by allowing the basis patterns to be
stretched in time.
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39.6 Conclusions
In this chapter, we have reviewed the general prin-
ciples behind several computational approaches to
content-based analysis of recorded music and dis-
cussed their application to knowledge discovery. For
example, we demonstrated how chroma-based audio
features can be used as a robust midlevel repre-
sentation for capturing harmonic information, and to
compute similarity matrices that reveal recurrent pat-
terns. By including temporal contextual information,
we showed how these matrices can be enhanced to
reveal repetitions in the presence of local tempo vari-
ations as occurring in expressive music recordings.
Furthermore, we discussed how these techniques can
be applied to music synchronization, to automate au-
dio annotation and to realize novel user interfaces for
inter- and intradocument music navigation. Finally, we
demonstrated how structure-based similarity measures
can be used to classify music collections based on
their global structural form, and how matrix factor-
ization techniques can be used to identify the most
representative building blocks of a recorded perfor-
mance.

Our aim was to highlight the implications of the var-
ious approaches for the analysis and understanding of
recorded music, and to demonstrate how they can em-
power the work of music professionals and scholars.
In addition we showed how these tools facilitate novel
modes of interaction with digital content that could be
integrated with music distribution services as ways to
enhance the listeners’ understanding and appreciation
of music. Throughout the text, we illustrated the po-
tential of content-based analysis via many concrete and
intuitive examples taken from a collection of recorded
piano performances of Chopin’s Mazurkas. However,
the presented techniques and underlying principles are
applicable to the analysis of a wide range of tonal mu-
sic and, with appropriate modifications of the feature

representation, to percussive music or other types of
time-dependent structured multimedia data.

Of course, this chapter has only covered a small
part of the breadth of techniques and problems in the
area of automated music processing. There are numer-
ous challenges and open issues for future research. For
instance, many of the examples shown here rely, to
some extent, on the use of manually generated expert
data such as beat positions or structural annotations.
Despite significant research efforts, the automated gen-
eration of such annotations using purely content-based
analysis techniques still poses challenging and open
research problems for large parts of the existing dig-
ital music catalog. State-of-the-art algorithms often
lack the robustness, accuracy and reliability needed for
many music analysis applications. This is especially
true for highly expressive music recordings such as the
Mazurka performances described in this chapter, which
exhibit subtle differences and variations in tempo, artic-
ulation, and note execution.

As the amount of digitally available music-related
data grows, so does the need for efficient approaches
that can scale up to the processing of millions of tracks.
As automated procedures become more and more pow-
erful they tend to gain computational complexity, mak-
ing scalability an increasingly important issue. In addi-
tion to improvements in robustness and accuracy, issues
related to time and memory efficiency will progres-
sively come into the focus of future research.
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40. Hearing Aids and Music: Some Theoretical
and Practical Issues

Marshall Chasin, Neil S. Hockley

This chapter focuses on the hearing assessment
of musicians as well as how to recommend and
specify the exact parameters for hearing aid am-
plification for hard-of-hearing people who either
play musical instruments or merely like to listen
to music. Much of this is based on the differences
between the acoustic features of music and of
speech. Music is typically listened to, or played at,
a higher sound level than speech and there are
some spectral and temporal differences between
music and speech that have implications for dif-
fering electro-acoustic hearing-aid technologies
for the two types of input. This involves a discus-
sion of some hearing aid technologies best suited
to amplified music as well as some clinical strate-
gies for the hearing health care professional to
optimize hearing aids for music as an input.

The key limitation concerning the capability of
current digital hearing aids to accommodate the
more intense elements of music is the analog-to-
digital (A/D) converter. Expending research and de-
velopment efforts on the other elements within the
hearing aid will not really improve the fidelity of
music unless the limitations of theA/D converter are
first solved. The topic of music as an input to hear-
ing aids and the technologies that are available is
a rapidly changing one. New technologies are on
the horizon such as better A/D converters that may
be implemented by various manufacturers.
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The study of systematic musicology is concerned
with how human beings hear and process complex au-
ditory signals. What happens, however, when there is
impairment in the auditory system that disrupts an in-
dividual’s ability to perceive and potentially process
acoustic information? In such cases the individual may
need to seek help and this may or may not require the
use of hearing aids. This chapter will address the topic
of hearing aids and musicians.

Hearing aids are primarily designed to amplify
speech to address issues of communication for those
individuals whose hearing loss is not of a degree that
requires the use of a cochlear implant. Issues of commu-
nication after all are why hearing-impaired individuals,

or in many cases their families, seek assistance [40.1–
3]. The amplification of music is often perceived to be
less important by the hearing-aid industry [40.4]. When
music is a person’s livelihood, lifelong passion, or even
a new interest then the priority given to music is in-
creased. This chapter will focus on what can be done
with hearing aids to help these individuals. There will
be a focus on the assessment of musicians, followed by
a brief discussion of the acoustic differences between
speech and music. This will be followed by a discussion
of the technical solutions that are currently available in
hearing aids as well as some practical suggestions about
what can be done by the clinician in order to optimize
the hearing-aid fitting for music.

40.1 Assessment of Musicians
During a typical diagnostic audiological assessment,
a number of tests are performed to examine the capabil-
ities and limitations of an individual’s auditory system.
These tests are designed to establish the location and
type of pathology within the auditory pathways, as
well as to provide a reliable measure of the degree of
this pathology. These tests, however, are best suited to
assess problems arising from the peripheral auditory
pathway.

The peripheral auditory pathway consists of the
outer ear, the middle ear, and the inner ear. Any subse-
quent neural involvement is considered to be the central
auditory pathway. While there are some tests and as-
sessment procedures that can assess any dysfunction
within the central auditory pathway, these tend to be
more complex and are not routinely performed in a typ-
ical clinical setting. Some of these tests are performed

as part of a behavioral central auditory processing (or
CAP) assessment [40.5, 6]. It is also possible to evalu-
ate any neural involvement with more objective means
that include electrophysiological techniques such as the
auditory brainstem response (ABR) [40.7] and imag-
ing assessment procedures such as magnetic resonance
imaging (MRI) [40.8].

This chapter will only deal with the assessment of
peripheral auditory pathology, specifically conductive
and sensory issues. And to be more precise, we are
mostly interested in cochlear pathology (the primary
peripheral sensory location) as a result of music and/or
noise exposure along with presbycusis, which is hear-
ing loss associated with the aging process. Neural issues
and other more central problems will not be covered.
The reader is referred to [40.9] for an introduction to
neural pathology and its effects.

40.2 Peripheral Sensory Hearing Loss

Depending on the clinic, routine audiological testing
can include air conducted pure-tone testing under head-
phones or insert earphones, bone conducted pure-tone
testing, speech recognition thresholds, word recogni-
tion scores, and immittance testing. With the exception
of immittance testing, which is an objective physio-
logical measurement battery that provides information
about the healthy functioning of the middle ear [40.10],
the other tests involve the active participation of the in-
dividual. The classic manifestation of a sensory type
of hearing loss includes normal immittance results that
indicate normal middle ear function, and pure-tone
thresholds that are the same (within ten or 15 dB) re-

gardless of whether they have been presented via air or
bone conduction. All of these tests are used to rule out
various locations of hearing loss but with musicians, it
is the cochlear function that interests us most [40.11].

Musicians are exposed to a sound pressure level
(SPL) that can potentially cause long-term hearing loss
as part of their profession. This has been shown not only
for players of amplified music (e.g., [40.12–15]) but
also for those playing classical music (e.g., [40.16–23]).
Like industrial noise exposure, music exposure will
have its greatest effect in the cochlea, and like noise ex-
posure, the greatest effect will be in the 3000�6000Hz
region [40.24]. In most cases it is quite difficult to de-
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termine whether a sensory hearing loss can be attributed
to noise or to music. A case history is typically the most
important differentiating element where the clinician
can document the duration and type of exposure to in-
tense sound pressure levels that the individual has been
exposed to. Figure 40.1 shows an audiogram showing
the poorest pure-tone sensitivity at 4000Hz. This is
fairly typical of sensory peripheral hearing losses from
industrial noise exposure and also from long-term mu-
sic exposure.

In addition to routine audiological testing, two other
types of specialized tests can be used with musicians:
the assessment of cochlear dead regions [40.25] and
otoacoustic emission (OAE) testing [40.26]; these two
techniques will be discussed next.

Dead regions refer to areas of significant cochlear
damage to the inner hair cells where amplification of
any sort does not provide any benefits for the indi-
vidual and filtering or transposing amplified acoustic
energy away from this location in the cochlea would
be strongly advised [40.27]. In cases of normal or mild
sensory dysfunction, the assessment of cochlear dead
regions is not normally performed. There are a number
of assessment paradigms to determine if cochlear dead
regions exist but many of these approaches, such as the
use of psychophysical tuning curves [40.28], are time
consuming and are therefore impractical to use in a clin-
ical setting [40.29]. The threshold equalizing noise test
in dB HL (TEN (HL)) [40.30, 31] is a much less time-
consuming and easy-to-administer test, which involves
the detection of a sinusoidal tone presented within
a specially constructed noise – the threshold equaliz-
ing noise (TEN). An alternative assessment procedure
to the TEN test, which many musicians and other in-
dividuals who might have a significant sensory hearing
loss seem to prefer, is to have them play the notes on
a piano (or electronic keyboard) in a slowly ascending
fashion. The task is to determine whether any two ad-
jacent notes on the piano keyboard are considered to be
the same or different in pitch. If two adjacent keys are
judged to be the same, then this is potentially an area
of significant cochlear pathology i. e., a cochlear dead
region, and therefore the use of amplification should be
minimized in this frequency region.

Another assessment technique that can be routinely
performed on musicians in the clinic is otoacoustic
emission (OAE) testing. This procedure assesses the
neural feedback route, specifically that which involves
the outer hair cells in the cochlea. Changes in the level
of the OAE can provide information regarding cochlear
(outer hair cell) pathology. There are a number of differ-
ent types of OAEs that can be measured and are defined
based on how they are elicited.
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Fig. 40.1 Audiogram showing a typical music (and noise)-
induced hearing loss (reprinted with permission from the
Musicians’ Clinics of Canada)

The first type is spontaneous OAEs (SPOAE),
which are not the result of a specific stimuli, but are
just a sign of a normal physiological state [40.32].
Transient evoked OAEs (TEOAE) are elicited by brief
signals such as a broadband click [40.33]. Distortion
product OAEs (DPOAE) are the result of an intermodu-
lation distortion product produced by the cochlea when
presented with two simultaneous pure tones that are
close in frequency. The distortion product signal pro-
duced by the cochlea is a tone that is not present in
the eliciting stimulus, hence the use of the term dis-
tortion [40.34]. Each OAE measurement type has its
own advantages and disadvantages, depending on the
desired goal of the assessment, which is either a basic
assessment of a normal hearing individual or differ-
ential diagnosis with regards to abnormal hearing. In
many cases, changes in OAE thresholds are observed
prior to changes in pure-tone thresholds. These changes
can be viewed as an early warning sign and the results
could be used to counsel the musician regarding the use
of appropriate hearing protection [40.26]. An inherent
feature of OAE testing is the large intersubject vari-
ability in responses, which would limit the large-scale
use of this type of testing in a large population. The
variability could be so large as to obliterate any real
changes in the mean results of the OAEs. However, lon-
gitudinal changes within an individual i. e., intrasubject
variability, in combination with an established history
of intense sound exposure, can provide important indi-
cations of any early changes in cochlear function.
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40.3 Direct Assessment of Music with a Peripheral Hearing Loss
So far in our look at hearing loss and musicians there
has been no real discussion about using music as a stim-
ulus to assess the auditory system. Currently, to the best
of the authors’ knowledge, there are no dedicated as-
sessment tools used widely on a routine basis within
the clinic to assess the perceptual needs of hearing-
impaired individuals wearing hearing aids to listen
to music. There are a number of studies that have
looked at the perception of music through cochlear im-
plants [40.35–38] and there have been a number of
clinicians who have developed their own methods to
program hearing aids based on their own musical expe-
rience [40.39]. Some work has been made to develop

assessment tools to evaluate music for the hearing-
aid user, or potential user [40.40, 41]. Uys and van
Dijk [40.42] developed a comprehensive music percep-
tion test (MPT) with a number of subscales that directly
address discrimination, and identification of musical
elements. The subscale categories include rhythm, tim-
bre, pitch, and melody. Within each subscale there are
specific tests to examine the number of instruments
heard, the identification of melodies, or pitch discrim-
ination using short melodic sequences. It is hoped that
further development of the MPT continues and that the
use of this and other tools gain acceptance within clini-
cal settings.

40.4 Acoustic Properties of Music versus Speech

So far in this discussion we have looked at the assess-
ment of the individual musician’s auditory system. It is
now important to look at how music and speech differ
so that we can further discuss the use of hearing aids
with musicians.

There are three primary differences between music
as an input and speech as an input to a hearing aid.
These are the sound level of the music, the shape of the
spectra, and the crest factor [40.43]. Each of these three
differences have ramifications for the electro-acoustic
design of the hearing aid, the selection of the hearing
aid for the individual end user, and lastly, the pro-
gramming of the various software parameters such as
compression within the hearing aids.

Before delving into the differences between speech
and music, we must first recognize that there are some
primary similarities between speech and music. Both
are periodic in nature, with the possible exception
of percussive music and certain linguistic obstruents
such as fricatives, affricates, and stops. There can be
a rich harmonic structure where higher frequency en-
ergy is found at integer multiples of the fundamental
frequency. Speech energy can have a wide bandwidth,
with linguistic sonorants (e.g., vowels and nasals) hav-
ing most of their speech energy in the low- to mid-
frequency regions and higher frequency energy deriving
from the linguistic obstruents (e.g., fricatives, affricates,
and stops). Similarly, music can have significant fun-
damental energy in the lower frequency region and
higher frequency harmonic information in the higher
frequency region.

Music can be generated by a number of instruments
including the vocal tract. The sound levels of instru-
mental music are not limited by the same slow-moving
neurology and musculature found in and around the

human vocal tract. Music can be percussive with a re-
sulting broadly tuned, high-frequency biased spectrum,
and music can be quite vocal-like such as a violin. Both
the human vocal tract and the violin function acousti-
cally as one-half wavelength resonators and, depending
on the note being played, can have similar spectra.

40.4.1 Sound Level Differences

One of the primary differences between speech and mu-
sic lies in their spectral levels. Music tends to be much
more intense than speech and this includes even qui-
eter forms of acoustic folk music. Speech, because of
the inherent physical limitations of the human vocal
mechanism, is typically limited to sound levels be-
low about 80 dB.A/ (with peaks on the order of 90 dB
SPL) [40.44]. The dB(A) scale is used to account for
the perceptual abilities of the human auditory system.
This is in contrast to the physical sound pressure level
(SPL). Filters for dB(A) are found on most commer-
cially sound level meters and are defined according to
an IEC standard [40.45]. The highest sound level of
speech in any language of the world is the low back
vowel /a/ as in ‘father’. Because the vocal tract is wide
open during the articulation of this vowel, there is min-
imal damping and minimal loss of energy.

In contrast, music can be in excess of 120 dB.A/
(with peaks being on the order of 140 dB SPL). Even
quiet orchestral music can easily reach sound lev-
els in excess of 110 dB.A/. Table 40.1 shows some
data for sound levels of musical instruments (adapted
from [40.46]). These data are based on the assessment
of over 1000musical instruments from a distance of 3m
in the horizontal plane. The top and bottom 25th per-
centile data has been removed.
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Table 40.1 Average sound levels of a number of musical
instruments measured from 3m. Also given is the sound
level for the violin measured near the left ear of the players
(adapted from [40.46], used with permission)

Musical instrument dB(A) ranges measured from 3m
Cello 80�104
Clarinet 68�82
Flute 92�105
Trombone 90�106
Violin 80�90
Violin (near left ear) 85�105
Trumpet 88�108

40.4.2 Crest Factor Differences

Another element that differentiates human speech from
many musical instruments is the crest factor. This is the
difference in decibels between the instantaneous peak
of a signal and its average or long term RMS (root mean
square) value.

There is a significant loss of energy during speech
production for the highly damped human vocal tract.
Acoustic losses typically occur as a result of small
openings, or soft highly damped structures such as the
tongue, lips, and cheeks [40.47]. Human speech is char-
acterized by all of these things. Additionally, different
sounds are articulated with differing positions of the
tongue and lips. Opening of the small port at the back
of the mouth to the nasal cavity (velopharyngeal port)
allows for the articulation of nasal sounds (e.g., /m/ and
/n/). In short, human speech has a highly damped en-
ergy spectrum such that the levels of the instantaneous
peaks are significantly reduced. The resulting crest fac-
tor is therefore lower, typically on the order of 12 dB.
That is, with speech the difference between the average
RMS and any peak is roughly 12 dB.

In contrast, for musical instruments we are dealing
with mechanical and acoustical systems that have a rel-
atively low level of damping. A violin or a trumpet does
not have soft walls, nor does it have a narrow opening.
Subsequently the crest factor of the sound energy em-
anating from these instruments tends to be higher than
that for speech – typically on the order of 18�20 dB.
That is, with many musical instruments the difference

Table 40.2 With different length windows of analysis and for one music sample, the difference between the RMS of the
signal and its instantaneous peak (crest factor) is given. For shorter analysis windows the instantaneous peak is higher
than for longer windows of analysis with a resulting higher crest factor. Adobe Audition 1.0 (San Jose California) was
used to calculate the difference between the average value of the signal and the instantaneous peak. Used with permission
(after [40.48])

Analysis window
(ms)

500 400 300 200 125 100 50 25

Crest factor (dB) 16.45 16.43 16.45 16.44 16.45 18.22 21.68 21.68

between the average RMS playing level and any peak is
roughly 18�20 dB.

If the playing level is examined in combination with
the crest factor, the peaks of music are much higher in
level than even shouted speech. As discussed, speech is
associated typically with a 12 dB crest factor while in-
strumental music is associated with an 18�20 dB crest
factor.

The crest factor calculation requires some assump-
tions. The primary one relates to the selection of the
bandwidth of the analyzing window. Whenever the in-
stantaneous peak is assessed, which is one part of the
crest factor calculation, it is necessary to be able to
assess it in a well-defined manner. The hearing-aid in-
dustry frequently uses a window of analysis of 125ms
(1=8 of a second). This value was derived initially from
work that was undertaken in the 1940s [40.49, 50], and
this work has been replicated [40.51, 52]. The choice of
a 125ms window of analysis is related to the tempo-
ral integration constraints of the human cochlea, and so
it can be referred to as a time constant of the human
cochlea.

When we discuss the crest factor, with regards to
hearing-aid amplification, we are not talking about the
characteristics of cochlear time constants. The input
to a hearing aid is the microphone and this is before
this amplified sound reaches the cochlea. The micro-
phone and the associated digital network that follows it
can be thought of as the sound detector. The system,
colloquially referred to as the front end of a hearing
aid [40.53], in most cases utilizes a 16 bit digital archi-
tecture that has a theoretical upper limit to its dynamic
range of 96 dB. That is, the range of sounds that can be
integrated and transduced through the analog-to-digital
(A/D) converter is 96 dB. Because of some engineer-
ing decisions, this range can be less than the 96 dB
limit and effective dynamic ranges of only 80�85 dB
have been found with current technology. This is more
than adequate for the processing of speech, however,
we need to address the question of what is needed for
music?

Of importance is that this front end of a hearing
aid is not limited to the 125ms time constant of the
cochlea; it is merely a microphone, A/D converter, and
associated components. Table 40.2 shows some data
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(from [40.54]) of how the crest factor may change as
a function of the analysis time window for the same
signal. The only parameter that changes in Table 40.2
is the window of analysis and not the signal.

Table 40.2 clearly demonstrates that for the same
signal, the crest factor (specifically the instantaneous
peak component) increases significantly as the window
of analysis becomes shorter. The assumption of speech
having a 12 dB crest factor (at the level of the mi-

crophone and input to the A/D converter) is therefore
potentially erroneous. Taking these higher crest fac-
tor values implies that even the more intense elements
of speech, especially the level of an individual’s own
voice, may have instantaneous peaks that are in excess
of what current hearing aids can handle. This is an in-
put-related phenomenon and has nothing to do with the
output of the hearing aid or the cochlear function of an
individual hearing-aid user.

40.5 Some Strategies to Handle the More Intense Inputs of Music

Given the limitations that most currently available digi-
tal hearing aids have in handling the more intense inputs
that are characteristic of many forms of music, there are
a number of strategies that a clinician can use to alter
the electro-acoustic characteristics of hearing aids that
otherwise work quite well for speech. That is, given an
individual who already has hearing aids that work well
for speech, what are some clinical modifications that
can be implemented to improve the hearing aids for the
listening and playing of music? Four clinical strategies
that can improve the usability of hearing aids for music
will now be discussed.

40.5.1 Clinical Strategy #1:
Reduce the Input to the Hearing Aid,
and if Necessary, Increase the Volume

This strategy is based on the idea of bending over
slightly to avoid the A/D converter ceiling. Recall that
many hearing aids have a front end that has an oper-
ating range that cannot handle overly intense inputs. If
the input was reduced in level, and then is compensated
for later on in the circuitry with an increase made via the
hearing-aid volume control, then this may be a more op-
timal solution than the converse, where the input is left
high and the volume control is reduced. In both cases,
the output to the individual’s ear is the same; it is just
that the first case has less front-end distortion associated
with it.

There are other clinical approaches that are based
on this same approach. For example, an assistive listen-
ing device (with its own volume control) can be coupled
either wirelessly or via a direct audio input route to the
hearing aid. In this scenario, the input to the hearing
aid’s A/D converter is at a quieter level thereby provid-
ing the hearing aid with a signal that is more within its
front-end operating range. The assistive listening device
can be as simple as a remote microphonewith (reduced)
volume or a wireless instrument such as a frequency
modulation (FM) listening system, again with the vol-
ume turned down.

Another scenario to consider is that when riding in
a car or other vehicle with an audio system, again, turn
down the volume of the audio system, and if necessary,
increase the volume of the hearing aid, rather than the
converse.

40.5.2 Clinical Strategy #2:
Removal of the Hearing Aid for Music

While this may seem counterintuitive, in some situa-
tions it may be best to simply remove the hearing aids
and listen to, or play the music, unaided. This strategy
is based on the finding that loudness growth in our audi-
tory system is not linear and tends to have a more grad-
ual increase with more intense inputs [40.55]. A person
who has a moderate sensorineural hearing loss may re-
quire 30 dB of gain for soft level inputs (55 dB), 25 dB
of gain for medium level inputs (70 dB), and perhaps
only 15�20 dB of gain for loud inputs (80 dB). These
are the typical ranges of speech. However, music, even
quiet music, can have playing levels that are typically
much more intense. This same individual, who requires
30 dB of gain for soft speech levels, may require no
amplification, or only a couple of decibels of amplifi-
cation for louder music. Table 40.3 shows the amount
of gain prescribed at 1000Hz by the FIG6 fitting for-
mula [40.56] as a function of how intense the input to
the hearing aid is. At high input levels such as with
many forms of music very little hearing-aid amplifi-
cation may be required, if at all. It can therefore be
concluded that, in some cases the hearing instrument
can and should be removed for music.

40.5.3 Clinical Strategy #3:
Use a (Tape) Covering
of the Hearing-Aid Microphone

This may seem like an incredibly low-tech solution and
indeed it is. Placing several layers of household adhe-
sive tape over the hearing-aid microphone(s) will serve
to reduce the microphone sensitivity. The exact number
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Table 40.3 Calculated amounts of gain required for
a given hearing loss at 1000 Hz (column 1) (based on FIG6
after [40.56]). For average levels of music (95 dB.A/) in-
puts, virtually no amplification may be required even for
very significant hearing losses (after [40.48], used with
permission)

dB HL
at 1000Hz

65 dB input 80 dB input 95 dB input

15 0 0 0
25 2 1 0
35 8 4 0
45 14 7 0
55 20 10 1
65 28 15 2
75 36 20 3
85 44 24 4

of layers of tape will have to be experimented with be-
cause different brands use different thicknesses of tape,
however typically three or four layers will suffice. As
far as the front end of the hearing aid is concerned,
the input is now 10�12 dB less intense and in many
cases will be within the optimal operating range of the
A/D converter. The user may need to adjust the vol-
ume control upwards slightly, depending on the level

of the modified music input. This strategy provides for
a flat attenuation of the input by about 10�12 dB up to
4000Hz. There is a slight roll-off in the response above
that. The exact nature of the effects of the tape on the
frequency response can be measured by the clinician
using probe microphone equipment.

40.5.4 Clinical Strategy #4:
Change the Musical Instrument

This is typically one of the last suggestions that a clin-
ician may make to a musician but it can be quite
useful, especially in the case of the original instrument
generating significant output in a frequency region of
significant inner hair cell damage, such as a dead region
in the cochlea. Changing to a similar but more bass-
oriented instrument may be quite useful. A violinist can
change to a viola, which is about a fifth lower. And an E
flat saxophonistmay change to a tenor B flat saxophone.
For those readers who would like more information
on this strategy, they are referred to an excellent re-
source put out by the Association of Adult Musicians
with Hearing Loss (www.AAMHL.org) called Mak-
ing Music with a Hearing Loss edited by Cherisse W.
Miller [40.57]

40.6 Some Hearing-Aid Technologies to Handle the More Intense Inputs
of Music

If an individual is seeking new hearing aids or have
yet to obtain their first set of hearing aids, there are
a number of technical innovations that are hearing-aid-
hardware based and should be considered. That is, these
are not software adjustment that can be made but are in-
herent in the hearing-aid design. Over the past several
years, the hearing aid manufacturing field has transi-
tioned to a post-16 bit architecture that has allowed
a larger input dynamic range. In order to handle some of
the higher level inputs associated with music, an 18 or
19 bit system should be sufficient. Many of these man-
ufacturers also use one or more of the following digital
techniques mentioned below in their algorithm and/or
hardware design. Some of these technical innovations
are mentioned below and have been on the market for
quite a while.

40.6.1 Technical Strategy #1:
K-AMP Analog Hearing Aid

Analog hearing aids are no longer widely available to-
day but an advantage of this approach to amplification
is that analog hearing aids do not require an A/D con-
verter and may therefore not be limited with regard to

the input as discussed earlier. One analog hearing aid,
the K-AMP [40.58–60], has shown itself to be a good
choice formusic and speech for over 25 years. This tech-
nology has a specially designed front end that can han-
dle inputs of up to 115 dB SPL, which is the limit of the
hearing-aid microphone. Hearing aids with the K-AMP
circuitry were the mainstay of working with hearing-
impaired musicians in the 1990s and early 2000s.

40.6.2 Technical strategy #2:
Changing Where the Dynamic Range
of the A/D Converter Operates

There are now a number of technologies in the hearing-
aid industry that either automatically adjust to the input
signal to ensure that the input level is within the ca-
pability of the A/D converter, or increase the dynamic
range of the A/D converter to be optimized for the more
intense inputs characteristics of music. The first techno-
logical approach is analogous to the strategy of bending
over slightly under a low bridge. The input level is re-
duced or compressed after the microphone but before
the A/D converter, and then amplified or expanded dig-
itally after the A/D converter. The final digitized input
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Fig. 40.2 Input/output function with compression settings
of 110 dB (dynamic shifted) and 95 dB (normal) before
the A/D converter for a 1 kHz sinusoidal signal (reprinted
from [40.61], with permission from Elsevier)

is essentially identical to what would have been re-
ceived had it been generated at a lower level initially.
The second technological approach is derived from the
definition of dynamic range. As the name suggests, it
is not 96 dB SPL that is the maximum input to a hear-
ing aid before distortion occurs, but that this is the
(maximum) range that is characteristic of the 16-bit ar-
chitecture in current digital hearing aids. This range can
go from 0 dB SPL to 96 dB SPL, or from 15 dB SPL to
111 dB SPL. In both cases the dynamic range is 96 dB
but the second one is more appropriate for listening to
and playing of music. Both of the above technological
solutions are currently in the marketplace and new ones,
based on similar approaches, are being developed. For
more information please see [40.61–65].
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Fig. 40.3 Recording with the thresh-
old of the compressor set to 95 dB
before the A/D converter; input level
110 dB SPL. The black waveform
is the original input file (reprinted
from [40.61], with permission from
Elsevier)

If the level that is permitted to enter the hearing aid
is adjusted before the A/D converter, then this can have
large effects on the input to the hearing aid. The dif-
ferences in behavior of an input compression system
when the levels are changed are shown with an in-
put/output graph in Fig. 40.2. In the reference situation,
seen as a gray line, the threshold of the input compres-
sor becomes active at 95 dB SPL, whereas the black line
shows the condition where the level has been shifted to
have an effect at 110 dB SPL. This measurement was
made with a 1000Hz pure-tone sinusoidal signal swept
in level.

We should next examine what happens with music,
using an excerpt from Eine kleine Nachtmusik (Sere-
nade No. 13 for strings in G major), K. 525 by Mozart
(CD EMI records) played at 110 dB SPL (peak). The
first waveform in Fig. 40.3 shows the music with the
threshold for compression set to 95 dB SPL. The result-
ing output, in gray, is compressed in comparison to the
original recording, seen in black. In Fig. 40.4 however,
the level before compression takes place is shifted to
110 dB and this compressed effect on the waveform is
not seen. The dynamic range of the music is therefore
preserved and will be converted into the digital domain.

The adjustment to the compressor is being made
before the A/D converter and therefore before any am-
plification is applied [40.63]. The peaks of the music
are not increasing the output levels of the hearing aid
and therefore the maximum output levels have not
changed. The maximum power output (MPO) in the
hearing aid is always set based on the real or calcu-
lated uncomfortable loudness levels (UCL) to prevent
any potential damage to the hearing-impaired listener’s
residual hearing.
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Fig. 40.4 Recording with the
threshold of the compressor set
to 110 dB before the A/D converter;
input level 110 dB SPL. The black
waveform is the original input
file (reprinted from [40.61], with
permission from Elsevier)

40.6.3 Technical Strategy #3:
Use of a Less Sensitive
(or �6dB=Octave) Microphone

The use of a hearing-aid microphone that is less sen-
sitive to lower frequency sound energy, which can be
quite intense, has been shown to be quite useful for
those musicians who do not require significant low-fre-
quency amplification. In this approach, a �6 dB=octave
low cut (i. e., high pass) hearing-aid microphone sys-
tem is used in place of the broadband hearing-aid
microphone that is typically used. This hearing-aid mi-
crophone is less sensitive to 500Hz energy by 6 dB and
to 250Hz energy by 12 dB (i. e., a 6 dB=octave roll-off).
High-level, low-frequency music energy that would
otherwise cause the front end to distort will now be

reduced, thereby allowing the input to be more within
the optimal operating range of the A/D converter and
associated circuitry. For those individuals who require
a significant amount of low-frequency amplification,
this can be compensated for within the fitting software
(after the A/D converter) by adding back in the 6 dB of
lost input at 500Hz and 12 dB at 250Hz. More infor-
mation on this process can be found in [40.66, 67].

It is important to reiterate that none of these tech-
nologies or clinical strategies are simply a matter of
adjusting the fitting software provided by the hearing-
aid manufacturer. These technologies are built into the
hearing-aid hardware and cannot be adjusted within the
clinic. Fitting software adjustments are therefore not the
primary approach that should be taken whenever music
is considered as an input to a hearing aid.

40.7 General Recommendations for an Optimal Hearing Aid for Music

If the clinician has been able to select or modify the
hearing aid appropriately to ensure that the more in-
tense components of music are transduced through the
front end with minimal distortion, then what types of
software manipulations would be useful for a music
program? We will now review four general clinical rec-
ommendations.

40.7.1 Recommendation #1: Similar WDRC
Parameters for Speech and for Music

When looking at the compressions settings in a hearing
aid, it is quite possible that no changes would need to be

implemented for a music program that would be differ-
ent from a speech in quiet program [40.43, 68–70]. This
could also be attributed to the fact that it is quite difficult
to make generalized statements concerning the many
differences in the implementation of compression archi-
tecture used by the different manufacturers of hearings
aids. The use of the wide dynamic range compression
(WDRC) circuitry is primarily an attempt to reestablish
normal loudness growth due to outer hair cell damage.
WDRC can apply more amplification to softer signals
than to louder signals so that the dynamic range at the
input can be fitted into each individual’s personal dy-
namic range [40.71]. Therefore, audibility and comfort
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are maintained.WDRC addresses the damage to the au-
ditory system rather than the nature of the input stimuli
per se. Davies-Venn et al. [40.68, p. 696] supported this
notion and noted that

WDRC [. . . ] may be just as good for music as for
speech [. . . and] that [this] hypothesis was sup-
ported by the present data.

40.7.2 Recommendation #2: Gain Settings
Within a Dedicated Music Program –
the �6dB rule

Assuming that both of the speech in quiet and music
programs utilize similar WDRC parameters then the
music program should be set with about a 6 dB lower
OSPL90 (OSPL90) and a 6 dB lower gain than the in-
dividual’s speech in quiet program. Since the OSPL90
is a measure of the maximum amplification that can be
applied via a hearing aid within the limitations of using
only pure-tone stimuli, then we want to ensure that the
peaks of the signal do not exceed the tolerance level of
the individual. If the crest factor for music is roughly
6 dB higher than that of speech (18 dB versus 12 dB),
then the OSPL90 for music should account for this. As
can be seen from Table 40.2 this can vary significantly
depending on how one analyzes the crest factor, but
generally in order to prevent the peaks of music from
causing discomfort, the OSPL90 and the gain should be
6 dB less intense than for the speech in quiet program
setting.

40.7.3 Recommendation #3: Bandwidth
for a Music Program

There is no definitive research that has been per-
formed specifically concerning the bandwidth within
the hearing aid that is necessary for music, but here
is a summary of what the most relevant studies indi-
cate. Essentially, given the limitations of an individual’s
hearing loss there is no reason to set the bandwidth
differently for a speech in quiet program as there is
for a music program. Any change in bandwidth has
more to do with the degree and configuration of the au-
diometric hearing loss. Examining the work of Moore
et al. [40.72], Moore [40.70] and the work of Ricketts
et al. [40.73] several general recommendations can be
made. A broad bandwidth should be specified (to the
limits of the capability of the hearing aid) if there is

only a mild to moderate sensorineural hearing loss, and
if the configuration is relatively flat. However if the
hearing loss is greater and/or the configuration of the
audiogram is steeply sloping, that is, the hearing loss
is milder in the low frequencies and is much worse in
the high frequencies, then a narrower bandwidth may
be desirable.

40.7.4 Recommendation #4:
Disable the Feedback Cancellation
and Noise Reduction Systems

Noise reduction systems and feedback management
systems are designed to remove acoustic information
that is judged to be undesirable, or even uncomfort-
able for the hearing-aid user. For this reason a general
recommendation can be made to disable the feedback
cancellation system and noise reduction system, to the
extent that they can be disabled via the hearing-aid
fitting software, so they do not affect the musical sig-
nal. Noise reduction systems are designed to classify
noise on the basis that signals with low modulation
are generally less interesting (e.g., steady state noise),
than signals with high modulation such as human
speech [40.74]. With some genres of music the noise
reduction system may actually remove part of a musi-
cal signal that could be of interest to the listener based
on this classification scheme. A subset of noise reduc-
tion systems may also reduce the intrusive nature of
transient signals such as cutlery sounds in a restau-
rant. Again this could affect music depending on the
genre and the instrument played. In some cases, feed-
back cancellation systems can remove periodic signals
similar to that produced by some musical instruments
such as a flute or a piccolo [40.27]. They may also pro-
duce other audible artifacts such as chirping in the case
of phase cancellation technology for feedback manage-
ment [40.27, 75]. Although this is becoming less of
a problem as these algorithms are improved, it is still
possible that a hearing aid might confuse a feedback
signal with a harmonic of the music. Some manufactur-
ers have limited the feedback management algorithms
to only function in the higher frequency region (e.g.,
above 2000Hz) although this, to date, has only been
a partial solution. Given the wide variety of implemen-
tations of feedback reduction cancellation and noise
reduction algorithms that are currently available, it is
generally desirable that they should be disabled if at all
possible.
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40.8 Conclusions and Recommendations for Further Research
Amplification with hearing aids has been shown to
reduce the negative effects of hearing loss faced by indi-
viduals who have a hearing impairment but who do not
require a cochlear implant [40.76–78]. In this chapter
we have explored the topic of enhancing the listening
experience for music with hearing aids for musicians
and enthusiastic concert goers. We first looked at the
basic assessment of the auditory system, primarily the
periphery where damage is clearly identifiable due to
prolonged exposure to noise or loud music. We then ex-
plored some key acoustical differences between speech
and music and how these differences need to be taken
into account when looking at hearing aids for music.
Hearing-aid technology was then examined and solu-
tions to make music not only sound better but also be
more useful for the musicians were discussed. The key
limitation concerning the capability of current digital
hearing aids to accommodate the more intense elements

of music is the A/D converter. Expending research and
development efforts on the other elements within the
hearing aid will not really improve the fidelity of music.

As in most areas within the field of audiology the
realm of music as an input to hearing aids and the tech-
nologies that are available is a rapidly changing one.
New technologies are on the horizon, such as better A/D
converters that may be implemented by various manu-
facturers. New assessment techniques such as the MPT
discussed earlier could potentially lead to better and
more personalized evaluation of the hearing-impaired
musician. The authors both hope that music becomes
more of an issue within audiology and also that hearing
impairment becomes more of an issue within the field
of musicology. Researchers and clinicians in two fields
could potentially create common solutions to overcome
the setbacks that musicians face when confronted with
a hearing loss.
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41. Music Technology and Education

Estefanía Cano, Christian Dittmar, Jakob Abeßer, Christian Kehling, Sascha Grollmisch

In this chapter, the application of music informa-
tion retrieval (MIR) technologies in the develop-
ment of music education tools is addressed. First,
the relationship between technology and music
education is described from a historical point of
view, starting with the earliest attempts to use
audio technology for education and ending with
the latest developments and current research con-
ducted in the field. Second, three MIR technologies
used within a music education context are pre-
sented:

1. The use of pitch-informed solo and accompa-
niment separation as a tool for the creation of
practice content

2. Drum transcription for real-time music practice
3. Guitar transcription with plucking style and ex-

pression style detection.

In each case, proposed methods are clearly
described and evaluated. Objective perceptual
quality metrics were used to evaluate the proposed
method for solo/accompaniment separation. Mean
overall perceptual scores (OPS) of 24:68 and 34:68
were obtained for the solo and accompaniment
tracks respectively. These scores are on par with the
state-of-the-art methods with respect to percep-
tual quality of separated music signals. A dataset
of 17 real-world multitrack recordings was used
for evaluation. In the drum sound detection task,
an F-measure of 0:96 was obtained for snare
drum, kick drum, and hi-hat detection. For this
evaluation, a dataset of 30 manually annotated
real-world drum loops with an onset tolerance of
50ms was used. For the guitar plucking style and
guitar expression style detection tasks, F-measures
of 0:93 and 0:83 were obtained respectively. For
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this evaluation, a dataset containing 261 record-
ings of both isolated notes as well as monophonic
and polyphonic melodies with note-wise anno-
tations was used. To conclude the chapter, the
remaining challenges that need to be addressed
to more effectively use MIR technologies in the
development of music education applications are
described.
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41.1 Background

The rapid development of music technology in the
past few decades has inevitably changed the way peo-
ple interact with music today. The means of music
consumption have changed, most notably due to the
constant availability of digital music via the Internet
and mobile applications. Additionally, the technology
for music production has moved almost entirely to the
digital domain. This evolution made music production
technology affordable for individuals and put the ability
to create and distribute music in the hands of the aver-
age music lover. It was only to be expected that these
technology changes would also influence other fields of
research, and the application of music technologies in
music education began to draw further attention. How-
ever, the development of new applications for music
education faces many challenges:

1. Development of robust and efficient algorithms that
can help in practicing music

2. Bridging the methodical gap between music educa-
tion and music technology

3. Design of appealing and entertaining applications
that motivate the user while developing real musical
skills.

When talking about music technology in music ed-
ucation, two important points that need to be addressed
are:

1. The development of mechanisms to give users auto-
matic feedback about their performances

2. The possibility to automatically generate relevant
practice content.

Several technologies, mainly developed within the
music information retrieval (MIR) community, are rel-
evant here. Automatic pitch detection, for example,
deals with the extraction of fundamental frequency (f0)
sequences from a given music recording. In a music
education context, pitch detection algorithms take an
audio signal of the user’s performance, and determine
which notes the user plays over time. In this way, sys-
tems can compare the user rendition to a reference
(ground-truth). In terms of automatic content creation,
music transcription technologies attempt to automati-
cally extract time and pitch information necessary to
recreate the underlying musical score from recorded
music. Also relevant for content creation are sound sep-
aration technologies that attempt to extract the sound

of a particular musical instrument from an audio mix-
ture. In a music education context, music transcription
would allow the automatic creation of music scores for
pieces whose score is not available, such as improvisa-
tions, live performances, etc. Sound separation would
allow, for example, the creation of backing tracks that
the user can use during practice time or concert prepa-
ration.

In Fig. 41.1 an example of music technology ap-
plied in a music education context is displayed. Fig-
ure 41.1a shows a spectrogram with the results of
a pitch detection algorithm. Figure 41.1b shows how
this algorithm can be used inside a music education ap-
plication to to give the user real-time feedback on their
performance.

This chapter presents a general overview of the use
of music technology in music education. Three spe-
cific cases of the use of music information retrieval
(MIR) technologies in a music education context are
presented:

� Sound source separation� Drum transcription� Guitar transcription.

The chapter is organized as follows: Sect. 41.2 gives
an overview of existing applications and projects and
Sects. 41.3–41.5 present the three aforementioned cases
of MIR research and their application to music edu-
cation. Finally, Sect. 41.6 presents a discussion and
outlines future challenges in the field.

a)

b)

Fig. 41.1a,b From music technology to music education.
(a) Spectrogram showing the results (in yellow) of a pitch
detection algorithm. (b) Example of a music game with
real-time pitch detection functionalities
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41.2 Music Education Tools

This section provides a general overview of commer-
cially available music education applications. These
applications can be broadly classified into four cate-
gories:

� Published music education material� Music video games� Software for music education� Music-learning mobile applications (apps).

For a thorough list of corresponding online refer-
ences, please refer to [41.1].

41.2.1 Published Music Education Material

Play-along CDs became very popular in the 1980s.
They allow the user to practice popular musical pieces
in sync with specially recorded (e.g., piano or orches-
tral) accompaniments. In most cases, the accompani-
ment and the solo instrument are panned to the left and
right stereo channels, so the user can directly choose the
mixing ratio. In this way, users can familiarize them-
selves with the musical piece while developing musical
skills. The main drawback of such practicing tools is the
limited amount of available content: each track needs to
be produced and recorded, leading to high production
costs. Therefore, play-along CDs are mainly limited to
some representative concerts of the instrumental reper-
toire and very famous songs. Popular jazz play-alongs
have been published by Jamey Aebersold [41.2] in the
jazz series with over 100 items, and by the Hal Leonard
Corporation [41.3] featuring different artists, instru-
ments, playing techniques, jazz standards, and thematic
editions. A larger catalog of play-alongs for different
genres is offered by Music Minus One [41.4] including
different instruments and ensembles.

Instructional videos started as an educational tool,
where particular topics like instrument playing tech-
niques are shown and explained by renowned profes-
sional musicians, covering important points like proper
warm-up exercises, improvisation, and ways to play
certain sections of a musical piece. Later on, the pop-
ularity of some musicians was used as a marketing
tool, moving the focus of the videos from the musical
content itself to the featured artist giving instructions.
This appealing idea led to a vast and growing cata-
log of instructional videos. Initially released on VHS
tapes in the 1980s and 1990s, modern videos are pub-
lished on digital media formats like DVD or online
resources like YouTube. Educational videos have been
published amongst others by Alfred Music Publish-
ing [41.5], Berklee Press [41.6], Icons of Rock [41.7],
and Homespun [41.8].

Even though published materials are very popular
for practicing at home, they all share the same disadvan-
tage: lack of direct feedback of the users’ performance
and progress. Therefore, users have to be completely
self-motivated and rely on their own perception. This
can be very challenging especially for beginners.

Moving away from traditional content distribu-
tion, some websites such as Drumeo [41.9] or
Get2Play [41.10] focus on offering online instructional
videos as their main service. Compared to physically
distributed instructional videos, Drumeo tries to avoid
the missing feedback by offering community features,
custom lesson plans, and feedback by instructors for
which students have to submit a video of their perfor-
mance.

41.2.2 Music Video Games

Music video games were first recognized as a genre
in 1996 with the release of the music rhythm game
PaRappa the Rapper for Sony PlayStation 1. Rhythm
games can be seen as a subgenre of music video
games, which had their commercial breakthrough with
the release of Guitar Hero in 2005 for Sony PlaySta-
tion 2 [41.11]. Its specialized controller simulates a real
guitar in shape, replacing strings and frets with five but-
tons and a strum bar. Later installments of the series
extended the game by supporting simplified drums, bass
guitar, and vocals. A comparable popular video game
is Rock Band, which covered guitar, drums, bass and
vocals already in its first release. The third installment
added a three-part harmony recognition feature for vo-
cals and a keyboard-shaped controller. Both game series
offer new songs as downloadable content and are avail-
able on various gaming platforms.

While being entertaining and successful in fostering
interest in music, rhythm games fail to develop musi-
cal skills transferable to real musical instruments due to
their overly simplified instrument controllers.

Karaoke music video games focus on vocal per-
formance, displaying lyrics and the reference melody
(often displayed in piano-roll notation) while rating
the users’ vocal performance. One popular example in
this subgenre is SingStar [41.12], released for Sony
PlayStation 2 and 3.

The first commercially viable music video game
designed to be controlled with a real musical instru-
ment was Rocksmith, released in the United States in
September 2011 for Microsoft Xbox 360, Windows,
and Sony PlayStation 3 by Ubisoft [41.13]. It supports
electric guitar and electric bass guitar. The audio sig-
nal is captured with an USB audio interface connected
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to the output plug of the instrument. The performance
of the user is rated in real-time by means of pitch de-
tection and compared to the reference notation of the
backing track. The difficulty adapts to the skill level
of the player, adding and removing notes depending
on performance. Additional mini games with scales or
chord exercises are available to further improve the
playing skills of the user. This feature moved the game
away from mere entertainment towards music educa-
tion. The latest installment, Rocksmith 2014, released
in November 2013, moves even more in an educational
direction by adding a session mode where players can
jam with a virtual band. The virtual band members, mu-
sical genre, tempo and key of the jam session can be
selected and the band adjusts to the user’s performance.

While most of the mentioned games have a large
database of available content already delivered or avail-
able for download, the possibility of including origi-
nal content is not supported and mostly it is popular
rock/pop songs that are available. Therefore, pleasing
all users’ personal tastes is not possible.

41.2.3 Music Education Software

While music video games focus mainly on entertaining
the user, music education software aims at an interactive
educational approach.

An example web-based system developed by Grieg
Music Education is Music Delta [41.14]. It is available
in two different versions:

1. Music Delta Planet, developed for teaching music
history, artists, and composers to elementary-school
children in an entertaining way

2. Music Delta Master, consisting of modules for cre-
ating a deeper understanding of music theory, com-
position, history, and performance.

When it comes to musical skills, sight reading and
dexterity, Synthesia [41.15] and Gigajam [41.16] are
software applications that allow users to play along to
exercise pieces with Musical Instrument Digital Inter-
face (MIDI) instruments, such as keyboards and drum
sets.

SmartMusic is aimed at orchestras, woodwind,
brass, percussion, and string musicians as well as vocal-
ists of all levels [41.17]. While students can access the
SmartMusic database that contains numerous musical
pieces, educators can assign tasks to their students for
a more guided learning approach. SmartMusic includes
several practice tools, e.g., for displaying fingerings, re-
ducing tempo and recording for self-assessment.

Apple’s interactive learning software GarageBand
teaches piano and guitar with specially designed con-

tent [41.18]. The system uses the computer microphone
or USB audio devices to provide direct feedback. Even
though it is released for both Mac and iPad, the mo-
bile version lacks the practicing content included in the
desktop version.

Songs2See is an application that supports both real-
time feedback during practice, as well as importing of
custom exercises [41.19]. It was originally developed
in an MIR research project [41.20]. In contrast to the
above-mentioned music video games, it has a more
thorough approach to instrumental learning and lets
users choose between common music notation, piano-
roll, and tablature.

41.2.4 Music-Learning Mobile Apps

The market for tablets and smartphone applications is
growing steadily, with a considerable number of music
learning apps published so far. With the rapid and vast
development of apps nowadays, keeping an updated list
of music-related apps can be very challenging. Here,
a series of representative apps have been described that
have presented important developments in the music
app context. However, this list is by no means exten-
sive and a great number of relevant and valuable apps,
which have not been described in this chapter, are also
available for the user.

An application targeting guitar players is Rock
Prodigy, which started as a pure download prod-
uct for iPad, iPhone and iPod touch [41.21]. It was
later released for Windows and Mac as well. The
user is recorded while playing and immediate per-
formance feedback is given. It offers courses about
chords, rhythm, scales, technique, and music theory.
The courses can be purchased as downloadable content
depending on the user’s needs.

Amore classical approach is taken by the interactive
score sheet app Tonara available for iPad [41.22]. The
main feature is automatic score page turning by means
of score-following, which adjusts to the user’s progress
by analyzing the microphone input. Content must be
purchased in the app store and offers mostly popular
and classical music tracks.

The company Yousician – previously called
Ovelin – initially brought to the market two games par-
ticularly aimed at beginners: Wild Chords and Guitar
Bots. While Wild Chords tried to familiarize the user
with guitar chords using and animal-themed interface,
Guitar Bots came as a followup product also target-
ing more advanced performers. The company has now
completely focused on their latest app Yousician, mar-
keted as a personalized music teacher and first released
in 2014. Yousician currently supports guitar, ukulele,
bass, and piano.
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41.2.5 Research Projects

A few research projects have dealt with the develop-
ment of electronic learning systems for music education
in the past years. Projects funded by the European
Commission include the Interactive Multimedia Envi-
ronment for Technology Enhanced Music Education
and Creative Collaborative Composition and Perfor-
mance (i-Maestro), the Virtual European Music School
(VEMUS), the Interactive Music Tuition System (IMU-
TUS), the aforementioned Songs2See [41.19, 23–25],
and Emused.

Focusing on the violin family, i-Maestro offered en-
hanced and collaborative practice tools by analyzing
gesture and posture based on audiovisual systems and
sensors attached to the performer’s body. IMUTUS’
main goal was to develop a practice environment for
recorder where students would get immediate feedback
about their performance. The follow-up project VE-
MUS extended the approach with the inclusion of more
musical instruments and tools for self-practicing, music
teaching, and remote learning.

The Music Representation Research Group at IR-
CAM developed Antescofo [41.26], a score-following
system and a language for musical composition that au-
tomatically recognizes the player’s position and tempo
in a musical score. Therefore, it can be used as a tool
for tempo and performance analysis by researchers
and as a practicing tool with interactive accompani-
ment by music students. Furthermore, it assists the
user during the composition process by synchronizing
computer-generated sounds with instrumental perfor-
mances.

Moving the focus from music learning to automati-
cally generated computer accompaniments, Music Plus
One [41.27] intended to increase the aesthetic and per-
ceptual quality of the generated music. This is achieved
by listening to the users and following their timing and
expression. This system, developed by the School of
Informatics and Computing in Indiana University, con-
sists of three main steps:

1. Listen: It identifies the note onsets and matches
them to the reference via a hidden Markov model
(HMM).

2. Play: The audio output is generated by phase vocod-
ing a pre-existing playback.

3. Predict: It tries to predict the future timing by using
a Kalman filter-like model.

KOPRA-M (Entwicklung und empirische Vali-
dierung eines Modells musikpraktischer Kompeten-
zen) [41.28] focused on the measurement of music
competencies of German secondary-school students.
The students have to solve a set of tasks that can be
grouped into singing, melody and rhythm tasks. The
melody and rhythm tasks have to be performed on
a tablet with the purpose-built color music grid app,
for the purpose of avoiding differences in rating due to
prior skills on certain instruments like piano. The au-
dio input of all tasks is recorded on the system’s server
for automated ratings. The system consists of a main
server that communicates with the client software on
the students’ machines. The system attempts to model
ratings from human experts by employing MIR meth-
ods.

41.3 Sound Source Separation for the Creation of Music Practice Material

As explained in Sect. 41.2.1, play-along versions are
very popular for music practicing. Due to their ex-
pensive production costs, only very popular musical
pieces are available and finding play-along versions
for individual tastes can be very hard. An alterna-
tive way to obtain play-along versions is sound source
separation of original music recordings. Sound source
separation is an umbrella term for diverse signal pro-
cessing methods used to extract source signals from
an audio mixture. In the music context, sound source
separation refers to the extraction of a given musi-
cal instrument from a polyphonic, multitimbral music
recording. This section focuses on a particular case of
sound source separation called solo and accompaniment
separation. For this specific task, the goal is to sep-
arate the audio mix into two sources only: the main

(or solo) instrument and the accompaniment. Ideally,
this process yields a play-along version of any music
recording [41.29].

41.3.1 State of the Art

As of today, the use of prior information about the
sources has proven to be advantageous for the separa-
tion quality, which is especially true for music signals.
The inclusion of known information about the sources
in the separation scheme is referred to as informed
source separation (ISS). ISS comprises, among oth-
ers, the use of MIDI-like musical scores, the use of
pitch tracks of one or several sources, and the extraction
of model parameters from training data of a particular
sound source [41.30].
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In a very general sense, a sound source separa-
tion process can be divided into three main processing
stages. This process is depicted in Fig. 41.2:

1. Source parameter estimation: Before any separation
can be performed, all methods need to estimate the
parameters corresponding to the desired source. De-
pending on the method used, different parameters
might be required, such as magnitude envelopes,
frequency locations of harmonic components, acti-
vation coefficients, etc.

2. Prior information: The estimation stage often
makes use of prior information about the sources to
guide and make the estimation more robust.

3. Separation procedure: After having estimated the
source parameters, this stage refers to the actual
separation of the spectral content from the different
sources.

In Fig. 41.2, a general block diagram of a sound sep-
aration process is illustrated. For each of the processing
stages of a common sound source separation process,
different methods have been applied in the literature.

Prior information of different types has been used
for sound separation. Some approaches make use
of pitch sequences of the sound sources to perform
separation. In some cases, automatic methods for pitch
detection such as the ones presented in [41.31, 32]
have been used to extract the f0 sequence of the main
instrument [41.33]. Other approaches have proposed
pitch-informed separation methods that extract pitch
information directly during the parameter estimation
stage (Fig. 41.2) of the separation process [41.34, 35].
Other methods have used available symbolic scores
(e.g., MIDI-files) of the music piece as prior informa-
tion [41.36, 37]. Some systems make use of instrument-
specific prior information to perform separation [41.38–
40]. These approaches naturally lean towards instru-
ment-specific separation and attempt to model a given
musical instrument as accurately as possible.

In the parameter estimation stage, a great diversity
of models and techniques have been used to char-
acterize the target source before the final separation
procedure. Two signal models, for example, have been
frequently used in the separation context. Some systems

Prior
information

Parameter
estimation

Separation
procedure

Input
audio

Output
audio

Fig. 41.2 Block diagram of a sound
source separation process where prior
information about the sources is
available

have used a sinusoidal model to characterize sound
sources as a sum of sinusoids with varying amplitudes
and frequencies [41.41, 42]. Other systems have used
the source/filter model for separation [41.43]. Some
systems have taken advantage of signal sparsity to per-
form separation [41.44], or have used the repetitive
structure of some music signals to differentiate them
from other sources [41.45].

A very commonly used technique applied in sound
source separation is nonnegative matrix factorization
(NMF). NMF takes advantage of the nonnegativity
of the magnitude spectrogram, and attempts to repre-
sent the spectrogram audio mixture as a time-varying
weighted sum of spectral bases. Some systems that
have used NMF in the separation scheme are [41.46–
48]. Nonnegative tensor factorization (NTF), which can
be understood as a generalization of NMF, has been
applied in separation of stereo and multichannel sig-
nals [41.49, 50].

After the parameters of the sources have been esti-
mated, the goal of the last stage of a separation process
is to obtain a spectral representation of each of the
sources to separate. This is the separation procedure
block in Fig. 41.2. In this stage the most commonly
used procedure is generalized Wiener filtering, which
can be applied both in a single-channel scenario [41.51]
and as a multichannel approach [41.52].

41.3.2 Proposed Method

The proposed method extracts pitch sequences of the
solo instrument and uses them to guide parameter esti-
mation. The main characteristic of the proposed method
is that it gathers information of tone objects and uses
known characteristics of musical instrument tones to
improve estimation. The proposed solo/accompaniment
separation method is composed of five processing
stages:

1. Pitch extraction
2. Tone formation
3. Harmonic series refinement
4. Spectral masking
5. Postprocessing.
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The method operates on spectrograms of the mu-
sic recordings that are computed via short-time Fourier
transform (STFT) and its inverse.

Pitch Detection
The pitch detection algorithm described in [41.31] is
used to extract frame-wise fundamental frequency se-
quences f0.n/ of the solo instrument. The algorithm
is based on a pair-wise evaluation of spectral peaks
that detects partials with successive harmonic numbers.
Voices are created from detected pitch candidates and
are characterized by a magnitude threshold and fre-
quency range. The most salient voice is selected as
the main melody. During pitch extraction, an analysis
frame of 46ms is used in conjunction with a hop size
of 5:8ms. Unpitched frames are marked with f0.n/D
0Hz.

Tone Formation
The raw f0 estimates from the pitch detection stage
are analyzed over time to create tone objects. A new
tone is started when an f0 value in the range between
65�2000Hz is found. After the start of a tone has been
detected, a moving average filter of length LD 3 frames
is used to calculate the mean frequency value Of0.n/ in
the time interval defined by the filter length L. The end
of a tone is defined either by a new f0 D 0Hz (no tone
was detected) or by a mean frequency variation larger
than a semitone (a new tone has started). A minimum
tone length of 100ms is defined. Each tone object is
defined by its initial frame ni, final frame nf, and its
frame-wise instantaneous frequency (IF).

Harmonic Series Refinement
This stage estimates the harmonic series of the solo
instrument for each tone. Let kp.n/ be the frequency bin
of the ideal location of partial p calculated as an integer
multiple of the fundamental frequency. The maximum
frequency deviation of each partial p from its ideal
harmonic location is defined as ımax. For each time
frame n in the range defined by Œni; nf�, a frequency
band given by Œkp.n/� ımax; kp.n/C ımax� is defined
where the observed partial location Okp.n/ is searched.
For each partial index pD 2; : : : ; pmax, the search
returns the frequency bin Okp.n/ where the observed
harmonic with the largest amplitude is observed. Each
partial is allowed to have individual deviation from the
ideal harmonic location.

Spectral Masking
After the complete harmonic series has been estimated,
initial binary spectral masks for the solo MS.k; n/
and accompaniment MA.k; n/ are created. Each time-
frequency bin is defined either as part of the solo

instrument or part of the accompaniment. To com-
pensate for spectral leakage in the time–frequency
transform, a tolerance band �D 1 centered at the ob-
served partial location Okp.n/ is included in the masking
procedure.

Postprocessing
This stage refines the initial estimation of the spectral
representation of the solo instrument. Three main pro-
cessing stages are proposed:

1. Attack refinement: As clear spectral peaks are
mostly observed in the sustained part of the tone,
the pitch detection algorithm requires a few process-
ing frames before a valid f0 value can be detected.
To compensate for this inherent delay, the observed
harmonic structure MS.k; ni/ in frame ni is repli-
cated in all the frames 70ms ahead of ni.

2. Transient interference reduction: Transient inter-
ferences are assumed to be vertical events in the
spectrogram that are common to several (if not
all) harmonics and occur in a short time inter-
val [41.53]. In order to detect transients in the
solo signal, the temporal envelopes of the partials
are smoothed with a median filter of length LD 3
and normalized to the Œ0; 1� range. The lowest par-
tial index considered for the detection of transients
plow D 9. A magnitude threshold �L D 0:6 is de-
fined and frames where the normalized smoothed
magnitude envelopes are larger than �L are de-
tected as possible transients. The minimum number
of partials where a magnitude value larger than
�L has to be observed for the event to be consid-
ered a transient is defined as minp D 6. To remove
a detected transient, the value of MS.k; n/ in the
time frame where the transient was detected is
replaced by the mean magnitude value of the nor-
malized smoothedmagnitude envelope in the L time
frames before the transient was detected. The ac-
companiment mask is recalculated as MA.k; n/D
1�MS.k; n/ and the new postprocessed masks are
no longer binary.

3. Common amplitude modulation (CAM): Partials of
a musical instrument tone tend to exhibit highly
correlated temporal envelopes. This phenomenon is
known as common amplitude modulation [41.54].
Data-driven CAM is enforced in the estimation by
weighting the temporal envelopes of the partials
with a reference curve. To obtain the reference enve-
lope only the first pCAM D 5 partials are considered
as estimation is always more accurate for lower
partials. The reference curve is the normalized tem-
poral envelope of the partial with the highest mean
cross-correlation Nrp with the other pCAM� 1 en-



Part
F
|41.4

862 Part F Music and Media

OPS
TPS
IPS
APS

Solo

a) Solo tracks

60

40

20

0
Backing

b) Accompaniment tracks

60

40

20

0

Fig. 41.3a,b Objective perceptual
quality measures obtained with the
proposed method: overall perceptual
score (OPS), target-related perceptual
score (TPS), interference-related
perceptual score (IPS), artifact-related
perceptual score (APS). (a) Solo
tracks, (b) accompaniment tracks

velopes. That is,

pref D argmax
p

.Nrp/ :

All the partial envelopes are weighted with the tem-
poral envelope of partial pref.

41.3.3 Evaluation and Results

The proposed method was evaluated with a dataset
composed of 17 multitrack recordings: 10 tracks with
vocal solos, and seven tracks with different instrumental
solos freely available in [41.29]. The Perceptual Eval-
uation methods for Audio Source Separation (PEASS)
toolbox [41.55] was used to evaluate quality of result-
ing signals. Resulting quality measures are presented in
Fig. 41.3. Mean values with 95% confidence intervals
are presented.

The algorithm shows particularly high IPS scores
both for the solo and the accompaniment. These results
suggest good isolation of the solo instrument. High IPS
scores often come hand in hand with lower APS and
TPS scores. This can be more clearly observed in the
results for the solo tracks. Perceptual quality scores are
in general higher for the accompaniment track than for
the solo. Larger confidence intervals can be observed

for the solo, suggesting that the algorithm can handle
some instruments better than others.

The proposed method was submitted to the Signal
Separation Evaluation Campaign (SiSEC 2013) in the
professionally produced music recordings task. The al-
gorithm obtained comparable quality ratings to other
state-of-the-art approaches with an average processing
time of 0:25 s per 1 s of audio on a 2:6GHz computer.
The full table of results can be found on the campaign’s
website [41.56].

The use of the proposed method in a music edu-
cation context was also studied in [41.57], by means
of a listening test setup specially designed to evaluate
the level of comfort of music students when playing
to different types of separated signals as audio ref-
erence. The main goal was to determine which type
of signal distortions (artifact distortions, interference
distortions, or target distortions) were most disturb-
ing for musicians during practice. Results from this
study can be used as guidelines for optimizing algo-
rithms to better suit the music education context. They
indicate that preferences are different for solo and back-
ing tracks. While target distortions were found to be
most annoying in backing tracks, artifact distortions
proved to be most important for separated solo sig-
nals.

41.4 Drum Transcription for Real-Time Music Practice

As shown in Sect. 41.2.3 a small number of music
video games and music education software also of-
fer the possibility to play along and practice drums.
In all cases, this functionality is enabled by using
MIDI-fied drum sets. However, none of the existing ap-
plications enable the user to practice using a real-world
acoustic drum set. Our goal is to have the drum stu-
dents play along to a given rhythm pattern or song,
while their performances, in terms of hitting the cor-

rect drums to the correct metric positions, are assessed
in real-time. As a prerequisite, it is necessary to rec-
ognize the different drum sounds in a monaural drum
recording. In MIR, this task is called automatic drum
transcription or drum detection (agnostic to the met-
ric position). Having beginners in mind, we constrained
ourselves to detection of onset times for the most
basic drums, namely kick drum, snare drum, and hi-
hat.
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41.4.1 State of the Art

In this section, the most important directions of re-
search for automatic drum transcription are presented.
As described in [41.58], the existing approaches can be
divided into three different categories depending on the
signal model and processing steps taken in the analysis.

Source Separation Methods
The first category is also known as separate and de-
tect because the signal is first separated into individual
streams and subsequently onset events are detected
in each individual stream. The prerequisite is typi-
cally a time–frequency transform (e.g., via STFT). The
generic signal model decomposes the resulting mag-
nitude spectrogram X into a linear superposition of
individual component spectrograms. The components
are usually represented by fixed spectral bases B and
corresponding time-varying amplitude gains G. The
known approaches mostly differ in the decomposition
method as well as the constraints and initialization im-
posed on B and G.

Independent component analysis (ICA) computes
a factorization X D BG, such that the separated source
spectra are maximally independent and non-Gaussian.
Independent subspace analysis (ISA), first described
in [41.59], applies principal component analysis (PCA)
and ICA in succession for decomposing X. This com-
bination makes it possible to extract multiple sources
from fewer observations than normally possible with
ICA [41.59]. In order to classify the arbitrarily per-
muted and scaled components afterwards, feature ex-
traction and classifiers such as k-nearest-neighbor
(k-NN) or support vector machines (SVM) can be
used [41.60]. An extension to ICA called nonnegative
independent component analysis (NICA) has the con-
straint that the matrix B must be nonnegative [41.61].
In [41.62], how to use NICA for transcription of kick,
snare and hi-hat from polyphonic music is shown.

Prior subspace analysis (PSA) was first proposed
in [41.63] and utilizes prior knowledge about the
sources that should be separated. A starting point for the
algorithm is the collection of template spectrum basis
functions in a matrix Bp. These consist of the averaged
spectra drawn from a large collection of isolated kick
and snare sounds. Once the template basis functions are
computed, one can get a first approximation of the am-
plitude gains by

OGD BC

p X ;

where BC

p denotes the pseudo-inverse. The rows of ma-

trix OG contain the temporal activations of the template
sources in the signal, but are not independent. To make

them independent, ICA is applied. This results in an
unmixing matrix W transforming OG into independent
amplitude gain functions GDW OG. Subsequently, an
improved estimate of the source spectra can be com-
puted by BD XGC, which now contains the source
spectra adapted to the actual signal. Using this method,
[41.64] reports an F-measure of 75% on the detection
of kick and snare drums.

An early work applying NMF (Sect. 41.3.1) for
the separation of drums from polyphonic music is
presented in [41.65]. It uses NMF minimizing the
Kullback–Leibler divergence, with random initializa-
tion of B and G. From the resulting components,
spectral and temporal features are computed and clas-
sified by an SVM trained on the classes drums versus
harmonic. The reported results show that the NMF
and SVM approach performed better than ISA and
SVM. Another variant of NMF for drum transcription
is described in [41.66]. The NMF is first applied to in-
dividual drum spectrograms for kick, snare and hi-hat to
get template basis spectra, which are later fixed during
the NMF iterations. The method shows good perfor-
mance on drum loops, yielding an average F-measure
of 96% for kick, snare and hi-hat detection. However,
one might expect that the quality is largely determined
by providing appropriate basis spectra for the initial-
ization. Recently, NMF-based methods have also been
applied to real-time drum detection [41.67], where each
drum onset is identified with probabilistic spectral clus-
tering based on the Itakura–Saito divergence.

Template Matching
The second category of drum transcription techniques
follow a so-called match and adapt approach. It re-
lies on temporal or spectral templates for the events
that should be detected. In a first approximation the
occurrences of events that are similar to the template
are detected. Afterwards, the templates are iteratively
adapted to the given signal. In turn, this can then be
used for a more detailed search. As an example of
such an algorithm, the work presented in [41.68] uses
template spectrograms for kick and snare, called seed
templates, which are constructed from a collection of
isolated drum sounds. First, onset detection determines
possible candidates for drum sounds. At each onset
candidate, a spectrogram snippet with the same size
as the template is kept and compared with the tem-
plate. At this stage, the spectrum is filtered according
to the typical frequency range of kick, snare or hi-
hat and smoothed, so that a rough estimation with the
template takes place. The reciprocal of the distance
between the observed spectrogram and the template de-
scribes the reliability that an onset candidate contains
a drum sound. In the adapt stage, the seed templates
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are updated by taking the median power over all se-
lected frames. This suppresses more volatile spectral
peaks from harmonic instruments. The process of tem-
plate adaption is used iteratively, so that the output of
this median filtering is used as the next seed template.
The final stage determines whether the drum sound
actually occurs at the onset candidate. As a result of
applying the template matching in conjunction with
harmonic structure suppression, an F-measure of 82%
for kick and 58:3% for snare was reported. A combi-
nation of template matching and sound separation is
described in [41.69], where the candidates for template
extraction are first detected using NMF decomposi-
tion. Another example of template matching is given
in [41.70], where characteristic band pass filter parame-
ters are learned. The training process is realized through
the evolution of the characteristic filters with the differ-
ential evolution (DE) algorithm and fitness evaluation
measures for determining each filter’s ability to cor-
rectly detect the onset of the respective drum. The
output of each filter represents the activations of the
single drums and can be processed by means of peak
picking.

Machine Learning
The last category of drum transcription algorithms is
referred to as segment and classify. It first uses tem-
poral segmentation of the audio track into musically
relevant parts. Usually, a certain number of frames af-
ter each detected onsets is kept or a temporal grid of
fixed periodicity is aligned to the audio track. Subse-
quently, each temporal event is identified by a classifier.
Often, well-known machine learning methods such as
SVM are used in conjunction with features extracted
from each segment. The method in [41.71] uses a set
of features comprising averagedMel-frequency cepstral
coefficients (MFCCs), various spectral shape parame-
ters and the log-energy in six frequency bands chosen

Drumset
recording

Snaredrum
(d = 2)

Onset
detection

Kickdrum
(d = 1)

Hi-hat
(d = 3)

STFT

STFT

STFT

STFT
X (n)

NMFInitial B nd (n) Transcription

Fig. 41.4 Overview of the
proposed method. Initial
basis vectors B are trained
on isolated drum sounds.
Drum set recordings are
split into spectral frames
X.n/ and subjected to
NMF. Individual novelty
curves nd.n/ are extracted
and subjected to onset
detection

to mimic the spectral content of different drum instru-
ments. The features are classified by a set of eight
binary SVMs that have been trained on the classes kick,
snare, hi-hat, clap, cymbal, rim shot, tom and percus-
sion. Evaluated on a dataset of drum loops, the best
configuration gave a recognition rate of 83:9%. The
method proposed in [41.72] uses a similar approach, but
applies it to drum transcription from polyphonic mu-
sic. The algorithm achieved an average F-measure of
61:1% for the classes kick, snare and hi-hat. Finally,
hidden Markov models (HMM) are a machine learning
method that can be used to model drum sequences. Al-
though they are often counted as part of the segment
and classify approach, they stand out as they are able to
perform the segmentation and detection jointly. HMMs
model temporal sequences by computing the proba-
bility that a given sequence of observed states were
generated by hidden random variables, i. e., the activa-
tions of the drum classes. In [41.58], HMMs are used
to model MFCCs and their temporal derivatives. The
method achieves an F-measure of 81:5% in the recog-
nition of kick, snare and hi-hat for pure drum loops and
74:7% for polyphonic music.

41.4.2 Proposed Method

A block diagram describing the proposed method is
presented in Fig. 41.4. A similar approach as the one
described in [41.67] is taken, assuming that an ini-
tial training phase is possible where the specific drum
sounds are presented to the detection system. Instead
of using elaborate gamma mixture models, the spec-
tral bases B are simply initialized with the average over
all spectra of the isolated drum sounds. The number of
components per drum is denoted cd . Each drum gets at
least one basis vector assigned, but this number can be
increased. In order to achieve real-time capability, the
NMF decomposition is applied to each spectral frame
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individually, thus generating a succession of activations
for kick, snare and hi-hat in G approximately every
10ms. The Kullback–Leiber divergence (KL) is used
as an update rule. As a special trick, the spectral basis
functions B are kept semifixed, i. e., they are allowed
to deviate more from the initial value the closer the de-
composition is to the iteration limit. This is achieved
by a linear blending between the initial values and the
new ones. This way, the NMF is initially pushed into
the direction of the desired drums sounds. Later on, ac-
tual deviations of the incoming spectra from the prior
spectral templates are accounted for by the update rule.

For drum loops, multiplying each of the activations
in G corresponding to a single drum with the corre-
sponding columns in B yields well separated individual
spectrograms for kick, snare and hi-hat. On visual in-
spection, they exhibit very small cross-talk between
the different drums. Based on these, onset detection is
performed in a straightforward manner. Following the
approach proposed in [41.73], a novelty curve nd.n/ is
extracted from the successive spectrogram frames for
each drum d by differentiating along time in each bin
of the logarithmic spectrogram. All bins per frame are
summed up and half-wave rectification is applied – only
salient positive peaks corresponding to onsets are rel-
evant here. Inevitably, cross-talk artifacts will lead to
erroneous spikes and thus, an adaptive threshold on the
novelty curve is applied. The threshold is derived by
nonlinear compression nd.n/0:5, application of an expo-
nential moving average filter and nonlinear expansion
of the result nd.n/2:0. A variable boost factor b can
be used to adjust the threshold manually. If the nov-
elty curve is above the adaptive threshold and fulfills
other plausibility criteria [41.67], it is marked as an on-
set. Thus, the whole procedure generates a list of onset
times per drum.

41.4.3 Evaluation and Results

In order to assess the transcription performance, exper-
iments with manually annotated real-world drum loops
were conducted. The F-measure with an onset tolerance
of 50ms was used as the evaluation metric. A train-
ing set was created for initialization of single drums
(kick, snare, hi-hat). In order to capture the individual
characteristics, the drums were hit separately with vary-
ing velocity. For recording, an overhead microphone at
a fixed height of 1m was used. The recordings were
made with 10 different drum kits, consisting of differ-
ent drum sizes and a broad range of materials. The size
of the kick drum ranges between 18�24 in in diameter
and 16�22 in in depth. Materials were birch, mahogany
or maple. The snare drums all had the same size of 14 in
in diameter and 6:5 in in depth but differed in their ma-
terials (such as metal, wood or acrylic). The sizes for
hi-hats differed from 13 to 15 in.

The test set consisted of 30 drum sequences, which
were fairly simple groove patterns of kick, snare
and closed hi-hat. The tempo of the performed drum
grooves varies between 100�140BPM. Overall, 33min
of audio were recorded (in 44:1 kHz, mono, 16 bit) re-
sulting in 3219 annotated onsets. The shortest annotated
interval between consecutive onsets is 107ms (16th
notes at 140BPM).

With the described data, a grid search to come up
with the optimal set of parameters was run. The best
average F-measure of .FD 0:98/ across all drums was
obtained with cd D 2 basis vectors per drum, threshold
boost bD 1:5 and 20 NMF iterations during decom-
position. Striving for a more efficient computation,
a favorable working point was found around .F D 0:96/
F-measure when using only cd D 1, bD 1 and five iter-
ations.

41.5 Guitar Transcription Beyond Score Notation

As reported in Sect. 41.2.2, the guitar is very pop-
ular among musical beginners since it allows rela-
tively quick progress. Hence, algorithms for the au-
tomatic transcription of guitar recordings can be used
in various music education applications. For fretted
string instruments such as the acoustic guitar and
electric guitar, a popular way of writing music is
called tablature. It encodes the notes to be played
based on the geometric position on the fretboard,
i. e., the string number and fret number. Due to the
string tuning of guitars, certain notes with the same
pitch can be played on different positions of the fret-
board. The tablature notation resolves this ambiguity
and provides clear playing instruction to the guitar

player. An example of tablature notation is shown in
Fig. 41.5. The traditional music score is also shown for
reference.

Fig. 41.5 Example of tablature notation and its corre-
sponding score. This figure was originally published
in [41.74]
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Tablatures gained an especially high popularity
among music amateurs since they allow users to cir-
cumvent the process of learning to read common music
notation. Large amounts of tablatures are freely avail-
able online. However, since they are not standardized,
they are often incomplete and erroneous. Thus, the goal
of this study is the automatic transcription of guitar
recordings into tablature notation.

41.5.1 State of the Art

This section describes related works that have dealt
with guitar transcription, particularly those concerning
tablature extraction.

Sensory Modalities for Data Acquisition
Different sensory modalities are used in the literature
for analyzing guitar performances or recordings. As
discussed in [41.75], the acquisition of physical and
perceptual parameters from musical instruments can be
categorized into direct acquisition methods, which are
based on sensors that are attached to the instrument, and
indirect acquisition methods, which are based on audio
and visual analysis of recorded musical performances
on the instrument. In addition, some authors propose
multimodal approaches that combine different sensory
modalities in a complementary way.

Audio analysis methods only require an instrument
pickup or a microphone for data acquisition. In addition
to regular electromagnetic pickups, hexaphonic pick-
ups are often used to analyze electric guitar recordings.
They allow the capture of the vibration of each indi-
vidual string, which reduces the problem of polyphonic
transcription to a number of parallel monophonic tran-
scription tasks [41.76].

Visual analysis often relies on cameras that are at-
tached to the instrument or positioned close to the
performing musician. If the fretboard is recorded, the
detection performance can be impaired by bad lighting,
masking of the fretboard by the playing hand, or the
musician’s movement itself.

Mechanically enhanced instruments are extended
by sensors that allow a very precise measurement of
the spatial hand position. The main disadvantage is that
most of these methods, while accurate, are obtrusive to
the musicians [41.77] since they constrain the natural
hand movement on the instrument.

Sensory analysis provides very accurate time-
continuous measurements. Also, the movement data
measured by motion capturing is closely related to the
musician’s playing gestures. Signals from capacitive
sensors that are used to measure the hand pressure on
the instrument fretboard are often noisy and exhibit
crosstalk between spatially adjacent sensors.

Guitar Transcription
In order to transcribe a guitar recording and to gener-
ate a tablature notation, both the score-level parameters
(note pitch, onset and offset) as well as the geomet-
ric position (string number and fret number) must be
estimated for every note. The first group of publi-
cations analyze monophonic guitar recordings, i. e.,
melodies and single notes [41.78, 79]. In order to clas-
sify the string number, Barbancho et al. [41.78] com-
pute various timbre-related spectral audio features such
as the inharmonicity, relative magnitude of the over-
tones, and the temporal decay factor of harmonics.
The classification of the string number is performed
using machine learning algorithms based on the ex-
tracted features. The second group of publications
focus on polyphonic guitar recordings. The estima-
tion of the guitar voicing, i. e., the fretboard position
of each finger, is done using audio analysis [41.76,
80–82], visual analysis [41.83–85], or by combining
both modalities in a multimodal approach [41.77].
O’Grady and Rickard perform music transcription on
the individual output signals of the hexaphonic guitar
pickup [41.76].

Barbancho et al. [41.80] distinguish 330 different
fingering configurations for the most common three-
voiced and four-voiced guitar chords. Using a mul-
tipitch estimation algorithm and an HMM, the most
likely chord sequence in a guitar recording is obtained.
In Fiss and Kwasinski [41.81], a multipitch estimation
algorithm tailored towards the guitar is presented. Two
metrics based on relationships between harmonic fre-
quencies are used to assign the most likely spectral
peaks to potential fundamental frequency candidates.
Hrybyk and Kim first estimate the pitch values of all
notes in a guitar chord using audio analysis and then
estimate the chord voicing using computer vision tech-
niques by tracking the guitar player’s hand [41.77].
Different constraints are applied in the literature to im-
prove the estimation of spatial parameters. Yazawa et al.
use the results of the latent harmonic allocation (LHA)
multipitch estimation and apply three constraints that
are tailored to the geometry of the guitar to extract tab-
latures [41.82]. For instance, the metrics used in [41.81]
are based on specific knowledge about the instrument
such as the highest possible degree of polyphony (six
simultaneous notes) as well as the maximum stretch
span of the playing hand within a fixed fretboard po-
sition. Barbancho et al. use two additional models to
constrain the transitions between different HMM states:
a musicological model, which captures the likelihood
of different chord changes, and an acoustic model,
which measures the physical difficulty of changing
the chord fingerings [41.80]. In Dittmar et al. [41.74],
an algorithm capable of real-time guitar string de-
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tection is presented, which is also the base for our
work.

Estimation of Playing Techniques
The sound production of the guitar can be separated
into two physical gestures – a plucking gesture and
an expressive gesture. These gestures affect the sonic
properties of the recorded instrument notes in a unique
way, which allows human listeners to recognize and dis-
tinguish different playing techniques. Frequency mod-
ulation techniques allow the musician to change the
note pitch continuously [41.86]. Various publications
analyze the estimated fundamental frequency course
of single notes to detect the playing techniques vi-
brato [41.87, 88], bending [41.89], or slides [41.89–91].
In between consecutive note events, different note tran-
sition techniques can be applied. Common techniques
are for instance the slide or the hammer-on and pull-
off techniques as investigated in [41.88–90]. Erkut et al.
analyze repeated string plucks in [41.87] and Guaus
et al. studied the hand movement if grace notes are
played [41.88].

41.5.2 Proposed Method

In continuation of the work in [41.74], a guitar tran-
scription algorithm was developed that combines the
conventional score-level transcription with the note-
wise estimation of the fretboard positions and the play-
ing techniques. The algorithm can be used to transcribe
isolated monophonic and polyphonic guitar recordings.
A block diagram of the proposed method is shown in
Fig. 41.6.

The note onset detection is based on a combined
analysis of the spectral flux, the rectified complex do-
main, as well as a novel onset detection function,
which detects beginning overtones [41.92]. Based on
a reassigned spectrogram (using the IF spectrogram),
the Blind Harmonic Adaptive Decomposition (BHAD)
multipitch estimation algorithm [41.34] is applied to get
a multipitch estimate for each note event. In order to
cope with frequency modulation techniques such as vi-
brato, bending, and slides, the fundamental frequency is
tracked frame-wise over the note duration. The note off-
set is obtained by tracking the decaying note magnitude
envelope.

For each note, the plucking style, i. e., the playing
technique used to pluck the guitar string, is separately
estimated from the the expression style, i. e., the way in
which the playing hand is used to manipulate the string
vibration. Based on various audio features that describe
the inharmonicity and the magnitude and frequency
relationship between overtones, the string number is au-
tomatically classified using a SVM classifier. Due to

Guitar
recording

Transcription
(note parameters)

Onset
detection

Offset
detection

Feature
extraction

Plausibility
filter

Classification of:
- Plucking style
- Expression style
- String number

BHAD multipitch
estimation

F0 & partial
tracking

Fig. 41.6 Block diagram of the proposed method

the instrument geometry and the string tuning, differ-
ent constraints can be applied if multiple notes sound at
the same time. This allows corrections to be performed
for both the pitch and string estimation. Similarly to
the string number, the plucking style and the expression
style are also automatically classified using a large set
of note-wise audio features. A plausibility filter is ap-
plied to correct meaningless classification results based
on the estimated note parameters of the previously de-
tected notes.

41.5.3 Evaluation and Results

For the purpose of evaluation, a novel database of guitar
recordings was created. It contains 261 audio record-
ings of both isolated notes as well as monophonic and
polyphonic melodies, licks, and chord sequences with
extensive note-wise annotations of all discussed pa-
rameters. Three different plucking styles (finger-style,
picked, palm muted) as well as six different expres-
sion styles (normal, vibrato, slide, bending, harmonics,
dead-notes) are included. Three different electric gui-
tars were used in the recording session. In total, around
4700 guitar note events are contained in the database.

The score-level transcription steps perform very
well as indicated by very high F-measure values for on-
set detection (F D 0:985), pitch detection (F D 0:96),
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and offset detection (F D 0:977) on both monophonic
and polyphonic guitar licks in the dataset. High accu-
racy values were achieved in cross-validation experi-

ments for the classification of the plucking style (AD
0:93), expression style (AD 0:83), and sting number
(AD 0:82) [41.93].

41.6 Discussion and Future Challenges

A general overview of the use of music technology in
music education has been presented. Additionally, three
special cases of technologies developed within the MIR
community, successfully applied to music education,
have been described. Even when research in the past
years has given a tremendous push to the development
of music application and education tools, there are still
many challenges faced by the research community that
need to be overcome before a seamless conjunction be-
tween music education and technology can be achieved.

The field of sound source separation has produced
very promising results in the last years, especially with
different types of informed source separation. Some
systems are commercially available and specialized
sound separation services are offered by some indi-
viduals and audio processing companies. However, the
performance of the technologies also very closely de-
pends on the type of audio recording to be processed
and on the separation task itself. In most cases, even
when solutions for certain types of signals and tasks
have been developed, a great amount of manual re-
finement and detailed postprocessing is still needed to
obtain good quality of separated signals. To date, a gen-
eral solution to the sound separation problem is not
available.

In drum transcription research, methods still need
to be enhanced to be able to handle a full drum set with
all its components. Even though the most popular drum
choices have been addressed (kick drum, snare drum,
and hi-hat), other commonly used drums like ride cym-
bals, toms, crash cymbals, and splash cymbals have not
been studied. Additionally, other commonly used per-
cussion instruments such as the cowbell, woodblock,
tambourine, gong, and triangle also present their own
spectral and acoustical characteristics and need to be
studied before a robust transcription can be achieved.
Furthermore, extensive research efforts need to be di-
rected towards guaranteeing performance robustness
when the complexity of the drum patterns is higher
and more challenging tempi are used. Lastly, the dif-
ficulties of performing the same type of processing in
polyphonic audio, where several instruments simultane-
ously play, greatly increase the complexity of the task.

Guitar transcription research also presents its own
particular challenges. The differences between acous-

tic guitars and electric guitars need to be addressed to
guarantee robustness of results for all users. Not only
do the audio capturing methods for the two types of
guitars usually differ, but the performance style, fin-
gering, and expression style can also be considerably
different. Additionally, similarly to drum transcription
research, more studies have to be conducted to extend
these technologies to polyphonic audio where more
complex scenarios occur.

Generally speaking, there are broader challenges
that both the music technology and music education
communities need to address in order to have tech-
nologies and applications that can truly and effectively
benefit music education. A critical point of current
research is the fact that for the great majority of tech-
nologies developed, performance is greatly dependent
on the type of audio file processed. Different instru-
mentations, musical genres, recording conditions, and
musical styles still represent a major challenge for MIR
research. Even when good results can be achieved under
a determined set of conditions and with clear con-
straints, general solutions capable of handling audio
files of various characteristics are still far from being
available. After many years of research in the field, re-
sults and the current state-of-the-art methods tend to
suggest that more instrument-specific algorithms and
studies are needed to properly capture the specific char-
acteristics, not only acoustical but also stylistic, of the
different musical instruments. Performance possibili-
ties of musical instrument are so diverse and rich that
a general algorithm that can handle all instruments un-
der all conditions is hard to conceive.

When it comes to the usability of music technolo-
gies in music education, more user studies and listening
tests need to be conducted that can properly evaluate
users’ responses to the technologies. Additionally, the
effectiveness of the technologies to achieve a learn-
ing goal also needs to be evaluated. For this matter,
a very close collaboration between music education,
MIR, psychology, and musicology is required.

A final note has to be made regarding the impor-
tance of algorithm optimization in the MIR field. Even
though technologies have progressed tremendously in
the last years, it is still fairly common for algorithms to
be too time consuming and computationally demanding
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for them to be applicable and helpful in real-world ap-
plications such as music education. There is still a lot
of work ahead of us in the endeavor of optimizing

algorithms and reaching real-time functionalities nec-
essary for technologies to be truly effective in many
fields.
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42. Music Learning: Automatic Music Composition
and Singing Voice Assessment

Lorenzo J. Tardón, Isabel Barbancho, Carles Roig, Emilio Molina, Ana M. Barbancho

Traditionally, singing skills are learned and im-
proved by means of the supervised rehearsal of
a set of selected exercises. A music teacher evalu-
ates the user’s performance and recommends new
exercises according to the user’s evolution.

In this chapter, the goal is to describe a vir-
tual environment that partially resembles the
traditional music learning process and the music
teacher’s role, allowing for a complete interactive
self-learning process.

An overview of the complete chain of an inter-
active singing-learning system including tools and
concrete techniques will be presented. In brief,
first, the system should provide a set of training
exercises. Then, it should assess the user’s per-
formance. Finally, the system should be able to
provide the user with new exercises selected or
created according to the results of the evaluation.

Following this scheme, methods for the cre-
ation of user-adapted exercises and the automatic
evaluation of singing skills will be presented.
A technique for the dynamical generation of mu-
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sically meaningful singing exercises, adapted to
the user’s level, will be shown. It will be based on
the proper repetition of musical structures, while
assuring the correctness of harmony and rhythm.
Additionally, a module for singing assessment of
the user’s performance, in terms of intonation and
rhythm, will be shown.

In this chapter, we present several methods and tech-
niques to implement a complete educational tool for
learning to sing. Typically, singing skills are improved
by rehearsing a set of appropriate exercises under the
supervision of a music teacher. The role of this mu-
sic teacher is to evaluate the user’s performance, and
to recommend new exercises according to the user’s
evolution. Therefore, the presented methods allow the
creation of user-adapted exercises and evaluation of the
singing skills of the user automatically right after the
performance. The goal of this combined approach is
to create a virtual environment that partially resembles
the music teacher’s role, leading to a faster self-learning
process.

Two main submodules are presented in this chapter:
(1) an automatic generator of singing exercises, and
(2) a singing assessment module, which analyses
the user’s voice in order to rate the quality of the
singing performance. In the first, the generated singing

exercises are musically meaningful, based on repeated
structures, and can be adapted to suit the level of the
user. In the second, the module for singing assessment
compares the user’s performance with respect to the
automatically generated singing exercise, and rates the
user’s performance with two criteria: intonation and
rhythm. In Fig. 42.1, a block diagram of the complete
system is shown.

Using these methods, the singing learning process
becomes an iterative self-guided process. First, the sys-
temprovides a set of exercises. Second, the user sings the
suggested practices. Third, the system asseses the user’s
performance. And finally, it suggests new scores accord-
ing to the grade obtained. Note that the scores generated
are not precomposed but dynamically generated accord-
ing to the current level of the user. In this way, a gradual
and fully adapted learning process is assured.

This chapter is organized as follows. In Sect. 42.1
and 42.2, we present the related work on melody com-
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Fig. 42.1 Block diagram of the
complete system

position and automatic singing assessment respectively.
Then, in Sect. 42.3 an automatic generator of singing
exercises is described. A scheme for automatic singing

assessment is described in Sect. 42.4. Finally, Sect. 42.5
draws some conclusions about the tool for singing
learning presented in this chapter.

42.1 Related Work on Melody Composition
The incorporation of different skills in the field of
music information retrieval related to the computa-
tional analysis and description of musical pieces al-
lows us to face different tasks like automatic music
transcription [42.1], or the identification of relations
between songs [42.2], among others. Furthermore, the
computational model of the human experience in the
musical field and the human brain processes in this
field are of great interest for psychology and musicol-
ogy [42.3].

In this context, the automatic generation of mu-
sical content is the topic considered. Often, music
is defined as organized sound [42.4] with order and
structure. Thus, systems to generate music must be
trained beforehand to learn a logic composition style
as stated in [42.5]. For this reason, an algorithm
for learning composition rules and patterns is out-
lined.

A set of descriptors must be analyzed in order to
model the style of the melodies. Concerning the tem-
poral descriptors, tempo and time signature, previous
works can be found. The work presented in [42.6] is
focused on the onset estimation based on the spectral
analysis. In [42.7], histograms to find the most repeated
interonset values are employed. Recently, methods for
structural analysis such as [42.8] based on a times-
pan tree for the structural similarity detection, which

can be addressed making use of the autosimilarity ma-
trix [42.9], were found.

In this chapter we consider an innovative approach
for tempo estimation based on the interonset interval
(IOI) histogram inspired by [42.6], followed by a fine
adjustment stage.

Regarding music composition, apart from com-
position schemes based on pattern reallocation and
variations, other methods are described in the bibli-
ography. In [42.10–12] Markov models are used for
the modeling and composition processes. The use
of genetic algorithms such as Biles’ GenJam sys-
tem [42.13] are also present in the field of automatic
music composition. Methods based on probabilistic
approaches such as Cope’s experiments in musical in-
telligence (EMI) [42.14, 15] also focus on the creation
of an automatic music composition framework. Inma-
musys [42.16] is another composition scheme based
on probabilistic structures. This method is very similar
to the one considered here, since both use previously
learned patterns to generate a new composition from
the reallocation of them. However, we considered the
presence in the composition system of a postprocessing
stage, intended to make all the motives in the database
learned fit in the composition. Note that Inmamusys re-
stricts the combination of motives to subsets previously
tagged as compatible.

42.2 Related Work on Voice Analysis for Assessment

Regarding the evaluation of singing voice, the litera-
ture reports a number of schemes for automatic singing
assessment [42.17–27]. These schemes are able to pro-
vide feedback about the user’s singing performance.

Commonly, in order to attain the desired objec-
tives, the audio is processed according to the following
steps. First, a low-level feature extraction process is
performed to find a set of frame-level vectors with
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meaningful information about the input. In the case of
singing analysis, the most important feature is funda-
mental frequency F0, although most of the approaches
also use other features such as energy, aperiodicity,
zero-crossing rate or certain auditory-based features.
In the literature, a wide set of approaches for F0 esti-
mation have been proposed, some of which are based
on the time domain, whereas others are based on the
frequency domain (see [42.28] for a comprehensive
review). One of the most-used approaches is the Yin
algorithm [42.29], since it is simple, effective and eas-
ily accessible. The Yin algorithm was developed by de
Cheveigné and Kawahara in 2002 [42.29], and it has
been found to be effective in many monophonic music
transcription systems [42.26, 30–32].

Then, the feature(s) extracted is postprocessed in
order to identify voiced regions (the voicing process)
and, in many cases, a later note-level segmentation
is also performed. The estimation of voiced sounds
can be performed using a wide variety of descriptors

at frame-level: F0 stability [42.33], root-mean square
(RMS) [42.34], aperiodicity [42.35], or zero-crossing
rate [42.36], etc.

Additionally, a note-level segmentation process of
the singing voice (also called singing transcription)
must be performed. To this end, some systems analyze
the low-level feature(s) using heuristic rules and a set
of thresholds [42.34, 37], whereas other approaches
are based on probabilistic models, especially hidden
Markov models [42.35, 38].

Finally, the assessment of singing skill is per-
formed by analyzing the postprocessed low-level fea-
tures and/or the note-level segmentation of the audio
input. Prior works have led to various solutions for
automatic singing rating. In general, all these systems
focus on intonation assessment with visually attractive
real-time feedback. Some of these systems use a ref-
erence melody (considered the target performance) in
order to assess the user’s performance, whereas other
approaches are melody independent.

42.3 Music Composition for Singing Assessment

In order to be able to accurately design automatic mu-
sic composition methods, it is necessary to know the
parameters involved in the composition. In this sec-
tion, we present both the parameters used by a novel
autonomous music compositor that generates new
melodies using a statistical model and the composition
scheme itself. Different aspects related to the traditional
way in which music is composed by humans such as
harmony and structure repetitions will be considered.

The approach is focused on an educational context.
The student should be able to automatically generate re-
inforcement melodies according to a particular musical
level enlarging the number of available training exer-
cises.

42.3.1 Learning Musical Parameters

The approach designed for the generation of contents
is based on the music theory method called osti-
nato [42.39]. This method considers the composition of
music on the basis of pattern repetition with harmonic
variations in such a way that the repetition of the mo-
tives creates the melody structure.

Thus, rhythm patterns, pitch contours, har-
monic progressions and tempo structures must be
learned [42.40].

Thus, a database of musical parameters can be used
to model the training level of certain musical pieces, as
in [42.41]. Since the main objective is to develop a mu-

sic model for the automatic creation of compositions
with style replication, the discovery of this type of in-
formation and the development of specific procedures
to make use of the different pieces of information to
model music corresponding to different training levels
are considered. This can be done on the basis of a prob-
abilistic analysis of rhythm and pitch patterns stored in
a database filled with music samples of different com-
plexity levels. In Fig. 42.2, a diagram of a suitable
analysis system is presented.

According to the characterization parameters re-
quired, the database can be divided into three levels

Tempo estimation

Time signature
estimation

Rhythm patterns
detection

Pitch extraction
(MIDI n°)

DATABASE

MIDI

Pitch

Rhythm

Tempo

Fig. 42.2 Illustrative scheme of the music analysis system



Part
F
|42.3

876 Part F Music and Media

hierarchically organized corresponding to: (L-1) time
signatures, (L-2) rhythm patterns and (L-3) pitch con-
tours (Fig. 42.3).

The measures the training samples will be split into
will be the elements stored in the database. These ele-
ments will be used for the composition of novel music
scores. In order to achieve this goal, the bar length has
to be established for proper measure splitting. The bar
length can be manually set but also a system to perform
this task automatically can be devised. Thus, tempo es-
timation is required in first place.

The tempo can be extracted easily by analyzing
Musical Instrument Digital Interface (MIDI) metadata
messages [42.42], if present. But this information can
also be incorrectly stored. In order to develop a ro-
bust estimation scheme, an algorithm to estimate the
tempo and time signature from MIDI files can be
used. Note that the availability of correct tempo in-
formation is critical in order to relate the duration of
the notes obtained by means of the analysis of Note
On and Note Off messages [42.42] to musical fig-
ures.

Note that according to [42.43], the target parameters
in this work are the basic ingredients for the compo-
sition of music: rhythm, pitch motives (melody) and
harmony (which is considered at the score composition
stage).

Now, we consider the specific estimation stages.

Temporal Estimations
The tempo and the time signature have to be estimated
in order to correctly perform bar separation and prop-
erly split rhythmic patterns. Note that here we consider
a rhythmic pattern to be equivalent to a complete mea-
sure from the input training data.

Tempo Estimation. The algorithm considered for
tempo estimation is inspired by the work presented
in [42.7]. However, in our scenario, the analyzed IOIs
are directly extracted from the melody. Initially, the
most repeated IOI value can be considered a candidate
pulse, or tactus [42.44]. This pulse is related to tapping
or dancing while listening to a piece of music [42.45].
However, some considerations must be taken into ac-
count:

� Resting periods are not explicitly extracted. MIDI
files contain information about the notes solely
(Note On and Note Off events [42.42]). However,
resting periods can be indirectly extracted and must
be used to properly estimate the tempo.� The tactus extracted can be a multiple or a divisor
of the actual tactus. By setting a valid tempo range,
this value can be corrected.

� The tactus estimated will not be the exact one
due to the discrete nature of the histogram. The
value can be finely corrected in a postprocessing
stage.

The objective of the fine adjustment of the tactus
is to find the value that causes the lowest displacement
from the constant beat and the input file onsets. This can
be achieved by defining a specific model to interpolate
the histogram of the IOIs.

Then, the tactus has to be associated with a certain
rhythmic element to define the duration of the quar-
ter note and for the estimation of the tempo. Since the
range of valid tempos in music is large – from Largo
(40� 60 quarters per minute) to Presto (180� 200
quarters per minute) [42.46] – the tempo range must
be manually reduced in order to establish an accu-
rate relation between durations and musical elements.
A suitable hypothesis is that the tempo of the train-
ing data is Moderato (76� 108 quarters per minute).
Anyway, a mapping can always be defined by calcu-
lating the duration of each rhythm figure in the range
selected.

As described in [42.47], the tempo estimation al-
gorithm often estimates doubled or halved tempos.
This is a normal behavior caused by the tempo con-
cept itself [42.48]. The tempo is actually subjective,
which means that some editors may use shorter rhythm
figures reducing the selected tempo, while other can
do the opposite, to represent the same performance
speed.

Finally, observe that the duration of the metric fig-
ures is well known after the tempo is estimated. The
duration of each measure can be obtained by multiply-
ing the duration of the pulse by the number of pulses
that fit in one bar. So, the next goal is estimate the bar
duration. The approach for this purpose can be based on
the evaluation of different bar split scenarios for several
tentative lengths. Then, some features like the number
of repeated bars, the number of bars and the number of
split notes can be considered.

Time Signature Estimation. The estimation of the
time signature can be based on the analysis of bar rep-
etitions, which can be done using a multiresolution
analysis scheme [42.49, 50] to obtain the bar length
that best suits the input melody among a set of candi-
dates.

The rhythm self-similarity matrix (RSSM), as de-
scribed in [42.51], is useful for the purpose at hand.
The input melodies can be split into the k candidate bar
lengths in order to build the RSSM using the tactus as
a unit. Note that the analysis system will create k RSSM
matrices, one for each of the candidates. Using those
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Fig. 42.3 Representation of the
hierarchical database considered to
store and organize music parameters
for music composition based on
pattern repetitions

RSSMs, the following descriptors can be extracted and
considered in the estimation process:

� Number of repeated bars: the amount of different
bars repeated along the split performed for a certain
length candidate. The most repeated bar will, more
probably, perform a proper separation.� Number of repeated bar instances: the average num-
ber of instances per repeated bar. The larger this
number, the more probable the separation will be.� Number of ties between bars: the number of notes
divided between two bars for the candidate length.
The lower the number of ties between bars, the more
probable the separation will be.� Number of detected bars: the number of bar splits
in the original stream. The number of bars tends to
be a power of two.

Note that the number of repeated bars, bar instances
and ties must be normalized by the total number of bars
detected to give rise to comparable measures. In order
to classify the time signature of the input melodies us-
ing these descriptors, different classification schemes
can be considered, such as the J48 decision tree classi-
fier [42.52], or another one based on sequential minimal
optimization (SMO) [42.53], which are available in the
Weka machine learning software suite [42.54].

Rhythm Patterns
Rhythm is probably the musical feature more closely
related to the structure of a musical composition. The
parameters obtained by the tempo estimation stage (see
previous section) can be used to quantize the dura-
tion information extracted from the input MIDI file and
relate the intervals to the corresponding figure dura-
tion.

Observe that splitting into measures is accom-
plished by applying thresholds to the accumulative sum
of measure durations of the input.

If the accumulation of durations equals the thresh-
old, the measure splitter gets the measure and stores it
in the database since the measure is complete. If the ac-
cumulation of durations overpasses the threshold, then
a tie between bars exists and the estimated time sig-
nature at the current point is assumed to be correct,
although a note is between two bars. Also, the note
that overpasses the measure duration must be split into
two notes: one with the proper duration to complete the
previous bar, and another one with the remaining dura-
tion that will be part of the following bar, to remove the
tie.

The pitch contour of the rhythmic patterns obtained
by the splitting scheme are stored (Fig. 42.3). Later,
patterns with more contour versions will be selected
with higher probability than others by the composition
system. This choice is oriented to the replication of
the probabilistic model of the rhythmic patterns in the
melodies composed.

Pitch Progression
The pitch contour [42.46] is more important for the gen-
eration scheme than the notes themselves since, in order
to maintain the personality and the style of the reused
motives, the pitch contour must be preserved [42.55].
Note that the notes are specified by the MIDI messages.

Summing up, the actual notes are not necessary if
a harmony corrector is used to adapt the melody to the
chord progressions. Also, the use of variations instead
of the unmodified pitch patterns provides flexibility so
that the patterns can be adapted to the harmonies and,
additionally, the output melody can be set up to any de-
sired key signature.



Part
F
|42.3

878 Part F Music and Media

42.3.2 Melody Generator

The melody generator will use the rhythmic and
pitch information and the predefined chord progres-
sion stored in the database (Fig. 42.3) to create new
melodies that replicate the style or complexity of the
songs previously analyzed. The melody generation can
be performed by means of the concatenation of rhyth-
mic patterns according to composition rules defined by
the analyzed music samples and by previously selected
musical parameters (time signature, tempo for a chosen
complexity level).

First of all, the initial tonality, the time signature,
the number of bars and the dataset of parameters cor-
responding to a certain training level can be selected
beforehand. Then, other specific parameters can be se-
lected or modified: all these are presented in Table 42.1.

Then, some rules have been considered to be auto-
matically applied in order to guide the pattern selection,
to ensure the proper harmony adaptation and to guar-
antee the continuity of the pitch contour. In order to
define the rules, Schellenberg’s simplification [42.56]
of Narmour’s Realization-Expectation model [42.57] is
perfectly suitable. A specific algorithm based on music
theory concepts can be used for harmony adaptation at
each measure [42.58]. Figure 42.4 shows a schematic
representation of the stages of the melody generation
algorithm.

In the next subsections, the steps performed by the
melody generator proposed will be described in detail.

Pattern Selection
The items i the dataset that fulfill the time signature
requirement (database level 1) chosen by the user be-
forehand will be selected. Then, among these patterns,
stored in the database after the analysis stage, the ones
required for the creation of the rhythmic structure will
be selected. For example, if the melody structure is de-
fined as A-B-B-A, then two rhythmic patters (from the
database, level 2), will be acquired.

Table 42.1 Music generation: selectable parameters

Global level
� Initial tonality
� Time signature
� Number of bars
� Style database
Phrase level
� Predefined rhythmic pattern
� Predefined harmonic pattern
Measure level
� Tonality
� Chord
� Rhythmic pattern

After linking each measure in the structure to a par-
ticular rhythm pattern, a pitch contour is selected ran-
domly among all the pitch version for each of the
motives (from database, level 3).

Note that at this stage, the pitch progression selected
may not be in accordance with the harmony set up. At
a later stage, a chord transposition system should adapt
the pitch curve to fulfill the given harmony progression
keeping the continuity of the melodic curve.

Harmony Progression
A user can design a particular chord progression. How-
ever, note that the chord progression is a very important
parameter for the musical success: there are combina-
tions of chords that do not sound well together while
others do [42.59]. So, in order to guide the selection of
the chord progression, a set of harmonic progressions
that sound well together can be defined [42.60].

The reason why some harmonic progressions sound
well while others do not is related to the listener
expectation [42.57], which is linked to the cultural en-
vironment and the preference of the listener for some
chord transitions rather than others. The predefined
progressions considered follow the Western music the-
ory [42.60]. These progressions are I-ii-V-I, I-vii-I-V,
I-I-IV-V or I-IV-V-I, among others.

Finally, in order to adapt the patterns selected in the
previous stage, a melody transposition scheme based on
music theory rules must be employed. This method will
be described in next section.

Database

Start

Selected
patterns

Selected time
signatures

Output melody

Selection of
parameters

Selection of
patterns

Harmony structure
Tonality
Modulations

Expectation
correction

Chord
transposition

Selected rhythm
structures

Fig. 42.4 Scheme of the melody generator
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Chord Transposition
The chord transposition system must perform the
proper changes to the sequence of notes to ensure that
the harmony attained is the one selected and to guaran-
tee the continuity of the melodic line according to the
expectation model [42.56, 57]. This can be achieved by
applying a musical harmony adaptation method based
on level changing [42.58] together with additional con-
strains derived from the expectation model.

As the simple concatenation of patterns causes the
appearance of transitions that do not sound natural, the
idea to fix this issue is to generate a Narmour candi-
date [42.57] that properly follows the melodic line in
the posterior measure. This candidate should fulfill the
rules regarding the musical expectation.

The system analyses the last two notes of each mea-
sure to generate a new note. These two notes (called
implication) are used to evaluate a third note (called re-
alization), which will be the candidate note [42.56]. The
following items are observed for the generation of the
candidate notes [42.56]:

� Interval: A small interval [42.61] (less than a tri-
tone) implies that the next note should follow the
direction of the pitch progression. Otherwise, it
would not achieve the expectation.� Pitch jump: The pitch jump after a small interval
should be similar to the previous one and in the
same direction, according to the previous rule.� Progression of the intervals:
– If the implication interval is less than two semi-

tones, then the third note should be back closer
to the first note of the implication.

– After a change in the direction or a large in-
terval, the realization interval should be smaller
than a tritone.

Recall that the position of the notes in the mea-
sures is key for the chord transposition stage. So,
first, the chord notes, considered responsible of the
harmony definition, and the nonchord notes, com-
monly called passing notes, are identified [42.59]. This
process can be based on the analysis of the posi-
tion of each note within each measure. The notes
in downbeats will be considered chord notes, whilst
those placed in upbeats will be considered nonchord
notes.

Then, the chord transposition subsystem applies
two different procedures to these two types of notes:

� Accented notes must belong to the chord
– First chord note (or Narmour candi-

date [42.57]): This note is assigned to the
closest pitch of the chord.

– Secondary chord notes: Following the origi-
nal pitch contour, secondary accented notes are
moved to the closest pitch in the contour direc-
tion.� Unaccented notes: The original interval between

the previous note and the current note is repli-
cated.

When the pitch and harmony adaptation processes
are finished for every measure, the creation of a new
melody is completed. Then, the performance on the
melody by the user must be assessed.

42.4 Singing Assessment

In this section, we consider the problem of singing as-
sessment for music learning. The descriptions will be
based on the algorithm described in [42.62]. This al-
gorithm evaluates the user’s singing performance by
comparing the processed audio against a reference
melody.

In our case, the reference melody corresponds to the
final output of the methods described in previous sec-
tions.

The main steps often required for the task at hand
are illustrated in Fig. 42.5. These steps include the
following global tasks: fundamental frequency (F0) ex-
traction and singing assessment based on F0 alignment.

Next, we will briefly describe these steps following
the approach selected, although other relevant schemes
can be found in the literature [42.19, 25, 63].

42.4.1 F0 Extraction

The Yin algorithm [42.29] has been found to be a good
choice to extract the F0 vector. This evolves from the
idea of the autocorrelation method [42.64] to introduce
relevant improvements. The modifications are based on
the definition of the so-called cumulative mean normal-
ized difference function d0

t.�/. This function peaks at
the local period with lower deviations than the conven-
tional autocorrelation function [42.29]. The cumulative
mean normalized difference function is defined upon
the squared difference function dt.�/ given by

dt.�/D
tCWX
jDt

.x.j/� x.jC �//2 ; (42.1)
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Fig. 42.5 A block diagram of the method for automatic
singing assessment proposed in [42.62]

where � 2 Œ0;W/ is an integer lag variable, W is the
window size, x.�/ is the amplitude of the input signal
x at time � and t is the time index. Then, this function is
normalized to give rise to the cumulative mean normal-
ized difference function

d0

t.�/D

8̂̂
<
ˆ̂:
1 � D 0

dt.�/
1

�

P
jD1 �dt.j/

otherwise : (42.2)

The Yin algorithm finds the local minimum in d0

t.�/
with the smallest � 0. Afterwards, a parabolic interpo-
lation stage is performed using d0

t.�
0/, d0

t.�
0 � 1/ and

d0

t.�
0C 1/ to obtain an accurately estimated local min-

imum at �p. This value can be used to calculate the
F0 with F0 D fs=�p, where fs stands for the sampling
rate.

The aperiodicity measure or voicing parameter is
given by apD d0

t.�p/. This parameter is useful to iden-
tify voiced/unvoiced frames [42.62].

Note that the original Yin algorithm, implemented
in Matlab, can be found in [42.65].

42.4.2 Assessment of Singing Voice

Once the F0s of the user’s performance and the refer-
ence melodies are extracted, they must be compared.
A suitable method to align the functions for compari-
son is dynamic time warping (DTW) [42.66, 67]. This
technique is useful for finding an optimal match be-
tween two sequences under certain restrictions. Note

that the definition of the optimality criterion of the
match strongly affects the performance of the align-
ment.

In [42.62], the cost matrix M for the DTW algo-
rithm is defined as (other choices could be consid-
ered)

Mij Dmin
n
.F0T.i/�F0U.j//

2 ; ˛
o
; (42.3)

where F0T.i/ is the F0 of the target melody in the frame
i, and F0U.j/ represents the F0 of the user’s perfor-
mance in the frame j.Mij is the cost and ˛ is a constant.
Note that using this scheme, when the squared differ-
ence between F0s becomes larger than ˛, the situation
is considered to correspond to a spurious value and its
contribution to the cost matrix is bounded.

The DTW algorithm uses the cost matrix to pro-
vide an optimal path Œik; jk� for k 2 1 : : :K, where
K is the length of the path, matching the two input
signals. Figure 42.6 illustrates the alignment perfor-
mance.

In [42.68], a Matlab implementation of the DTW
algorithm can be found.

DTW as a Similarity Measure
The path for the alignment between the user’s per-
formance and the reference melody conveys relevant
information for singing evaluation. Actually, the DTW
is suitable for assessing both the intonation and the
rhythmic performance [42.62].

DTW to Assess Intonation. The cost matrix M pro-
vides information about the instantaneous deviation of
the sung note with respect to the reference, as well as in-
formation about the overall F0 deviation. Consequently,
the total cost of the optimal alignment path found can
be used as the similarity measure for intonation as-
sessment. Then, the total intonation error (TIE) can be
computed as

TIED
KX

kD1

Mikjk ; (42.4)

where M is the cost matrix previously defined, and
Œik; jk�, with k 2 1 : : :K, represents each of the steps of
the optimal path, K being the length of the path.

DTW to Assess Rhythm. DTW is also a powerful pro-
cedure for automatic rhythm assessment. The specific
shape of the optimal path contains the necessary infor-
mation about the rhythmic performance.

In the cost matrix of the DTW, a diagonal straight
line represents a perfect rhythmic performance (no de-
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Fig. 42.6 F0 alignment between
a user’s performance and the reference
melody using dynamic time warping
(DTW)

viation with respect to the target melody). A poor rhyth-
mic performance would yield large deviations with
respect to such a straight line. Figure 42.7 illustrates
this idea.

The analysis of the deviations of the alignment path
found with respect to the ideal path provides relevant
rhythm assessment information. Specifically, a straight
line with a slope different from the ideal one repre-
sents good rhythmic performance in a different tempo.
On the other hand, the straightness of the path reveals
the presence of erratic rhythmic errors. The straightness
can be quantified by performing an ad hoc linear ap-
proximation to the path found, and then analyzing the
error.

Fig. 42.7 Sample of the usage of DTW with F0 signal
for rhythm assessment. Rhythmically stable user’s perfor-
mance (solid line) and ideal rhythm performance (dotted
line) I

User performance

Ideal performance

0 5 10 2015

Time vector of the user performance (s)
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42.5 Summary

In this chapter, a complete approach to the development
of computational tools for singing learning has been
proposed.

Two main subsystems are required for the singing
learning purpose: a module for the automatic generation
of singing exercises with selectable complexity levels,
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and a module for the automatic assessment of the user’s
singing performance.

A completemelody generator scheme, including the
required analysis stages, has been presented. The gen-
erator described is able to automatically generate new
melodies adapted to a certain music level selected be-
forehand.

An approach for the automatic assessment of
singing voice has also been described. The method
selected compares the F0 of the user’s performance

against the reference F0 of an automatically generated
melody. The scheme provides an evaluation of both in-
tonation and rhythm.
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43. Computational Ethnomusicology: A Study
of Flamenco and Arab-Andalusian Vocal Music

Nadine Kroher, Emilia Gómez, Amin Chaachoo, Mohamed Sordo, José-Miguel Díaz-Báñez, Francisco
Gómez, Joaquin Mora

In this chapter we approach flamenco and Arab-
Andalusian vocal music through the analysis of two
representative pieces. We apply a hybrid method-
ology consisting of audio-signal processing to
describe and contrast their melodic characteris-
tics followed by musicological analysis. The use of
such computational analysis tools complements
a musicological-historical study with the aim of
supporting the discovery and understanding of
the specific characteristics of these musical tra-
ditions, their similarities and differences, while
offering solutions to more general music informa-
tion retrieval (MIR) research challenges.
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43.1 Motivation

Over the last decades, the music information retrieval
(MIR) community has earnestly striven towards the de-
velopment of technologies for the automatic description
of signals from musical phenomena such as melody,
harmony, dynamics, or instrumentation. These tech-
nologies have been exploited in the context of numerous
applications such as music identification, retrieval and
recommendation. However, while the number of ap-
plications has been plentiful and covering a broad
spectrum of needs, in the majority of cases they are
limited to mainstream popular music from the so-called
Western tradition [43.1].

Fortunately, a genuine interest in applying those
techniques to varied repertoire, including traditional,
folk and ethnic music [43.2] has awakened recently.
The task of adapting existing technologies is not
clear-cut and many challenges are posed because of
the particular musical features of the given tradition,
which may be markedly different from the Western
one.

The main goal of this chapter is to illustrate the
potential of music content description techniques for
the analysis of traditional music. For this study, we
focused on two well-established music traditions, fla-
menco and Arab-Andalusian music, which are studied

through a computer-assisted analysis of a selected set
of pieces in audio format. These traditions are an im-
portant part of the musical heritage of Andalusia and
the North of Africa. Given the main role of the singing
voice in those traditions, our study pays close attention
to its melodic aspects.

Through the analysis of two representative pieces,
a flamenco martinete and an Arab-Andalusian inshád,
we illustrate some commonalities and divergences in
these traditions and present evidence on how exist-
ing technologies allow us to formalize expert knowl-
edge and complement traditional analysis methodolo-
gies by discovering relationships that might otherwise
have been unnoticed. Moreover, this study implements
a method for the computer-assisted analysis of tradi-
tional music, which can provide means to formulate,
test out, and confirm research hypotheses that are not
always evident from a perceptual and musicological
analysis.

43.1.1 Computational Music Analysis

Regarding the issue of how to computationally model
and study the musical phenomenon, two different trends
shape the existing research in music information re-
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trieval (MIR) [43.3], namely, the symbolic approach
and the signal description approach. On one side, the
symbolic description disregards any audio signal anal-
ysis in order to concentrate just on abstract represen-
tations of musical concepts, such as notes, durations,
beats, rhythm, melody patterns, harmony, or structural
relationships. This type of analyses use scores, Musi-
cal Instrument Digital Interface (MIDI) files or other
symbolic representations of music as input data and, in
most of the cases, assumes a listener who has been ed-
ucated on some formal music tradition (by learning to
play an instrument and by being exposed to this type of
music). On the other side, the audio-content approach,
which is the path pursued here, uses the audio signal
as the basis for the description and processing of mu-
sic.

Since the beginning of MIR, most models and tech-
nologies have been developed for mainstream popular
music in the so-called Western tradition. In parallel to
that extensive and rich body of research, over the last
few years an increasing interest in applying available
techniques to the study of traditional, folk or ethnic mu-
sic has developed. As mentioned in [43.4], the name of
computational ethnomusicology could be at least as old
as 34 years [43.5]. In [43.5], two mathematicians and
an engineer provided an interesting discussion about the
role of computers in five areas of research in ethnomu-
sicology: collection, administration, notation, selection
and systematization, and scientific treatment of music
data. They state that computers might be essential tools
for managing three groups of data: melodies (the study
involves 10 000 melodies), recordings and social con-
text. Although these principles and usages of computers
are still valid today, computational models have evolved
to the extent that they can be employed to efficiently
collect field data or simulate complex social interac-
tions.

The term computational ethnomusicology was re-
cently redefined by Tzanetakis et al. [43.6] as the de-
sign, development and usage of computer tools that
have the potential to assist in ethnomusicological re-
search. Under this view there is a main discipline,
ethnomusicology, that takes advantage of advances
made in supportive disciplines such as computer sci-
ence, music cognition or cultural studies, and applies
them – after the appropriate tuning – to its particular
tasks. Even though this could be the most accepted and
practiced view, Gómez et al. [43.4] argue that this is
a restrictive definition of a discipline as a tool provider.
According to them,

computer models can be theories or hypotheses (not
just tools as a spreadsheet or a statistical package
can be) about processes and problems studied by
traditional ethnomusicologists. When we approach
computational ethnomusicology this way, we adopt
a new mental framework that helps to restructure
problems and perceive the relationships between
their constitutive elements under a different per-
spective.

With the present study we aspire to help overcome such
procedural views of computation and strive for a broad
and fertile conception of the discipline.

State-of-the-art techniques for the description of
music audio signals allow the automatic computation
of features related to different musical facets such as
melody, harmony, rhythm, and instrumentation [43.7].
These features have been used to compute similarity
distances and classify musical pieces according to, e.g.,
artist, genre, or mood. In this way, current systems
can, for instance, locate different versions of the same
song with a high accuracy rate [43.8]. Although com-
putational techniques have been proven to be of great
interest when applied to different musical repertoires,
it is apparent that we need to develop culture-specific
methods to understand and model different music reper-
toires. Existing literature has addressed repertoires from
a variety of music traditions, e.g., Turkish makam
music [43.9], Hungarian siratok, Torah cantillation,
10th century St Gallen plainchant and Koran recita-
tion [43.10], music from Central Africa [43.11] and
Indian classical music [43.12], as well as the automatic
detection and classification of non-Western music gen-
res [43.13].

For the case of flamenco, first approaches to com-
putational analysis and description have been mainly
carried out by the Computational Analysis of Flamenco
Music (COFLA) [43.14] research group, which has
focused on rhythmic properties [43.15], melodic sim-
ilarity [43.16, 17], and pattern matching [43.18, 19].
Wu [43.20] approached computational modeling of the
complex rhythmical structures of bulerías. Consider-
ing the extensive use of stylistic ornamentation in the
singing interpretation in the music traditions under
study, adjustments of existing technologies are neces-
sary. Resulting computational tools can support and
complement traditional musicological studies and thus
provide a novel approach that permits advancements in
rigorous understanding, diffusion and preservation of
these musical traditions.
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43.2 Background

43.2.1 Flamenco

Flamenco is an oral tradition with roots as diverse as
the cultural influences of its area of origin, Andalusia (a
region in southern Spain). In the course of history, im-
migrants with a great variety of cultural backgrounds
arrived at its harbors and settled in the surrounding
cities. Over the centuries, the area and, of course, its
music have been influenced by the ancient Tartessian
culture as well as Phoenician and Roman colonizations,
notwithstanding later settlements by the Visigoths, the
Arabs, the Jews, the Christians, and to a large extent
gypsies, who decisively contributed to shape its form
as we know it today. The reader is referred to the
books of Blas-Vega and Ríos-Ruiz [43.21], Navarro and
Ropero [43.22], and Gamboa [43.23] for a compre-
hensive study of styles, musical forms, and history of
flamenco.

Flamenco music germinated from and was nour-
ished mainly by the singing tradition [43.23]. Accord-
ingly, the role of the singer soon became dominant
and fundamental. In the flamenco jargon, singing is
called cante, and songs are termed cantes. The fla-
menco singing voice can be characterized as unstable
in pitch, timbre and dynamics [43.24]. Furthermore, the
typical voice quality is described as matte, containing
few high-frequency harmonics, and usually lacking the
singer’s formant. Melodic movements are composed of
conjunct degrees, a high degree of complex, microtonal
ornamentation and melisma [43.16]. Flamenco singing
is usually accompanied by the guitar. Other forms
of accompaniment may include clapping, stamping of
feet, or percussion instruments. The origin and evo-
lution of the more than fifty different flamenco styles
(palos) [43.21] and variants have been studied from
different disciplines, including ethnomusicology, litera-
ture and anthropology, and different theories have been
proposed [43.21, 23, 25]. The most widespread [43.25]
claims a period of isolation in which Andalusian gyp-
sies kept their musical tradition from the outside world
and performed only at intimate family reunions. How-
ever, this theory lacks reliable documentation and re-
cent research has suggested that the growing popularity
of singing performances put on at theaters in Andalu-
sian cities could be the origin of this music as we know
it today.

43.2.2 Arab-Andalusian Music

The Arab-Andalusian music (or simply, Andalusian
music) is a musical tradition that can be traced back

to the 12th century in Al-Andalus, to the Muslims and
Christians living in the Moorish Spain [43.26]. Andalu-
sian music is the result of many influences, including
Middle-East Arabic classical music, the Hispanic music
traditions of the Iberian peninsula, and other classical
traditions such as the Gregorian and Byzantine. The
Andalusian tradition is maintained in quite a few north
African regions [43.27, 28], mainly in Morocco, Alge-
ria, and Tunisia.

Andalusian music is organized around the concept
of nawba [43.27, 28], a collection of melodies belong-
ing to the same tab’ (roughly, a melodic mode). The
melodic structure is modal in essence, a factor that
is critical for an appropriate description of the pitch
relationships as music unfolds over time. Beyond the
definition of scale or a set of pitches, a particular
tab’ [43.28] is linked to specific emotions or states of
mind and is consequently associated with certain social
occasions and circumstances.

Apart from the clear dominance of the singing
voice, the oud is the most prominent instrument in
Andalusian music. The original oud is a lute-related in-
strument, whose four strings are described by ancient
music treatises as bringers of temperament (mood),
senses (color, touch), spiritual or energetic states, and
other metaphorical human constructs [43.28]. These re-
lationships are actually used as methodological tools
in current music training, and they presumably play
an important role during performance and listening
engagement. Other instruments in the Andalusian mu-
sic tradition include rbab, derbuga, qanun, tar, ka-
manya, and nay. Despite the close connection between
the musical instruments and the emotions or spiritu-
ality, the singing voice represents the key element.
Andalusian music is furthermore characterized by the
use of sung poems (san’as) [43.29]. The instruments
are considered as accompaniments or bridges between
sung verses or hemistichs. The poems (muwashsha-
has or zĂl’jels) are taken from Arabic classical po-
etry. However, their meter and rhymes have been
evolved and adapted to the local sociocultural back-
ground [43.26].

As in the case of flamenco, the Andalusian music
has been preserved and kept alive as an oral tradi-
tion. The modern study of the Andalusian music theory
started in the colonial period (20th century), but most
of these studies did not consider the plurality and the
diverse influences of Andalusian music.

In this comparative analysis of flamenco and Arab-
Andalusian music we consider both as independent
music traditions. Even though both share a geographic



Part
F
|43.2

888 Part F Music and Media

f0

Vibrato
estimation

Low-level
descriptor
extraction

Note
segmentation
and labelling

Melodic
transcription

Pitch
histogram

Scale
analysis

Vibrato
rate, period, extent

Energy
Timbre

Audio
signal

Fig. 43.1 Block
diagram for
melodic charac-
terization

Pitch
Vibrato extent

Vibrato rate:
fvib = 1/T

Vibrato period T

Time

Fig. 43.2 Vibrato rate, period and extent

location of origin, they posses individual characteristics
regarding aesthetics, musical structure and communica-
tive intention. Nevertheless, some common variables
can be easily found by simply listening to exam-
ples of both styles: melismatic ornamentation, impor-
tance of vocal vibrato, and even similar melodic pat-
terns.

43.2.3 Music Content Description

In a first step towards retrieving musical content from
a piece of audio, physical properties are extracted di-
rectly or in a mathematically derived way from the
signal without incorporating further high-level musical
and contextual knowledge. In order to obtain a higher
level of abstraction and prove comprehensive content
descriptors (i. e., instrumentation, genre, or melodic
transcription), such low-level descriptors need to be
combined with content-based generalizations about the
data. For the analysis of the pieces under study we
mainly focus on properties related to the vocal melody
and consider state-of-the-art methods according to the
steps shown in Fig. 43.1.

Low-Level Descriptors
The most relevant low-level descriptors required to ob-
tain melodic descriptors are fundamental frequency,
energy and timbre-related spectral features [43.30].

The fundamental frequency (f0) is closely related to
its perceptual equivalent, the pitch, and in most sce-
narios the former corresponds to the latter. Changes
in timbre (spectral content) and energy are correlated
to note onsets and offsets and therefore give com-
plementary information when segmenting the pitch
contour into single note events. A great variety of
algorithms for extracting the fundamental frequency
from monophonic audio signal have been proposed
in the past. For a detailed overview the reader is re-
ferred to [43.31]. In the present study we estimated
the fundamental frequency by computing the spectrum
of the signal and analyzing the magnitude correlation
in the frequency domain [43.30], thus exploiting the
regular distance between fundamental frequency and
overtones.

Vibrato Descriptors
Vocal vibrato can be characterized as an oscillation of
the fundamental frequency within a range of 4�8Hz
and an extent of less than one semitone (Fig. 43.2). We
estimate the local vibrato rate and extent from the fun-
damental frequency [43.17]. The contour is treated as
a time series and high-pass filtered in order to obtain
a zero-centered signal in which only fast pitch fluctu-
ation is preserved. If vibrato is present, the spectrum
of the preprocessed contour shows a peak in the con-
sidered frequency range. The instantaneous vibrato rate
corresponds to the peak frequency and the vibrato ex-
tent can be estimated as the magnitude of the pitch
fluctuation in the current frame. We furthermore extract
the vibrato amount as the percentage of voiced frames
in which vibrato is detected.

Melodic Contour Analysis
In order to provide a symbolic representation for
melodic analysis, we transform the fundamental fre-
quency contour into a sequence of single notes, de-
scribed by their energy, pitch and duration, as explained
inGómez and Bonada [43.30]. After estimating a global
tuning frequency, the fundamental frequency contour is
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segmented into notes by maximizing a likelihood func-
tion along the analyzed excerpt. In this step, the typical
pitch range of a singer as well as limitations for note du-
rations are considered when finding the optimal path for
the pitch progression. In a later step, successive short
notes are consolidated if pitch, energy and timbre de-
scriptors indicate a single note instead of consecutive
onsets. From the resulting symbolic note representation
we can extract statistical descriptors of the melodic con-
tent, as, i. e., pitch range, pitch fluctuation or average
note duration.

Scale Analysis
Pitch histograms have been widely used to characterize
the pitch content distribution of music in different tradi-
tions [43.11, 32]. In order to analyze the tonality of the
considered pieces, a pitch histogram is computed from
the note transcription, displaying the occurrence of dis-
tinct pitches, weighted by their duration. Since tonal
centers and pitches belonging to the underlying scale
tend to appear more frequently, such pitch histograms
are used to extract and analyze the tonality of a piece of
music.

43.3 Case Study

43.3.1 The Flamenco Martinete

The martinete is a traditional flamenco singing style
without guitar accompaniment, characterized by a dis-
tinct melodic skeleton. It forms part of the sub-
genre of the tonás (from Spanish tonadas – singable
or melodic fragment), a group of a cappella styles,
which are thought be the origin of a number of fla-
menco styles [43.25]. According to [43.33], the mar-
tinete has its origins in Arab chants that were heard
and adapted by gypsies. Flamenco experts distin-
guish between a number of substyles, corresponding
to their creator or geographic origin (i. e., martinete
from Triana, Jerez, and Los Puertos), and whether
lyrics are repeated (natural without repetition and
redoblao with repetition). Similar styles are debla,
which shares musical elements with martinete re-
doblao, carcelera and saeta, which in some cases
are interpreted by using martinete’s distinct melodic
progression. In 1952 Antonio el Bailarín was the
first to dance to a martinete, using the characteristic
siguiriya rhythm. Furthermore, in order to pay trib-
ute to the assertion that the style has been sung by
workers in blacksmith’s shops, martinetes are some-
times accompanied by mallet strokes on metal sur-
faces.

1 2 3 4

Fig. 43.3
Symbolic repre-
sentation of the
melodic contour
of a martinete
by singer Tomás
Pavón

General Characteristics
Characterized by a slow tempo, solemn performance,
free rhythmic interpretation and a large amount of
melismatic ornamentation, songs belonging to the style
have a common melodic skeleton based on the major
scale. While the major mode is dominant throughout,
the third degree may be occasionally lowered by a semi-
tone, converting the scale into minor mode. The four
eight-syllable verses are arranged in an A-B-A-C form,
where the first and the third sections share a similar
melodic contour. These two sections are separated into
two segments by a rest. The first section contains a char-
acteristic melodic sequence that clearly identifies the
style: a jump from the subtonic or the dominant to the
tonic followed by a raise to the subdominant by con-
junct degrees.

Martinete by Singer Tomás Pavón
In the present study we focused on the example of
amartinete performance by the renowned singer Tomás
Pavón, which belongs to the substyle of martinetes by
Juan Pelao, also referred to as origin martinete (mar-
tinete de origen).

Figure 43.3 shows a manually annotated represen-
tation of the melodic contour of the piece, where verses
are marked by numbers. Figure 43.4 provides a manual
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Table 43.1 Relevant pitch values for the four verses of the
martinete by singer Tomás Pavón

Verse First note Recitative note Last note Direction
1 A4 Eb5 C5 Rising
2 D5 Eb5 C5 Horizontal
3 F4 Eb5 Db5 Rising
4 C5 C5 Bb4 Falling

transcription of the piece in Western notation and Ta-
ble 43.1 provides some features of the different verses
of the piece. The melodic contour is based on the B-flat
major scale and shows the style-specific note sequences
described in the previous subsection. In the first half of
the first verse, the tonic is reached from the subtonic,
followed by three subsequent degree steps to the sub-
dominant. In the first half of the third verse, the melodic
contour is repeated, whereas the tonic is reached from
the dominant. The recitative note in each movement is
prolonged and subject to strong melismatic ornamenta-
tion. Furthermore, note that the first and second verses
are separated by silences, while the third and fourth are
fused together.

Tomás Pavón’s interpretation is rich in melismatic
ornamentations, which cause a stronger prolongation
of some syllables than in most other performances.
Trills and double relishes become denser with increas-
ing scale degree, while chromatic ornamentations are
bound to the third scale degree. Frequently, such or-

zón

Fig. 43.5 Orna-
mentation details
of an excerpt of
a martinete by
singer Tomás
Pavón

namentations take on rhythmic patterns of triplets and
quintuplets. The melisma are performed rapidly and
with a precise breath management. While the tun-
ing varies during the performance, the transcription in
Western music notation (Fig. 43.4) refers to note values
quantized to the equal-tempered scale. Since the song is
performed in free rhythm, a separation into bars is fur-
thermore omitted, while traditional symbolism is used
to describe note durations. In order to simplify reading,
some ornamentation details have been taken out. Fig-
ure 43.5 shows these details for a small excerpt.

43.3.2 The Arab-Andalusian Inshád

Arab-Andalusian music is strongly modal and, simi-
larly to Gregorian chant, based on particular melodic
cells known as centones. The use of centones is quite
characteristic of Christian music in the Middle Ages
(in the Byzantine tradition they are sometimes referred
to as schemata). Rather than creating new centones,
composers of those times made creative use of the ex-
isting ones. Furthermore a mode is defined by its pitch
range, a tonal center around which the melody gravi-
tates, important scale degrees that provide the mode’s
characteristic flavor and a set of centones on which
melodic phrases end.

The inshád is a sung poem of two verses. Form-
ing part of the Arab-Andalusian musical heritage, the
melodic progression is based on set motives that are
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Fig. 43.6 Example melodic phrase of the San’a “Sallu ya
’ibad” of Basit Raml al-Maya

spontaneously ornamented [43.26]. Below we describe
the main characteristics of the analyzed piece.

General Characteristics
The inshád has a series of particular musical character-
istics [43.26]. Its melodies are integrated in the modal
system of Arab-Andalusian music. The most common
intervals are a (major or minor) second, followed by mi-
nor third and major third. Most of the melodic phrases
end with a long note. The latter is a common character-
istic found in different forms in Arab-Andalusian music
corpora [43.34]. Figure 43.6 shows a melodic phrase
of the San’a “Sallu ya ’ibad” of Basit Raml al-Maya
(Basit is the name of the rhythmic structure and Raml
al-Maya is the name of the nawba).

Even though the meter of the inshád is free, this
freedom is not absolute, but rather rational. Indeed, the
notes of the inshád are not tied to a rhythmic pulse or
an exact execution time. Yet they have to be subject
to a temporal hierarchy of notes and complete phrases,
rationally approximate but intuitively guided: The im-
portance of a note in a phrase implies an extension of its
duration compared to the other notes within the phrase.
Furthermore, the duration of the rests between (blocks
of) melodic phrases depends on the global cadence of
the inshád. This cadence depends on the general am-
biance of the concert as well as the typical tendencies
of orchestra and singer.

Al-Sika mode

Al-Dayl Al-Dayl Al-Dayl Al-Dayl

Ending centones

Tonal
center

Fundamental
degrees

Centones

Fig. 43.7 Summary of the main
characteristics of the Al-Sika mode

Melodic Improvisation in the Inshád
The melodic improvisation in Arab-Andalusian music
can be of two types: ornamentation of existing melodies
or creation of new melodies, such as mawwals and
istijbárs. In a performance of an inshád, the improvisa-
tion can only occur as an ornamentation of the its base
melody.

Ornamentation is a key feature in Arab-Andalusian
music, given the limitation on a set of fixed melodies.
Hence, it represents an important tool for musicians to
express their individual interpretation and performance
character. As a result, individual performances of an
inshád vary regarding the amount and complexity of
ornamentation. There are however some constraints: the
musical mode, an intuitive phrase duration, the aesthetic
traits and the emotional context of the performance
need to be preserved (e.g., an ornamentation related
to a sad emotion should be avoided in a wedding per-
formance). Even though the melodic content is limited
to the mode, singers can include notes from so-called
neighbor modes: as explained in [43.26], two musical
modes are considered to be neighbors if their scale se-
quences differ by an alteration of a single note.

Al-Sika Mode
The Al-Sika mode with its centones is shown in
Fig. 43.7. In contrast to Western scales, the tonal cen-
ter does not correspond to the first scale degree, but
to the note E, the third degree. The first (C) and fifth
degree (G) are fundamental notes with higher melodic
importance. Furthermore the scale is subdivided into
four units of consecutive notes with a common inter-
vallic structure (al-Dayl).

The ethos (the character or emotion) associated with
the Al-Sika mode is a complaint of a resigned person
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b)

Fig. 43.8a,b Fundamental frequency
contour and note transcription of
a phrase; (a) inshád; (b) martinete
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Fig. 43.9a–c Martinete excerpt;
fundamental frequency contour;
(a) unfiltered; (b) vibrato; (c) slow
pitch modulation

who is watching her loved one moving away. The resig-
nation appears in phrases such as E-F-G-E or E-F-D-E,
and the distance of the loved one shows up in the alter-
ation of F to F# in the phrase E-F-G (which becomes
E-F#-G).

Inshád in Al-Sika Mode
by Zohra Abbetiw

The present study focuses on the analysis of an in-
shád performance in Al-Sika mode by Zohra Abettiw,
a female singer from the school of Tetouan (north Mo-
rocco). She is accompanied by the Orchestra of the
Tetouan Conservatory, led by Mohammed Ben Larbi
Temsamani. The audio piece is a recording of the Mo-

roccan national radio and television and it dates back
to the 1960s. The melody ranges from B3 to B4, if we
consider the ornamentation notes as part of the melody,
that is, the interpretation as a whole. The studied in-
shád consists of three blocks. The first and the third
blocks contain three phrases. The first phrase is a typi-
cal phrase in Al-Sika mode and acts as the presentation
of the inshád. The second phrase ends with on the note
C, where the substitution of an F with an F# symbol-
izes the feeling of distance to the loved one. Finally,
the third phrase is similar to the second phrase, but it
connects with the last interval, which corresponds to
the final centon (E-F-D-E). On the other hand, the sec-
ond block is the shortest, containing only one isolated
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Fig. 43.10a,b Martinete excerpt;
(a) fundamental frequency contour;
(b) energy trajectory

Table 43.2 Comparison of statistical note and vibrato de-
scriptors for the considered pieces

Descriptor Martinete Inshád
Average vibrato rate (Hz) 6.19 5.91
Average vibrato extent (cents) 75.47 62.02
Vibrato amount (%) 41 64
Lowest pitch (MIDI pitch) 53 59
Highest pitch (MIDI pitch) 64 71
Mean pitch (MIDI pitch) 60.83 65.03
Pitch fluctuation (MIDI pitch) 2.11 3.17
Pitch range (MIDI pitch) 11 12
Average note duration (s) 0.34 0.42
Note duration fluctuation (s) 0.24 0.43
Onset rate (notes=s) 2.52 1.61

phrase, which is again similar to the second phrase of
the first block.

43.3.3 Computational Analysis

This section contrasts previous manual analyses with
computational description tools. We compare funda-
mental frequency envelopes and symbolic note repre-
sentations and compute statistical descriptors related to
pitch content and vibrato. We analyze pitch histograms
in relation to the tonal concepts introduced in the previ-
ous section.

Melodic Contours
We first compare automatically computed fundamen-
tal frequency envelopes and melodic contours of both
pieces, as illustrated in Fig. 43.8. We observe that notes
possess more ornamentation in the martinete than in
the inshád performance. The fundamental frequency
contour of the martinete excerpt can be modeled by

an overlay of two periodic pitch fluctuations: the high
frequency voice vibrato and a slow periodic melisma.
When filtering the fundamental frequency envelope at
suitable cutoff frequencies, both periodic pitch fluc-
tuations can be visualized (Fig. 43.9). By analyzing
the energy trajectory of both excerpts, we furthermore
observe that the fast pitch fluctuation is accompanied
by a simultaneous dynamic modulation (Figs. 43.10
and 43.12). The fundamental frequency contour of the
inshád piece shows glissandi in note transitions and
vibrato during longer notes, but we do not observe
melismatic ornamentation (Fig. 43.11).

Statistical Descriptors
From both automatic transcriptions, we extract statis-
tical features related to the pitch content and vibrato,
which are presented in Table 43.2. In both pieces we
observe an extensive use of vibrato, as shown by the
vibrato amount descriptor. The corresponding aver-
age frequency and extent reflect the singer’s individual
characteristics. The pitch range of both pieces is compa-
rable. The pitch content of the inshád, sung by a female
singer, is located in a higher register, with a higher aver-
age pitch. The comparatively high onset rate calculated
for the martinete originates from the large amount of
melismatic ornamentation and the low pitch fluctuation
relates to the insistence on the recitative notes, while the
pitch content of the inshád appears to be wider spread.

Pitch Histograms
By analyzing the temporal note predominances in the
automatic transcriptions, we obtain pitch class his-
tograms, illustrated in Fig. 43.13. All occurring pitches
are wrapped in a single octave and displayed relative
to their tonic. The tonal center (E) and the fundamen-
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Fig. 43.11a–c Inshád excerpt;
fundamental frequency contour;
(a) unfiltered; (b) vibrato; (c) slow
pitch modulation
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Fig. 43.12a,b Inshád excerpt;
(a) fundamental frequency contour;
(b) energy trajectory

tal scale degrees (C and G) of the Al-Sika mode in the
Andalusian piece appear with a significantly higher fre-
quency throughout the contour. Also the modulation
from F to F# can be observed. The pitch content of
the martinete is concentrated in the first six chromatic
scale degrees. It can be seen that the total duration of
occurrence of the tonic is lower than for the fourth,
fifth and sixth degree, which are extensively used in

melismatic ornamentations around the recitative notes.
Consequently, the pitch content is mainly concentrated
between the tonic and the subdominant and includes an
elevated occurrence of notes that do not belong to the
underlying scale. In contrast, the inshád shows a wider-
spread distribution of all pitch classes over the octave,
strongly weighted by the importance of the correspond-
ing scale degrees.
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Pitch histograms
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transcriptions;
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43.4 Conclusion and Future Perspectives

As we stated at the outset, our intention in carry-
ing out this piece of research is to show how to use
computational tools in a meaningful manner, beyond
mere consideration of them as powerful or sophisticated
tools. In this study, we have presented a methodology
for the analysis of vocal music of two complex, rich
music traditions, flamenco and Arab-Andalusian music.
We adopted the audio approach because we consider it
more appropriate for the repertoires under study, given
the complex ornamentations and the absence of score.
We have studied vocal music and a symbolic approach
would have missed many musical phenomena of im-
portance, such as vibrato or microtonality. Also, this
approach allows automatic computational analysis of
large corpora, as it can easily be deduced from the de-
scription of our methodology.

However, the proposed methodology does not ig-
nore the musicological aspects nor concentrates on
physical features of the audio files. To the contrary,
this work is the fruit of the collaboration of experts

on flamenco and Arab-Andalusian music and computer
scientists, thus showing that, because music is a com-
plex and multidimensional phenomenon, its analysis
should a be carried out from variety of standpoints and
with various tools.

In particular, we have presented a methodology for
the analysis of music recordings that combines man-
ual and automatic descriptions of music recordings by
using state-of-the-art techniques. Through our computa-
tional analyses, we detected similarities and differences
on the two analyzed pieces, martinete and inshád, in
terms of ornamentation,melodic line, scale, and vibrato.
Although these properties refer to specific pieces, some
of the traits are representative of flamenco and Arab-
Andalusian music traditions. In the future, we intend
to carry out a more extensive analysis that will include
a large number of pieces of each music tradition.

Our methodology can be applied to other pieces and
traditions, but proper adaptation should be carried out.
As a matter of fact, this adaptation should be based on



Part
F
|43

896 Part F Music and Media

the theoretical foundations of the tradition under study.
Our endeavor is to provide novel tools and methodolo-

gies for the analysis and description of traditional music
that may complement traditional approaches.

43.5 Complementary Material
The link http://mtg.upf.edu/flamenco-arabandalusian
contains additional material to foster reproducibility of
the presented study:

� Audio files� Manual transcriptions� Automatic transcriptions and descriptions� Multimedia examples from both music traditions.
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44. The Relation Between Music Technology
and Music Industry

Alexander Lerch

The music industry has changed drastically over the
last century and most of its changes and trans-
formations have been technology-driven. Music
technology – encompassing musical instruments,
sound generators, studio equipment and software,
perceptual audio coding algorithms, and repro-
duction software and devices – has shaped the
way music is produced, performed, distributed,
and consumed. The evolution of music technol-
ogy enabled studios and hobbyist producers to
produce music at a technical quality unthinkable
decades ago and have affordable access to new
effects as well as production techniques. Artists
explore nontraditional ways of sound generation
and sound modification to create previously un-
heard effects, soundscapes, or even to conceive
new musical styles. The consumer has immediate
access to a vast diversity of songs and styles and
is able to listen to individualized playlists virtually
everywhere and at any time. The most disruptive
technological innovations during the past 130 years
have probably been:

1. The possibility to record and distribute record-
ings on a large scale through the gramo-
phone.

2. The introduction of vinyl disks enabling high-
quality sound reproduction.
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3. The compact cassette enabling individualized
playlists, music sharing with friends and mobile
listening.

4. Digital audio technology enabling high qual-
ity professional-grade studio equipment at low
prices.

5. Perceptual audio coding in combination with
online distribution, streaming, and file sharing.

This text will describe these technological in-
novations and their impact on artists, engineers,
and listeners.

The development of the music industry has always been
closely related to the creation of new music technology.
Many changes in the industry can be directly related to
technological innovation. It can be argued that technol-
ogy shaped the music industry as much as the industry
shaped technological evolution.

During the 19th century, the distribution of mu-
sic was practically limited to sheet-music; music could
only be consumed live in concert halls and at private
concerts. The invention of recording devices such as
the phonograph [44.1], the graphophone [44.2], and the
gramophone [44.3] in the late 19th century changed
that radically: the possibility to record and reproduce
a live performance not only allowed publishers to mass-
produce and distribute records, but eventually enabled

the consumer to listen to a recording anywhere and
anytime. Additional technologies such as radio broad-
casting and, much later, mobile playing devices and
internet streaming enforced this development: music is
now omnipresent in our daily lives.

After the music industry changed from being dom-
inated by sheet-music publishers to a new industry
with a focus on recording performances and the mass
production and distribution of media, it adapted and
reinvented itself several times over the last century. The
landscape of today’s music industry includes musicians,
record labels, rights holders, distributors, recording stu-
dios, manufacturers of instruments, and manufacturers
of production and reproduction equipment and soft-
ware. The impact of technological evolution on how

© Springer-Verlag GmbH Germany 2018
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music is produced, recorded, and distributed is easily
identifiable from a modern perspective, but on closer
inspection it also becomes apparent how technology
changed the way music is consumed and, within certain
limits, influenced music performance styles and music
composition as well.

This influence is not only identifiable in retrospect –
many technological innovations led to a lively discus-
sion in the music world after they were introduced. Just
to give two examples, the conductor Furtwängler com-
mented on radio broadcasting [44.4]:

The sapless and insubstantial rehash that broadcast
listeners hear will only be interpreted as an ade-
quate alternative for the concert by those who do
not know the real concert anymore (translated from
German by the author: Den vitaminlosen, saft- und
kraftlosen Aufguss, den die Hörer des Rundfunks
von einem Konzert erhalten, können wirklich nur
diejenigen für vollwertigen Ersatz des Konzertes
halten, die nicht mehr wissen, was ein wirkliches
Konzert ist.)

Table 44.1 Approximate dates of technological innovation in the music industry

Year Production Consumption
1878 Phonograph (Edison)
1885 Graphophone (Bell and Tainter)
1887 Gramophone (Berliner)
1920 Condenser microphone (Wente)
1923 Radio broadcasting
1928 Neumann CMV3 condenser microphone

Theremin
1930 Trautonium
1933 Stereophony
1935 Hammond organ
1941 High-quality tape recording (AEG)
1948 1200 33-1/3 rpm LP (Columbia)
1949 700 45 rpm single (RCA Victor)
1957 Ampex 8-track recorder
1959 Fender Rhodes Piano
1963 Philips compact cassette
1976 Dolby Stereo
1978 Lexicon L224 Reverb

3M digital multitrack
1979 NED Synclavier Sony Walkman
1980 Sony DAE-1100
1981 Sony PCM-3324 digital multitrack
1983 Yamaha DX-7

MIDI
1985 CSound CD (Sony, Philips)
1987 DAT
1988 Harddisk Editing (Sonic Solution)

Akai MPC and S1000
1990 MP3
1991 Alesis ADAT Sony MiniDisc

while the composer Babbitt noted [44.5]:

I can’t believe that people really prefer to go to the
concert hall under intellectually trying, socially try-
ing, physically trying conditions, unable to repeat
something they have missed, when they can sit at
home under the most comfortable and stimulating
circumstances and hear it as they want to hear it.

Table 44.1 lists the approximate release dates for se-
lected technological innovations as mentioned later in
this text. The two columns of the table categorize the
technology into equipment for recording, music pro-
duction, and music performance (left) and technology
for music distribution and consumption (right).

The remainder of this text is structured as follows:
the following section will describe the interaction of
music technology with both the performance and the
recording of music, and the impact of the technological
evolution on the recording studio sector. Section 44.2
discusses the creative uses of technology. The influence
of technology on the distribution and the consumption
of music will be reviewed in Sect. 44.3.
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Table 44.1 (continued)

Year Production Consumption
1993 TASCAM DA-88 ITU 5.1 Multichannel
1995 Real-Audio Streaming
1997 Antares Auto-tune DVD
1998 MP3-Player
1999 File Sharing (Napster)

SACD
2000 DVD-Audio
2001 iPod (Apple)
2003 iTunes Music Store (Apple)

44.1 Recording and Performance

The recording process attempts to capture a music per-
formance and its characteristics in order to reproduce it
later. However, it does not capture all details of a per-
formance; elements such as the communication by body
language, gestures, and facial expression will be miss-
ing from the recording. Furthermore, the experience of
performing for a recording can be significantly different
from a live performance. The suspense of performing
in front of an audience is missing, and no interaction
with the audience is possible. There is also the record-
ing process itself that may impact the performance: the
musicians can perform a piece of music, listen to the
recorded result, and discuss and possibly adapt their
performance. The pianistGlenn Gould describes the ad-
vantages of this process [44.6]:

By taking advantage of the post-taping af-
terthought, however, one can very often transcend
the limitations that performance imposes upon the
imagination.

The production team may also influence the perfor-
mance by pointing out technical necessities and by
making suggestions on how to better convey musical
thoughts over the medium.

Since the introduction of multitrack recording ma-
chines, each instrument or instrument group can be
recorded separately on its own track. After the first ana-
logue multitrack machines were released in the 1950s
(e.g., Ampex 8-track), the number of tracks increased
over the decades; digital multitrack tape machines were
released in the late 1970s and early 1980s with a num-
ber of tracks between 24 and 32, followed by the
cassette-based recorders Alesis ADAT and Tascam DA-
88 in the 1990s. Both the ADAT and the DA-88 allowed
one to sync several machines up to an overall limit of
128 simultaneous tracks. Modern digital audio work-
stations (DAWs) have no restriction with respect to the
maximum number of tracks. In the context of classical
music, multitrack recordings are primarily used to al-

low for postprocessing of the recording by adjusting the
level and equalization of individual tracks. In the case of
popular music, however, multitrack recording not only
offered enhanced postproduction options but it trans-
formed the way music is recorded: instead of recording
all musicians of a band simultaneously, the sound en-
gineers could record individual instruments at different
times and possibly different places. This process is not
applicable to all styles of music, but its implications for
the performance are noteworthy; not only have the mu-
sicians lost the communication with the audience, but
they are not even able to communicate with each other
during the recording session.Musicians who have never
met can perform together by sending the recording to
a different studio and record the next musician at a dif-
ferent time and a different place.

It has also been argued that the process of recording
and the public availability of recordings can influence
long-term performance strategies and trends. For ex-
ample, Mark Katz points out that the increased use of
vibrato at the begin of the twentieth century coincides
with the increasing availability of the gramophone. He
makes a compelling argument that this change in per-
formance style was motivated and triggered by the
growing popularity of the gramophone [44.7]. Katz lists
three reasons for the violinists to increase their vibrato
usage for a recording:

1. It allowed the violin to be more perceptible on early
recordings with limited dynamic range and poor
transfer characteristics.

2. It helped to obscure imperfect intonation which is
more likely to be noticeable on a recording than in
a live setting.

3. It might enhance the artist’s presence in order to
compensate for the missing visual cues in a concert
situation.

The so-called crooning is another example of the
inter-relation of technology and performance styles.
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Crooning was a popular singing style in the 1930s to
the 1950s that created a personal atmosphere by singing
at a low volume. The vocals could only carry over the
accompanying band or orchestra by means of amplifi-
cation of the microphone signal. Singers such as Bing
Crosby and Frank Sinatra used this technique to create
intimacy between audience and singer.

44.1.1 Recording Perfection

Technological innovations and improvements increased
the sonic quality of recording and reproduction equip-
ment continuously throughout the 20th century. The
most notable quality improvements were probably a)
the transition from an acoustic to an electric way of
recording by means of the condenser (also: capacitor)
microphone (1920s: [44.8]), b) the possibility to make
high-quality recordings on tape (1940s), and c) the in-
troduction of digital means for recording, processing,
editing, storing, and distributing music (1970s–1990s).

These general improvements in audio quality are an
unsurprising and foreseeable technological evolution.
However, it was less foreseeable how technological
possibilities would influence the musical content itself.
It has been observed that the level of perfection of
recorded music performances has been continuously in-
creasing over the last century [44.9]. The main reason
is probably that a recording, unlike a live performance,
can be listened to repeatedly and is preserved for a long
time. Even a minor imperfection or performance nu-
ance, barely noteworthy in a live setting, can become an
annoying artifact. The technical flawlessness of a studio
recording may, in some ways, compensate for the miss-
ing live concert experience.

Editing (or splicing) a recording is an aspect of the
postproduction process that originated in the 1940s and
1950s. While in early recording sessions the artist had
to perform the whole piece for the recording process
and repeat this until satisfaction was obtained, techno-
logical development opened up new ways of dealing
with nonoptimal recordings. After the introduction of
the first tape machines it was soon discovered that
the tape could be split and joined together. This al-
lowed for merging two or more recordings of the same
piece of music; a section with a small mistake could
easily be replaced with another recording of this sec-
tion from the same recording session. The advent of
digital processing allowed an unprecedented level of
editing; Weinzierl and Franke presented evidence that
the amount of edit points increased by a factor of two
to three with the introduction of digital editing stations
such as the Sony DAE-1100 and digital audio work-
stations (DAWs) [44.10]. It is a valid assumption that
modern productions make even more extensive use of

the possibilities of splicing and joining of two or more
recordings at virtually any position; hundreds of edit
points can be expected in such a modern production.
Note that the editing process not only involves remov-
ing errors and mistakes from the recording – the editor
essentially has the power to select and merge takes ac-
cording to his own artistic taste. This choice does not
necessarily reflect the musical intentions of the artists,
although it is common for the artists to give final ap-
proval of an edited recording.

The modern postproduction process offers more op-
tions to change a recording. Traditionally, these modifi-
cations were restricted to changing the sound quality by
using equalization or adding artificial reverberation and
(passively or actively) modifying the dynamic variation
or the level relationships between instruments. Newer
digital tools, however, allow more drastic changes of
the music content. For instance, technologies such as
time-stretching (changing the tempo without changing
the pitch) and pitch-shifting (changing the pitch with-
out changing the tempo) allow detailed modifications
of the (micro-)tempo and the pitch in order to correct
or modify intonation and timing. The final, published
recording thus evolves more and more from the plain
reproduction of one recording studio performance to
a new performance with a level of technical perfection
hard to match in a live context.

44.1.2 Recording Authenticity

Throughout the last century the music industry put
significant effort into marketing records as a realis-
tic medium which is indistinguishable from the live
concert experience [44.11]. However, listeners realized
early on that playing recorded music does in fact not re-
sult in the same experience as a live concert. In the early
days of recording, one important factor was clearly the
quality of the recording and reproduction systems. To
give an example, the dynamic range of the recording de-
vices was limited which meant that instrumentalists had
to minimize the dynamic range of their performance
or continuously change the distance from the recording
device to adjust for the correct level. The quality-related
restrictions such as insufficient dynamic range, added
noise, and added distortion disappeared with improved
recording technology and better storage media. How-
ever, while research in virtual acoustics led to recording
and reproduction methods that enabled a listening expe-
rience that was practically indistinguishable from a live
setting [44.12], the standard consumer reproduction
technologies (e.g., stereo, 5.1) are unable to reproduce
this concert experience.

Since the consumer’s normal listening environment
is fundamentally different from a live concert setting, it
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is doubtful that even an accurate physical reproduction
of the sound field would be perceived by the listener as
realistic. Therefore, the sound engineer’s goal is usually
not to create a realistic reproduction, but a recording
that is perceived as realistic and thus implies realism.
This has been referred to as the concept of artificial re-
alism [44.13].

It has also been argued that, because of limita-
tions in the listening environment, the recording is not
even supposed to be as realistic as possible. To give
an example, the dynamic range of symphonic record-
ings is usually reduced to allow a comfortable listening
experience – to reproduce the whole dynamic range
of an orchestra would result in the listener constantly
adjusting the playback level. The musically informed
adjustment of the level of single instruments and instru-
ment groups by the sound engineer may compensate for
the missing visual component and probably allows for
a better, more transparent listening experience.

Similar to the discussion of realism in classical
music, there has been a debate about authenticity in
popular music as well [44.14]. The controversy is about
the use of new technologies to produce or postprocess
recordings and the utilization of new effects and sounds
versus a plain recording made with as few technolog-
ical gadgets as possible. Alex Ross comments on this
discussion [44.15]:

Yet frills-free, low-fi recording has no special claim
on musical truth; indeed, it easily becomes another
phonograph effect, the effect of no effect.

44.1.3 Changes in the Recording Studio
Sector

The changes in the recording studio sector are well
aligned with technological innovation. Leyshon sum-
marizes the different stages of historical develop-
ment [44.16]: during the 1930s and 1940s, studios were
built by the major labels with custom-designed and
unique equipment. The introduction of the tape machine
in the 1940s made the recording process less expensive

and triggered the establishment of new, privately owned
recording studios in the 1950s. Digital audio technology
disrupted the recording studio market twice: first, with
the introduction of digital studio hardware for recording
and processing offering a sonic quality and function-
ality at the same or a higher level than comparable
analogue hardware at a fraction of the price. Second,
with software applications offering to replace most of
the studio hardware (except microphones and speak-
ers) at affordable prices. Essentially, computer software
is able to replace the tape machine, patch bay, mixing
console, sound generators and synthesizers, and exter-
nal audio effects. Although analogue studio equipment
continues to be used for its special sound characteris-
tics, virtually every modern music production will use
software; for some genres, music may be produced ex-
clusively by using software.

There is a general trend for high-quality audio tech-
nology, previously only available to specialists at high
prices to becomemore easily available and affordable to
nonprofessionals and hobbyists. The price drop is not
only observable between hardware and software, but
also in the software market itself. To give one exam-
ple, the sales price of Apple’s DAW Logic Pro dropped
from $999 to $499 and then to today’s price of $199 be-
tween 2004 and 2011. Similar price developments can
be observed for professional-grade audio plugins. This
democratizes the recording market by decoupling audio
quality from the budget invested into the studio equip-
ment.

For the music (software) industry, however, this
presents a problem due to decreasing revenue. As
a result, new distribution models are being evaluated.
Current trends, possibly influenced by the rise of the
mobile app market, include consumer versions of soft-
ware targeted at professionals at low prices and profit
generation through sales of additional content such as
audio loops. Software-as-a-Service solutions are not yet
popular in the consumer market, but are starting to gain
traction in the business-to-business market with compa-
nies such as EchoNest (now part of Spotify),Gracenote,
and sonicAPI.com.

44.2 Music Creation

The creative interaction of musicians and composers
with technology is a fascinating topic. New technolo-
gies have always inspired composers and musicians to
explore new ways of creating sound and music, ei-
ther by using new or modified musical instruments,
by integrating new technology into their work, or by
misusing gear to create new sounds and new musical
concepts.

44.2.1 Instruments

The development of music instruments is often closely
related to technology; to give two historic examples,
the mechanical systems of wind instruments allowed
a broader pitch range and easier intonation, and im-
proved piano mechanics increased volume and expres-
sive control of the instrument. Both changes were
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welcomed by composers and musicians alike and were
accepted quickly. In the twentieth century, electric and
electronic instruments added to the well-established
pool of traditional instruments. Some of them, despite
a certain fame, were never really accepted by large
numbers of performers; well-known examples from the
1920s are Trautwein’s Trautonium and Theremin’s in-
strument (later simply referred to as Theremin). These
two instruments have been used in art music, popular
music, and film music, however, they still remain more
or less unknown to nonmusicians.

Other instruments, however, have been seminal to
certain genres. The genre of rock music is hard to
conceive without the (distorted) electric guitar, and syn-
thesizers certainly contributed to shaping the sound
of pop music. Instruments such as the Hammond or-
gan, the Rhodes piano, and synthesizers such as the
ones invented by Moog expanded the dimensions of
sound and enabled musicians to generate new, never-
heard-before sounds. With growing popularity, these
new instruments created new markets and a new in-
strument manufacturer landscape. As in other areas, the
introduction of digital technology was the next major
step in instrument design. The famous Yamaha DX-7
synthesizer, for instance, allowed exploration of the un-
known sound spaces of FM synthesis. In addition to
sound synthesis, digital audio allowed sampling (see
Sect. 44.2.4); the introduction of Akai’s S-1000 and
MPC is seen as a milestone in popular music produc-
tion and sound design.

Meanwhile, performers and composers of electro-
acoustic music moved on to other, non-mainstream
tools. Examples of these tools are the audio program-
ming languages CSound and SuperCollider [44.17],
and solutions such as Max/MSP [44.18] or PD [44.19],
software that allows the rapid design and prototyping of
real-time audio processing and synthesis systems with
a visual programming language.

There is academic and commercial interest in de-
veloping new software tools and new devices for sound
synthesis such as virtual instrument plugins; the in-
terested reader is referred to events such as the In-
ternational Conference on New Interfaces for Musical
Expression (NIME) [44.20] and the Margaret Guth-
man Musical Instrument Competition [44.21]. How-
ever, new instruments with new interfaces that are used
by a larger group of musicians are not easy to find. One
prominent example of a more recently introduced mu-
sical interface is the reacTable [44.22], an instrument
which was featured by the artist Björk on her 2007
tour.

Playback media have also been used as instru-
ments or as part of a performance. Wolpe, for instance,
experimented with gramophones on the stage. He re-

members a concert in Berlin in the early 1920s in
a lecture [44.23]:

I had eight gramophones, record players, at my dis-
posal. And these were lovely record players because
one could regulate their speed. Here you have only
certain speeds – seventy-four and so on – but there
you could play a Beethoven symphony very, very
slow, and very quick at the same time that you could
mix it with a popular tune.

However, despite these efforts and related exper-
iments by Hindemith at the time, the active use of
turntables as musical instruments did not establish it-
self until the rise of the DJ in the 1980s. DJs can use
the turntable to create new sounds and sound effects
by means of mixing the sound of two vinyl discs dy-
namically and modifying the playback speed and the
playback direction in fast patterns (scratching). Effec-
tively, they use the turntable as a musical instrument.
Another recording and playbackmedium has been more
successful in electro-acoustic music: the tape machine.
Starting in the early 1950s, composers such as Cage,
Varèse, and Stockhausen actively used tapes and tape
machines in their compositions and performances. The
creative use of the tape machine was not restricted to
electro-acoustic music: The Beatles also experimented
with tape loops, for example, in their song Tomorrow
Never Knows on the studio album Revolver, enabling
them to create a soundscape not reproducible in a live
performance.

44.2.2 MIDI

It was not only new instruments or devices reused as
musical instruments that had an impact on the creation
of music. The MIDI protocol, introduced in the 1980s
and eventually supported by a large number of man-
ufacturers, allowed musicians to connect two or more
keyboards and sound generators and to slave an ar-
bitrary number of synthesizers in order to play them
simultaneously, to switch instantaneously between the
instruments without changing the control keyboard it-
self, or to send or store configuration information from
or to devices [44.24]. The introduction of MIDI, com-
bined with the advances in computer hardware and
software, resulted in the rapidly growing popularity
of the so-called sequencer. A sequencer could record,
edit, store, and reproduce a performance and corre-
sponding data in MIDI. It also allowed prototyping and
evaluation of the arrangement of complete songs in
a small home-recording set-up or playback of an ad-
ditional synthesizer track during a live performance.
A sequencer can be either a hardware or a software
product. Over the last two decades, especially soft-
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ware sequencers gained new features – last but not least
the ability to record and edit multitrack audio data –
so rapidly that software-based sequencers became the
most common tool to work with MIDI and audio in the
studio. Today they are usually referred to as digital au-
dio workstations (DAW). There are variants of DAW
software (for example, Ableton Live) and DJ software
(for example, Serato Scratch Live or Native Instru-
ment’s Traktor DJ) which try to redefine the role of the
computer as a mere recording, editing, and playback de-
vice to an instrument that can be interacted with in a live
performance.

44.2.3 Audio Effects

While in the production of classical music audio ef-
fects such as equalization and artificial reverberation are
mainly used to increase the realism and the pleasant-
ness of the listening experience, the creative potential
of audio effects in popular music has been explored
extensively. Dynamics processing, modulated effects,
delay and reverberation, distortion, etc. became stan-
dard tools to work on the sound of individual tracks
or on the complete mix. Digital technology not only
made these effects more affordable but also allowed
unprecedented quality (artificial reverberation), flexi-
bility (digital amp simulation), and not-heard-before
effects (pitch-shifting). Pitch-shifting, for example, can
be used to correct the intonation of a (vocal) perfor-
mance, but it can also be used as a sound effect. One
example is the so-called auto-tune effect, initially con-
ceived as a real-time vocal intonation correction tool.
By setting the parameters of this auto-tune effect to
very aggressive settings instead of the recommended
settings, a very audible effect is created. The robotic
character of singer Cher in her song Believe stems
from using an auto-tune effect, and the artist T-Pain
is frequently associated with this effect as well. Pitch-
shifting can also be used for auto-harmonization (i. e.,
for the generation of additional voices from a single-
voiced input in order to create a choir-effect), or to
transform musical phrases into something impossible to
perform.

44.2.4 Sampling

With digital recording and storage, the phenomenon
called sampling appeared. In digital sampling, an artist
records a segment of a song or sound, modifies, ed-
its, and transforms it, and then reuses it (and possibly
other recordings) by incorporating it into a new work.
Musical quotations are well known in the music his-
tory, however, sampling allows what Katz refers to as
performative quotation [44.7]; not only does the quote

feature the same melodic, harmonic, and rhythmic con-
tent, but it also has the same timbre and can be, in fact,
a bit-accurate copy of the original recording. Hip hop
and electronic music are examples of genres with inten-
sive use of sampling. Sampling is legally controversial,
but also enabled an interesting way of producing mu-
sic; since the composer works directly with sounds to
produce the recording, there is no performer as interme-
diary between the abstract musical ideas and the sound
creation. Tara Rodgers notes [44.25]:

Electronic music culture is at least in conversation,
if not inextricably entwined, with the legacy of mod-
ernist notions of authorship and authenticity. But
electronic musicians destabilize these notions by ex-
posing the fluidity of boundaries between human-
and machine-generated music, as well as the cul-
tural angst over the dissolution of these boundaries.

44.2.5 Inspiration and Restriction

From the examples presented above, it is clear how
technology can shape new instruments and tools and
how technology can been (mis-)used to explore new
realms of musical expression. But technology can also
serve as a source of inspiration; the composer Steve
Reich, for instance, describes how he discovered the
phase-shifting effect for his work It’s Gonna Rain by
accident while experimenting with two tape recorders
playing two nearly identical loops, resulting in the loops
going in and out of sync slowly [44.26]. He used the
same effect later for nontape works as well.

However, apart from the role of music technology as
both artistic inspiration and as a provider of new ways
to create new works or new sounds, technology can also
restrict creative processes. The composer Stravinsky,
for example, wrote in his autobiography on the topic
of making records of some of his music in America in
the 1920s [44.27]:

This suggested the idea that I should compose some-
thing whose length should be determined by the
capacity of the record. I should in that way avoid all
the trouble of cutting and adapting. And that is how
my Sérénade en LA pour Piano came to be written.

When RCA Victor introduced the vinyl single for-
mat in addition to the vinyl LP, artists were forced to
a song length of three minutes for their songs. It is un-
clear whether the format was introduced because most
of the songs at that time had this length, or if the com-
pany thought that songs of this length would market
better. Either way, the introduction of this format did
have an undeniable impact on standard song lengths and
possibly also on howmusic is marketed and distributed.
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44.3 Music Distribution and Consumption

In the previous sections we considered the impact of
technology on composer and performer, but technol-
ogy has also transformed our listening habits. In times
before recording was possible, we could only listen to
live performances and had to share our experience with
others in the audience. The gramophone, and later the
radio, revolutionized that; without the need for a spe-
cific concert venue, recordings could be listened to at
home, at convenient times, and both in a group or as an
individual. And not only could recordings be listened to
anytime, they could also be listened to repeatedly. Be-
ing able to reproduce the same recorded performance
as often as desired allowed listeners to subject the
recording to an analysis of both musical ideas and the
performance in unprecedented detail.

With respect to end-user media, technological in-
novation during the first half of the twentieth century
focused on improving the sound quality. Vinyl discs,
both the LP and the single, offered a significant qual-
ity improvement over shellac, and the introduction of
stereophony provided the listener with an unheard-
of sound field envelopment compared to monophonic
recordings [44.28].

The introduction of the Compact Cassette (Philips)
initiated another substantial change in the way music
is consumed; it not only allowed sharing of music with
friends but also compilation of song collections on the
medium and creation of customized playlists. Sony’s
Walkman, a portable device for playing Compact Cas-
settes reached high popularity in the 1980s. It enabled
listeners to consume music of their choice with head-
phones in any environment, for example, while working
out or while traveling. All these changes might be in-
terpreted as a logical continuation of the listening habit
trend we observed earlier: make music accessible any-
time, everywhere, and transform the act of listening to
music to a potentiallymore private, intimate, experience.

The impact of digital (audio) technology on the dis-
tribution has been dramatic and not unopposed as can
be seen from the formation of groups such as Mu-
sicians Against Digital (MAD) [44.29]. The Compact
Disc (CD), presented by Sony and Philips, had several
advantages over the vinyl disc: it is a more compact,
one-sided medium, its quality does not deteriorate with
the number of playbacks, and it arguably offers higher
general audio quality than vinyl. The CD also allowed
the music industry to generate new revenue by re-
releasing previous recordings for this new medium. It
stores stereo audio signals at a sample rate of 44:1 kHz
and with a word length of 16 bit per sample. On the one
hand, these specific values were chosen due to techni-
cal practicalities. On the other hand, they result in an

audio bandwidth of approximately 20 kHz, correspond-
ing to the upper limit of hearing for the average young
adult, and a dynamic range of roughly 90 dB, providing
sufficient signal-to-noise ratio for most use cases. The
resulting audio quality appears to be more than suffi-
cient for the requirements of the average consumer, as
later industry attempts to introduce higher quality and
multichannel audio media such as the Super Audio CD
(SACD) and the DVD-A were not met with success.

The MP3 (short for MPEG-1 Layer 3) audio for-
mat and similar formats disrupted both the distribution
of music and the consumers’ listening habits on various
levels at the turn of the millennium [44.30]. MP3 allows
storage or transmission of digital audio data at a fraction
(typically around a tenth) of the original data rate while
attempting to minimize perceptual differences between
the original and encoded audio signal by using mod-
els of human sound perception [44.31]. The audio data
is thus modified, but in most cases these changes are
only noticeable at low bit rates. In combination with
the growing popularity of the internet in the 1990s, the
importance of the MP3 file format cannot be underesti-
mated. Not only could listeners now have instant access
to their whole music library on mobile audio players
such as Apple’s iPod, they could also access music on
web sites, online music stores, peer-to-peer file shar-
ing networks such as Napster, and online radio stations
through streaming.

Both the rise of the internet and the introduction of
perceptual audio coding techniques such as MP3 en-
abled the user to take habits shaped by the Compact
Cassette to a different level. The coded digital files can
be copied without quality loss and stored on various de-
vices, and the network to exchange and find music ex-
tended from a circle of friends to potentially millions of
listeners through forums and peer-to-peer networks. Not
only is the personal music collection with you all the
time, but every type ofmusic is instantly available every-
where either by streaming audio from web radios, from
a cloud storage service, or from other online services.

These technologies also changed how music is pur-
chased by listeners. Instead of buying a physical album
in a store, the consumer downloads or streams music
files online. Instead of having the notion of owning
and collecting the music, it is apparently of greater im-
portance to the listeners to have access to any music
anytime and anywhere. This behavior has several im-
plications:

� Access to a vast database of musical styles. The
discovery of new artists and unfamiliar musical
styles is no longer restricted to suggestions by lo-
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cal friends, the local record store, radio stations, and
magazines. Listeners can be exposed to music they
might have never come across outside the internet.� Quasi-instant access to all music. If the user is
interested in listening to a song, she can do so im-
mediately.� Decline of the album-based distribution behavior.
Despite the vinyl single format, traditional mar-
keting and distribution was mostly focused on the
album (LP and CD); online distribution, however,
is nowadays song-based. The listeners tend to listen
to individual songs in uncontrolled order and do not
necessarily recognize the album as a holistic work
of art anymore.� Change in music buying behavior. The big music
labels did not anticipate the transformation of the
music distribution channels; the exchange of mu-
sic files over peer-to-peer networks such as Napster
resulted in a decline of record sales, and the in-
dustry’s reaction with lawsuits and the introduction
of digital rights management (DRM) alienated the
consumers. Leyshon argues, however, that it was not
only the music downloaded for free that resulted in
the decline of sales but also the growing popularity
of other media such as DVDs and computer games
that caught the attention and the money of young
consumers [44.32].

As of the year 2000, eighty percent of the music
industry (licensing and distribution) was controlled by
five (now four) companies: BMG Entertainment and

Sony Music, Warner Music Group, EMI Recorded Mu-
sic, and the Universal Music Group [44.33]. As Fox
pointed out, this agglomeration resulted in difficulties
for small record companies to survive, artists having
only limited control over the distribution of their mu-
sic, fewer releases of new recordings due to high levels
of industry concentration, and music consumers be-
ing restricted to obtaining consumers to obtain music
only through industry-approved and controlled chan-
nels [44.34]. Each of these points was subject to change
eventually. Smaller labels took advantage of new dis-
tribution models, artists experimented with a direct
connection with their fans through social media and di-
rect distribution models, and new companies such as
Apple, Google, Pandora, and Spotify entered the mu-
sic distribution market. The amount of legally obtained
music, however, is probably still lower than the amount
of music downloads that are illegal. There are also in-
dications of a growing expectation amongst users that
music should be freely available [44.16]. The overall
volume of music sales has declined since the year 2000
(compare RIAA Year-end Shipment Statistics, [44.35]),
but recent numbers concerning increasing digital sales
and licensing income fuel hopes in the industry about
a trend reversal [44.36].

As the introduction of digital recording equipment
with affordable prices has democratized the recording
market (see Sect. 44.1.3), Hracs argues that the techno-
logical change eroding the power of the major record
labels will ultimately lead to a democratization of the
production and distribution of music [44.37].

44.4 Conclusion

Technological innovation transformed the way music
is performed, recorded, produced, distributed, and con-
sumed. It expanded creative artistic possibilities, sup-
ported the creation of new musical styles, and changed
the consumers’ listening habits. Music technology can
be categorized as serving one or more of the following
purposes:

1. Enhance the technical and perceptual quality of
recording and reproduction.

2. Provide new tools to create music, synthesize
sound, process audio, and access music.

3. Improve music distribution by optimizing existing
distribution channels or explore new channels.

4. Provide established functionality at lower cost or
higher robustness.

The music industry is a diverse industry, consist-
ing of record labels and rights holders, distributors,

recording studios, instrument manufacturers, and man-
ufacturers of production and reproduction equipment.
Each of the industry branches has been changed radi-
cally by music technology during the past 130 years and
will continue to change, regardless of the technologi-
cal innovation being initiated by the industry or reacted
upon. What these changes will be, however, is difficult
to predict. It is clear that the manufacturing industry
will continue to work on new ways to create and modify
sound and on new or improved interfaces for creating
music. Apart from that, the following trends with the
potential to shape parts of the music industry can be
observed today:

� The distribution of music shifts from selling albums
and songs to licensing rights to subscription ser-
vices. It appears to be increasingly important to the
consumers to access music rather than own it.
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� The traditional distribution channels will be threat-
ened by community-based services for sharing mu-
sic and audio files such as Soundcloud or direct-to-
fan solutions which allow musicians and indepen-
dent music labels to sell music and merchandise by
bypassing major record labels.� The borders between professional music production
and hobbyists blur. On the one hand, the cost of
music production equipment declines; on the other
modern tools can perform tasks automatically that
previously were understood as craftsmanship. DJ
tools, for instance, are able to create mash-ups au-
tomatically by beat-matching two or more songs,
a process that required practiced skill when per-
forming on vinyl.� New and improved tools for editing and morphing
sounds will be able to improve the perfection of
recordings. It will be increasingly difficult to differ-
entiate between an unedited and a heavily modified
or even synthesized song.� Online collaboration platforms for the distributed
creation of music already exist but have not been
overwhelmingly successful in the past. Their ap-
proaches and business models, however, are con-
stantly being evaluated and re-thought so that suc-
cessful services might be launched anytime.� The potential of using music technology for mu-
sic education has not been explored in-depth yet.

Computer-assisted instruction systems to teach
score reading and intonation, to assist vocal and ear
training, and to actively support learning a musical
instrument effectively and possibly in a game-like
environment are only just starting to become more
popular.� The way we find and explore new music will con-
tinue to change with the improvement of music
recommendation systems, automatic playlist gen-
eration algorithms, and general music similarity
measures.� Object-based audio has the potential to completely
transform music listening: in contrast to a channel-
based system such as stereo or 5.1, object-based
audio transmits individual sound elements accom-
panied by metadata describing how the element
should be reproduced. Object-based audio systems
are thus independent of the reproduction system
configuration and potentially allow an unprece-
dented interaction between the listener and the mix.

The last century has shown a remarkable evolution
in all areas of music technology, and we can expect
the future to bring as many exciting changes. However,
instead of being overwhelmed by these changes, it is
good to keep in mind that, ultimately, music technology
serves only one purpose: to explore new or improved
ways to create and to access music.
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45. Enabling Interactive and Interoperable Semantic
Music Applications

Jesús Corral García, Panos Kudumakis, Isabel Barbancho, Lorenzo J. Tardón, Mark Sandler

New interactive music services have emerged, but
many of them use proprietary file formats. In order
to enable interoperability among these services,
the International Organization for Standardiza-
tion (ISO)/International Electrotechnical Commis-
sion (IEC) Moving Picture Experts Group (MPEG)
issued a new standard, the so-called MPEG-A:
Interactive Music Application Format (IM AF).

The purpose of this chapter is to review the IM
AF standard and its features, and also to provide
a detailed description of the design and imple-
mentation of an IM AF codec and its integration
into a popular open source analysis, annotation
and visualization audio tool known as Sonic Visu-
aliser. This is followed by a discussion highlighting
the benefits of their combined features, such
as automatic chords or melody extraction time-
aligned with the song’s lyrics. Furthermore, this
integration provides the semantic music research
community with a testbed enabling further devel-
opment and comparison of new Sonic Visualiser
plug-ins, e.g., from singing voice-to-text conver-
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sion with automatic lyrics highlighting for karaoke
applications, to source separation-based music
instrument extraction from a mixed song.

The music industry has been experiencing remarkable
changes over the past two decades, especially since the
popularization of the MP3 standard and the use of the
Internet by a large portion of the population. However,
such changes are mostly related to more efficient dis-
tribution of music content rather than the way users are
interacting with the music itself. Despite the widespread
use of touchscreen smart phones and tablets that en-
able interactivity, users of formats like MP3, FLAC or
AAC can still only interact with the music they lis-
ten to to a limited extent. To address this, interactive
music services are emerging to enhance the listener’s
experience [45.1, 2]. In recent years there have been
various interactive services marketed as iKlax [45.3],
MOGG [45.4] or MT9 [45.5].

However, such interactive services use their own
proprietary formats. In order to ensure interoperability
between different interactive music players and interac-
tive songs, a standardized file format is required.

This shortcoming has been overcome by the ISO/
IEC Moving Picture Experts Group (MPEG), which
has recently released a standard, known as MPEG-
A: Interactive Music Application Format (IM AF)
[45.6, 7]. This is a multitrack format, so it contains
individual audio tracks for different musical instru-
ments. It allows the user to change the mix of the
song by changing the volume of each instrument sep-
arately.

The novelty of this format over other multitrack for-
mats lies in the ability to add multimedia content to
enrich the user experience. For example, it is possible
to include text synchronized with audio, which repre-
sents the lyrics or the chords of the song.

It may also contain images related to the album or
the song. The producer has the ability to define rules to
prevent the song becoming unrecognizable. In addition
different presets of the song (e.g., a karaoke or rhythmic
version) can also be defined.

© Springer-Verlag GmbH Germany 2018
R. Bader (Ed.), Springer Handbook of Systematic Musicology, https://doi.org/10.1007/978-3-662-55004-5_45

https://doi.org/10.1007/978-3-662-55004-5_45


Part
F
|45.1

912 Part F Music and Media

Table 45.1 Comparison between different multitrack for-
mats

iKlax MT9 MOGG IM AF
Multitrack    

Pictures    

Text    

Presets    

Rules    

Groups    

Table 45.1 shows a comparison of the characteris-
tics of iKlax, MT9, MOGG and IM AF formats.

This chapter introduces the benefits of adding IM
AF support to Sonic Visualiser [45.8]. Sonic Visu-
aliser [45.9] is an open-source application designed to
assist semantic audio and signal processing researchers
looking at what lies inside an audio file. It has been se-

lected among other music analysis and annotation tools
because of its widespread use (10 000 active users in
December 2013). An essential strength of Sonic Visu-
aliser is its ability to support third-party plug-ins. The
native plug-in format is called VAMP, which enables
developers to implement algorithms for extracting de-
scriptive information from audio data. In this context,
with respect to IMAF, we will make use of VAMP plug-
ins specifically designed for chords [45.10] and melody
pitch [45.11].

This chapter is structured as follows: the IM AF
standard is described in Sect. 45.1; in Sect. 45.2 the
implementation aspects of the IM AF encoder are dis-
cussed; Sect. 45.3 introduces a discussion on how Sonic
Visualiser with IM AF support can be used with respect
to the aforementioned plug-ins; and future develop-
ments and conclusions are given in Sect. 45.4.

45.1 IM AF Standard

An IM AF file consists of:

� Multiple audio tracks that represent the different
parts of a song (instruments and/or voices)� Groups of audio tracks that define a hierarchical
structure of audio tracks (e.g., all the guitars of
a song can be gathered in the same group)� Presets that contain predefined information about
the mixing of multiple audio tracks (for example,
a karaoke version of the song or a version with only
the rhythmic base)� Rules that introduce specific data related to the
interaction with the user (definition of allowable ac-
tions concerning the audio tracks, group selection
and volume control)� Additional multimedia information to enrich the
user interaction (text synchronized with audio to
represent the lyrics of a song, images related to the
song, album or artist)� Metadata to describe the song, album or artist.

The IM AF standard supports compression of the
audio tracks in various formats including PCM, MP3,

Table 45.2 Supported components in IM AF

Type Component Name Abbreviation Specification
File Format ISO Base Media File Format ISO-BMFF ISO/IEC 14496-12:2008
Audio MPEG-l Audio Layer III MP3 ISO/IEC 11172-3:1993

MPEG-4 Audio AAC profile AAC ISO/IEC 14496-3:2005
MPEG-D SAOC Baseline profile SAOC ISO/IEC 2003-2:200x
PCM PCM –

Image JPEG Image JPEG ISO/IEC 10918-1
Text 3GPP Timed Text 3GPP TT 3GPP TS 26.245
Metadata MPEG-7 Multimedia Description Scheme MDS ISO/IEC 15938-5:2003

AAC, and SAOC [45.12]. It also supports the JPEG file
format for still pictures [45.13], the 3GPP timed text for
lyrics [45.14] and the MPEG-7 Multimedia Description
Scheme for metadata [45.15]. The framework of the IM
AF file is based on the MPEG-4 ISO Based Media File
Format (ISO-BMFF) standard [45.16].

Table 45.2 shows all the supported components in
IM AF format.

IM AF files consist of a set of objects, called boxes
(Fig. 45.1), which contain all data in the file. We can
classify them into two types: general boxes (which may
contain other boxes inside them), and FullBoxes, which
just contain data (no other boxes allowed inside them).

The File Type Box ftyp box should appear at the be-
ginning of the file, as it defines the type of file, declaring
the brand compatibility (Table 45.3). The brand is re-
lated to the maximum number of audio tracks that can
be decoded simultaneously depending on the process-
ing capabilities of the device that will play the IM AF
file.

Brands starting with im0 are intended for mobile
phones and portable audio players, while brands start-
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ftyp
File type and
compatibility

mdat
Media data container

Audio file(s)

Text (3GPP)

iloc

iinf

xml

grco

grup

prco

prst

meta

trak

ruco

rusc rumxImage (JPEG)

moov
Presentation of the scene

meta
Container for metadata

Fig. 45.1 IM AF file format structure

Table 45.3 IM AF brands

Audio Max. number of simultaneously Max. sampling Profile/level Application
Brands AAC MP3 SAOC PCM decoded audio tracks frequency=bits
im01 � � 4 48 kHz/16 bits AAC/level 2 Mobile
im02 � � 6 48 kHz/16 bits AAC/level 2 Mobile
im03 � � 8 48 kHz/16 bits AAC/level 2 Mobile
im04 � � � 2 48 kHz/16 bits AAC/level 2

SAOC baseline/2
Mobile

im11 � � � 16 48 kHz/16 bits AAC/level 2 Normal
im12 � � � 2 48 kHz/16 bits AAC/level 2

SAOC baseline/3
Normal

im21 � � 32 96 kHz/24 bits AAC/level 5 High-end

ing with im1 are intended for general music services.
im21 is the brand for high-end processing applications
for professional users [45.2].

The multimedia content (audio, text, images) is
stored within the Media Data Box mdat.

The information needed for decoding the multime-
dia content is stored in the Movie Box moov. This box
can contain one or more Track Boxes trak. Each Track
Box contains the description of one type of media (au-

dio or text) and it may include a URL indicating where
the media content is stored. Thus, IM AF files can be
very light in terms of storage requirements. The infor-
mation on the groups, presets and rules are stored in the
Group Container Box grco, Preset Container Box prco
and Rule Container Box ruco respectively.

The Metadata Box meta includes metadata, such as
simple background information for a song (title, singer,
album, etc.).

45.2 Implementation of the IM AF Encoder

The encoder is responsible for creating the IM AF files.
It has been implemented in C programming language
and does not use external libraries. In this way, we can
ensure that it can be compiled on any platform. The
following sections explain the implementation of the
encoder. For further details see [45.17]. Each section
addresses a different functionality of the encoder.

45.2.1 Audio Tracks

The File Type Box ftyp appears at the beginning of the
file and defines the characteristics of the audio tracks
contained in the IM AF file. We have implemented the
brand im02, which allows up to six simultaneous tracks
of audio. Thus the IM AF file created can be easily re-
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produced in any kind of device without requiring high
processing capabilities. The total size of this box is 24
bits.

The next step is to extract the audio samples of each
of the MP3 files and store them in the Media Data Box
mdat. The encoder searches the header of the first frame
of the MP3 file, skipping any ID3 tags, and stores the
samples byte by byte. Note that the audio tracks are
stored one after another in the IM AF file. The player
will need information in order to extract these audio
tracks contained in the IM AF file. This information is
stored in the Sample Table Box stbl.

An IM AF file stores a Track Box trak for each au-
dio track, containing several tables with the information
necessary for the player to play the media data. Those
tables are saved in boxes inside the Sample Table Box
stbl.

The Sample Description Box stsd stores the techni-
cal specifications of an audio track. It contains informa-
tion on the type of encoding used, bit rate, sample rate
and specific information for decoding. The encoder we
developed sets a sample rate of 44 100Hz and a bit rate
of 128 kbps.

The Sample Size Box stsz stores the number of
frames of the audio track and a table with the number
of bytes in each frame. In the case of MP3 files with
a constant bit rate of 128 kbps, the frames may be 417
or 418 bytes. The IM AF encoder reads byte by byte
theMP3 file, searching all possible headers. When there
is a known header, the algorithm counts the number of
bytes to find the next header known. Thus, the number
of frames and their size are calculated.

MP3 file

ID3 header

IM AF file

Sample description (stsd)

Time to sample box (stts)

Sample to chunk (stsc)

Sample size (stsz)

Chunk offset (stco)

Audio

Media data (mdat)

Sample table box (stbl)

Track box (trak)

Samples

Frame 1 header

Frame 2 header

Samples

Samples

Frame 3 header

N° frames

Size of frame

Duration of frame

Fig. 45.2 Audio samples and asso-
ciated data transfer from MP3 to IM
AF

The Sample Table Box stts contains a table that
stores for each entry two values: the number of contigu-
ous frames that have the same length, and the duration
of these frames (in milliseconds).

Frames are grouped into chunks. The Sample to
Chunk Box stsc defines a table that includes the number
of frames of each chunk and the number of chunks that
have the same number of frames. For constant bit rate
MP3s, this table includes only one entry, because all the
frames are equally sized.

The Sample Size Box stsz stores the number of MP3
frames once more and a table giving the size (in bytes)
of each of these audio frames.

Finally, the Chunk Offset Box stco indicates the po-
sition of the first frame of the audio track in the Media
Data Container Box mdat of the IM AF file.

Figure 45.2 illustrates the process explained
above.

45.2.2 3GPP Timed Text

Another feature of IM AF is that it allows timed text,
which may represent the lyrics of the song for karaoke
applications. The format of the text track is defined in
3GPP TS 26.245 standard [45.14]. IM AF files store
character strings to be displayed, text modifiers that
describe how the text should be shown, and temporal
information in order to display the text in perfect sync
with the music.

Strings and text modifiers are stored in the Media
Data Box mdat, and information to display the text in
sync with the audio is stored in the boxes as stts, stsc,
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Timed-text
track

Image

Audio tracks Text string hclr krok

Text string hclr

.

.

.

krok

mdat

Fig. 45.3 Lyrics encoding

and stco. The box stsd stores the way in which the text
is to be displayed.

Text strings are stored in an external text file with
the following syntax,

[start time] Text String [end time] :

The instant of time (in seconds) in which the text
string is displayed appears before the text string. The
instant of time (in seconds) at which the string is no
longer displayed on the screen is stored after the text
string.

The encoder seeks every text string inside the text
file and it copies them in the mdat box of an IM AF
file. After a text string is stored, the encoder writes the
text modifier boxes. The first modifier box is the Text
Highlight Color Box hclr, which specifies the highlight
color (expressed as hexadecimal RGB color) of the text.
The second modifier box is the Text Karaoke Box krok.
This box specifies the highlighting color start/end time
of words in a phrase (Fig. 45.3).

Storage of timing information is similar to audio
tracks, as the same boxes are used (stts, stsc, stsz and
stco, as shown in Fig. 45.2). Duration for every string is
saved in the stts box (sample delta D duration of inter-
val  timescale). In stsz the size of every string is stored
including the modifiers. Another important box is tx3g,
contained inside Sample Description Box (stsd), which
defines font type and size, horizontal and vertical justi-
fication or background color.

45.2.3 Metadata

There are two types of metadata included in the IM AF
file:

� Metadata for the song and track� Metadata for the album.

Table 45.4 shows the boxes containing the various
types of metadata.

The meta box has two distinct functions: it stores
the descriptive metadata (see Table 45.5) and provides

Table 45.4 Levels of metadata in IM AF

Metadata Location
Track level Trak/meta box
Song level Moov/meta box
Album level Meta box for file

Table 45.5 Descriptive metadata in IM AF

Description Level
Album Song Track

Title � � �
Singer � � –
Composer – � –
Lyricist – � –
Performing musician – – �
Genre � � –
File date � � �
CD track number of the song – � –
Production � � –
Publisher � � –
Copyright information � � –
ISRC (International Standard
Recording Code)

– � –

Image � � –
URL
Site address related to the music
and the artist (e.g., album home-
page, music video)

� � –

information about the JPEG picture included in the IM
AF file by locating its length (in bytes) and its offset
within the file.

The container for metadata information is the Meta
Box meta. This box includes a Handler Box hdlr indi-
cating the structure of the contents. The handler type is
set to mp7t.

The descriptive metadata is located in the XML Box
xml in XML format. The IM AF encoder simply in-
cludes such information in the resulting file by writing
the string value. For now, this value can only be changed
in the source code.

45.2.4 JPEG Still Pictures

Another feature of the IM AF interactive player is that
it can display images while a song is played, by sup-
porting the JPEG file format for still pictures [45.13].
Images can be associated, e.g., to music album’s cover
and/or artist’s photos.

In the box mdat the entire content of a JPEG file
is stored, while the box meta contains the size of the
picture and the picture offset within mdat.

The first step performed by the encoder is to calcu-
late the size of the image. This task is performed by the
getImageSize() function. The image size is used to cal-
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Size

OffsetJPEG

extent_length

extent_size

Item location box iloc

Name

Encoding type

Binary copy

Offset

Size

item_name

JPEG

content_encoding

Item information box iinf

Media data box mdat

Meta box meta

Fig. 45.4 JPEG
inclusion process
in IM AF

culate the size of the box mdat, which is the sum of the
size of the audio tracks, the track size of text and the
size of the image.

The Item Location Box iloc stores the image’s size
and its offset inmdat, in particular into the extent-length
and extent-offset values. The Item Information Box iinf
contains the picture’s name (item-name) and its encod-
ing type (content-encoding).

The insertImage() function inserts the image in the
IM AF file within the box mdat.

Figure 45.4 shows the JPEG picture insertion pro-
cess in an IM AF file during encoding.

45.2.5 Groups

For the creation of groups, two boxes are used: Group
Container Box grco and Group Box grup. The Group
Box is located inside the Group Container Box.

The groupcontainer() function is responsible for
creating these boxes and returns the size of the Group
Container Box.

The Group Container Box stores the number of
groups that have been defined inside the IM AF file.
The encoder currently allows you to create one group,
although the code can be modified easily to allow the
creation of multiple groups.

The Group Box contains all other information nec-
essary to define a group. The name assigned to the
group is stored in the variable groupname. An array
stores the identifiers of the audio tracks that make up
the group. The variable group-activation-mode contains
a flag that defines the way the elements of a group shall
be activated when a group is switched on. The encoder

assigns the value 1 to the variable. This means that the
decoder plays all audio tracks contained in the group.
The variable group-reference-volume specifies the vol-
ume gain applied on this group when it is switched on.
The variable flags stores the value 0x02, so the group
information contained in the Group Box is able to dis-
play on the player, but it is not able to be edited by the
user.

45.2.6 Presets

The IM AF standard defines some default presets. De-
spite the availability of 11 presets, only six of them
are implemented in the reference software. Table 45.6
shows the available presets.

There are two categories of presets: static (fixed
volume in each audio track) and dynamic (volume of
the tracks can vary over time). There are two boxes
involved in presets: Preset Container Box prco and Pre-
set Box prst. The Preset Box is contained inside the
Preset Container Box. The function presetcontainer()
creates the presets and returns the size of prco box.
A switch-case structure selects the implementation,
with preset-type value as the switching variable. The
static presets require the definition of the playback vol-
ume gain for each audio track or object, by setting
the preset-volume-element. The presets that involve ob-
jects require the definition of the output-channel-type,
that is, the number of channels of each included au-
dio track. The encoder sets this value to 1 for stereo
tracks.

There is only oneworking dynamic preset,Dynamic
track approximated volume preset. This preset is used
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Table 45.6 Presets defined in IM AF standard and their
availability in reference software

Preset
type

Availability Description

0  Static track volume preset
1  Static object volume preset
2  Dynamic track volume preset
3  Dynamic object volume preset
4  Dynamic track approximated volume

preset
5  Dynamic object approximated volume

preset
6 – Value reserved
7 – Value reserved
8  Static track volume preset with EQ
9  Static object volume preset with EQ
10  Dynamic track volume preset with EQ
11  Dynamic object volume preset with EQ
12  Dynamic track approximated volume

preset with EQ
13  Dynamic object approximated volume

preset with EQ

to create a fade-in or fade-out effect. The variables
start-sample-number and duration-update indicate the
sample where the volume change takes place and the
number of samples that it occurs for respectively.

45.2.7 Rules

The function rulescontainer() is responsible for creat-
ing rules. It defines the structure of the Rule Container
Box ruco, which hosts a Selection Rule Box rusc and
a Mixing Rule Box rumx.

Two switch-case structures are responsible for cre-
ating the desired Selection and Mixing rules.

Tables 45.7 and 45.8 show the parameters needed
by the encoder to create each of the rules.

The element-ID is an integer that represents the ID
of the element involved in a selection rule. In the case of
the Min/Max rule, it must be the same ID as the group.
In order to represent the ID of the element on which the
rule is applied the encoder uses the key-element-ID. The
rule description is a character string that allows a rule
to be named.

Table 45.7 Parameters in Selection Rules

Selection rules
Mixing rule type Element ID Key element ID Min num elements Max num elements Rule description

Min/Max 0 Group ID –   

Exclusion 1   – – 

Not mute 2  – – – 

Implication 3   – – 

Table 45.8 Parameters in Mixing Rules

Mixing rules
Selection rule type Element ID Key element ID Min volume Max volume Rule description

Equivalence 0   – – 

Upper 1   – – 

Lower 2   – – 

Limit 3  –   

45.3 IM AF in Sonic Visualiser

Sonic Visualiser (SV) is an application for viewing
and analyzing the content of audio files. This open-
source software was developed at the Centre for Digital
Music at Queen Mary, University of London. The IM
AF codec has been fully integrated into Sonic Visu-
aliser. Figure 45.5 shows the interface of the encoder in
Sonic Visualiser. The source code as well as executables
for both Windows and Mac OS/X of Sonic Visualiser
with IM AF support are available through the http://
soundsoftware.ac.uk repository [45.18].

The integration of the IM AF codec in SV allows
the user to create IM AF files in a quick, convenient
and reliable way.

Furthermore, importing an IM AF file into SV
opens up and display at once both individual music
tracks and mixed versions (presets) of a song. This is
a huge relief for SV users that otherwise would have
to search their folders and import all of the music
audio tracks one by one. That is, SV with IM AF sup-
port can be used by music producers as an archival

http://soundsoftware.ac.uk
http://soundsoftware.ac.uk
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Fig. 45.5 IM AF encoder interface in Sonic Visualiser

tool for saving and importing their music projects at
once, thus increasing their time efficiency and produc-
tivity.

Furthermore, SV with IM AF support has been con-
verted from an audio analysis and visualization tool to
a multimedia editing suite (e.g., multitrack audio, lyrics,
pictures, etc.).

Including text synchronized with audio in IM AF
offers great potential for the format to be used in con-
junction with some SV plug-ins. The possibility of
extracting the chords of a song by using the Chor-
dino [45.10] plug-in and presenting them in perfect
sync with the song’s lyrics can be of great help to
those musicians who wish to practice the songs of
their favorite artists and improve their musical or vocals
skills.

It is equally possible to extract the melody of a song
by using the Melodia [45.11] plug-in and display it per-
fectly aligned with the lyrics.

In order to facilitate interaction with the audio
tracks, a panel with gain knobs to control the volume
of each of the audio tracks is also included. Subsequent
versions of our IM AF codec will allow users to record
their own mixes of songs in real time using these gain
knobs and share them on social networks.

In the following section some use case scenarios are
presented together with instructions on how to use the
IM AF codec in Sonic Visualiser. The first subsection
is devoted to the steps necessary to create an IM AF
file in Sonic Visualiser with certain characteristics. The
following two subsections describe the steps required to
extract the chords and the melody of a certain musical
instrument of an IM AF song.

45.3.1 Creation of an IM AF File

We will show the steps to create an IM AF song
with multiple audio tracks, two rules, a fade-in effect,
a timed-text track and a picture. A similar process can
be used for any combination of features that may be
needed:

1. Download and run Sonic Visualiser.
2. File! Open. . .
3. Select an audio track.
4. To include more audio tracks: File! Import More

Audio. . .
5. Select an audio track. Repeat steps 4) and 5) until

you have opened all the desired audio tracks.
6. File! Export IMAF File. . . At this point the inter-

face of the IM AF encoder pops up.
7. Select Implication Rule and choose Track A D 1

and Track B D 2. Thus if Track B is active then
track A will also be active. If track A is inactive the
track B will also be inactive.

8. Select Limit Rule, choose Track AD 1, Min Volume
D 10, Max Volume D 20. The minimum volume
level of Track A will be 10, and the maximum vol-
ume level will be 20.

9. Select Dynamic Volume and Fade IN. A fade-in ef-
fect is a gradual increase in the volume level of an
audio track from silence at the beginning.

10. Select Include lyrics and press Select text file.
Choose the text file. The syntax used to create the
text file must be the same as shown in Sect. 45.2.2.

11. Select Include picture and press Select JPEG file.
Choose the image file.

12. Press Export.
13. Select the name of the IM AF file and the folder.

Press Save.
14. If the file has been created properly you will see the

next message: IMAF file successfully created!

45.3.2 Chord Extraction Time-Aligned
with Lyrics

One of the possibilities offered by the integration of
the IM AF codec in Sonic Visualiser is the potential
to extract the chords of a song and present them as text
synchronized with the audio (Fig. 45.6). We will use
a Sonic Visualiser plug-in for chord extraction, known
as Chordino [45.10]:

1. Run Sonic Visualiser.
2. File! Import IMAF File. . .
3. Select an IM AF file.
4. You will see the waveforms of the audio tracks,

a pane with the lyrics and a panel with the gain
knobs of the different tracks.
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Fig. 45.6 Lyrics
aligned in time
with chords in
Sonic Visualiser
with IM AF
support

Fig. 45.7 Lyrics
aligned in time
with melody
pitch in Sonic
Visualiser with
IM AF support

5. Transform ! Analysis by Plugin Name !
Chordino ! Chord Estimate. . . Select the audio
track to apply the Plugin in Input Material. Press
Accept.

45.3.3 Melody Extraction Time-Aligned
with Lyrics

Another interesting application of SV is the extraction
of the melody pitch of a song. Using the VAMP plug-in
called Melodia [45.11], an algorithm for melody pitch
estimation, it is possible to gain a more efficient pitch
extraction from only the vocal track, rather than the

mixed song. Furthermore, the melody pitch is now pre-
sented aligned in time with the song’s lyrics (Fig. 45.7):

1. Run Sonic Visualiser.
2. File! Import IMAF File. . .
3. Select an IM AF file.
4. You will see the waveforms of the audio tracks,

a pane with the lyrics and a panel with the gain
knobs of the different tracks.

5. Pane! Add New Pane.
6. Transform! Analysis by Plugin Name!MELO-

DIA!Melody Extraction. . . Select the audio track
to apply the Plugin in Input Material. Press Accept.
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45.4 Future Developments and Conclusions
The integration of IM AF in Sonic Visualiser opens up
new possibilities for researchers in the area of signal
processing, offering a testbed for the development of
new plug-ins such as:

� On extracting the lyrics from the vocal track
(singing to text) [45.19] and automatic highlighting
of lyrics, thus relieving IM AF creators from having
to insert the lyrics and their time-stamps for high-
lighting. In particular, the latter task is very tedious,
so a plug-in to make this process happen automati-
cally would be extremely useful for karaoke fans.� On source separation for extracting music instru-
ments from a mix-down song version [45.20].

As has been already mentioned, it would be interest-
ing to enable users to record each tracks’ volume while
disc-jockeying in Sonic Visualiser and share their own
presets with their friends using social networks (e.g.,
Facebook). Due to the flexibility of the IM AF format,
the file does not have to contain the audio tracks them-
selves but only their URL. In that way the tracks can

be recalled from a server. As a result, it enables effi-
cient exchange and sharing of IM AF files, which may
include only the mixing parameters.

Furthermore, an alternative cross-platform and
cross-browser HTML5 IM AF player [45.21] has also
been developed for users that would only like to listen
to their friends’ mixes with no need to download Sonic
Visualiser.

This chapter described the design and implementa-
tion of an IM AF codec and its integration in SV as well
as highlighting the benefits of their combined features
with some use case scenarios.
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46. Digital Sensing of Musical Instruments

Peter Driessen, George Tzanetakis

Acoustic musical instruments enable very rich and
subtle control when used by experienced mu-
sicians. Musicology has traditionally focused on
analysis of scores and more recently audio record-
ings. However, most music from around the world
is not notated, andmany nuances of music perfor-
mance are hard to recover from audio recordings.
In this chapter, we describe hyperinstruments,
i. e., acoustic instruments that are augmented with
digital sensors for capturing performance informa-
tion and in some cases offering additional playing
possibilities. Direct sensors are integrated onto
the physical instrument, possibly requiring mod-
ifications. Indirect sensors such as cameras and
microphones can be used to analyze performer
gestures without requiring modifications to the
instrument. We describe some representative case
studies of hyperinstruments from our own research
as well as some representative case studies of the
types of musicological analysis one can perform
using this approach, such as performer identifi-
cation, microtiming analysis, and transcription.
Until recently, hyperinstruments were mostly used
for electroacoustic music creation, but we believe
they have a lot of potential in systematic musico-
logical applications involving music performance
analysis.
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46.1 Digital Music Instruments

Traditional musical instruments are some of the most
fascinating artifacts created by human beings through-
out history and across cultures. The complexity and
richness of control afforded by acoustic musical instru-
ments (such as a cello or saxophone) to professional
musicians is impressive and takes a lifetime of prac-
tice to develop. Musicology has traditionally focused
on musical scores as the primary representation used
to analyze music, despite the fact that the majority of

music throughout history has not been notated. In addi-
tion to musical scores, more recently audio recordings
in conjunction with signal processing techniques such
as spectrography have also been used in musicology
and especially computational ethnomusicology [46.1].
An audio recording captures information about the
end result of making music but makes it hard to an-
alyze the actual process or cultural aspects of making
music.
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Over the past 20 years, there has been increasing in-
terest in developing new interfaces for musical expres-
sion using actuators, computers, and sensors. The main
venue for this type of work is the New Interfaces for
Musical Expression (NIME) conference [46.2], http://
www.nime.org/archive/. Some of these new instruments
are completely novel contraptions, while others either
draw inspiration from or digitally augment existing
acoustic instruments. The term hyperinstrument [46.3]
has been used to refer to an acoustic musical instru-
ment that can be played conventionally but has also
been augmented with various sensors to transmit in-
formation about what is being played. The commonest
use of hyperinstruments has been in the context of live
electroacoustic music performance, where they com-
bine the wide variety of control possibilities of digital

instruments such as Musical Instrument Digital Inter-
face (MIDI) keyboards with the expressive richness
of acoustic instruments. A less explored, but more in-
teresting from a musicological perspective, application
of hyperinstruments is performance analysis. The best-
known example is the use of acoustic pianos fitted with
a robotic sensing and actuation system on the keys to
capture the exact details of the player’s actions and
replicate them. Such systems allow the exact nuances
of a particular piano performer to be captured so that,
when played back on the same acoustic piano with
mechanical actuation, they will sound identical to the
original performance. The captured information can be
used to analyze specific characteristics of the music per-
formance, such as how the timing of different sections
varies among different performers [46.4, 5].

46.2 Elements of a Hyperinstrument
In this section, we describe the elements of a hyperin-
strument in a general way that is common to all such
instruments. A hyperinstrument may be defined as an
acoustic musical instrument that can be played in the
conventional way for that instrument but has also been
augmented with sensors to transmit information about
what is being played and, in some cases, actuators that
create sound.

At this point, some readers may prefer to skip this
section and read ahead to the example instrument and
application case studies of specific hyperinstruments.
These readers can return later to this section, which pro-
vides a systematic but somewhat abstract description of
the elements of a hyperinstrument and its performance
modes.

In this section, we first describe the elements of
a conventional acoustic instrument, followed by the ad-
ditional elements that are needed for a hyperinstrument.
The hyperinstrument can include direct and indirect
(surrogate) sensors and elements for sonic and vi-
sual display, and a computer means of interpreting the
sensor data and generating appropriate signals to di-
rectly or indirectly control the display elements. The
hyperinstrument also has performance modes using
both event-based and continuous control and playing
scenarios for very slow, slow, and fast playing. In
the following subsections, each of these hyperinstru-
ment elements and the performance modes are de-
scribed.

46.3 Acoustic Instrument

A hyperinstrument includes first the elements of
a conventional acoustic instrument (string [46.6],
wind [46.7, 8], brass [46.9], percussion [46.10], key-
board [46.11]):

� The physical acoustic instrument per se, including
physical elements made from raw materials such as
wood, brass, gut (for strings), and membranes (for
percussion). This physical object (instrument) in-
cludes two further essential design elements� A sensor (or interface) that accepts a gestural in-
put from a human performer to actuate and control
some of the physical elements

� An acoustic structure using these physical elements
that can produce sound when actuated (moved).

These two design elements may rely on the same
physical element; For example, a guitar string or drum
membrane is an interface that accepts a pluck or tap
gesture from a finger and also comprises an acoustic
structure that produces sound.

These two design elements may also use different
physical elements. A woodwind or brass instrument ac-
cepts the airflow and embouchure tension gestures from
the player on the mouthpiece that actuate the reed or the
vibration of the lips that produces the sound.

http://www.nime.org/archive/
http://www.nime.org/archive/
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For some instruments, the sensor accepts gestu-
ral input directly from the performer’s body (hands or
mouth). For other instruments, the sensor (or interface)
is a separate component (bow for some string instru-
ments, stick or mallet for some percussion instruments,
piano action mechanism) that accepts gestural inputs
from the performer. For these instruments, the gestu-
ral input from the performer only indirectly actuates the
physical element that produces the sound.

For most acoustic instruments, the acoustic struc-
ture also includes an acoustic amplification mechanism
(partially enclosed volume or resonant cavity) by which

the sound arising from the human gesture is amplified,
for example, guitar or violin body, drum shell, main
body of woodwind or brass instrument, or piano sound-
board.

For some acoustic instruments, the amplification
mechanism may include a separate interface that ac-
cepts gestural inputs from the hands to depress keys or
valves that modify the resonance properties of the en-
closed volume, thus changing the pitch. This interface
may be designed to accept discrete inputs (key or valve
up or down) but may create idiosyncratic sounds when
not fully up or down.

46.4 Hyperinstrument
In addition to the above elements of a conventional
acoustic instrument, a hyperinstrument includes one or
more additional elements:

� Electronic and/or mechanical sensors that detect the
gestural input of the human performer and change
their electrical properties or emit an electronic sig-
nal in accordance with that input, including in-
tegrated sensors such as a Wii remote or tablet
(referred to as direct sensors)� A means of converting the sensor output to a form
readable by computer� A computer program or other means to interpret the
sensor data and then map this data to control signals
needed to control the following elements:� Elements that create a sonic and visual display to
supplement the performer’s own display:
– Mechanical machinery such as motors and actu-

ators that can actuate the physical elements on

the instrument or on a second separate (robotic)
instrument

– Electrical transducers such as loudspeakers,
video screens, and projectors that can reproduce
sound, music, images, and video

– A computer program that uses the interpreted
sensor data to cause the mechanical and/or elec-
trical elements to change in some way to create
both sound and a visual display.

A hyperinstrument may be inspired by but built
without any of the elements of a conventional acoustic
instrument. In this case, we may label it as a new inter-
face for musical expression. In this chapter, we focus on
the idea of a conventional instrument that is augmented
as described above.

In the following subsections, we describe each of
these elements in turn.

46.5 Direct Sensors

A direct sensor is added to a conventional acoustic
instrument to make a hyperinstrument. Direct sensors
accept gestural input from the performer and change an
electronic property in a way that is related to that input.
Direct sensors may be classified along several dimen-
sions:

� Gestural input source: fingers, hands, feet, head,
arms, legs, torso, or other� Nature of gestural input that creates the sensor
response: impact, pressure, position, velocity, or ac-
celeration

� Sensor electronic properties in response to in-
put:
– Passive analog (change in resistance, capaci-

tance, and/or inductance)
– Active analog (change in output voltage or cur-

rent)
– Active digital (change in output data stream),

where the data stream may be in MIDI or open
sound control (OSC) format [46.12] but also in
video format if the sensor is a digital camera

– Integrated (smartphone with touchscreen and
multiple embedded sensors, motion capture
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system with cameras, markers, and soft-
ware).� Discrete amplitude or continuous amplitude sensor

output in one, two, or three dimensions� Discrete time event-based (sequence of asynchro-
nous time-stamped events) output or continuous
time sensor output (or sequence of numbers at con-
stant sample rate) in one or more dimensions� With or without tactile feedback.

These sensors require a means of converting the
sensor output signal to a form readable by computer.
This may be an analog electronic circuit that detects
changes in resistance, capacitance, inductance, voltage
or current, followed by an analog to digital converter
(ADC), or a digital circuit that reads the output data
stream. A commonly employed means for both cases is
an Arduino or similar electronic prototyping platform.
The integrated sensors include an internal computer that
reads the data.

The resulting computer-readable sensor data may be
represented or interpreted as a waveform (signal) show-
ing amplitude versus time for each dimension. This
sensor data has five important characteristics:

� Amplitude dynamic range (maximum signal to
noise ratio)� Amplitude precision� Time resolution� Time precision� Latency (delay).

The amplitude dynamic range of a sensor with con-
tinuous output is the (logarithm of the) ratio between
the strongest and weakest output signal. The dynamic
range is equivalent to the maximum signal to noise ra-
tio, where the weakest signal is barely perceptible above
the noise. Ideally, the dynamic range is sufficient to al-
low the performer to fully utilize the dynamic range
available in the aforementioned mechanical machinery
and electrical transducers that create the sound and vi-
sual display. In the best case, the dynamic range will
match that of the relevant human perceptual system:
140 dB or 14 orders of magnitude for the auditory sys-
tem, or 5 orders of magnitude static and 9 orders with
adaption for the human visual system. The amplitude
precision will determine the number of distinguishable
amplitude levels within the dynamic range limits. If the
gestural input is position, then the amplitude resolution
and precision correspond to the spatial resolution and
precision.

The time resolution of an analog sensor is deter-
mined by the ADC sampling rate. For digital sensors,
the time resolution may be inherent in the design (e.g.,

the frame rate of a camera). The time resolution should
ideally be sufficiently high to resolve rapid gestures
(up to 160 km=h or 44m=s for the hand in baseball
and cricket, higher for drumstick tip), as well as sub-
tle variations in gesture. In other words, the sampling
rate must be at least double the highest spatial frequency
in the gesture. The time precision determines the num-
ber of distinguishable time intervals. Time precision
may also be affected by jitter in the sampling clock.
Latency or delay may be caused by hysteresis in the
sensor or delayed response to tactile feedback. Addi-
tional latencymay be caused by the means of converting
sensor data to computer-readable form, e.g., memory
buffers.

In this section, we consider some examples of direct
sensors:

� Switch� Force-sensitive resistor� Accelerometer� Integrated position sensor� Camera� Radio drum� Sound plane.

46.5.1 Switch

A switch is perhaps the simplest sensor, accepting in-
put from any part of the performer’s body that can push
or touch it. It responds to pressure (light or heavy) or
touch, and changes its resistance from infinity (open
circuit) to zero (closed circuit). It is a discrete sen-
sor in one dimension with only two possible states
(on or off), and may have tactile feedback (mechani-
cal switch) or not (touch or heat sensitive). The switch
may be a simple pushbutton, or one key on an organ
or harpsichord or qwerty keyboard. Multiple switches
may be considered as having outputs in multiple dimen-
sions.

46.5.2 Force-Sensitive Resistor

A force-sensitive resistor is well described by its name.
The input source is typically a finger. It responds to
pressure (force) by changing its resistance continuously
over a range of values. It may or may not have tac-
tile feedback, depending on the surface on which it is
mounted.

46.5.3 Accelerometer

An accelerometer responds to the rate of change of ve-
locity in one, two or three dimensions from any gestural
input source. Typically, the output voltage changes in
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step with the acceleration, has a continuous output in
one dimension, and no tactile feedback.

46.5.4 Contact Microphone

A contact microphone or piezo senses audio vibrations
through solid objects. When mounted on the tip of
a drumstick, it detects the instant of a strike when the
stick vibrates. The piezo responds to an impact and has
no output otherwise, producing an active analog output.
The output at the moment of impact is continuous in
amplitude but discrete in time and has tactile feedback.

46.5.5 Integrated Inertial Sensor

An integrated inertial sensor comprising an accelerom-
eter, gyroscope, and magnetometer accepts any gestural
input source, responds to changes in position, has multi-
ple electronic signal outputs, and has continuous output
in three dimensions with no tactile feedback. These sen-
sors are also used in inertial motion capture systems.

46.5.6 Camera

A camera accepts any gestural input source (the entire
body), responds to position, is an active digital sen-

sor (makes changes to the output video data stream),
is a continuous sensor in two dimensions (although
a third dimension can be inferred), and has no tactile
feedback. The Microsoft Kinect is a specialized cam-
era that uses structured light to infer a third (depth)
dimension. An optical motion capture system is another
specialized camera system that detects markers on the
body.

46.5.7 Key or Valve Position Sensor

A trumpet valve or piano key position sensor accepts
gestural input from the fingers and responds to the po-
sition of the key or valve, ranging from fully up to fully
down. In the case of a trumpet valve position sensor, the
optical sensor is active analog (measuring the time de-
lay of an infrared laser pulse reflected inside the valve
chamber). The sensor is continuous in one dimension
for each valve. In the case of a piano key position sen-
sor, an optical sensormay be used also, in contrast to the
traditional velocity-sensitive piano key that measures
the time delay between two positions, almost fully up
and almost fully down. The valve or key provides tactile
feedback that can be adjusted via the amount of spring
tension (for trumpet valves) or the mechanical design of
the action (for piano keys).

46.6 Indirect or Surrogate Sensors

Some hyperinstruments may also include sensors that
do not accept gestural input from the performer (re-
ferred to as indirect sensors):

� Auditory sensors (microphones, vibration sensors)
that detect the sound emanated by the instru-
ment� Sensors that observe the environment and its param-
eters and generate data, including temperature, air
pressure, light sources and their intensities, air mo-
tion speed and direction� Sensors that detect audience interaction, i. e., move-
ment, gestures, expressions, and sounds; these may
be simple infrared or ultrasound motion sensors, or
cameras� A computer program to interpret the sensor data,
causing the mechanical and/or electrical elements
to change in some way.

An indirect sensor does not accept gestural inputs.
Instead, it senses some attribute of the environment,
including sound and vibration emanated by the per-
former’s acoustic instrument, as well as environmental

(weather) parameters. As for direct sensors, the sensor
data has five important characteristics:

� Amplitude dynamic range (maximum signal to
noise ratio)� Amplitude precision� Time resolution� Time precision� Latency (delay).

A surrogate sensor uses a direct sensor to train a ma-
chine learning model that can then be used with an
indirect sensor [46.13].

46.6.1 Microphone

A microphone is a very useful indirect sensor in that
its output can be interpreted by a computer program
to identify specific characteristics of the acoustic in-
strument sound, such as pitch, spectrum (related to
timbre), loudness (related to sound pressure level and
timbre), dynamics (attack and release times), and rhyth-
mic patterns. The microphone as a system includes
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a preamplifier, and an ADC so that the data can be read
by computer. The computer software uses digital signal
processing techniques taken from the literature of music
information retrieval. The microphone sensor is a surro-
gate sensor in that it can detect pitch without using the
gestural data from the performer’s fingers depressing
keys, valves or strings on a fingerboard. As a surrogate
sensor, the microphone can also detect loudness without
directly sensing the gestural data from the performer’s
airflow or piano key velocity.

46.6.2 Eddy-Current Sensor

An eddy-current sensor detects the vibrations in a metal
bar of a vibraphone via a pickup coil placed close to but
not touching it. The bar moves closer and further away
from the coil, thus changing its inductance. The coil is
tuned with a capacitor to make an RLC resonant circuit
(bandpass filter) at a frequency near 1MHz. A signal is
injected offset from this resonant frequency on the slope

(skirt) of the bandpass filter. Changes in the resonant
frequency then cause changes in the amplitude of the
injected signal. A separate eddy-current sensor is placed
underneath each bar of the vibraphone and can pick up
the vibrations of each bar independently without cross-
talk from other nearby vibrating bars.

The eddy-current sensor is listed in this section as
an indirect sensor, since it does not respond directly to
gestural input. It may be viewed as a surrogate sensor
for the bar itself, which is a direct sensor of an acous-
tic instrument as defined above, similar to the guitar
string or drum membrane. However, it does respond
when a bar is struck, just as a guitar string responds
to a pluck from a finger, and thus may also be viewed
as a direct sensor that responds to the hand gesture via
the mallet, responds to the velocity of the mallet, is ac-
tive analog with continuous amplitude output in one
dimension, and offers tactile feedback to the hand via
the mallet only at the moment of time when struck but
not other times.

46.7 Instrument Case Studies

In this section, we describe some representative case
studies of digital sensing of acoustic musical instru-
ments drawn from our own research, as we have more
detailed information about these compared with sys-
tems developed by other groups and they illustrate
different design considerations.

46.7.1 E-Sitar

The sitar is a 19-stringed, pumpkin-shelled, traditional
north Indian instrument. Its bulbous gourd (Fig. 46.1),
cut flat on the top, is joined to a long-necked hol-
lowed concave stem that extends three feet long and
three inches wide. The sitar contains seven strings on
the upper bridge, and 12 sympathetic strings below.
All strings can be tuned using tuning pegs. The up-
per strings include rhythm and drone strings, known
as chikari. Melodies, which are primarily performed
on the uppermost string and occasionally the second
copper string, induce sympathetic resonances in the 12
strings below. The sitar can have up to 22 movable frets,
tuned to the notes of a raga (the melodic mode, scale,
order, and rules of a particular piece of Indian classical
music) [46.14].

It is important to understand the traditional playing
style of the sitar to comprehend how the controller cap-
tures its hand gestures. The controller design has been
informed by the needs and constraints of the long tradi-
tion and practice of sitar playing. The sitar player uses

his left index finger and middle finger to press the string
to the fret to play the desired swara (note). The frets
are elliptically curved so the string can be pulled down-
ward, to bend to a higher note. This is how a performer
incorporates the use of shruti (microtones), which is
an essential characteristic of traditional classical Indian
music. On the right index finger, a sitar player wears
a ring-like plectrum, known as a mizrab. The thumb of
the right hand remains securely on the edge of the dand
(neck) as the entire right hand gets pulled up and down
over the seven main strings, letting themizrab strum the
desired melody. An upward stroke is known as Dha, and
a downward stroke is known as Ra [46.14]. These two

Fig. 46.1 E-Sitar and thumb sensor
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main gestures are captured using sensors, and audio-
based analysis is then used to model the following:

1. Pitch/fret position
2. Mizrab stroke direction.

The E-Sitar [46.15] was built with the goal of cap-
turing a variety of gestural input data. A variety of
different sensors, such as fret detection using a net-
work of resistors, are used, combined with an Atmel
AVR ATMega16 microcontroller for data acquisition.
Fret detection is achieved using a network of resistors
attached in series to each fret on the E-Sitar. A voltage
is applied to the string, and a connection is established
when the string is pressed down onto a fret. This results
in a unique voltage based on the amount of resistance in
series up to that fret. The voltage is then calculated and
transmitted using the MIDI protocol.

The direct sensor used to deduce the direction of
a mizrab stroke is a force-sensing resistor (FSR), which
is placed directly under the thumb of the right hand
(Fig. 46.1). The thumb never moves from this position
while playing, but the force applied varies based on the
mizrab stroke direction. A Dha stroke (upward stroke)
produces more pressure on the thumb than a Ra stroke
(downward stroke). A continuous stream of data is sent
from the FSR via MIDI, because this data is rhythmical
in time and can be used compositionally for more than
just deducing the pluck direction.

46.7.2 EROSS

One of the problems with many hyperinstruments is
that they require extensive modifications to the actual
acoustic instrument in order to install the sensing appa-
ratus. The Easily Removable, wireless Optical Sensor
System (EROSS) [46.16] can be used with with any
conventional piston valve acoustic trumpet (Fig. 46.2).
Optical sensors are used to track the displacement of

Fig. 46.2 EROSS mounted on a trumpet

the three trumpet valves continuously. These values
are transmitted wirelessly to a host computer system.
The hardware has been designed to be reconfigurable
by using three-dimensional (3-D) printing to form the
housing, with dimensions that can be adjusted for any
particular model of trumpet.

46.7.3 Radio Drum

The radio drum (Fig. 46.3) [46.10, 17] is essentially
a three-dimensional sensor that detects the xyz posi-
tion of a drumstick tip above a planar surface with high
temporal accuracy. The radio drum responds to gestu-
ral input from the hands indirectly via the drumsticks.
The nature of the gestural input is the position of the
drumstick tip. The radio drum response to this input is
an active analog sensor with six continuous analog sig-
nal waveform outputs, one for each dimension for each
of two sticks. The radio drum provides tactile feedback
only when striking or dragging along the surface but
not when moving the sticks above the surface. The am-
plitude dynamic range is about 30 dB, while the time
resolution is determined by the ADC sampling rate.

Fig. 46.3 Radio drum
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46.8 Application Case Studies

In this section, we describe some examples of how data
acquired through digital sensing can be used for dif-
ferent types of music performance analysis. These case
studies illustrate the potential of digital sensing of mu-
sical instruments for musicological research that would
be difficult or even impossible to carry out based on
scores or audio recordings.

46.8.1 Sitar Transcription

Automatic music transcription is a well-researched
area [46.18] and is typically based on analyzing an au-
dio recording. The novelty of this work is that it looks
beyond the audio data by using sensors to avoid octave
errors and problems caused by polyphonic transcrip-
tion. In addition, it does not share the bias of most
research that focuses only on Western music. The sitar
is a fretted stringed instrument from north India. Unlike
many Western fretted stringed instruments (classical
guitar, viola de gamba, etc.) sitar performers pull (or
bend) their strings to produce higher pitches. In normal
performance, the bending of a string will produce notes
as much as a fifth higher than the same fret position
played without bending. In addition to simply showing
which notes are audible, the system also provides infor-
mation about how to produce such notes. A musician
working from an audio recording (or transcription of
an audio recording) alone will need to determine which
fret they should begin pulling from. This can be chal-
lenging for a skilled performer, let alone a beginner. By
representing the fret information on sheet music, sitar
musicians may overcome these problems. The E-Sitar
was the hyperinstrument used for these experiments.

Pitch data
Fret data
Decided note
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Fig. 46.4 Fret data, audio pitches,
and the resulting detected notes. The
final three notes were pulled

Automatic pitch detection using an autocorrelation-
based approach was utilized with adaptive constraints
(minimum and maximum pitch) based on the sensor
fret data from the E-Sitar. To compensate for noisy fret
data, median filtering in time was applied. To obtain an
accurate final result, pitch information from the audio
signal chain is fused with onset and pitch boundaries
calculated from the fret signal chain. The fret provides
convenient lower and upper bounds on the pitch: a note
cannot be lower than the fret, nor higher than a fifth
(i. e., seven MIDI notes) above the fret. Using the note
boundaries derived from the fret data, the median value
of the pitches (inside the boundaries supplied by the fret
data) are found. These are represented by the vertical
lines in Fig. 46.4, and are the note pitches in the final
output.

46.8.2 Microtiming in Afro-Cuban Music

Using a percussion sensing apparatus such as the radio
drum, it is possible to extract onsets of rhythmic events
in rhythmically complicated music such as Afro-Cuban
music based on the clave pattern. A special domain-
specific beat-tracking technique called rotation-aware
dynamic programming has been developed for this
challenging scenario [46.19]. The output of either di-
rect sensing or beat tracking based on the indirect audio
signal provides the time locations of clave notes. A per-
formance typically consists of about 625�1000 such
clave notes. Simply plotting each point along a lin-
ear time axis would either require excessive width, or
would make the figure too small to see anything; this
motivates bar wrapping. Conceptually, one starts by
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marking each event time on a linear time axis. If one
imagines this time axis as a strip of magnetic tape hold-
ing our recording, then metaphorically we cut the tape
just before each downbeat, so that we have 200 short
pieces of tape, which we then stack vertically, so that
time reads from left to right along each row, then down
to the next row, like text in languages such as English.
Each of these strips is then stretched horizontally to
fill the figure width, adding a tempo curve along the
right side to show the original duration of each bar. Fig-
ure 46.5 depicts the times of our detected onsets for
for a music recording of afro-cuban music with this
technique. The straight lines show the theoretical clave
locations. Close inspection of this figure reveals that the
fifth clave note is consistently slightly later than its the-
oretical location. This would be hard to notice without
precise estimation of the tempo curve.

46.8.3 Performance Analysis
of Kazakh Dombra

Wright [46.20] used a computer to compare the spec-
tral content and note timings for two recorded per-
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Fig. 46.5 Display of micro-timing in
afro-cuban clave showing automati-
cally detected onsets and theoretical
clave locations by straight lines,
normalizing tempo variations
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Fig. 46.6 Instantaneous tempo curves
of two performances of a composition
for the Kazakh dombra (time-stretched
for alignment, as they have different
durations)

formances of a composition for the Kazakh dombra,
a long-necked, fretted, two-stringed plucked lute. He
implemented a simple custom beat-tracking algorithm
optimized for the extremely short-term tempo changes
of this style: given hand-marked note onset times
for both performances, it produces continuous curves
showing local tempo as a function of time, as shown
in Fig. 46.6. Comparison of these curves indicates that
both performers varied the tempo in much the same
way at specific points in the composition (supporting
the idea that specific tempo modulations are an intrin-
sic part of this musical style and this particular piece),
while also showing stylistic differences between the
two musicians; For example, though both performances
tended to have bumps in the tempo curve (i. e., brief
changes in local tempo followed by a return to the
original speed) at the same places in the piece, the
younger musician tended to spend more time at the
second tempo before returning to the first, while the
older musician tended to return more quickly to the
original tempo. This difference is very apparent for
the sudden slowing down near the 45-second point in
Fig. 46.6.
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46.8.4 Multimodal Musician Recognition

An interesting analysis task that trained humans are
able to do is to recognize a particular musician from
the sound of their playing, even if they are perform-
ing the same piece. Using a combination of sensor data
from the E-Sitar as well as audio features, it has been
shown that accurate automatic identification of the mu-
sician playing is possible [46.9, 21]. The sensor data
and audio features are used to train machine learn-
ing classifiers for the performer identification. Three
datasets corresponding to exercises, a composition, and
an improvisation were used for the identification. Ta-

Table 46.1 Classification accuracy for musician identifica-
tion

Exercise Practice Improv. Combined
MLP 100 100 100 100
SMO 97 100 93 86
NB 85 100 94 67

ble 46.1 presents the classification accuracy results for
different classifiers and datasets (MLP is a multilayer
perceptron, sequential minimal optimization (SMO) is
a linear support vector machine, and NB is a naive
Bayes classifier).

46.9 Conclusions
Digital sensing technology can be used in several ways
to extract performance information from musical in-
struments. They can be classified into direct sensing
methods, in which sensors are attached to the instru-
ment, and indirect sensing, in which sensors external
to the instrument such as cameras and microphones
are utilized. Some representative examples of particu-
lar hyperinstruments and a high-level overview of their
corresponding sensing apparatus were also presented.
The last section of the chapter describes some applica-

tion case studies that illustrate the potential of digital
sensing for various types of analysis such as microtim-
ing, performer identification, and transcription. Digital
sensing of musical instruments is a relatively new re-
search area and has mostly focused on music creation
rather than analysis, so its use in musicology is still in
its infancy.We believe that such technologies have great
potential for extraction and analysis of interesting mu-
sic performance information for the enormous diversity
of musical instruments from around the world.
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During its foundation in modern times, around the year
1900, systematic musicology was termed comparative
musicology: comparing music from all over the world
to find universals in music. Comparative studies arose
in many disciplines during the 19th century, e.g., in
archeology, where Julius Braun founded a comparative
archaeology study around 1850 comparing the ancient
Egyptian, Assyrian and Greek cultures. To compare
music from around the world, a recording device was
needed, which Edison invented in 1877. The Edison
phonograph recorded music through a large horn on
wax cylinders. Carl Stumpf and his assistant Erich von
Hornbostel recorded a Thai phi pha orchestra playing in
the Berlin Tiergarten in 1900 and therefore started the
first phonogram archive in Berlin. From there on mu-
sicologists, archeologists or other world travelers were
encouraged by the archive to record music on these
cylinders and send them to Berlin.

Right from the start comparative musicology com-
bined musical acoustics and music psychology with
music ethnology. The instrument classification of Hor-
bostel/Sachs published in 1914, and still valid today,
sorts instruments according to their driving mechanism:
a physical parameter rather than a place of origin. The
classification lists an enormous number of instruments
from all over the world, as does the Sachs Real-Lexikon
of musical instruments from 1913.

Still, not all researchers in the field were interested
in comparing the music traditions of the world and find-
ing universals; some were interested in documenting
single music cultures. Jaap Kunst (1891–1960) started
collecting music during his free weekends as a colonial
official in Bandung, Java by taking a boat to nearby is-
lands in the Indonesian archipelago, walking into the
villages and playing his violin, therefore encouraging
the natives to show and play their instruments. After
sending many wax cylinders to Berlin and publishing
his work he was made the first fully paid ethnomusi-
cologist in modern times. Therefore, after World War II
next to comparative musicology the field of ethnomusi-
cology, which recorded and documented single musical
cultures without comparing them or looking for univer-
sals, was strong, especially in the US.

Comparative musicology was also misused by mu-
sicologists who argued that collecting music from
around the world should be done to prove the supe-
riority of the Western music tradition. These attempts
were strong in Nazi Germany and were counteracted
by close interaction between the German Gesellschaft
für Vergleichende Musikwissenschaft and the Ameri-
can Society of Comparative Musicology, with a double
membership to bring comparative musicologists out of

Germany in times of danger. Charles Seeger, the father
of Pete Seeger, the folk musician and political activist,
was president of both societies in the 1930s and 1940s.

Still, music ethnology has a much longer history.
During the 3rd and 2nd century BC in China there was
an institute collecting and preserving the musical tradi-
tions of China, which had more than 800 researchers.
This tradition in China continues to this day and large
encyclopedias of the ethnic music traditions of China
and neighboring countries exist. India is another exam-
ple with a long and huge tradition of ethnomusicologi-
cal research. However, these traditions are merely case
studies and do not compare traditions.

During the 1980s and 1990smany case studies were
conducted. The field also started discussing music in
different contexts, including gender studies, cultural
studies or the like. Still it was found that many publi-
cations might discuss the social or political context of
the music but no longer the music itself. Indeed many
publications were not authored by musicologists but
conducted in related fields like political studies, cultural
studies or anthropology.

During the last ten to fifteen years there has been
a renewed interest in comparing melodies, tonal sys-
tems, textures or rhythms and discussing music itself
with a broad background of technical and musicolog-
ical knowledge. These are now subsumed under terms
like computational ethnomusicology, analytical ethno-
musicology or again comparative musicology. Music of
the world is studied using musical acoustics, neuromu-
sicology, gene expressions, and complex computational
techniques, along with the invention of new phonogram
archive standards. Related fields like popular music
studies or music theory also try to study musical tra-
ditions in a systematic way.

The present section tries to give some insight into
ongoing research directions in modern ethnomusicol-
ogy. The papers provide insight into new trends and
research paradigms, and with through many examples
they show links between ethnomusicology and sys-
tematic musicology, or showcase exemplary research
structures. It cannot be comprehensive in terms of giv-
ing an overview of musical traditions in the world or
a history of world music, which has already been excel-
lently done, e.g., in the Garland Encyclopedia of World
Music. Also the computational part is left to Part F of
this volume on Music and Media.

Jukka Louhivuori gives an overview of the relation
between systematic musicology and Ethnomusicology
in Chap. 47. He addresses the historical background of
ethnology based on colonial interests as a collection of
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case studies and the development of comparative mu-
sicology as an interest in general rules and relations
in music concerning melodies, tonal systems, musical
instruments, rhythms and other musical features. He
gives many examples of modern methods in the field,
like the use of multidimensional scaling techniques,
implementation-realization models or methods of mu-
sic information retrieval.

Comparing the American with the European tra-
dition, Leslie Tilley in Chap. 48 discusses concepts,
methods and views of ethnomusicology. Starting from
Frances Densmore and Cunningham Fletcher investi-
gating native American Indian music, and the Horn-
bostel/Stumpf/Sachs/Abraham European comparative
musicology tradition, she goes on to discuss the post-
World War II cultural relativistic approaches of Mer-
riam, Hood and Blacking. From there, she gives many
examples of the continuous analytical approaches of
Kolinski starting from the 1960s, Alan Lomax and Vic-
tor Grauers’ cantomerics project, and modern fields
like analytical ethnomusicology co-initiated byMichael
Tenzer, computational ethnomusicology, or studies in
music and genetics.

As an example of music analysis at work, in
Chap. 49 Simha Arom gives an overview of the struc-
ture of sub-Saharan music. After listing several general
features of music-making in context, musical features
like tonal systems, timbre, rhythms and polyphonic
structures are listed and described. The analysis in-
cludes many musical styles, as referenced in the paper,
supporting the findings and exemplifying the compari-
son of musical traditions within a geographic region.

Another analysis example of the music in a ge-
ographic region is given by Håkan Lundström in
Chap. 50 about music of the zomi, the hill people of

Southeast Asia. Despite the huge diversity of tribes like
the Lisu, Hmong, Kammu, Karen etc. in Laos, Thailand,
Vietnam or Yunnan, their music is subsumed under
musical features like timbre related to the musical in-
strument material, singing styles associated with tonal
languages or ensemble playing related to social and rit-
ual habits.

An overview of music archeology is given by Ri-
cardo Eichmann in Chap. 51. After discussing the
historical roots of the discipline from the 19th century
to the present he gives an overview about important
excavations of musical instruments starting from flutes
that are 40 000 years old, or of harps and flutes in an-
cient Sumeria, Mesopotamia or Egypt. As the music
itself is not preserved the main focus of analysis is tonal
systems derived, e.g., from flute tone hole spacing or
from instrument geometry developments.

In Chap. 52 David Borgo gives insight into modern
theories on music improvisation appearing in nearly all
music cultures around the world. He discusses impro-
visation as a cognitive task, from creativity to pattern
concatenation; time perception and time hierarchy; and
the relation between composition and improvisation or
the reasons for improvising at all. The modern term free
improvisation as found in aWesternmusic based on free
jazz and contemporary classical music is considered.

As an example of the relation of music, musicol-
ogy and politics, Anthony Seeger in Chap. 53 gives an
overview of the history of American protest songs. Im-
portant musicians like Woody Guthrie, Pete Seeger and
Bob Dylan are discussed in the context of political and
industrial development and movement in the US. The
influence of musicologists like Charles Seeger and Alan
Lomax in the foundation and distribution of that move-
ment is described.
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47. Interaction Between Systematic Musicology
and Research on Traditional Music

Jukka Louhivuori

The origin of systematic musicology is strongly
linked to the studies of music cultures of non-
Western origin. From the methodological point of
view, folkmusic research applied systematic meth-
ods to collect and analyze data. Anthropology of
music and later ethnomusicology had a different
focus: musical phenomena should be interpreted
in their cultural context. The cognitive approach
was the third paradigm change in the field of sys-
tematic musicology, which again changed both
methodology as well the point of view of research
topics. In cross-cultural music cognition, as well as
in cognitive ethnomusicology, previous approaches
in systematic musicology, ethnomusicology, and
cognitive science of music are combined: system-
atic analysis of data related to human cognition
interpreted in a cultural context.
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47.1 Background

From the very early stages of systematic musicology,
researchers have been influenced by folk music, later
more often called traditional music. (In the early stages
of systematic musicology the term folk music was often
used, but later the term was replaced with the term tra-
ditional, which does not take a stance on the social posi-
tion of the people whose musical culture is under study.)
Western musicology has been dominated by historical
musicology, which typically concentrates on studies of
European art music tradition. The music of countrymen
(hunters, fishermen, farmers) was not in the core of in-
terest until around the second half of 19th century.

The growing interest of Western musicologists in
music cultures of non-Western origins (Africa, South
America, Asia, Near and Far East) was closely re-
lated to colonialism. (Jean de Léry [47.1] was probably
the first Western person who wrote about non-Western
music cultures, in this case Brazil.) Connections with
previously unknown (music) cultures increased interest
in habits and cultures of the people living in colo-
nial states. The first step was to collect instruments,
costumes, music, dance and artifacts of other cultural
activities.

New findings, such as musical instruments, play-
ing/singing styles, scales, rhythms, harmonies and other
musical behavior not known before, and new data
collecting methods and equipment (phonograms, pho-
tographs and films) increased interest in and knowledge
about folk/traditional music and music of non-Western
origins. New equipment made it possible to analyze
data in detail, which unveiled new musical phenomena.

New findings had a strong influence on the develop-
ment of systematic musicology from the point of view
of research topics, methodologies and theories about
music. Early studies of folk/traditional/ethnic music did
not take very seriously connections of musical behavior
with the social and cultural context of musical behavior.
Thus, the core of an ethnomusicological approach was
missing from the first steps of folk/traditional music re-
search done by systematic musicologists.

In the following text the interaction between
folk/traditional, ethnomusicology and systematic musi-
cology will be discussed. An overview of the historical
background will be given, and the development of ma-
jor research topics and methodologieswill be described,
as well as the most recent developments.
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47.2 Folk/Traditional Music Research

As an example of early influences of folk/traditional
music in systematic musicology are the findings of pre-
viously unknown scales and intonation systems. These
forced music researchers to develop new theories about
music and new conceptual tools to analyze music. In
order to precisely describe interval sizes and intonation
in scales A.J. Ellis (1814–1890) invented a system of
cents, which is today still largely used in systematic
musicology (Fig. 47.1) [47.2]. Carl Stumpf was inter-
ested in non-Western music cultures and his findings
had a strong influence on theories about music [47.3,
4]. Later, Erich von Hornbostel (1877–1935) studied
African instruments [47.5], and based on the findings
he developed together with Curt Sachs a hierarchical
classification system of instruments [47.6].

In addition to colonialism, nationalism had a strong
impact on the field. Romanticism and – in some cases –
political changes had an influence on researchers rep-
resenting new nations or nations dreaming of indepen-
dency. In Finland Ilmari Krohn (1867–1960) began to
collect folk music systematically at the end of 19th cen-
tury. His aim was to develop a system by which melody
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Fig. 47.1 Comparison of intonation differences in cents in
Lutheran hymns in an African context. Neutral thirds and
other intonation systems not used in classical Western art
music tradition were difficult for early systematic musi-
cologist to recognize. A common interpretation was (and
still is for those not familiar with different intonations) to
interpret the use of neutral thirds as out of tune singing.
Invention of cents by Ellis [47.2] gave a precise method
to measure previously unknown scales and intonations.
The figure above describes intonation of thirds by seven
Pedi singers in Limpopo province, South Africa. Six of the
seven singers used neutral third instead of major or mi-
nor third (M3D equal-tempered major third, 400 cents; N3
D equal-tempered neutral third, 350 cents; m3 D equal-
tempered minor third, 300 cents) (after [47.7])

variants could be categorized into logical (lexical) or-
der [47.8, 9].

The systematic work by Krohn inspired other mu-
sic researchers in Europe and a lively discussion started
about which would be the best way to categorize folk
melodies. Krohn soon understood the difficulties of the
task, which resulted from the fact that folk melodies
existed in thousands of variations. People sung and
played music differently from one village to another,
and from one performance to another. This finding
caused theoretical discussions about similarity, varia-
tions, and melody families. Oswald Koller, Bela Bartók
and many other researchers and composers participated
in this theoretical discussion and searched for the best
method to categorize folk music [47.10–12].

Krohn based his system on the cadence struc-
ture of melodies. He looked for stable positions of
melodies and found out that the most invariant struc-
tural parts of melodies were cadences at the end of
phrases [47.9]. Theoretical discussion on classification
of folk/traditional music continued for decades and is
still active [47.13–20].

The quick development of music technology has
made it possible to record and store music easily, which
has caused new problems related to music archives
and databases. Transcription of music turned out to be
a very slow process. A need to develop automatic tran-
scription methods and to apply computer technology to
statistical analysis of music was obvious [47.21–23].

The development of computer technology inspired
researchers to invent new coding systems for the needs
of music archives and researchers. Digitalization im-
pacted on origination of new formats (MIDI, WAV,
etc.) to store folk/traditional music. (See for exam-
ple ESSEN collection, which contains about 10 000
Chinese and German folksongs [47.24, 25]. The col-
lection of Finnish Folk Tunes, containing about 12 000
folk melodies, was published on the Internet in MIDI
format in 2004 [47.26].) Recently the number of
databases containing almost any kind of music is grow-
ing rapidly [47.27–30]. Today musical databases store
millions of melodies and – in some cases – also con-
textual data. As an example, the Garland Encyclopedia
of World Music Online is an online resource for music
researchers interested in studying ethnic music cultures
including both audio, video and text material [47.31].

Automatic transcription has appeared to be a very
complex task and even today automatic music transcrip-
tion contains many theoretical and practical problems,
which need to be solved [47.32–34].

The size of databases has in turn caused the need
to develop methods that might be helpful in musical
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data mining (music information retrieval, MIR) [47.35–
38].

From the point of view of systematic musicology,
folk/traditional music and music of non-Western ori-
gins offers challenges for the researchers of our times.
In addition to automatic transcription, the traditional
theoretical topic about similarity is still under lively dis-
cussion [47.39–42].

The question of melodic similarity is closely re-
lated to the topics typical to music psychology (per-

ception, cognition etc.). Because of the interest of
systematic musicology in folk/traditional music, re-
search topics moved naturally towards approaches and
methodologies typical to cognitive sciences. Perhaps it
is not incorrect to argue that interest in folk/traditional
music and music of non-Western origins was the
key factor in the paradigm change in systematic
musicology in 1990s towards new approaches, such
as comparative, cross-cultural and cognitive musicol-
ogy.

47.3 Comparative Musicology
Systematic musicology as a term appeared in Adler’s
writings in which he divided musicology into two
fields: historical and systematic musicology [47.43].
Systematic musicology included:

1. Investigation and founding of laws in harmony,
rhythm, and melody

2. Aesthetics of tonal art
3. Musical pedagogics and didactics
4. Musicology (examination and comparison for

ethnographic purposes).

Thus, in this first definition of systematic musi-
cology examination and comparison for ethnographic
purposes was mentioned. Later the term comparative
musicology appeared in the writings of researchers be-
longing to so call Berlin School [47.44–46].

If the study of folk/traditional music had a strong
impact on the development of archiving music, analysis
(categorization), analytical tools and methods, increas-
ing data from non-Western cultures increased interest
on comparative approaches.

A well-known systematic attempt to look at musical
cultures from a global perspective was the research done
by Alan Lomax. He analyzed thousands of songs and
singing styles collected from different parts of theworld.
The aim was to categorize musical styles in a global
perspective. Different from typical approaches in sys-
tematic musicology in which scales, rhythmic patters,
melodic structure etc. are in the core of analysis, Lomax
took into account social and cultural factors like group
cohesion, orchestral cohesion, and features of voice pro-
duction (vocal quality, breathiness etc.). He came to the
conclusion that music cultures of the world can be cat-
egorized into eight major groups: Eurasian, Siberian-
Amerindian, Pigmy, sub-Saharan African, Australian,
Melanesian, and Polynesian [47.47–49].

Research by Allan Lomax differed from previous
studies in systematic musicology especially because he
took into account social and cultural factors. By doing
this he came closer to approaches typical to ethnomusi-
cology. Work by Lomax can be seen as a link between
systematic folk/traditional music research and ethno-
musicology.

47.4 Cognitive Approaches – Cross-Cultural Music Cognition
and Cognitive Ethnomusicology

Typical to the early stages of systematic musicology
was the interest in music psychology, especially Gestalt
Theory [47.3, 50]. Later research oriented more towards
mechanical classification of music, and automatic tran-
scription methods (Fig. 47.2a–d) especially for the
needs of music archives. The problem of categorization
appeared to be much more complex than researchers
had thought. It became clear that in order to solve the
problem of similarity, categorization, classification etc.,
the cognitive mechanism of music perception, learning
and production should be understood.

Linguist theories [47.51–53] inspired music re-
searchers to apply cognitive and generative theo-
ries to the study of music. One of the first at-
tempts was the study by Sundberg and Lindblom
in which they developed a generative model that
generated Swedish folk song variations [47.54, 55].
Later Lehrdahl and Jackendoff introduced the gener-
ative theory of tonal music [47.56]. Generative ap-
proaches developed by linguists and adapted by mu-
sicologists had a strong influence on the development
of systematic musicology and in the growing inter-
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est in the cognitive background of musical behav-
ior.

Cognitive psychology – as with many other dis-
ciplines – has been a strongly Western-oriented field
of science. What guarantees that theories developed
and tested only in Western contexts are valid among
other cultural contexts? Cross-cultural comparisons are
needed to test the universal character of theories. Cross-
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Fig. 47.2a–d Different representations used in the anal-
ysis of the singing of a Pedi traditional healer in South
Africa [47.57, p. 240]. A quite common practice in tra-
ditional music contexts is the gradual rising of the pitch.
This is one of the problems for automatic transcription. In
the above example, the basic motive is repeated and the
pitch rises gradually towards the end of the song. Record-
ing solo performances during rituals is a difficult task. In
this example the traditional healer followed the ritual from
the video in a studio setting. He joined in with the singing
heard from the video. By recording the singing of the tra-
ditional healer in the studio, it was possible to capture one
improvised version of the song typical to Pedi traditional
healers’ rituals. (a) Pitch shift in Hz, (b) traditional nota-
tion, (c) frequency of pitches transposed to same octave,
(d) absolute frequency of pitches

cultural approaches aim to look at cognitive processes
from a global perspective. How do people perceive
music and what is the role of culture in perception?
Methodologies of cognitive science were applied to
studies of music cultures around the world. Cross-
cultural music perception and cognition aimed to test
existing theories in new cultural contexts [47.57–74].

Cognitive approaches applied to folk/traditional and
non-Western music research changed the direction of
systematic musicology towards a more psychological
(cognitive psychology) orientation. By this change the
interest turned the field of systematic musicology closer
to the approaches in the earlier stages of the field.

This cognitive turn had a strong impact on an-
alytical methods. Modern statistical methods (com-
putational methods, multidimensional scaling, see
Fig. 47.3), computational modeling (self organizing
maps, SOM), brain scanning (electroencephalogram,
functional magnetic resonance imaging), and many
others were applied to the methodological repertoire ap-
plied by researchers in systematic musicology [47.17,
20, 75–77].

Physical modeling of musical instruments has been
a popular research topic in systematic musicology. In
addition to computational modeling of Western instru-
ments, computational modeling was applied also to
the study of instruments used in folk/traditional mu-
sic and instruments of non-Western origin [47.78–81].
An interesting and important development has been
to create transcription methods, which take into ac-
count the way the sound is produced by the musi-
cians [47.82].
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Fig. 47.3 Multidimensional scaling applied to categoriza-
tion of folk music styles of Greek (C), Hungarian (H),
German (G), Irish (I) and Sami people (Y) (after [47.75,
p. 3])
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47.5 Anthropology of Music – Ethnomusicology – Cultural Musicology

The terms ethnic, folk, and traditional used in this arti-
cle have appeared to be problematic from many points
of view. The term ethnic refers to something that is far
(mostly geographically), folk refers to social position
of the group of people under study (countrymen, fisher-
men, farmers, etc.), and traditional can refer as well to
traditional classical music as other musical genres. The
Society for Ethnomusicology describes ethnomusicol-
ogy as the study of music in its cultural context:

Ethnomusicologists approach music as a social pro-
cess in order to understand not only what music is
but why it is: what music means to its practitioners
and audiences, and how those meanings are con-
veyed. [47.83]

The use of the term ethnomusicology is rela-
tive young; it was first introduced by Jaap Kunst in
1950 [47.84]. In the early years of systematic musi-
cology terms such as folk music research, research
on traditional music and comparative musicology were
more often used. The key difference between ap-
proaches typical to systematic musicology studying
folk/traditional music and ethnomusicology is that sys-
tematic musicologists have been more interested in
collecting, categorizing and analyzing music of folk or
ethnic origins, while ethnomusicologists emphasize the
necessity to interpret findings in social and cultural con-
text.

Definitions of systematic musicology have taken
a different stance to the position of ethnomusicology
in systematic musicology. In the definition by Adler,
systematic musicology is described as a subdiscipline
of musicology the aim of which was examination
and comparison for ethnographic purposes [47.43].
Later, ethnomusicology was described as an indepen-
dent, third major discipline in musicology (historical
musicology, systematic musicology, and ethnomusicol-
ogy) [47.68, 85, 86].

If the beginning of 20th century focused research
on classification, categorization and on the question of
similarity, in the second half of the century awareness of
the function of culture grew. Especially writings by Al-
lanMerriam and Bruno Nettl caused a paradigm change
and increasing interest in interpreting musical behavior
in social and cultural context [47.87–89]. Anthropo-
logical orientation gave new directions to the studies
of folk/traditional music. The new questions were, for
example, what happens if two musical cultures meet?,
what are the features that are assimilated by another
culture? etc.

Typical for contemporary systematic musicology
influenced by anthropology of music and ethnology
is an enduring interest in analyzing musical struc-
tures, acoustics and physics of ethnic musical instru-
ments [47.90, 91], in developing new information re-
trieval methods or to analyze big data etc., but at the
same time awareness of the function of society and
culture is growing (Fig. 47.4). On the other hand eth-
nomusicology has broadened its field by applying tradi-
tional ethnomusicological methodology to new musical
genres like Western classical music, pop/rock, jazz,
contemporary art music and music and media. The ge-
ographical distance or ethnicity of music cultures is
not anymore what makes research ethnomusicological.
Melodic, rhythmic, harmonic structures, instruments,
dances, costumes and other aspects present in musical
performance are not of interest on their own, sepa-
rated from their social and cultural context. Thus, an
ethnomusicologist can study Beethoven symphonies,
rap artists’ performances, contemporary art music, or
Indian classical music in addition to more traditional
ethnomusicological topics like African folk music. Con-
temporary ethnomusicologists can study any music of
the world, but not by applying any methodology or not
taking social and cultural context into account. The new
approach is called cultural musicology or new musicol-
ogy [47.92].

The demand of understanding the social and cul-
tural background of musical behavior has several
methodological consequences. Understanding musical
behavior in social and cultural context requires deep
knowing of people’s social and cultural habits. It is rel-
atively easy to record a song, transcribe it and analyze
the intervallic and rhythmic structure of it. It is much
more challenging to describe the function of a specific
song, for example the function of a song in ritual use,
or to explain why certain instruments are allowed to be
played only by men or women [47.93, 94].

It is common in ethnomusicology to increase cul-
tural knowledge by living a relatively long time among
the people under study (fieldwork). By sharing com-
mon experiences with people, observing their everyday
life, and participating in musical and other cultural
events and activities, understanding and trust between
the researcher and the people increases. Trust is in
many cases a necessary condition to get reliable and
valid information from participants. (One of the first
researchers conducting fieldwork by living long peri-
ods within music cultures studied was Richard Wa-
terman, who studied Australian aboriginal music cul-
ture [47.95].)
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Fig. 47.4a–d In searching for musical universals, the per-
ception of Sami yoiks by Sami and South African tradi-
tional healers was studied. The photos and table above
describe different stages of cross-cultural cognitive musi-
cology (cultural musicology), which have connections to
traditions both in ethnomusicology and systematic musi-
cology. In addition to (quasi)experimental settings typical
to systematic musicology (laboratory experiments), the
author of this article aimed at being familiar with the cul-
ture of traditional healers (ethnomusicology – social and
cultural context) by observation, interviews, and participa-
tion (participatory methodology) in ritual dance. Running
music-psychological experiments in challenging environ-
ments creates several methodological problems (language
interpretation, reading and writing skills of participants, re-
liability of technical infrastructure etc.). (a) Observation
(ethnomusicology), (b) participation (ethnomusicology),
(c) experiment (systematic musicology), (d) data analysis
in cultural context (cross-cultural cognitive musicology;
cultural musicology) (after [47.57]) I

Fieldwork is traditionally understood as the basic
condition for ethnomusicological research, but today –
when the musical genres and objects of ethnomusi-
cological studies are broadened – a more important
precondition is that results are interpreted in social
and cultural context. If a person has studied classical
Western music for several decades, for example stud-
ied Chopin’s Mazurkas, the need for fieldwork is totally
different from the situation where he/she would like to
study Pedi reed pipe music without any previous under-
standing of the Pedi society and culture.

Kenneth Pike [47.96] introduced the concepts of
ethic and emic approaches, which have appeared to be
useful for understanding the role of the researcher in re-
lation to the culture under study. The ethicist approach
refers to a situation in which the researcher studies
the culture as an outsider, and emic to a situation in
which he/she is an insider looking at the culture from
an inside perspective. The ethicist approach gives the
researcher an objective position in relation to partici-
pants. The researcher has no need to interpret certain
aspects of the culture more positively in order to please
the people. At the same time, representatives of the
culture are not perhaps willing to openly speak about
their thoughts and about their culture or to get the re-
searcher to participate in certain culturally important
events.

The emic approach is often understood to be more
typical for ethnomusicology, because it makes possible
a deeper understanding of the social and cultural back-
ground of people’s behavior. In systematic musicology
the emic approach has been very rare, perhaps partly
because of the special needs of the researchers (living
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long periods abroad, sometimes in quite primitive envi-
ronments etc.).

An ethnomusicological approach requires from the
researcher skills in methodologies not typical to sys-
tematic musicology. Meaningful interpretation of data
needs additional information acquired by doing field-
work, interviewing and observing people, and even
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participating in musical and other activities (partic-
ipatory methodology). It is quite common that eth-
nomusicologists learn to play local instruments, sing
the songs and dance the dances of the cultures under
study.

Writings by John Blacking (1928–1990) have had
an important influence both on ethnomusicology and
systematic musicology. His studies among the Venda

people in South Africa were strongly rooted in ethno-
musicological tradition. He lived several years among
Venda people, systematically collected their music, ob-
served musical behavior and tried to learn to understand
Venda music in its social and cultural context. At the
same time he understood the significance of music
psychology in getting deeper explanations of musical
behavior [47.97–102].

47.6 New Trends

In the beginning of the new millennium interest towards
the role of the body in musical activities grew [47.103–
109]. Musical behavior, such as playing and danc-
ing, is closely connected to body movements. It is
actually strange that it took so long for researchers
to look at the close connection of music and body
(embodiment). Interest in embodiment is rooted in
several research fields in musicology, but findings of
the role of the body in traditional music was one
of the reasons that inspired researchers to look more
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Fig. 47.5 Comparison of South
African (experts) and Finnish (novice)
choir singers’ movements (vertical
head and foot acceleration) in singing
South African songs has been studied
by applying contemporary motion
capture technology (after [47.110])

carefully at the role of the body in musical behav-
ior.

Studies on embodiment focused first on the role of
a single body, but recently the interest in interaction
(synchronization, entrainment [47.111, 112]) of bodies
is growing (social embodiment) (Fig. 47.5). This ten-
dency directs research on embodiment closer to the core
of ethnomusicology by emphasizing function of social
and cultural factors in musical behavior [47.110, 113,
114].
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47.7 Function of Ethnomusicology in Systematic Musicology

The function of folk/traditional/ethnic music research
in systematic musicology has been strong from the very
beginning of the field. Pioneers of systematic musicol-
ogy, such as Adler, Stumph, Sachs and von Hornbostel,
were influenced by ethnic music cultures and musics
of other nations. Findings from research among music
cultures not known before by Europeans challenged ex-
isting theories about music and increased understanding
of the limitations of a purely European view of what
music may be.

The systematization of data collected by folk mu-
sic researchers and stored in large archives is one of the
areas in which folk/traditional music research, ethno-
musicology and systematic musicology has interacted.
Folk/traditional music research and ethnomusicology
have offered previously unknown findings about music
and musical behavior. Folk/traditional music research
and ethnomusicology has had an impact on the develop-
ment of theoretical thinking in systematic musicology.
Scales and intonation systems, new instruments, the
role of dance and movement and many other findings
forced researchers to rethink what music is and espe-
cially what is the role of society and culture in musical
behavior.

Music as understood by the Western world and
old theories were challenged by the new findings
from ethnic cultures. Folk/traditional music research
and ethnomusicology sped up theoretical reform and
invention of new methodologies in systematic mu-
sicology. In addition, especially ethnomusicology in-
creased understanding and need to look at ethical
questions and background of people participating in
experiments. Questions like what is the impact of sys-
tematic musicology in our society? or how relevant
is systematic musicology for the society? came under
discussion. Ethical questions are crucial for ethnomu-
sicologists, but were not in the core of discussions
in the field of systematic musicology in its early
stages.

The most recent new research topics, like embodi-
ment in music, are reflections of increased understand-
ing of the holistic nature of musical behavior. Music is
not only art for the brain, but art for the human beings
living in a historical, cultural, and social context and
interacting with the environment with the biophysical
body.

Figure 47.6 describes the different fields of re-
search and approaches that have interacted with sys-
tematic musicology. Over time, the role of these ap-
proaches has changed, being sometimes bigger and
sometimes smaller. The process of interaction between
folk/traditional music research, ethnomusicology and

systematic musicology has been, and is still, dynami-
cal in nature.

A few features typical to ethnomusicological re-
search, which probably will be in the future more
important also for the studies in systematic musicology,
should be discussed. Ethnomusicologists must know
well the social and cultural background of the peo-
ple whose musical behavior they are studying. Due to
globalization, cultural homogeneity of Western coun-
tries is quickly changing. In conducting empirical re-
search, typical to systematic musicology, participants
are needed, but do we know well enough their social
and cultural background? Quite typical is to use music
excerpts taken from the classical music genre, thinking
that every European is familiar with this musical style.

How do we select participants for experiments? In
what degree do the distribution of participants’ cultural
background represent the distribution of the popula-
tion in the country? In some cases also language skills
should be taken into account. If the lingual background
is different from Europeans, we are faced with new
methodological and practical problems in running ex-
periments. These challenges are quite similar to those
faced by ethnomusicologists: how do we communi-
cate with participants (language skills)? Do we need
language interpretation? Are participants familiar with
participating in experiments? If not, how does the un-
familiar testing situation reflect on the experiment and
results? How much should we understand the cultural
background of participants in order to be able to make
relevant conclusions? Quite rarely are these kinds of
questions, typical to ethnomusicology, taken into ac-
count by systematic musicologists.

The question of sharing results with the participants,
and, more generally, the responsibility of researchers
for the impact of research on the society, is another
topic not taken often into account by systematic musi-
cologists. Conducting research among ethnic cultures,
among people who have perhaps not much contact
with Western cultures, necessarily causes changes to
the lives of people participating in the study. If certain
members of the society are interviewed and their mu-
sic, dance or other kind of musical behavior is stored
(audio/video recordings, photographs, films etc.), the
position and status of the person in the society can
change permanently. After researchers visit, he/she is
the person towards whom highly educated people from
abroad were interested. It is not sure if this special new
role has a positive or negative consequence to his/her
future life. This kind of change of status of participants
may be a reality also when we conduct normal research
in typical Western context.
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Fig. 47.6 Interaction between different approaches in folk music research, ethnomusicology and systematic musicology
from historical perspective

Sharing the results and taking into account the ques-
tion of immaterial rights is a serious ethical question.
Who owns the rights to the data we have collected?
How do we ensure that the data benefits the people un-
der study? Or perhaps we don’t care about that. We just
run experiments, publish the results, and get the aca-
demic credits. In the field of ethnomusicology this kind
of ethical questions must be taken seriously:What is the
impact of the research for the society in general? How
do we ensure that the data collected from people would
be given back? In systematic musicology it is normally
much easier to give feedback about the results by shar-
ing the articles or meeting the people face to face.

It is typical in experimental research to ask permis-
sion to conduct the experiment. In Western contexts it
is reasonably easy to get permissions and to find the
officials from whom these should be asked. In ethno-
musicological contexts this process can be much more
complex. What is the official authority from where the
permissions should be obtained?Among ethnic cultures
in some cases local chiefs must be contacted and their
acceptance to run experiments must be acquired. This
process is not always a straightforward one. The re-
searcher should somehow convince the local authority
of the benefits of the research for the people. Often

an intermediate person is needed who the local author
(chief) knows and trusts.

During these times of increasing diversity of cul-
tural backgrounds of people living in Western cultures,
the need to ensure the relevance of research topics
becomes more important. In Western context the mean-
ingfulness of measuring for example perception of
melodies is not normally doubted. What if the music
culture of people participating in the study contains
a very different understanding of the key concepts like
melody, music, etc?

The education of most researchers in the field of
systematic musicology consists of typical Western clas-
sical music education, including courses like tonality,
scales, history of Western music (today also often so-
called World music), harmony and counterpoint etc.
Educational background has a strong impact on how
we perceive and understand music as well as on what
research topics we choose and believe to be of interest
and importance. If one has never heard music sung or
played in intonation systems not normally present in
the context of Western music, such as neutral thirds,
hearing music in strange intonation may cause seri-
ous misinterpretations, such as interpreting intonation
as out of tune singing.
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An example of misunderstanding certain basic ele-
ments inmusical behavior is related to role ofmovement
(dance). Although in pop/rock/jazz and folk music gen-
res moving along with music is a normal element in
performance, also in Western contexts researchers have
not thought seriously about the key role of bodily move-
ments inmusical behavior. The separation ofmusic from
bodilymovements has caused difficulties in understand-
ing correctly musical behavior in cultures in which this
division is not relevant at all. A better understanding of
the function of the body as an integral part of the song
helps us look at music from a more holistic perspec-
tive. When including bodily movements into analysis of
a simple and repetitive song, the song/dance appears to
be a most complex cognitive and physical activity.

African songs are normally transcribed without si-
multaneous transcription of the dance. This is a serious
shortage, because then we leave out one of the essential
elements of the musical behavior. Bodily movements
create a complex counterpoint with acoustical (musical)
elements of the performance. The melodic and har-
monic structure can sound simple to the inexperienced
listener, but can appear to be most complex when the
bodily aspects are taken into account.

Embodiment in instrumental playing is another
topic in which ethnomusicology and systematic musi-

cology have a common interest. Interest in performance
practices started from the studies of medieval, renais-
sance and baroque music practices. Later interest in
music performance studies has enlarged to the study of
performance in general (not limited to certain historical
periods).

In systematic musicology (especially music acous-
tics and physics of music) study of ethnic instruments
has had a key role from the early stages [47.2]. Re-
cently, understanding of the role of embodiment in
instrument playing and singing is growing. In addition
to knowing physical and acoustical characters of in-
struments, more awareness exists today about the need
to understand how the instrument is played, how the
sound is produced, what the position of the musician
is, how the sound is produced from the bodily aspect,
etc.

In order to get a better understanding of the role
of the body in instrumental playing, new methodolo-
gies have been developed. By combining knowledge
of physics of the sound (sound analysis and synthesis)
with the analysis of the bodily movements, it has been
possible to reach a new level of description of musical
behavior [47.82, 115–117]. This approach gives an in-
teresting possibility to diminish the limitations of staff
notation.

47.8 Summary

Figure 47.6 gives an alternative to look at the interaction
between folk/traditional music, ethnomusicology and
systematic musicology discussed in the previous chap-
ters. In the figure the division of systematic musicology
into scientific and humanistic tradition introduced by
Richard Parncutt is taken into account [47.86].

In the early stages of systematic musicology (late
19th century), the field was inspired strongly by
folk/traditional music. In addition to studies of folk
music of researchers’ own cultures, interest towards
non-Western cultures grew rapidly. New findings and
awareness of musical behavior beyond Western context
had a strong influence on the theoretical development
of the field. Research on non-Western music cultures
created the need to compare musical cultures, which
led to the development of comparative musicology. In
the middle of the 20th century, anthropology and eth-
nology had a strong impact on musicology and directed
interest of researchers towards looking at music cultures
in their social and cultural context (ethnomusicology).
This new approach was close to humanistic methodol-
ogy and quite different from methodologies typical of
systematic musicology at the time (empirical research).

In the 1980s, interest in systematic musicology
grew towards cognitive sciences, cognitive psychol-
ogy and computer science. New methodologies were
applied to studies of music of non-Western cultures.
In systematic musicology it had not been typical to
take social and cultural aspects into account. Closest
to ethnomusicology was the cross-cultural approach, in
which an attempt was often taken to take social and cul-
tural aspects into account.

A cognitive turn in the 1990s was strongly affected
by cognitive sciences and especially computer science.
Modeling of cognitive processes in music forced re-
searchers to take more seriously cultural aspects. Cross-
cultural music cognition and cognitive ethnomusicol-
ogy were approaches in the 1990s. These approaches
were methodologically quite close to each other. The
cross-cultural approach typically applies more scientific
and cognitive ethnomusicology humanistic methodolo-
gies [47.86, 118].

The problems with terms like folk, traditional or
ethnic and the interest of ethnomusicologists to enlarge
their studies into new areas, such as Western classi-
cal music, pop/jazz/rock genres and music and media,
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made the use of the term ethnomusicology problematic.
The core of ethnomusicology is not today so much in
the object of the study, but more on the methodology:
to study musical behavior in social and cultural con-
text. This change of research object was the origin of
the appearance of a new term, cultural musicology –
sometimes called new musicology [47.92].

Cultural musicology and systematic musicology do
not differ so much in research topics: both fields can
study music of non-Western cultures, classical mu-
sic, pop/jazz/rock genres, music and media etc. The
more typical difference between these fields is that
the systematic approach applies scientific and cultural
musicology humanistic approaches. Social embodied
music perception and cognition is one of the fields of
systematic musicology in which social and cultural (hu-
manistic) aspects have an important role.

It is apparent that most of the research topics and
questions typical to the early stages of systematic mu-
sicology still exist, such as interest in folk/traditional
music (variation, similarity etc.), acoustics and physics
of music. In addition to the traditional research top-
ics and methodologies, new topics and approaches
have emerged into which ethnomusicology has had
a clear impact, such as cross-cultural music cogni-
tion.

It remains an open question when systematic musi-
cology and cultural musicology (ethnomusicology) and
the third major field in musicology, historical musi-
cology, will find more common interest. In order to
get a holistic understanding of a complex musical phe-
nomenon in its historical, social and cultural context,
a closer cooperation between these three major subjects
is needed.
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48. Analytical Ethnomusicology: How We Got
Out of Analysis and How to Get Back In

Leslie Tilley

Analysis has had a long and somewhat tenuous
history under the umbrella of ethnomusicology. In
this chapter, we examine the trajectory of analyt-
ical ethnomusicology, from its parallel beginnings
in late 19th-century Europe and North America
through its relative obscurity in the field in the
mid-20th century to its panoply of new methods
in the late 20th and early 21st centuries. The aim of
the chapter is threefold. Looked at in one way, it is
a simple historical overview of analysis in ethno-
musicology: an examination of the major players,
from Erich Moritz von Hornbostel to Alan Lomax to
many of today’s central scholars, as well as thema-
jor trends and intellectual frameworks influencing
its execution, from cultural evolutionism to cul-
tural relativism to interdisciplinarity. Yet it is also
designed as an exploration of the myriad methods
and approaches in the analytical ethnomusicol-
ogist’s toolkit, from transcription and trait listing
to structural analysis, computational analysis, and
the new comparative analysis. And finally, woven
throughout is the story of the place of analysis in
ethnomusicological research: its strengths and
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weaknesses, successes and mistakes, practitioners
and detractors. Through these discussions, we then
begin to unpack the ebbs and flows of its use,
reception, and usefulness in the field.

Analysis has had a long and somewhat tenuous history
under the umbrella of ethnomusicology. Beginning as
one of the central activities of both North American
music ethnologists and European comparative musi-
cologists in the late nineteenth century, it fell out
of favor in the post-World War II era with the rise
of anthropology-based ethnomusicological studies, and
since the late 1960s has been rather relegated to a status
of red-headed stepchild within in the discipline. Joseph
Kerman’s provocatively titled How We Got into Analy-
sis, and How to Get outmight equally have been leveled

at ethnomusicologists [48.1]. Yet there has remained
throughout a subset of ethnomusicologists dedicated to
developing newer, more applicable, and more culturally
sensitive analytical methods, which have increasingly
diversified through the twenty-first century to include
computational and interdisciplinary approaches, among
others. This chapter will explore the changing trajec-
tory of analytical ethnomusicology over the course of
the last 130 years, examining its practitioners and de-
tractors, its insights and mistakes, and its mosaic of
methods.

48.1 Ethnomusicology’s Analytical Roots

In this first section, we will explore the analytical meth-
ods that arose in the early history of the field – both
in Europe and in North America – and examine some
of the larger goals behind these early analyses. Some
of this history will be familiar to scholars of system-

atic musicology (SM), particularly as regards the early
European scholars. Yet, while the current chapter will
act as a complement to other chapters in this volume,
it is designed as an overview of analytical techniques
used by ethnomusicologists and their predecessors, and
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will thus not focus on those techniques unique to SM.
Readers interested in the historical connections between
these fields should refer to Albrecht Schneider’s 2006
article on the topic [48.2].

Although the commonly accepted narrative of eth-
nomusicology’s history has its inception in mid-1880s
Europe, we will begin instead by examining some of
the studies of early North American music ethnologists.
Generally less concerned with formulating grand, far-
reaching theories of musical evolution and origins than
their European counterparts in comparative musicol-
ogy, these North American scholars tended to present
more modest lists of musical traits. Starting our exami-
nation of ethnomusicological analysis here will allow
us to begin grappling with analytical techniques and
concepts from a simpler vantage point before then
turning to the methods of European comparative mu-
sicologists.

48.1.1 Modest Beginnings: North America

The beginnings of ethnomusicological research in
North America were largely focused on preservation:
early American music ethnologists like Alice Cun-
ningham Fletcher (1838–1923) and Frances Densmore
(1867–1957) set out to collect and transcribe what
they considered to be dying traditions, mostly Native
North American musics. This was actually a key in-
terest of many late-19th and early-twentieth century
music scholars, including important European collec-
tors not discussed in depth in this chapter. Among these
were Hungarian scholars Béla Bartòk (1881–1945) and
Zoltán Kodály (1882–1967), who compiled extensive
collections of folk music from across Eastern Europe,
as well as the less-often-cited Finnish folk music col-
lector Ilmari Krohn (1867–1960), whose folk music
categorization method later influenced both Bartòk and
Kodály. Key to the efforts of all such scholars, of
course, was the invention of Edison’s phonograph in
1877, which allowed music scholars, for the first time,
to record music in the field and then replay it for more
accurate transcription and analysis.

Both Densmore and Fletcher were prolific collec-
tors of Native American music. Densmore, for instance,
studied the music of 76 tribes, recorded more than
2500 songs, and published at least 22 monographs and
175 articles, all between 1901 and 1940 [48.3, p. 53].
Many of these publications involved song classification
and categorization alongside basic analysis, and all re-
lied very heavily on transcriptions in Western notation.
Densmore’s 1910 collection of Chippewa songs [48.4],
for instance, comprises transcriptions of 200 songs cat-
egorized according to their social function. In this study,
Densmore engages in two main styles of analysis, both

of which were common in these early years: trait listing
and descriptive analysis.

Trait Listing
The most basic analysis style in Densmore’s study
is trait listing. In this approach, the analyst begins
with a list of seemingly objective musical parameters
regarding scale type, melodic characteristics (range,
contour, and intervals), ornamentation, tonal organiza-
tion, rhythm and rhythmic organization, and form. S/he
then makes a chart with all parameters listed and fills
in the details for a given piece. Trait listing may be
used to analyze characteristics of a single piece of mu-
sic or to present a tabulated analysis of multiple songs.
Figure 48.1 showsDensmore’s tabulated analyses of ac-
cidental use and rhythm in Chippewa songs.

Trait listing was designed to be scientific and ob-
jective, a central goal of many nineteenth and early
twentieth century music scholars. And, though more
complex and comprehensive forms of analysis have
arisen in the interim, similar approaches are still used
today, subsumed under Mervyn McLean’s category of
standard analysis. This componential approach to mu-
sic, McLean maintains, is simple, relatively easy to ap-
ply, and [. . . ] has served its purpose well [48.3, p. 292].

Descriptive Analysis
The second approach that Densmore and other early
American music ethnologists used was descriptive:
prose outlining general facts about the music as well
as presenting more specific observations on individual
songs. In Densmore’s work, each song category is first
introduced with a few paragraphs for cultural context,
and each song is given a handful of sentences regarding
its source. Then, following each transcription is a brief
analysis of its individual musical characteristics. Fig-
ure 48.2 shows an example of Densmore’s transcription
and descriptive analysis style, this time from her study
of Native songs in British Columbia [48.5].

This descriptive analysis, like basic trait listing,
makes no special attempt to either uncover or reinforce
a larger theory; it is simply an outlining of the observable
musical characteristics of a single song. In this example,
Densmore’s analysis focuses on meter, phrase length,
pitch use (in relation to an assumed tonic), and the more
subjective evaluation of melodic character. Other anal-
yses in the same collection touch on small-scale the-
matic development,melodicmotion, interval use, and so
on. Yet, what will hopefully be immediately apparent is
that these descriptions and trait analyses are as much an
analysis of the author’s transcriptions as they are of the
songs themselves. Thus, one of the first lessons we learn
from examining the work of these early scholars is that
transcription is, in fact, a form of analysis.
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ACCIDENTALS

RHYTHMIC  ANALYSIS

Songs containing no accidentals 3 112, 203, 224
Sixth lowered a semitone 1 181

Total 4

Beginning on accented portion of measure 2 181, 203
Beginning on unaccented portion of measure 2 112, 224

Total 4

Metric unit of voice and drum different 3 181, 203, 224
Recorded without drum 1 112

Total 4

Fig. 48.1 Dens-
more’s trait
listing, tabu-
lated analysis
(after [48.4,
p. 160])

Fig. 48.2 Densmore’s descriptive
analysis (after [48.5, p. 37])

Transcription as a Form of Analysis
Undertaking transcription of oral musics involves myr-
iad decisions. In Fig. 48.2, for instance, how does
Densmore choose the key of the piece? Is a Western
conception of tonal hierarchy even relevant in this tra-
dition, and if so, how did Densmore establish that it
was? Further, why the changing meter in this tran-
scription? Densmore has stated of her collections that
the transcription of a song is divided into measures
according to the vocal accent [48.4, p. 5]. But why
discount the possibility of syncopation within a sta-
ble metric framework, or even the idea that the mu-
sic is not strictly metered at all? Further, what about
allowance for variation in song performance? Dens-
more often records multiple versions of a single song,
but only one is ever transcribed [48.5, p. 39]. With-
out a discussion of the differences between variants
or the reasons for one particular variant being cho-

sen over others, this reifies a single version of the
song for analysis. Even seemingly small details must
be decided upon when transcribing. For instance, how
accurate should a transcription be in terms of pitch
placement? Densmore admits that ordinary musical no-
tation does not, in all instances, represent the tones
sung in the music she transcribes [48.4, p. 3], but
still staunchly clings to the idea of music based in
tones and semitones, ignoring Alexander Ellis’ strong
arguments to the contrary [48.6]. She states [48.4,
p. 4]:

At present the only standard generally available for
the measurement of musical intervals is the tem-
pered musical scale. This is artificial, yet its points
of difference from the natural scale are intervals
less frequently used in primitive music than those
which the two scales have in common. Chippewa
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singers have been found who sang all the tones cor-
rectly except the fourth and seventh.

Here I draw the reader’s attention to the use of
the term correctly, which presumes a musical system
that uses a Western European standard of tuning, and
implies that the Chippewa singers have simply not
yet mastered it. Thus, every decision in transcription
comes with a set of assumptions. John Comfort Fill-
more (1843–1898), who often collaborated with Alice
Fletcher as a music expert, had even more audacious
ideas about this question of precision in pitch place-
ment for ethnomusicological transcription. To Fillmore,
the actual pitches sung were a matter of comparatively
little importance. He claimed that [48.7, p. 288]:

the really important question is what tone [the per-
formers] meant to sing, and on this point there can
be no doubt whatever. The song as given [in the tran-
scription] is exactly as they meant and sang it.

What’s more, Fillmore often transcribed Native Amer-
ican melodies with piano accompaniment, erroneously
presuming that the forms assumed by primitive songs
are determined (unconsciously to those whomake them)
by a latent sense of harmony [48.8, p. 305].

Some early scholars of non-Western music at-
tempted to avoid the potential misrepresentation ex-
hibited by Densmore, Fillmore, and others, either by
including an enormous level of detail in their transcrip-
tions or by creating unconventional staves. Hungarian
music collector and composer Béla Bartòk was known
for his meticulous detail in pitch placement (with the
use of arrows to show deviance from tempered tuning)
as well as in the notation of rhythm and ornamenta-
tion. American music scholar Benjamin Ives Gilman
(1852–1933) went a different route, inventing a 45-line
quarter-tone staff for the notation of Hopi songs [48.9].
Unfortunately, while putatively objective and exact, the
visuals of such a transcription lead to an analysis that
favors the minutiae of pitch placement and intervallic
content over melodic motion or phrasing, for instance,
which are visually obfuscated by the level of pitch de-
tail present.

The choices made in the transcription process, then,
are very much a part of the analytical process. AsHorn-
bostel has stated, notation, in order to be readable,
must reduce facts to formulas [48.10, p. 38]. And when
a scholar’s analysis is based not on the performance but
on the transcription (and all of its assumptions and re-
ductions), much of the music’s nuance can be lost. That
none of these early scholars performed the music they
studied is equally relevant; there was no opportunity to
verify their findings cognitively or experientially, nor
to discuss questions of performance practice or cogni-

tion with the culture-bearers themselves. Through our
twenty-first-century lenses, of course, it’s easy to see
the ethnocentric bias in many of these earlier studies,
but the issue of transcription’s subjectivity has remained
to the present day. Despite the availability of better
technological resources and the cognitive perspectives
that modern ethnomusicological fieldwork has given
us, transcription in its very nature is still an imper-
fect art and science, both. Thus, it is always important
to ask the question posed by Jason Stanyek in his
2014 Forum on Transcription [48.11, p. 104]: how do
the practices, products, and politics of transcription
fit into an ever-changing landscape of ethnomusicol-
ogy?

Concluding Remarks on Early Music Ethnology
There are undeniably numerous intractable problems
inherent in both transcription and standard analysis. Yet
these methods can be invaluable assets to the ethnomu-
sicologist; we must simply be aware of their limitations,
as we must be of the limitations in any analytical
tool, be it musical or cultural. Despite their shortcom-
ings, the analytical methods used by these early music
ethnologists – descriptive analysis, trait listing, and
transcription – are still central features of an ethno-
musicologist’s analytical toolkit. They are an excellent
starting point. However, as Mervyn McLean points out,
we should always be searching for improved ways of
looking at each of the [musical] components and their
relationships with each other [48.3, p. 292].

48.1.2 European Comparative Musicology

The creation story told to most budding ethnomusi-
cologists about the origins of our discipline generally
does not begin with the transcription-for-preservation,
descriptive analyses, and trait listing of the early Amer-
ican school that we have been discussing. It begins
in Europe in the late 1800s with the emergence of
Vergleichende Musikwissenschaft: comparative musi-
cology (CM). As the name suggests, comparative mu-
sicologists saw as their task not just the collection and
classification but also the comparison of all the world’s
musics. In this pursuit, they attempted to trace historical
connections between traditions through the applica-
tion of empirical and analytical methods, many seeking
universals in music or positing other grand theories sup-
ported by their analyses.

Most of the important nineteenth- and early twen-
tieth-century comparative musicologists hailed from
German-speaking lands, and of these, many were as-
sociated with the Berlin Phonogramm-Archiv, a collec-
tion of thousands of phonograph cylinders founded in
1900 by philosopher, acoustician, and psychologist Carl
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Stumpf (1848–1936) and developed by his students:
chemist, philosopher, and musicologist Erich Moritz
von Hornbostel (1877–1935) and physician, psycholo-
gist, and auditory perception specialist Otto Abraham
(1872–1926). Initially assembled for Stumpf’s psycho-
logical interest in the sensual experience of tones and
intervals and their ordering into tone systems [48.12,
p. 204], the Phonogramm-Archiv became, through
Hornbostel, a repository of recordings for academic in-
quiry that went far beyond the confines of psychology.

In his 1905 lecture The Problems of Compara-
tive Musicology, Hornbostel outlined the general goals
of the field, beginning with the reasons for compari-
son [48.13, pp. 249–250]:

Comparison is the principal means by which the
quest for knowledge is pursued. Comparison makes
possible the analysis and the exact description of
an individual phenomenon by comparing it with
other phenomena and emphasizing its distinctive
qualities. But comparison also characterizes indi-
vidual phenomena as special cases in which the
similarities are defined and formulated as laws. Sys-
tematization and theory depend on comparison.

Hornbostel was particularly interested in methods
for the comparative study of scales and tone systems,
and these would remain a central concern of CM. But
his 1905 lecture also presented ideas on the analysis
of melodic construction and rhythm, encouraged ex-
plorations into the nature of the musically beautiful,
and incorporated some quite forward-looking musings
on the inherent problems of analyzing musical systems
different from our own. Many of Hornbostel’s early
studies, and those of his contemporaries, grappled with
these tasks. In 1906 for instance, Hornbostel published
articles on the recorded musics of both the Thomp-
son River Indians of British Columbia [48.14] and the
people of Tunisia [48.15]. Like many early American
studies, these articles contain Western-style transcrip-
tions and analyses with heavy focus on melodic char-
acteristics and tone systems. Both attempt a statistical
understanding of scalar types and seek to ascertain the
inherent tone hierarchy of the music’s supposed tonali-
ties. Bruno Nettl has noted that [48.16, p. 75]

what has sometimes been called the Hornbostel
paradigm – focusing on scalar structures and pitch
relations and giving attention to singing style and
tone colour – seems to have been developed in part
for establishing an approach to a description of mu-
sic that might facilitate a comparative method.

Yet, although European comparative musicologists
would use many of the same standard analysis tech-
niques as the early Americans – examining music

componentially through trait listing and descriptive
analysis – they had loftier goals too.

A Basis in the Sciences: Grand Theories
of Origins and Evolution

Most early comparative musicologists approached the
study of music as a science in the tradition of the great
syntheses of Helmholtz [48.17] – not surprising, given
the fact that many of them, like Stumpf, Hornbostel, and
Abraham, were trained as acousticians, psychologists,
and physicians first. And many would take their stud-
ies further than simple description, categorization, and
comparison, turning to theories and discoveries in other
academic fields as a scientific basis for their research.
For instance, the then-current belief that there were uni-
versals in music was based in psychology. Hornbostel,
for example, claimed that certain musical gestures, like
a descending melody moving from tension to rest, were
natural, i. e., rooted in the psychophysical constitution
of man, and [could] therefore be found all over the
world [48.10, p. 34]. And Darwin’s theory of evolution
was understood to support two of the more commonly
espoused theoretical orientations of CM: cultural evo-
lutionism and diffusionism.

Cultural Evolutionism. Cultural evolutionism
stemmed from the belief that all cultures evolve from
primitive to civilized – and their musics from simple
to complex – but that each does so at a different rate.
Supporting a theory of the polygenesis of musical
attributes, cultural evolutionists posited that we could
understand the music of our distant ancestors by
studying the music of more primitive cultures: our so-
called contemporary ancestors. Aesthetician Richard
Wallaschek of the Vienna School of CM, in his 1893
Primitive Music [48.18], presents a musical world
tour in 300 pages, describing and categorizing each
so-called primitive music in terms of its evolutionary
stage. At the core of Wallaschek’s study is a belief
in cultural evolutionism, held without question. He
says [48.18, p. 145]:

I can take it for granted that there are still savage
tribes, whose culture has remained stationary ever
since the stone age. If this is so, it seems – to say
the least – extremely improbable that such tribes (as
Bushmen, Australians) should at the same time have
made any progress in music alone.

The book examines everything from instrument
type to singing style to a people’s understanding of har-
mony and harmonic progression, in order to place mu-
sical characteristics and (by extension) societies along
a continuum of evolution, speculating on the origins of
these attributes and connecting links between societies
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along the way. An ambitious early example of CM, as
Mervyn McLean notes, it is also compiled substantially
from unreliable secondary sources and is full of mis-
takes and misinterpretations [48.3, p. 241].

Carl Stumpf, the father of the Berlin School of CM,
was also very concerned with evolutionary theory in his
work. He theorized [48.19, 20]:

that a tonal system with stable steps required an
intellectual development [. . . ] whose consecutive
stages and inner properties no one ha[d] yet demon-
strated for us in a psychologically credible way.

In his 1911 The Origins of Music [48.21], Stumpf at-
tempts to do just that: to discover and lay out the main
forms of primitive melodic formation and their gradual
refinement [48.21, p. 62]. In it, he discusses the ways in
which melody-making developed from the use of noisy
sounds (Geräusche Töne) through the use of fixed mu-
sical intervals, to the development of a sense of tonality
and melodic centralization, and so on, all as a way of
categorizing music on an evolutionary scale and thus
speculating upon its origins.

Diffusionism. The closely related theoretical frame-
work of diffusionism espoused a monogenetic theory of
evolution: all cultural traits (including musical charac-
teristics and forms) are invented in a single location and
spread outward from that point. Curt Sachs, one of the
more ardent supporters of diffusionism, justified it over
the polygenetic theories explained above by appealing
to a personal logic based on the relative complexity of
musical instruments and characteristics [48.22, pp. 62–
63]:

We may believe that a tool such as a hammer can
be invented everywhere at a certain stage of human
evolution; the progression from the use of the bare
fist, through the use of a stone in the fist, to a stone
on a wooden handle, is quite logical and natural.
But a bull-roarer? Is it really acceptable that ev-
ery human tribe must invent an oval board, held
by a cord and whirled around the head, for certain
magic purposes? Is it convincing that merely be-
cause of natural evolution such a bull-roarer should
have been almost universally connected with the
fish, and that Paleolithic hunters in France as well
as modern Eskimos should both have the idea of
dentating its rims?

Convincing though his argument may sound, of
course, it is still more conjecture than proof.

One of the more commonly adopted diffusionist
theories among comparative musicologists was the the-
ory of culture circles (Kulturkreislehre), where cultural
traits were thought to spread in ever-expanding circles

123456Zentrum

Fig. 48.3 The theory of culture circles (after [48.23,
p. 29])

from their point of origin, and where those traits most
distant from the center were considered to be the oldest
(Fig. 48.3).

Diffusionist scholars theorized, among other things,
that the more widely an object is spread over the world,
the more primitive it is [48.22, p. 62]. Sachs claimed that
the strung rattle, for instance, which is used by modern
primitives of a very low cultural standard as well as by
Paleolithic hunters, must be among the earliest instru-
ments [48.22, p. 26]. In his 1929 Geist und Werden der
Musik Instrumente [48.24], Sachs developed 23 histori-
cal strata for musical instruments based on distribution
patterns, later adopted and adapted by Hornbostel for
consideration of African musical instruments [48.25]
and further refined by Sachs in 1940 [48.22]. Again, the
most widely distributed instruments – like rattles – were
considered to belong to the oldest strata.

Diffusionist theories not only allowed researchers
to conceive of the age of certain musical or cultural
traits; they also allowed them to hypothesize on the ge-
ographical route by which these traits traveled from one
culture to another, and thus to build theories of cultural
influence. In 1911, for instance, Hornbostel published
a study on the tuning systems of xylophones in South-
east Asia and Africa [48.26]. Surprising similarities in
the pitches, expressed in vibrations per second, led to
a largely unsupported theory of monogenesis and cul-
tural influence.

Concluding Remarks
on Comparative Musicology

As Savage and Brown have noted [48.27, p. 158]:

One of the weaknesses of early comparative mu-
sicological work was a reliance on what we will
call remote comparison, in which small numbers
of songs from very distant regions were com-
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pared, often to support arguments of monogene-
sis about long-distance similarity between regions.
Such projects often involved the cherry-picking of
particular songs that satisfied preconceptions of
musical similarity.

Moreover, the inherent racism in these evolutionary
theories will probably be obvious to the twenty-first-
century reader: it was not only allowed but encouraged
to equate our Stone Age ancestors with our contempo-
raries in more so-called primitive cultures, in terms of

their evolutionary stage. This supported a hierarchy of
musics (and therefore cultures) ranging from primitive
to advanced, thus justifying the goals of colonialism –
and beliefs in Western superiority – through musical
science.

For these reasons, the theoretical orientations of
evolutionism and diffusionism, questions of origins,
and concepts of universals were all eventually rejected
by the academic community. And with that dismissal,
the comparative approach to a large degree fell out of
fashion also.

48.2 The Mid-Century Pendulum Swing:
The Rise of Anthropology-Based Studies

While analysis of non-Western musics and the compar-
ative approach did continue to have a few supporters
and practitioners (discussed below) after the rejection of
evolutionary theories, the second half of the twentieth
century saw the development and eventual dominance
of a very different form of ethnomusicological research.
This was accompanied by a change in the name of
the discipline from comparative musicology to ethno-
musicology (a term coined by Jaap Kunst in 1950, later
to lose the hyphen). AsMartin Stokes has noted [48.28]:

Academic music theory and ethnomusicology
parted company in the 1960s. Ethnomusicologists
turned increasingly to Geertzian hermeneutics and
ethnoaesthetics, viewing the application of western
theoretical methodologies to non-western musics
with concern and suspicion.

And given some of the emerging misgivings about
what Western analytical techniques had wrought, this
was an understandable reaction. Alongside the above-
mentioned concerns of Eurocentric racism, scholars in
the newly minted field of ethnomusicology feared that
the kind of comparison undertaken in CM was a classic
cart-before-horse blunder. Mantle Hood (1918–2005),
who at mid-century promoted direct engagement with
musics of the world through performance as a way to
better understand music cultures and music systems
(bimusicality), stated [48.20, p. 233]:

It seems a bit foolish in retrospection that the
pioneers of our field became engrossed in the com-
parison of different musics before any real under-
standing of the musics being compared had been
achieved.

He maintained that this approach had led to some
imaginative theories but provided very little accurate
information [48.29, p. 299].

Other objections to CM ran even deeper. As a new
generation of American ethnomusicologists increas-
ingly received training in anthropology, these scholars
began questioning the very essence of the way we stud-
ied music. Suddenly anthropologists like Franz Boas
(1858–1942), and his ideas of cultural relativism, began
profoundly impacting the discipline as a whole. Schol-
ars realized that music could not be studied in a vac-
uum; cultural factors must be taken into account so that
all people, in no matter what culture, [would] be able to
place their music firmly in the context of the totality of
their beliefs, experiences, and activities [48.30, p. 3].
Enter Alan P. Merriam, an anthropologically trained
ethnomusicologist, who developed a tripartite model for
the study of music as culture, outlined in his influential
1964 book The Anthropology of Music [48.31]. Accord-
ing toMerriam’s model, ethnomusicologistsmust begin
by examining the culturally specific concepts about mu-
sic as revealed to them by the practitioners themselves,
use these concepts to inform observations about the
behaviors of music-making, and only then tackle the
music sounds, now from a deeper, more culturally sen-
sitive place of understanding. This new approach would
gain widespread appeal and support among many eth-
nomusicologists, particularly in the newly dominant
North American branch of the field, calling into ques-
tion the older practices of CM. As important English
ethnomusicologist John Blacking (1928–1990) argued
two years later [48.32, p. 218]:

A logical outcome of Merriam’s approach to the
study of music is surely the need for entirely new
methods of analysis of music sound [. . . ] If we ac-
cept the view that patterns of music sound in any
culture are the product of concepts and behavior
peculiar to that culture, we cannot compare them
with similar patterns in another culture unless we
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know that the latter are derived from similar con-
cepts and behavior. Conversely, statistical analysis
may show that the music of 2 cultures is very dif-
ferent, but an analysis of the cultural origins of the
sound patterns may reveal that they have essentially
the same meaning, which has been translated into
the different languages of the 2 cultures.

Scholars like Charles Seeger (1886–1979), along-
side Blacking and Merriam, called for a discipline
focused on the advancement of knowledge of and about
music [and. . . ] the place and function of music in hu-
man culture [48.33, p. 217]; as Hood put it, a study
of music not only in terms of itself but also in relation
to its cultural context [48.29, p. 298]. As mentioned,
these new attitudes were especially strong in Ameri-
can ethnomusicology, where the teachings of Boas held
considerable sway.

The putative goal of these mid-century scholars was
to create a balanced, inclusive approach to the study of
music – as the influential Bruno Nettl (b. 1930) [48.34,
p. 26] described it:

a sort of borderline area between musicology (the
study of all aspects of music in a scholarly fash-
ion) and anthropology (the study of man, his culture,
and especially the cultures outside the investigator’s
own background).

A necessary shift in consciousness and understanding,
this radical change in thinking among ethnomusicolo-
gists had a rather unfortunate, if inadvertent, side effect:
a sudden and distinct disinclination among most eth-
nomusicologists to engage in deep musical analysis of
any kind, and a subsequent paucity of analytical stud-
ies in the field. Ethnomusicology became a study of
music in culture and music as culture, and its pub-
lications became overwhelmingly dominated by these
anthropology-based studies. A survey by Timothy Rice
of articles published in the journal Ethnomusicology
from 1979 to 1986 showed that only 10% of these
emphasized music analysis, while 34% focused on so-
cial processes and another 17% on individual processes
[48.35, p. 476]. I performed a similar survey 16 years
later with comparable results [48.36, pp. 108–109]:

In the annual list of dissertations and theses pub-
lished by Ethnomusicology in the winter of 2001,
only six of the over 120 papers had a distinct an-
alytical bent. And, of the 129 articles published
in that journal in the last ten years [1993–2003],
only fourteen contained major music-theory analy-
ses. Many articles did not contain a single musical
example.

The effects of Merriam’s pendulum swing, then,
have been deep and long lasting. As Nattiez has
noted [48.37, pp. 241–242]:

Since the 1960s ethnomusicology ha[s] become in-
creasingly an anthropology of music under the
influence of Merriam (1964) and Blacking (1973).
[. . . And] because of the widespread assumption
that only a knowledge of the cultural environment
would permit a true understanding of music from an
oral tradition, all analytical activity, which, it was
suspected, substituted the tools of the Western re-
searcher for the values and concepts of the native
musician, began to disappear gradually from eth-
nomusicological monographs.

There were, however, a few pockets of the ethno-
musicological community doing analysis – and encour-
aging analysis – in the second half of the twentieth
century. In the next few sections, we will discuss some
of the major trends and a handful of the most important
scholars and methods in these decades.

48.2.1 Analysis in a Relativist World

The few scholars left attempting close musical analysis
in the second half of the twentieth century now had to
do so with a new relativist understanding of the world.
One of the more engaging analytical experiments un-
dertaken in the 1960s was a symposium on transcription
and analysis published in a 1964 issue of Ethnomusicol-
ogy [48.38]. This study, which began as a colloquium
presented at the Society for Ethnomusicology confer-
ence in 1963, was an unabashed demonstration of the
subjectivity of transcription and therefore of analysis.
Four respected scholars, Robert Garfias, Mieczyslaw
Kolinski, George List, and Willard Rhodes were invited
to transcribe and analyze a recording of a Hukwe song
performed with musical bow. The participants were
given some background information on the Hukwe
people and a small description of the bow’s playing
technique. They were invited to transcribe and analyze
the recording any way they saw fit, with very little in-
struction, no communication among them, and a stated
desire for individual approaches. There are certainly
elements common to the resulting transcriptions, such
as agreements regarding pitch content and the timbral
quality and rhythmic material of the bow. But as we
can see in the synoptic view of the four transcriptions
in Fig. 48.4, they are also utterly different. Two of the
scholars choose to transcribe the whole recording while
the other two focus in on smaller sections; one uses
a graphic-style notation for the vocal melody; each de-
cides on a different level of detail for the bow’s pitch
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Fig. 48.4 Synoptic view of transcriptions from the 1964
symposium (after [48.38, p. 274])

content. Their accompanying analyses show even more
breadth of perspective.While Garfias analyzes the piece
from a culture-specific approach, both List and Kolin-
ski apply the universalist sound-based theories still in
vogue at the time, each focusing on his own partic-
ular areas of expertise: Kolinski alone, for instance,
deals with tonal modality, which is of special interest
to him.

The exciting thing about this symposium is that it
addresses issues of subjectivity, recognizing that in fact
transcriptions bear within them the result of a tran-
scriber’s analytical understanding of the music [48.39,
p. 543], without then rejecting these methods out-of-
hand. It is an experiment celebrating the relativism that
turned many ethnomusicologists away from analysis in
the later twentieth century, stating one great strength of
our Society lies in the varied individual approaches that
are (and have been) made toward the data of our dis-
cipline [48.38, p. 233]. It is with this attitude that the
scholars discussed in the next sections moved forward
with analysis in the latter half of the twentieth century,
despite a virtual field-wide reaction against it.

48.2.2 Later Comparative Studies

Though comparative research largely passed out of
vogue with evolutionary models, it did not entirely
disappear in the second half of the twentieth century.
In fact, as Nettl has noted, comparative study in the

1960s and 1970s actually continu[ed] to occupy about
the same proportion of research as it did before 1950;
it [simply] received less attention and respect [48.16,
p. 67]. Two scholars forging new approaches to com-
parison in these decades were Mieczyslaw Kolinski
(1901–1981) and Alan Lomax (1915–2002). Though
studies of both men have been questioned and their ap-
proaches largely fallen into disuse, they were among the
last to attempt to capture the full scope of the world’s
music in analytic terms. While Lomax was interested in
cross-culturally examining singing style with enormous
breadth of focus, Kolinski was concerned with deeply
exploring the minutiae of very specific musical param-
eters across genres and cultures.

Alan Lomax’s Cantometrics Project
Like many of the early comparative musicologists and
music ethnologists, Alan Lomax was a prodigious col-
lector of music, largely of the folk musics of Europe
and North America. He was interested in comparing
song styles and hypothesizing how differences among
them might correlate with differences in the social
structure of their respective cultures. Lomax is most
well known for his multidecade project in what he
called Cantometrics, ormeasure of song [48.40, 41]. An
advanced form of trait listing analysis, Cantometrics
measures 37 (later to be 36) distinct musical parame-
ters of a song, from its various rhythmic and melodic
features (e.g., regular versus irregular overall rhythm,
melodic shape, type of polyphony, etc.) to ornamenta-
tion, level of group cohesiveness, and vocal qualities
like nasality, vocal width, enunciation, and rasp. Lomax
also designed a coding sheet on which each of these
parameters could be judged. Figure 48.5 shows param-
eters 32–37 of the coding sheet – those dealing with
vocal quality – including the various points on the rating
scale for each parameter. The researcher would select
the most appropriate point on each scale of the coding
sheet and this would provide a speedy characterization
and classification of the song’s musical style [48.41,
p. 8].

The same coding sheet could also be used to com-
paratively analyze two distinct music traditions, as we
can see in Fig. 48.6. Here, the various vocal qualities
of the so-called African Gatherer style are circled, and
those of the Urban East Asian style are marked with
rectangles. As Lomax asserts, these two profiles define
the extremes of the human stylistic range. There are, of
course, other styles whose patterns fall along the mid-
dle of the profiling system [48.40, p. 19].

Yet what really interested Lomax was determining
how musical features might reflect social features. He
sought to show, by comparing song measurements with
preexisting ethnographic data, that [48.42, p. 97]
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32) Vocal Pitch (Register)
 (1) very high V-Hi  (2) high Hi  (3) mid Mid  (4) low Low  (5) very low V-Low
33) Vocal Width
 (1) narrow NA  (2) mid M  (3) wide W  (4) yodel Y
34) Nasality
 (1) extreme or steady Ext  (2) much Much  (3) intermittent Int  (4) some Some  (5) little or no Ø
35) Rasp
 (1) extreme Ext  (2) great Gt  (3) mid or intermittent Int  (4) slight Sli  (5) little or no Ø
36) Accent
 (1) very forceful V-fo  (2) forceful Fo  (3) mid Mid  (4) relaxed Re  (5) very relaxed V-Re
37) Enunciation
 (1) very precise V-Pre  (2) precise Pre  (3) moderate Mod  (4) slurred Slur  (5) very slurred V-Slur

Fig. 48.5
Lomax’s Canto-
metrics coding
sheet for vo-
cal quality
(after [48.40,
p. 67])
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PRECISE SLURRED

HIGH LOW
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LITTLE

LITTLE

MUCH
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FORCEFUL MID

MID32) Vocal pitch (register)
33) Vocal width
34) Nasality
35) Rasp
36) Accent
37) Enunciation

VOCAL
QUALITIES

Fig. 48.6
Lomax’s com-
parative analysis
for vocal qual-
ity, Urban East
Asian versus
African Gatherer
(after [48.40,
p. 18])

song styles shift according to differences in produc-
tive range, political level, level of class stratifica-
tion, severity of sexual mores [. . . ] level of social
cohesiveness, [and so on].

Lomax’s research team used a computer program to
search for correlations between musical and societal
features across the cultures they examined. Cultures
were then organized into groups to create a geography
of song style, and these larger profiles were analyzed
in terms of their level of similarity in an attempt to
show an evolution of style traditions. In the tree graph
in Fig. 48.7, double lines represent the strongest cul-
tural links, and the numbers on the bottom represent the
proposed evolutionary stage of each culture group.

The Cantometrics system is flawed in a number
of ways. It has been criticized for its evolutionist
leanings and its unevenly distributed and often highly
subjective parameters (how does one accurately judge
a level of rasp, for instance?). Other critics have ques-
tioned its small sample sizes based on the mistaken
assumption that most folk culture areas participate in
a homogeneous style of music-making, and its use of
broad culture-areas as the basic units of musical anal-
ysis [48.27, p. 155]. But, despite its not insignificant
shortcomings [48.43, p. 101]

the Cantometrics system deserves credit for hav-
ing moved vigorously in a direction previously un-
charted: the description of singing style and of the
nature of musical sound in general, things in the

realm of what is usually called performance prac-
tice.

Mieczyslaw Kolinski’s Grand Schemes
While Alan Lomax was devising Cantometrics,
Mieczyslaw Kolinski was developing a very different
kind of grand scheme for comparative analysis. Yet, un-
like Lomax, whose Cantometrics project is still cited
in virtually all texts on ethnomusicology, Kolinski’s
methods are often only discussed to recommend mostly
against them [48.3, p. 294]. Like earlier comparative
musicologists, Kolinski was interested in discovering
universals in music and comparing large bodies of data.
He believed that all musics, no matter how diverse,
could be [48.43, pp. 98–99]

subjected to comparison through a single classifi-
catory system, a system reflecting and determined
by the outer limits of and range of possibilities with
the [psychophysically rooted] constraints [of each
musical style].

Kolinski published a series of articles through the 1950s,
1960s, and 1970s, each of which attempted a compre-
hensive examination of all possibilities for a given mu-
sical feature, from the 348 scalar and modal arrange-
ments described in his Classification of Tonal Struc-
tures [48.44] to his detailed calculations of melodic
movement [48.45, 46]. In these latter, Kolinski devel-
oped formulae and charts for comparatively analyzing
melodic contours of diverse bodies of musical works.
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Fig. 48.7 Lomax’s geography of song
style (after [48.40, p. 35])

In The General Direction of Melodic Move-
ment [48.45], for instance, Kolinski develops a method
for comparatively analyzing different musics by chart-
ing the initial and final note of a melody in relation
to its range. For a large body of works within a single
tradition, Kolinski calculates what he calls level formu-
lae – the average initial and finalmelody level expressed
as a value from 0 to 100, where 0 is the lowest pitch
and 100 the highest. For instance, among the songs of
the Papago of Southern Arizona, Kolinski calculates
the average initial pitch as being 64% of the piece’s
range higher than its lowest pitch, and the average fi-
nal pitch as 32% higher. This gives the style a level
formula of 64ı W 32ı and a level shift or pitch change
of �32ı, descending 32% of the full range over the
course of the piece. By contrast, statistics of songs from
the Menominee of Wisconsin exhibit a level formula
of 89ı W 4ı, thus presenting a much sharper level shift
of �85ı.

Kolinski then expresses these level formulae in
more detailed graphs showing the frequency distribu-
tion of songs with different initial and final levels across
the repertoire, thus illustrating how the averages for
level formulae were obtained. Figure 48.8 compara-
tively charts the distribution of initial pitch levels across
the repertoire for Papago and Menominee songs. Kolin-
ski divides the x-axis into 12 ranges – 0ı (the lowest
pitch in the range), 1�9ı, 10�19ı, 20�29ı, and so on,

up to 90�99ı, and finally 100ı (the highest pitch in
the range). The y-axis shows the percentage of songs in
the repertoires with an initial pitch in each of the given
ranges. An average of all initial pitches in the graph
gives the numbers from the level formulae above: 64ı

for the Papago songs and 89ı for the Menominee songs.
One can see that the Papago songs have a lower average
initial level because a smaller percentage of songs begin
on 100ı than in the Menominee tradition and a larger
percentage begin in the 20�29ı, 30�39ı, and 40�49ı

ranges.
The benefit of this sort of analysis is that it al-

lows general melodic direction of different repertoires
to be compared seemingly objectively regardless of the
scale type or range of a given piece. Yet, for a num-
ber of reasons, Kolinski’s methods have generally been
rejected in the ethnomusicological community [48.47],
[48.3, pp. 294–297]. This analysis of melodic direc-
tion, for example, takes no account of vastly different
melodic contours presented with the same initial and fi-
nal pitches and range. A melody beginning with a large
leap up then proceeding with a slow descent back to
the same pitch would generally be perceived as a de-
scending melody where another differently contoured
melody starting and ending on the same pitch could be
perceived as wave-like or ascending. Yet these would
be given the same level formula and thus erroneously
analyzed as having the same melodic direction.
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Fig. 48.8 Kolinski’s comparative analysis of initial
pitches; Papago versus Menominee songs (after [48.45,
p. 241])

Kolinski’s comparative study of tempo [48.48] has
equally come under attack for its oversights and as-
sumptions [48.47]. In this study, the author defines the
tempo of a piece in terms of the number of notes per
minute with no concern for the underlying beat of the
music, as perceived by either cultural insider or out-
sider. Again, an attempt to provide a wide-spanning,
seemingly objective comparative framework falls far
short of its goal in terms of important perceptual details
as well as emic (insider) considerations of the music.

Though much of the work of these mid-century
comparativists has been largely rejected, we can appre-
ciate the scope of their aspirations: using comparison,
as Kolinski stated, as an essential tool in [our] quest for
a deeper insight into the infinite multifariousness of the
universe of music [48.49, p. 160].

48.2.3 Inspiration from Linguistics

Continuing the trend set by the late nineteenth-century
comparative musicologists, many mid-twentieth-cen-
tury analytical ethnomusicologists not predominantly
interested in comparison turned to other disciplines for
inspiration and guidance. The post-WWII era saw an
academic atmosphere in which the study of symbols –

and by extension the study of culture as a symbolic
system – became increasingly popular across many
disciplines, as Levi-Straussian structural anthropol-
ogy [48.50] and semiotics [48.51] gained recognition.
And for scholars attempting analysis in ethnomusicol-
ogy, an alternative to a behavioral approach to iden-
tifying symbols from a culture [was] to use language,
the central symbolic code of humans, as a point of de-
parture [48.43, p. 305]. These scholars, then, turned to
the work of structural linguists such as Ferdinand de
Saussure, Roman Jakobson, and Noam Chomsky in the
hopes of examining musical systems in the meticulous
ways they had developed for examining linguistic sys-
tems. Scholars like George Herzog, the father of the
American school of CM, were already asking ques-
tions about the overlap between musical and linguistic
phenomena [48.52], but interest in applying linguistic
models to musical analysis was something that devel-
oped through the 1960s and 1970s.

Saussurian structural linguistics is concerned, as the
name suggests, with the underlying structures of lan-
guage. Saussure made a distinction between the abstract
linguistic system common to all speakers of a given lan-
guage – what he called langue – and the discrete, unique
utterances of individual speakers – parole. And for
Saussure, the scientific study of language was a study
of langue: a study of the rules behind the utterances.
This he then divided into surface and deep structures.
Syntagmatic analysis focused on the surface syntacti-
cal rules, such as the grammatically correct order of
article, adjective, and noun in a given language: arti-
cle-adjective-noun in English (the green house), article-
noun-adjective in French (la maison verte), noun-adjec-
tive in Indonesian (rumah hijau). Paradigmatic analysis
focused on the deeper paradigms, or preexisting sets of
signifiers (letters, words, etc.), within the langue. This
style of analysis could be applied to languages at several
levels: the Roman alphabet is the paradigm from which
English words are made; a full lexicon is a paradigm
from which sentences are made, and this lexicon may
be divided into paradigm sets according to things like
word function (e.g., verbs). Paradigmatic analysis in-
volves comparing the chosen signifiers (be they letters
in a word, words in a sentence, etc.) with other signifiers
that might have been chosen instead and to consider
the significance of those choices. A common test in
paradigmatic analysis is a commutation test, in which
a signifier is selected and replaced with a different one
to see whether or not the meaning – the signified –
changes; this determines the distinctive signifiers within
the language, defines the importance of those signi-
fiers, and creates categories or paradigmatic classes of
signifiers [48.53]. For instance, at the phonemic level,
replacing f with p in an English word changes its mean-
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ing; fast and past do not have the same meaning. But
in Indonesian, f and p are very often interchangeable;
breath can be spelled and pronounced either nafas or
napas. This sort of commutation test becomes rather
more subjective at higher levels of analysis, but its ba-
sic use is to discover the paradigms of the language: to
determine at what level a change would affect the mean-
ing; the signified.

The first musicologist to conceive of a paradig-
matic analysis of music was Nicolas Ruwet [48.54]. He
and his successors worked almost exclusively with no-
tated music from the Western tradition. It was Simha
Arom, in his studies of polyphonic traditions from the
Central African Republic [48.55], who developed these
techniques of classification and paradigmatic analy-
sis most fully for ethnomusicological research. Arom
used the natural commutation test of a cyclic music
with repeated variation to discover culturally equiva-
lent variations in diverse polyphonic musics, thus un-
covering the paradigms of their musical languages.
Through identifying common aspects between like pat-
terns, Arom was able to decode a model for different
rhythmic and melodic patterns and their possible vari-
ations. In Fig. 48.9, we see an example of what Arom
calls a paradigmatic block: a group of rhythms that are
deemed culturally equivalent among the Banda-Linda
in the context of a specific ritual – rhythms that are freely
interchangeable in their given position in the cycle.

A closely related form of linguistic analysis
that also bled over into ethnomusicological research
was Chomsky’s transformational-generative grammar
[48.56], which aimed at [48.57, p. 163]

separat[ing] the grammatical sentences of a lan-
guage from the ungrammatical ones and [. . . ]

a ×168

b ×10

c ×7

d ×7

e ×2

f ×1

g ×9

h ×1

i ×1

j ×1 Fig. 48.9 Example of Arom’s
paradigmatic block (after [48.55,
pp. 256–257])

provid[ing] a systematic account of the structure of
grammatical sentences.

An early example of the transformational model being
applied to music is Edward Sapir’s 1969 study of Diola-
Fogny funeral songs [48.58]. Sapir incorporates insider
(emic) names for different song structures while apply-
ing to those structures a transformational analysis that
shows features shared by all the songs, and revealing
each of the ways new variants can be derived. Johan
Sundberg and Björn Lindblom’s 1976 article on gener-
ative theories [48.59] describes both Swedish nursery
tunes and melodic variants of Swedish folksongs us-
ing generative rule systems. The authors then point to
similarities between the two systems as potential guid-
ing principles for composing simple melodies. They
further hypothesize that connections between those
musical rule systems and Chomsky and Halle’s gen-
erative phonology of the English language reflect gen-
eral characteristics of human cognitive capacities. Vida
Chenoweth and Darlene Bee’s comparative-generative
study of melodic structure in New Guinea [48.60] takes
a different approach. The authors present three models
of Awa song types (melodic structures) in the hopes
of giving cultural outsiders simple visual tools with
which to compose syntactically appropriate melodies
in each structure. Figure 48.10 shows the authors’ flow
chart and associated formula for describing the simplest
melody type. All syntactic units (notes) are described
in terms of their interval relationship to the tonal cen-
ter (TC), with L representing intervals below it (lower
than) andH representing those above it (higher). As can
be seen in the accompanying description, the flow chart
and formula show all the possible choices that a com-
poser can make, thus presenting a generative grammar:
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m6L

m3L

TC

m3L

TC

An Awa melody composed on this pat- 
tern may begin on either a minor third lower 
than the tonal center or on the tonal center. If 
it begins on the tonal center there must be at 
least one repeat of the first note. The melody 
may end with either the tonal center or the 
minor third. The core of the melody consists 
of alternations between these two with an 
optional progression of a minor third plus a 
minor sixth and back to a minor third.

φ

{m3L; TC + TC} + {(TC) + m3L +
(m6L + m3L); m3L + TC} n + φ

Fig. 48.10 Chenoweth and Bee’s flow
chart (left), formula (top right), and
description (bottom right) for one Awa
song type (after [48.60, p. 779])

a set of rules representing all the syntactically cor-
rect ways to generate new melodies in this melodic
structure.

Concluding Remarks on Linguistic Approaches
Like all the methods discussed thus far, linguistic ap-
proaches to ethnomusicological analyses also have their
critics. In an atmosphere of cultural relativism, one of
the major points of contention is that these scholars, like
many of their forebears in CM, were often unconcerned
with how music related to culture. Further, ethnomu-
sicologists like Stephen Feld [48.61] have questioned
the practice of asserting equivalence between music and
language without really demonstrating it, calling at-
tention to studies that assume rather than explain the
validity of using linguistic models for musical analysis.
These detractors warn against what Aniruddh Patel calls
the distraction of superficial analogies between music
and language [48.62, p. 5], and promote the need for

skepticism when considering studies that claim strict
equivalence between them. As Lerdahl and Jackendoff
argue [48.63, p. 5]:

Many previous applications of linguistic methodol-
ogy to music have foundered because they attempt
a literal translation of some aspect of linguistic
theory into musical terms – for instance, by look-
ing for musical parts of speech, deep structures,
transformations, or semantics. [. . . ] One should not
approach music with any preconceptions that the
substance of music theory will look at all like lin-
guistic theory.

Flawed though these approaches may have been,
however, like the early comparative approaches, they
helped to build a toolkit of methods that an ethnomu-
sicologist could turn to – with a critical eye – to help
with analysis.

48.3 Analysis in Modern Ethnomusicology

As we have seen in this chapter, analytical ethnomu-
sicology is in its very nature subjective and imperfect.
But, as Judith Becker has maintained (wisely if some-
what idealistically) of these many approaches attempted
over the decades [48.64, p. 113]:

In each case, ethnomusicologists had the good
sense to learn from these movements what was
useful to us. In the process we became enriched
theoretically and methodologically. Eventually, the
realization sets in that this or that approach does
not, as first assumed, solve all our problems or an-
swer all our questions. But we move on with a richer
arsenal of ways to think about music. We do not dis-
card approaches that once seemed stunning in their
ability to reveal insights into music and musical be-
havior, but subsequently were shown to be partial
and vulnerable. Rather, we carry within ourselves,

like a palimpsest, each theoretical methodological
approach with which we have seriously engaged,
and we are richer for it.

This assertion, unfortunately, is the ideal, not yet the
reality. Thus, in this final section, we will attempt to un-
derstand the still-uncertain status of analysis within the
field – and perhaps look to the increased prominence
that it could enjoy in the future – through a discussion of
our field-defining rhetoric and an examination of a few
of the new analytical methods evolving within the dis-
cipline.

48.3.1 The Still-Shaky Position of Analysis
in Ethnomusicology

Despite the rocky history examined here, many ethno-
musicologists do see the value of music theory and anal-
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ysis, and a not insignificant number of us include them in
our studies. AsGabriel Solis has argued [48.39, p. 533]:

Such music theory [. . . ] should be – and, indeed,
is – neither of limited value to questions about mu-
sic as social practice, nor marginal to the discipline
of ethnomusicology at large, but rather of central
importance in practice and in principle to both.

AndMichael Tenzer contends [48.65, pp. 6–7]:

Once observed, sound patterns can be mobilized for
many purposes: to demonstrate or inspire composi-
tional depth or ingenuity, to discover an archetyp-
ical sound-structure model on which a music or
repertoire is based, to symbolize or reflect a phi-
losophy, social value or belief (of the analyst, the
composer(s), performer(s), or their society), to re-
veal a historical process of change, to unearth sus-
pected connections to music elsewhere, to embody
a mathematical principle. Good analysis demysti-
fies by cracking sound codes, better enabling the ear
to collaborate with the mind in search of richer ex-
perience.

That music theory and analysis are an integral part
of ethnomusicological research thus seems an already
accepted norm. Yet, since the so-called great divide of
the discipline at mid-century, they have never regained
equal footing with the more anthropology-based stud-
ies in the field. As Jonathan Stock observes [48.66,
pp. 224–225]:

music analysis per se has been and continues to be
questioned by the influential anthropological bloc
within ethnomusicology [. . . ] Whether the distrust
by music anthropologists for what they see as the
analysis of acontextual musical features is indeed
academically well-founded may be contended with
on a number of levels, but, in that it is analysis of the
interplay between musical context, behaviour and
sound that continues to dominate ethnomusicology
[. . . ] the anthropological view remains a powerful
one in the shaping of ethnomusicological discourse.

MervynMcLean agrees, calling attention to the still-
prevalent notion that the earlier specifically musical
approaches (especially those involving transcription
and analysis) are no longer acceptable [48.3, p. 330].
He argues fervently that a complete ethnomusicologist
must be equally competent in both music and anthro-
pology, and warns that [48.3, p. 333]

one of the most pernicious outcomes of the ap-
plication (or more accurately misapplication) of
Merriam’s model [of concept–behavior–sound] is
that it has led to the sound component of the model

effectively becoming lopped off in favour of the
remainder, because analysis of mere sound is sup-
posed to obscure the reality of whatever it is that
lies behind it.

Indeed, many ethnomusicologists today still shy
away from analysis or even warn against it. In his
Very Short Introduction to Ethnomusicology [48.67],
for instance, Timothy Rice expresses concern that the
goals of music analysts likeMichael Tenzer [48.65, 68],
reposition ethnomusicological study within a European,
universalizing definition of what art is in contrast to
the last thirty years of ethnomusicological work [48.67,
p. 62]. These analyses, in Rice’s estimation, are prob-
lematic because they elevate a Kantian view of music
as art, which [48.67, p. 62]

has been used to valorize a limited, European view
of art as always about beauty and to relegate non-
European practices to a category of non-art or
functional or applied art.

These definitions of both music and analysis, however,
seem narrow: Rice implies that analysts always con-
sider music to be art, assumes that one would not wish
to analyze something that was not high art, and by ex-
tension insinuates that analysis seeks to categorize and
exclude, not to explore and discover.

Yet, though the role ofmusic theory and analysis has
been the subject of an ongoing negotiation since ethno-
musicology’s inception, to the credit of Tenzer, Stock,
McLean, and other scholars passionately addressing the
relative scarcity of analysis in our field, the tenor of this
dialog has shifted in recent years. We have seen the es-
tablishment of the Analytical Approaches to World Mu-
sic (AAWM) journal and conference, both of which rely
heavily on the contributions of self-proclaimed ethno-
musicologists. Further, Tenzer’s 2006 Analytical Stud-
ies in World Music [48.65] – a compendium of work
from both ethnomusicologists and Western music the-
orists – was successful enough that Oxford University
Press released a sister volume in 2011 [48.69]. And
Gabriel Solis reports that in the British Journal of
Ethnomusicology about 30% of recent articles have in-
cluded significant music analysis [48.39, p. 535]. This
is certainly an improvement over the aforementioned
surveys of the North American Ethnomusicology jour-
nal by Rice and myself. Further, many recent published
books and theses – like Marc Perlman’s Unplayed
Melodies [48.70] and, in very different ways, Thomas
Turino’sMusic as Social Life [48.71] andMichael Ten-
zer’s Gamelan Gong Kebyar [48.68] – have also en-
gaged in close musical analysis.

Yet there is still a significant imbalance of analyt-
ical versus anthropological studies; the pendulum has
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yet to return to center after its mid-century swing. Solis
attempts an explanation for this by shining a light on
our own rhetoric surrounding analysis. He reproaches
many ethnomusicologists for giving music theory and
analysis short shrift in their field-defining metatheory,
citing a recent article by Timothy Rice aimed at delineat-
ing the tasks and directions of the field [48.72]. While
Rice, in his own research, does occasionally engage
in what Solis (and I) would term a music theory and
analysis of Bulgarian music, in his field-defining writ-
ing he seldom metadiscursively acknowledges the ways
that ethnomusicologists engage in theory about musi-
cal sound [48.39, p. 531]. In fact, he even goes so far as
to present an off-hand dismissal of music theory as an
exogenous and currently marginal practice to the disci-
pline [48.39, p. 532]. While Rice is perhaps extreme in
his view of music theory’s tangential role, Solis points
to the limited role of explicit language about music the-
ory and analysis [48.39, p. 546] and a general lack of
deep engagement with these approaches in many of our
major field-defining writings as a potentially danger-
ous precedent. He points to two seminal introductory
texts on ethnomusicology as prime examples: Helen
Myers’ Ethnomusicology [48.73] and Bruno Nettl’s The
Study of Ethnomusicology [48.43]. In these works, de-
spite prefatory remarks embracing an integrated view
of the field, considerations of musical sounds become
somewhat buried or separated from the main body of
the work. Myers, for instance [48.39, pp. 545–546],

includes major, very important articles [. . . on
transcription and analysis], but questions of music
theory and analysis, and their role in answering
anthropological questions are largely missing from
other chapters in the volume.

And ironically, though I have attempted here to present
connections between anthropological and musicologi-
cal concerns in ethnomusicology, the current chapter
may simply be another in a long line of writings that
separate analysis from the rest of the field.

Though many ethnomusicologists are now engag-
ing in intensive music theory and analysis, then, the
metatheoretical ambivalence [48.39, p. 541] facing
those studies may perpetuate their second-class status.
I am continually surprised at how many ethnomusicol-
ogists – when I talk to them at conferences – admit to
being interested in music theory and analysis, because
I do not hear about it in their papers. It seems almost
a case of so-called pluralistic ignorance, where virtu-
ally every member of a group or society privately rejects
a belief, opinion, or practice, yet believes that virtually
every other member quietly accepts it [48.74, p. 161].
The end result of this metatheoretical silence on the
topic, then, becomes a vicious cycle where each new

generation learns from teachers who, themselves, were
not trained to do analysis. Absent from our metathe-
ory, music theory and analysis do not play a large
role in most of our Intro to Ethno classes, require-
ments for graduate programs, or conference themes.
As the graduate students of this generation become the
next generation of teachers and writers, they will not
necessarily think to include music theory and analysis
approaches in their own writing or teaching; they have
been acculturated into the thought-habits of the previ-
ous generation. Were music theory and analysis to enter
our rhetoric, conferences, and grad programs in a more
meaningful way, we would surely see more scholars en-
gaging with music theory as well as social theory. And
that deepening can only strengthen and enrich us. So
how do we proceed from here?

48.3.2 A Panoply of Analytical Methods

Over the last half-century, ethnomusicologists inter-
ested in analysis have been grappling with the lessons
of anthropological study and relativism, and we have
learned that we cannot apply the same analytical ap-
proaches to every music culture. The paradigmatic
analysis that Arom used to unravel underlying models
and rules of variation for Central African polyphony,
for instance, might quite aptly be applied to the Anlo-
Ewe drumming examined by Locke [48.75]. Like those
musics discussed by Arom, this tradition centers around
short cyclic patterns varied by individual players, thus
allowing the analyst to establish rhythmic models and
equivalences. Or, as I have done for my analyses of
Balinese improvised arja drumming [48.76], Arom’s
method could be emulated but then tweaked to suit the
different style of cyclic variation in that tradition: one
in which each set of paradigms does not trace to a sin-
gle identifiable composition but rather a constellation of
possible patterns then varied upon. For yet other styles,
like the alap in a Hindustani rag performance, which
does not have a steady rhythmic framework upon which
equivalences may be found, paradigmatic analysis will
probably be a much less fruitful approach. The analyst
must choose from her/his toolkit of methods those that
best suit the genre, so that, as Marcia Herndon puts
it, our conclusions about a particular piece [can] be
checked by actual events within that piece, actual events
within related pieces, [or] by informants [48.77, p. 252].

Jonathan Stock has noted that detractors of analyt-
ical ethnomusicology regularly censure music analysis
as drawing on the values of the external scholar to the
exclusion of those of the cultural insider. He argues
vehemently that this criticism is intellectually unsat-
isfactory and asserts that analysis lies [48.78, pp.189–
190]
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much closer to sensitive interpretation than dispas-
sionate description when done well. Like ethnogra-
phy, analysis is ultimately a means to develop and
recontextualize understandings as we communicate
them to our readers.

Most of the analytical studies published in the last few
decades fly in the face of the so-called anthropology-
musicology divide, and many scholars are attempting
to amalgamate music theory with social theory in
their writings. Thomas Turino in his Music as Social
Life [48.71] examines the ways that music can be so-
cially meaningful. But the book is also [48.71, pp.1–2]

an introduction to some basic conceptual models
that might help to illuminate why and how music
and dance are so important to [. . . ] fundamental as-
pects of social life,

thus blending social theory with music theory. This
more integrated approach has been at the center of
many recent offerings in the field. In her article Riffs,
Repetition and Theories of Globalization, for instance,
Ingrid Monson presents a detailed knowledge of musi-
cal practice [as] crucial in situating music within larger
ideological and political contexts [48.79, p. 33]. Marc
Perlman agrees. In his work on Central Javanese pathet
he has tried to show [48.80, p. 68]

how very close analyses of the music itself need
not be divorced from issues of status, gender, or
colonial history. The more detailed our technical
analyses, [he asserts,] the more opportunities we
will have to show how sounds and context are subtly
intertwined.

In my own studies of diffusion and change in Balinese
arja drumming [48.81], a musical analysis of patterns
from seemingly unconnected drummers was what led
me to dig deeper, thus finding musicogenealogical links
between them. Music analysis and social analysis, then,
can be mutually beneficial, reinforcing and informing
one another.

Anthropological approaches have also informed
analysis in other ways. Methods of fieldwork have
allowed many analytical studies to draw on con-
cepts from local music theory. In his 2004 Unplayed
Melodies [48.70], for instance, Marc Perlman relies
heavily on the insights and expertise of master musi-
cians from Java in order to unravel the implicit unplayed
melodies upon which Central Javanese gamelan music
is based. In his study of Balinese gamelan gong lu-
ang [48.82], Wayan Sudirana’s analyses are very much
informed by ideas and terminology from interviews and
casual conversations with individual musicians. And
Andrew McGraw’s Musik Kontemporer [48.83] and

Radical Traditions [48.84] equally draw upon ethno-
graphic perspectives from contemporary Balinese com-
posers and musicians.

In this more well-rounded world of analysis, each
scholar chooses her/his own approach. What we have
seen over the last 20 years is an explosion of new meth-
ods as well as attempts to resurrect and improve upon
older ones. There is no style of analysis that domi-
nates the scene. Some scholars will choose to apply
well-established techniques to their studies, but often in
surprising ways. Jonathan Stock [48.66], for instance,
has suggested that Schenkerian analysis may be appro-
priate for some ethnomusicological studies, applying
it to such diverse musics as the Kalasha praise songs
of north-western Pakistan and Beijing opera. Others
look farther afield, exploring interdisciplinarity in eth-
nomusicological analysis. Many of these scholars are
revisiting Carl Stumpf’s early interest in the psychology
of music, borrowing theory and method from cognitive
science. An important book from the 1990s incorporat-
ing musical analysis with cognitive studies is Benjamin
Brinner’s Knowing Music, Making Music [48.85]. This
insightful work sheds light on ways of knowing and
concepts of competence through the lens of Javanese
gamelan practice and performance. More recently, an
article on improvisation in Indian classical singing by
Richard Widdess [48.86] uses the concept of schemas –
or cognitive maps – to examine processes of variation
(laykārı̄).Widdess explores the idea that [48.86, p. 198]

both the singer’s improvisation, and the listener’s
comprehension of it, depend on the simultaneous
combination of pre-existing schemas, which enable
the singer to arouse, and the listener to feel, varying
degrees of uncertainty, expectancy and resolution.

These are just two of many applications of cognitive
science for analytical ethnomusicology.

In an environment where new approaches are en-
couraged and past approaches revisited and refined,
there are far too many analytical methods in the mod-
ern toolkit to discuss them all here. In the following
sections, then, we will briefly explore two quite dif-
ferent directions taken in recent years, both innovative,
interdisciplinary approaches: the development of com-
putational ethnomusicology and a return to comparative
analysis.

48.3.3 Computational Ethnomusicology

The rise of new computer technologies has provided
many opportunities for ethnomusicological analysis in
recent decades. The use of computers and other ma-
chines by ethnomusicologists is by no means new –
Charles Seeger developed the Melograph for graphic
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transcription and the real-time analysis of pitch, dy-
namic, and timbre back in the 1950s – but a trend
of using electronic tools for transcription and analy-
sis did not follow for another 50 years. Nicholas Cook
hypothesizes that much of this had to do with the
strong reaction against comparative work in the mid-
century [48.87, p. 103]:

Perversely [. . . ] the possibility of computational ap-
proaches to the study of music arose just as the idea
of comparing large bodies of musical data – the
kind of work to which computers are ideally suited –
became intellectually unfashionable.

In the interim, some isolated studies have arisen,
dispersed throughout various journals in many disci-
plines. Only in the last decade has there been a con-
certed effort to gather relevant, high-quality research
on computational methods and applications in ethno-
musicology into a unified, accessible forum for eth-
nomusicologists [48.88, p. 111]. Two important recent
sources are Tzanetakis et al.’s introductory article in the
Journal of Interdisciplinary Music Studies [48.89] and
a special issue of the Journal of New Music Research
(JNMR) from 2013 that presents several different stud-
ies on the topic (including [48.88, 90–92]).

Computational ethnomusicology, or CE, is under-
stood to be the design, development and usage of
computer tools that have the potential to assist in ethno-
musicological research [48.89, p. 3], and beyond that,
may have the capacity to develop [48.88, p. 111]

theories or hypotheses (not just tools as a spread-
sheet or a statistical package can be) about pro-
cesses and problems studied by traditional ethno-
musicologists.

Many recent CE studies are taking advantage of mu-
sic information retrieval (MIR) techniques: tools that
allow users to organize, search, and understand very
large collections of data. Until recently, such techniques
were largely used for popular applications, such as
selecting music for personalized radio stations, query-
by-humming [48.93], automatic genre classification,
and tempo tracking. The potential benefits of such tools
for the academic musical analysis of large data cor-
puses have only begun to be examined: analyzing pitch
use or finding recurring rhythms or melodic patterns
in collections far larger than a human could do by
hand, transcribing for microtiming, analyzing minute
physical performance gestures, searching for structural
patterns in large collections, and so on. Joren Six et al.’s
contribution to the JNMR special issue [48.92], for in-
stance, introduces a modular software platform called
Tarsos, which is designed to precisely extract pitch in
recorded music of any tradition and, more importantly,

to analyze pieces for their pitch distribution and organi-
zation. Figure 48.11 shows the various components of
the Tarsos platform, which begins with a digital audio
input, extracts pitch estimations, draws a histogram of
pitch distribution, and finally creates an audio output of
the result.

A tool such as this, if sensitively applied, could pro-
vide accurate cross-cultural pitch distribution analysis
of a kind Ellis and Hornbostel could only dream.

Other applications of CE focus on the precise anal-
ysis of rhythm and timing, something for which com-
puters are better suited than the human ear. In Rhythm
Analyzer [48.94], Kenneth Lindsay uses computational
analysis to measure swing in various recordings of Reg-
gae, Afro-Brazilian music, and Western pop. Cornelis
et al. [48.91] discuss the problems in using a computa-
tional approach to address tempo perception and levels
of meter in Central African music. And even as early as
1993, Jeffrey Bilmes [48.95] was [48.89, p. 10]

work[ing] with multitrack audio recordings of Afro-
Cuban percussion, extracting note timing, mod-
elling note timing [. . . ] and finally applying ma-
chine learning techniques to produce stylistically
correct expressive timing for new phrases.

Yet other applications of CE involve the classifi-
cation of different pieces based on recurring rhythmic
or melodic patterns. Lin et al. [48.96] have developed
a method for determining the genre, or class, of a piece
of music by identifying significant repeating patterns
and then matching them to similar recurring patterns
in other pieces of the same genre. Though their study
shows varying levels of success depending on the genre
being examined, its computational techniques provide
interesting potential for more specific applications of
pattern analysis. In his 2013 Antipattern Discovery in
Folktunes [48.90], for instance, Darrell Conklin ana-
lyzes a large corpus of Basque folk tunes from different
genres and identifies what he calls antipatterns – those
patterns that are very common in most genres of folk
tunes but rare or absent in one genre or set. In this
way, he creates negative association rules for the iden-
tification of songs within certain sets of music, thus
predicting the absence of a genre based on the presence
of a pattern [48.90, p. 166].

Other studies using computational techniques at-
tempt further levels of interdisciplinarity, interfacing
with not only ethnomusicology but other fields of in-
quiry as well. In their Computational Models of Sym-
bolic Rhythm Similarity, Toussaint et al. [48.97] test
computational judgments of the relative similarities of
different rhythms against human perception, thus touch-
ing not only on ethnomusicology, computer science,
and mathematics, but also cognitive science.
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Fig. 48.11 The components of the
Tarsos platform (after [48.92, p. 115])

It is hopefully clear from this limited examination
that, though still a young field, computational ethnomu-
sicology presents a number of new avenues for analysis
and research. What will hopefully also be obvious,
however, is that many computer-based tools are very
useful for low-level analysis but, to be truly insightful,
require refinement and, more importantly, interaction
with music specialists. As Tzanetakis et al. state, we
must [48.89, p. 12]:

actively seek interdisciplinary collaborations that
include music scholars and technical researchers.
Experimental results should generally be inter-
preted by music scholars with an understanding of
the specific music(s) involved.

Only in this way can domain-specific techniques and
custom software be developed to tackle less gen-
eral questions geared toward individual music tradi-
tions.

48.3.4 The New Comparative Musicology

The interest in interdisciplinary approaches currently
fueling the growth of CE has also helped to reinvigo-
rate comparative research. This renewed focus opposes
the general perception in the field [48.3, p. 315]

that comparison is not only old fashioned but also
in some sense unacceptable or even indefensible.
[. . . Of course] most early comparative musicology
was based on now long-discredited theories related
to Kulturkreise and evolutionary ideas [. . . ] No one
wants to be tainted with such a brush, and there is
irrational distaste for the whole idea of comparison
as a result.

Yet it seems premature to throw the baby out with
the bath water. Comparative musicology was in many
ways a groundbreaking, forward-looking, wonderfully
experimental field. It brought together scholars of di-
verse specializations – both scientific and humanistic –
and tried to grapple with some of the most basic ques-
tions of human existence: Why do we make music?
What unites all musics and thus all peoples? Can we
trace connections across the world through music? Per-
haps these questions are impossible to answer in full,
but without the latent Eurocentrism of Hornbostel’s
generation – or, more accurately, with a reconstructed,
self-aware ethnocentrism cognizant of its own dan-
gers – and with the benefit of a century’s worth of
insight and experience, old comparative methods and
interests are leading to new analytical studies.

Comparative research in modern ethnomusicology
takes many forms. In some cases, it involves the es-
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tablishment of general theories that are cross-culturally
relevant. Michael Tenzer, for instance, both in indi-
vidual articles [48.98, 99] and edited works [48.65, 69]
has established broadly applicable approaches for the
classification and comparison of music according to
its temporal organization. Tenzer asserts that periodic-
ity is really a universal, inseparable from a conception
of music. This justifies choosing it as a framework
for analysis that may be applied across genres and
across cultures [48.65, p. 23]. In his Temporal Trans-
formations in Cross-Cultural Perspective [48.99], for
instance, Tenzer examines concepts of time transfor-
mation cross-culturally by comparing instances of tem-
poral augmentation in three distinct pieces of music –
from Europe, South India, and Indonesia – and ex-
ploring how that temporal augmentation interacts both
with the piece’s musical structure and with the listener’s
orientation in musical time. He hypothesizes that study-
ing processes of time transformation cross-culturally
can lead to musical and cultural insights and, more
broadly, that cross-cultural research on musical tem-
porality can lead to the discovery of some cognitive
universals [48.99, pp. 1–2]. In a very different way,
Judith Becker’s Deep Listeners [48.100] sets up a the-
oretical basis for the cross-cultural analysis of high
emotion and trance responses to music by drawing on
new research from the fields of neuroscience and biol-
ogy.

These sorts of universally applicable theories
present their own unique set of problems. We know
from earlier attempts at comparison that creating appro-
priate comparative categories can be daunting. At the
first AAWM conference in 2010, Simha Arom raised
this matter in a plenary session entitled Ethnomusicol-
ogy, Music Theory, and Music Analysis. There, Arom
made the contentious claim that if we wished to ex-
amine the concept of meter cross-culturally, we needed
to provide the most neutral possible framework. Meter
could not be defined as intrinsically multilevel and hi-
erarchic as the growing consensus on the matter since
the publication of Lerdahl and Jackendoff ’s A Gener-
ative Theory of Tonal Music [48.63] asserted, because
Arom did not see African music as having more than
a bare skeleton of a hierarchy which, moreover, did not
meet other accepted criteria for meter (typified by Ler-
dahl and Jackendoff’s preference rules). Accounting for
African meter in any encompassing definition meant
abandoning what Arom suggested were biases favoring
the structure of European musics, and therefore implied
that asserting anything universal or cross-cultural meant
only going for the minimal. At worst, this contention
suggests that cross-cultural studies can only be shal-
low. Whether or not that is the case, the problem of
defining meter nonetheless remains, and engaging in

cross-cultural study demands reflection on these more
difficult questions and the careful development of new
solutions to old problems.

Two of the most avid proponents of reestablish-
ing the comparative approach, Patrick Savage and
Steven Brown, have proposed parameters and direc-
tions for a new comparative musicology [48.101], one
that [48.27, p. 148]:

seeks to classify the musics of the world into stylis-
tic families, describe the geographic distribution
of these styles, elucidate universal trends in mu-
sics across cultures, and understand the causes and
mechanisms shaping the biological and cultural
evolution of music.

This newer incarnation of the subdisciplinewould avoid
some of the pitfalls of earlier comparative studies by
using larger sample sizes, focusing primarily on re-
gional comparison, selecting appropriately sized units
for analysis (e.g., individual songs, phrases, etc. as
opposed to whole genres or cultures), creating culture-
specific as well as more general and universal systems
of classification, cross-culturally analyzing nonacoustic
features of music – Merriam’s behaviors and concepts –
as well as music sounds, and so on [48.27].

The new comparative musicology demands mutu-
ally beneficial cross-disciplinary research, where an-
thropological, historical, biological, and linguistic stud-
ies, among others, help to inform discoveries in music
research, but where the reverse is also true: where
[48.27, p. 151]

knowledge of music’s cultural evolution can be use-
ful in illuminating human history more generally,
including such phenomena as migration, colonial-
ism, globalization, and other forms of cultural con-
tact.

In his provocative Echoes of Our Forgotten Ancestors,
Victor Grauer [48.102] has attempted to do exactly that
for the ancient populations of Africa. A collaborator
on Lomax’s Cantometrics project, Grauer uses song
classification techniques to hypothesize that Pygmy
and Bushmen groups, long isolated by geography, both
maintain salient structural features of the same ancient
musical practices. The striking similarities in their mu-
sics – interlocking polyphony made up of short phrases
of continuous sound, repeated and varied, and sung in
open-throated, blended voices with yodeling – he as-
cribes to a common ancestor. And he backs his theory
with current research in genetic anthropology that has
compared the DNA of Pygmy and Bushmen groups
with that of other groups of black Africans and found
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that the former two groups tend to have older mito-
chondrial and Y haplotypes [48.102, pp. 8–9]. Thus,
the musical and the biological research support each
other. And althoughGrauer’s theories have not gone un-
questioned [48.103], they provide a model for a very
different kind of interdisciplinary analysis.

Much narrower in geographical scope but with the
potential for large-scale insights is Brown et al.’s Corre-
lations in the Population Structure of Music, Genes and
Language [48.104]. This study examines the traditional
group-level folksongs of nine indigenous populations in
Taiwan using a modified Cantometrics system, called
CantoCore [48.105]. The distance between each tradi-
tion in terms of its musical features is measured against
existing information on mitochondrial DNA in the same
populations to search for correlations. As we can see in
Fig. 48.12, these measurements are most certainly con-
nected.

In fact, this study shows stronger parallels between
music and genes than between language and genes, and
is thus [48.104, pp. 1,4]

the first quantitative evidence that music and genes
may have coevolved [and that music] might serve
as a useful marker to study human migrations and
human origins more generally.

Related to this sort of evolutionary study are the phylo-
genetic analyses undertaken by scholars like computer
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scientist Godfried Toussaint. Phylogenetics, which is
a biological classification method that traces genetic
links between organisms, is [48.107, p. 1115]

used to create a nested series of taxa based on ho-
mologous characters shared [. . . ] by two or more
taxa and their immediate common ancestor, [and]
offers a means of reconstructing artifact lineages
that reflect heritable continuity.

For larger datasets in comparative study, computational
methods are very useful, and Toussaint certainly uses
these [48.97], but a smaller study will elucidate the
method. Toussaint’s article on African ternary rhythm
timelines [48.106] presents an analysis of ten 12-pulse,
7-stroke bell patterns from various African and African
diaspora communities, shown in Fig. 48.13.

Toussaint measures the rhythmic similarity of these
12 patterns in terms of swap-distance – the minimum
number of times one would have to move a note on-
set by one pulse in order to transform one pattern into
another. These swap distances are then represented in
a number of ways, including the swap distance matrix
and phylogenetic SplitsTree shown in Fig. 48.14. Here
the reader will notice a similarity between this style
of distance tree and the one used by Savage et al. in
Fig. 48.12. And, as Toussaint points out, with further
research these mechanisms may in turn shed light on
the evolution of such rhythms [48.106, p. 34].
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48.3.5 The Challenges of Interdisciplinarity

It seems, then, that many of the most innovative new
directions in analytical ethnomusicology are interdisci-
plinary. So now the question becomes how to dowork in
a multidisciplinary project that speaks faithfully to each
field involved. Whether or not we wish it were so, each
field to some extent speaks its own language and has its
own assumptions and priorities. And while scholars like
Victor Grauer [48.102] synthesize ideas from quite di-
vergent fields without the help of collaborators, Steven
Brown, in his presentation at the 2012 AAWM confer-

ence, opined that most of us cannot hope to become
experts in all of these branches; we must instead build
working partnerships with specialists in other fields. In-
deed, part of the reason that Savage et al.’s study of
Taiwanese folksongs was so insightful was that, of the
five authors contributing to the brief seven-page report,
one worked in musicology, one in evolutionary genet-
ics, one in psychology, neuroscience and behavior, and
the final two in the medical profession in Taiwan. Spe-
cialists from divergent fields working toward a common
analytical goal can lead to insights in all these different
disciplines, and I believe that this open collaborative ap-
proach is the future of analytical ethnomusicology.

48.3.6 What Happens Now?

With all these opinions and methodologies at our dis-
posal, the role of an ethnomusicologist now is to select,
from an ever-expanding toolkit, those approaches best
suited to the individual genre or piece under exam-
ination. Each may draw into focus (and conversely,
obscure from view) certain aspects of the music, and
thus the researcher may wish to attempt analysis of
a given piece or genre through several approaches.
Some of the earlier methods – general description or
trait listing or classification – are perhaps more broadly
applicable. Others, like Schenkerian, paradigmatic, or
phylogenetic analysis will only be useful for the ex-
amination of certain genres or pieces or datasets. The
researcher may even need to invent her/his ownmethod,
inspired by some of those explored here and always
informed by the music theory (oral or otherwise) of
her/his teachers and collaborators within the culture un-
der examination. And, as we have learned from many
of the more recent studies in analytical ethnomusicol-
ogy, interdisciplinarity and an openness to collaboration
with scholars in other fields – from anthropology to bi-
ology to computer science – will be what leads to some
of our deepest analyses, our most exciting discoveries,
and our most insightful new questions.
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49. Musical Systems of Sub-Saharan Africa

Simha Arom

The following chapter is a brief overview of Sub-
Saharan music traditions based on our current
knowledge. It seeks to fill a gap that exists in the
studies done thus far because, to the best of our
knowledge, no inventory of the essential param-
eters that go into the constitution of this region’s
musical systems has been made. This is probably
due to the fact that ethnomusicologists specializ-
ing in African music as well as many others give
priority to the cultural or anthropological context
in which music practices have a function, rather
than considering the subject itself – music – as
a system.

In light of this situation, and while I am aware
of the weaknesses and imperfections such an ap-
proach will have difficulty avoiding, it nevertheless
seems worthwhile to make an attempt.

This chapter is not intended to be exhaustive
but is rather, beyond its specific content, an at-
tempt to provide a tool for study that is easy to use
and practical to all those who are interested
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in and curious about the grammar that underlies
the Sub-Saharan African music traditions: schol-
ars, teachers, students, not to mention those on
the creative end, notably jazz musicians and com-
posers, and more generally all people interested
in music from beyond Europe and those interested
in the manufacturing of African folk music.

In my mind, the value of this work extends
beyond the text to include collections of refer-
ences and the selective but very rich bibliography.
These collections are divided into the following
categories: general characteristics of African music,
the acquisition of musical knowledge, taxonomy,
scales, time organization, form and structure, vari-
ations, polyphonic techniques in general, hocket
and polyrhythm. Each one lists authors whose
work covers these categories. Readers can then
consult the bibliography for further study of an
author or subject presented in the text.

Traditional Sub-Saharan music can generally be de-
scribed as follows:

� It is transmitted orally with no written support.� It is collective: the community as a whole ensures
its perennity.� It is most often anonymous and undated. We don’t
know who created it or when.� It is functional – or more precisely, circumstantial.
It is not conceived for use outside its sociocultural
context.� It is not the subject of abstract speculations by the
people who practice it, so the theory that underlies
the music is essentially implicit.

For general characteristics of African music, see
[49.1–13].

The diversity of traditional music coincides with
the diversity of the ethnic groups and subgroups as re-

flected in their specific languages and dialects. Each
ethnic group or subgroup has its own dialect or manner
of speaking that distinguishes it from all others. This
same diversity exists in music. There are as many musi-
cal idioms as there are ethnic communities or languages
and dialects in Sub-Saharan Africa.

The acquisition of the basis of musical knowl-
edge goes hand-in-hand with language learning, ie,
it occurs empirically. In the first phase, passive new-
born babies absorb the music that surrounds them; as
their motor functions develop, children progressively
join in the various musical activities, first by clapping
their hands in rhythm, then by singing, and finally
by trying to play an instrument (for more concerning
music learning in traditional societies, see [49.5, 12,
14–22]).

The consistency of African traditional music is
manifested within each ethnic community, firstly
through its functionality – in other words the social and/
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or religious circumstances with which it is intimately
linked – through the groups that are required for its
performance, and lastly through the elements that con-
stitute its systemic framework.

It seems important to immediately point out that
functionality and musical systems are closely linked
within ethnic communities. The relationships between
the repertoires and the circumstances can be of three
types.

Each circumstance that requires musical accom-
paniment corresponds to a particular repertoire, char-
acterized by a specific number of songs, a predeter-
mined instrumental ensemble and a set of rhythmic or
polyrhythmic formulae that belong only to the music as-
sociated with this circumstance. Each repertoire is thus
the equivalent of a musical category distinct from all
other categories (on the subject of categorization, see
[49.10, 12, 14, 18, 21, 23–37]).

One given situation may draw on several reper-
toires. Several repertoires may use the same rhythmic
or polyrhythmic formulae. Within the same language
group, people can share repertoires with the same name
and functions. In some regions, the repertoires and the
contexts with which they are associated are part of
a broad dissemination network. Two or several popu-
lations with different languages share one or several
repertoires with names and performance contexts that
are the same.

The constituent elements of this music include
the following parameters: pitch, time structure, timbre,
form, structure, performance procedure and technical
process. We will examine them one by one.

The pitch system is obviously related to the musical
scales, which vary widely. They range, according to re-
gion or ethnic group, from the anhemitonic pentatonic
system to the equiheptatonic scale, pentatonic intervals
of whole or equidistant steps, tetratonic, hexatonic, di-
atonic scales and still others, without overlooking those
that have movable degrees (depending on whether the
melodic movement is upward or downward). In many
cases, the same community uses various types of scales
that are respectively linked to different repertoires (for
more regarding scale systems, see [49.6, 9, 11, 12, 24,
25, 27, 31, 33, 38–58]).

The structuring of time is based on music that is al-
most always measured, i. e., within which the durations
have strictly proportional relationships.

The great majority of forms of African music are
based on a strict periodicity, determined by the oc-
currence of similar events at identical positions in
a temporal cycle.

Periods are most often subdivided into a constant
number of isochronic – i. e., equidistant – pulses, which
constitute the organic standard with respect to which

all of the durations are organized both horizontally – in
the case of monody –, and vertically, within polyphonic
and/or polyrhythmic structures. The aksak rhythm is the
only exception to this rule. Borrowed from Ottoman
music theory, this Turkish term means limping, i. e., ir-
regular. It designates a rhythmic system in which pieces
or sequences performed in a lively tempo are based on
the continuous repetition of a module characterized by
the uninterrupted repetition of alternating binary and
ternary rhythmic cells (such as 2C 3, 2C 2C 3, etc.).
These cells are most often grouped in odd numbers.
These groupings and the manner in which they are
arranged determine the form, the structure and the ar-
ticulation of the aksak. In Sub-Saharan Africa, aksak is
used by the Mofu (Cameroon), the Bulia (Democratic
Republic of Congo and Republic of Congo) and the
Ju/’Hoansi-San (Namibia).

It can be seen that this time organization differs con-
siderably from the Western conception, in that it most
often ignores the intermediate level of themeasure, i. e.,
a regular accented scheme based on the alternation of
a strong beat with one or several weak beats.

The pulse is subdivided into smaller values, ac-
cording to a binary or ternary principle. These are the
minimum operational values through which all dura-
tions – in both vertical and horizontal terms – are
organized (for more concerning the structuring of time,
see [49.2–5, 10, 12, 14, 18, 23, 30, 31, 33, 34, 37, 40, 41,
46, 48–50, 54, 59–87]). However, in certain geocultural
areas, much of this music contains two simultaneous
pulses in a ratio of 2 W 3, one involving two minimum
values, the other three. This is the hemiola principle.

Timbre refers to the tools that contribute to the
materialization of the music, i. e., the voice and the in-
struments.

Certain repertoires require only male voices, while
others make exclusive use of women’s voices. Others
still are reserved for only children’s voices. Collective
music most often combines both voices and instru-
ments.

The combinations of instrumental timbres may be
put into three categories, described below in descending
order of frequency of use.

� Different types of instruments played together
(a xylophone accompanied by two slit drums, a rat-
tle and a pellet, for instance).� Various instruments of the same type, e.g., two
or three xylophones, accompanied by one or sev-
eral different percussion instruments, such as idio-
phones and membranophones (as above).� Lastly, groups in which all of the instruments are of
the same type, but of different sizes. This is often the
case for ensembles of horns or whistles, which can
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include up to twenty instruments, such as xylophone
and drum ensembles.

Let us remember that in a traditional environment,
the instrumental group, i. e., its specific composition,
considered in terms of the instruments that it includes
is most often closely associated with a particular cir-
cumstance or set of circumstances.

With regard to forms and structures, it is im-
portant to draw a distinction between music that al-
lows for no modification and music that is renewed
and recreated with each performance. The former is
very rare and almost always associated with events
of a historical nature or part of primordial liturgies.
It is frozen music, as opposed to the great majority
of forms that allow, within extremely strict periodic,
metric and rhythmic structures, a degree of freedom
left to the performers, thereby allowing them to pro-
duce numerous variations, and in some cases genuine
improvisations (for more regarding forms, structures
and patterns, see [49.2, 4–6, 10–12, 14, 18, 23, 34–37,
41, 46, 49, 54, 56, 60, 62, 74, 80, 88–99]).

A second distinction must be made between music
that is strictly cyclical, i. e., repetitive, which can be
referred to as closed, and forms of music that can be
called open because its performance is based on the ir-
regular alternation of diverse juxtaposed periodic struc-
tures, leading to very substantial works. But regardless
of whether they are open or closed, these forms of mu-
sic – with rare exceptions – always leave the performers
a wide range of freedomwithin which their spontaneous
creativity can be expressed (for more regarding varia-
tion, see [49.2–5, 9, 12, 14, 20, 21, 23, 40, 42, 45, 46, 49,
50, 63, 64, 66, 68, 71, 74, 77, 83, 96, 100–108]).

The modalities of performance refer to the distribu-
tion of roles within a musical event, for example:

� Between a vocal soloist and a choir� Between a singer and an instrument on which the
singer accompanies himself or herself� For more diversified groups, between the sung parts
and the parts of the instrument that accompany
them.

In the first case, the most frequent situation is a reg-
ular alternation between the two protagonists: either
the choir exactly repeats the melodic unit sung by the
soloist, in which case we say that the singing is an-
tiphonal, or the choir completes it, making the music
responsorial in nature.

In general, a singer who accompanies himself or
herself on a melodic instrument also divides the pe-
riod of the song into several segments, some assigned
to their own voice, which the instrument of course

supports, and other segments which respond to it. An
ongoing dialogue develops between these two elements,
instilled with the same spirit.

Such a distribution of roles is not random. On the
contrary, it stems from a perfect rationale based on
the principle of complementarity. By corroborating the
coherent segmentation of the musical discourse, the
performance procedures constitute a precious clue for
the discovery of its underlying structure.

With respect to the technical processes, we must
make a distinction between monody and plurivocality,
i. e., polyphony in all of its aspects.

Monody can be vocal and/or instrumental. When
the singing is duplicated by a melodic instrument,
it is frequent that the melodic and rhythmic coinci-
dence between the two is not absolute. This sporadic
phenomenon – which is often deliberate – generates
the most rudimentary form of plurivocality called het-
erophony.

Polyphony in the strict sense involves one of the fol-
lowing processes:

� Overlapping/tiling (tuilage) This refers to the spo-
radic overlapping of two musical sources for which
the realization follows a principle of alternation
between two protagonists (soloist and choir, two
soloists, or two choirs) in antiphonal and respon-
sorial singing, which is very common in Africa.
There is tiling when one of the protagonists in-
tones before the intervention of the preceding one
is finished.� Drone This refers to one or several notes that act as
a base for one or several melodies performed simul-
taneously.� Parallel movement This is very widespread in vocal
music; it proceeds mostly with either intervals of
fifths and fourths, or with sixths and thirds.� Divergent motion This can be either homophonic,
when the rhythmic articulation is the same for all
of the parts present, or contrapuntal, when the
various parts are rhythmically independent. The
use of counterpoint, while relatively widespread in
instrumental music, is quite rare in vocal music. It is
used however by Pygmy and San people (in Central
Africa, Namibia, and Botswana) as well as by the
Dorze (Ethiopia) and the Bateke (Gabon) (for more
on polyphony in general, see [49.1, 6, 8, 11–14, 18,
20, 23, 29–32, 35, 42–46, 49, 50, 54, 60, 66, 69, 73,
78, 83, 85, 97, 101, 102, 104, 106, 109–131]).� Hocket This can be used in three ways:
– Strictly vocal, or a cappella
– Instrumental, with instruments of the same type

(horns or whistles), each of which usually pro-
duces the same sound at a predetermined pitch
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– Vocal-instrumental, where each of the perform-
ers alternates between sung sounds and in-
strumental sounds (concerning the hocket tech-
nique, see [49.11, 12, 14, 23, 29, 32, 40, 42, 46,
78, 96, 102, 108, 116, 127, 129, 132–134]).� Polyrhythm Most African folk music is supported

by instrumental ensembles composed of instru-
ments that are strictly percussive in which the
pitch relationships are not relevant. They provide
the periodic and the metric framework for the
superimposed melodic events and the music that
these ensembles play is based on the crossing of
diverse rhythmic patterns in which the reciprocal
accents are offset. The result of this is an extremely
dense – but always coherent – entanglement of
antagonistic rhythms and through this a polyrhythm
in which the matrix is as dense as it is complex (for
more regarding polyrhythm, see [49.2, 3, 5, 9, 11,
12, 14, 18, 23, 34, 40, 42, 45, 46, 49, 50, 54, 60–62,

64–66, 68, 71, 73, 74, 76, 80, 83, 88, 92, 94, 96, 101,
106, 107, 112, 114, 135–139]).

Over the course of time, within each geocultural
area, and often each ethnic community, musical her-
itage has followed a process of evolution through
innovation and/or borrowing. This explains the extraor-
dinary richness and the enormous variety of the types
of music found on the African continent.

While the depositaries of these forms of music do
not make them the subject of abstract speculation, all
traditional musical idioms in Africa, inasmuch as they
always obey a set of rules, are well and truly covered by
a theory and thus constitute a system in the full meaning
of the term.

Acknowledgments. I express my gratitude to Sylvie
Le Bomin for agreeing to read this text and for her ju-
dicious remarks.
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50. Music Among Ethnic Minorities in Southeast Asia

Håkan Lundström

In the countries of mainland Southeast Asia there
are several ethnic minority groups, particularly in
the mountainous inland and in forest areas. There
is much variation between the customs of these
peoples but it is also possible to see similarities
on a metalevel. In this chapter strong traits in
the village-based music culture of the ethnic mi-
norities are presented, in some cases on purely
historical grounds. These traits are in many cases
paralleled in the tradition of the majority peo-
ples. Against this background follows a discussion
on musical change and matters of sustainabil-
ity.
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The geographic and cultural location of mainland
Southeast Asia, bordering the influential old cultures
of India and China, is evident in its traditional music
as well as in many other aspects of life. Generally the
modal systems and the use of microintervals, as in the
Vietnamese classical tradition, are seen as influences
from India. Certain musical instruments and music dra-
mas appear to have a Chinese background like the tuong
in Vietnam. In the most southern part there are also in-
fluences from the Middle East.

On the other hand, Southeast Asia, including insu-
lar Southeast Asia and the southern parts of China, has
since early times been a cultural area with a number of
distinct practices that have spread to the courts of impe-
rial China, Korea and Japan. Musical instruments made
from bamboo are abundant, including tube zithers, from
simple bamboo tubes with one string to modern refined
zithers. Gongs and xylophones, in combination with the
musical organization called colotomic, are present in
Thai and Laotian ensemble music and all over East and

Southeast Asia. Another factor considered original for
the area is the free reed, a construction present in mouth
organs like the Laotian khene. To this can be added the
manner in which poetry and music have met in partly
improvised vocal music, as in Laotian mo lam and Viet-
namese quan ho.

These are some of the musical practices in South-
east Asia that have resulted from people moving from
one place to another and from political power. They
have been integrated through history and developed into
what are now recognized as characteristics of Southeast
Asian music. This is not to forget the influence of Euro-
pean music from colonial times on – chiefly Christian
music, school music and classical music – or various
forms of popular music in the global age and the emer-
gence of hybrid musical styles.

This chapter will deal with the music of the many
ethnic minorities in Southeast Asia, some of which
are lowland farmers of irrigated rice, while others
grow dry rice on mountainsides and mountaintops. Al-
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though the terms majority and minority peoples are
not unproblematic, they will be used here for practi-
cal reasons. The focus will be mainly the highlanders
in the mountainous inland areas, including Yunnan in
southernmost China, which is culturally related. These
are the peoples that sometimes have been referred to
as hill tribes or mountain people belonging to four
dominant language families, namely the Sino-Tibetan,
Austroasiatic, Tai-Kadai and Hmong-Mien languages.
Most are traditionally villagers for whom dry rice farm-
ing, hunting and fishing have been the main source of
food.

While the published sources are limited, The
Garland Encyclopedia of World Music contains an
overview [50.1] as does Neues Handbuch der Musik-
wissenschaft [50.2]. There are only a few mono-
graphs on music of minorities [50.3–6], musical instru-
ments [50.7, 8] and verbal arts including songs [50.9–
14]. The majority of the available material is in the
form of articles in various journals and ranges from
general descriptions of minority music cultures to stud-
ies of songs and specific musical instruments. There
are a fair number of audio recordings, often with valu-
able comments. There are very few studies that attempt
to present the music as integrated in a cultural con-
text so the best sources in this regard are actually
anthropological studies, which often include informa-
tion on music. Beside some old iconographic sources
and ancient Chinese writings, information about more
recent history can be found in publications by ex-
plorers – mainly French – from the latter part of
the 19th century and the beginning of the 20th cen-
tury.

The music cultures of the ethnic minorities demon-
strate a wide variety of musical expressions and musical
instruments. Traditionally most of these peoples live in
villages in the mountainous inland areas and are mainly
rice farmers and hunters. This is reflected in their music,
which is often related to major seasons during the farm-
ing year, particularly the harvesting season. The music
also reflects the religious life. Ceremonies directed to
the ancestor spirits or to the rice soul are especially im-
portant, like the buffalo ceremony when a water buffalo
is slaughtered as a sacrifice to certain spirits. In such
ceremonies gongs and drums usually play a central role.

The social uses of the music are evident in ensem-
bles where each member can produce only one or very
few tones. This is the case in the gong ensembles, but
also in certain flute ensembles. Much of the singing is
done as alternating singing, often between a man and
a woman or a group of men and a group of women,
often when courting or as pastime during festivities.
Typically the singing uses a basic melody frame that
is lengthened or shortened depending on the words. It
is a kind of poetic recitation that often leaves room for
variation and improvisation.

The examples considered in this chapter stem from
a few of these cultures and while they are representa-
tive in a general sense it must be mentioned that even
though the musical traditions may seem similar on the
surface the amount of variety is astounding, even be-
tween neighboring villages of the same minority. Many
of these minority cultures and their languages are now
counted as endangered. The musical practices that are
mentioned in this chapter will serve as a background
for a discussion of change and sustainability.

50.1 Singing Manners

One of the earliest transcriptions of a song – in French
translation – is a sung dialog between a boy and a girl
recorded in north Laos in an area inhabited mainly
by Kammu (Khmu or the similar) people. As is still
done today, the boy starts by praising the girl’s beauty
while she politely replies belittling herself as being
ugly [50.15]. A couple of decades later another song
was published in the author’s own transcription of the
Kammu language. This was the time of year when the
forest was to be burnt in order to make fields and a cer-
emony was held that included bronze drums, gongs and
cymbals. One group of boys and one group of girls then
sang in alternation and the author says [50.16, p. 197]:

I have in vain tried to learn the meaning of these
two songs. Oddly enough everybody knows them by

heart and no one can explain them. Could it be
a foreign language or an ancient form of today’s
Kammu which now has become incomprehensible?

Though the words may actually be incomprehensible to
some extent even to the singers and indeed very dif-
ficult to translate, this particular song still exists and
can be found in variants [50.14, p. 181] or reconstruc-
tions [50.13, pp. 5–6].

These are examples of the few but important cases
where historical records can provide a background for
the study of contemporary practices. In the case of alter-
nating singing there is definitely continuity: the practice
is still very widespread in this area and found among
practically all the minorities. Alternating singing occurs
in a number of situations when there are two or more
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people present, who take turns singing either as a re-
sponse to a sung statement, or in continuation through
songs linked to the previous song by some sort of
association. It could be a sung dialog between two per-
sons of the same sex or between a male and a female,
particularly in a courting situation. As quoted above, al-
ternating singing may also be performed by two groups
of singers responding to each other. At parties where
more people are present alternating singing may take
the form of chains of linked songs. Courting singing is
not always a private matter between a boy and a girl, but
can also be a more ceremonial situation where the par-
ent generation is present as is the case among the Lisu
in northern Thailand [50.17, p. 51ff.]. A well-known
ceremonial courting tradition with alternating singing
belongs to the Hmong New Year, spring and harvest
festivals in Yunnan, China, and with some variations
among Hmong in Southeast Asia [50.12].

50.1.1 Monomelodic Styles

The words of the songs may be preexisting orally trans-
mitted poems – normally with an amount of variation –
or they can be totally or partially made up on the spot.
The singing is normally based on one basic melody,
a melodic template that can be altered with regard to
pitches and length as different words are sung. Such
a template usually has a rather distinct starting formula
as well as ending formulae at the end of the phrases,
while the middle part is where variation will occur. Of-
ten it starts high with a word meaning oh, hey or similar
and then ends lower, but there are variations to this
(Fig. 50.1).

People may sing like this when they wander alone
in the forest or in the fields, but the most special singing
situation is when there is a party in a village, in connec-
tion with certain ceremonies or when somebody visits
the village. People sit down in a circle and sip rice wine

Haay. 1a....................., 1b......................, 1a1....................., 1b1............ kàay sáh ηaay hah

Eee. 2a................., 2b........................, 2a1......................., 2b1......... kàay sáh ηaay hah

may be
prolonged
here

may be
prolonged
here

knnàay
cheering
(all listeners)

Fig. 50.1 Approximate graph of the
west (Yùan) Kammu musical template
including introductory and final
formulae (in bold)

through straws from a common large earthenware pot.
At these times people sing to each other and a song is
expected to get an answer. The poems deal with many
things. Loneliness during travels and yearning and love
songs are common categories, but a very high propor-
tion deal with human relations. This kind of singing
did not appeal musically to early explorers or musicolo-
gists, who found it monotonous and primitive, as in this
case referring to Kha in Laos [50.18, p. 46]:

The singing of the jar is limited to the ‘tribal’
phrase, often short and monotonous. In no way do
they re-echo the magnificent and important ensem-
bles, choirs and drums . . .

This reflects the fact that singing cannot be understood
by analyzing the music alone, but that the language as-
pect and the context must also be taken into account. In
so doing this kind of singing turns out to be a complex
creative activity.

Taking the Kammu in northern Laos as an exam-
ple, in principle each dialect area has its own melodic
template, each village its own variant of it and each
individual a personal variant of the village template. Ba-
sically the melodies of neighboring villages are rather
similar, but the farther away you get the more differ-
ent the melodies. Looked at from an outside perspective
these melodies may at first seem very much alike, but to
the insider all the nuances are perceptible. Parts of the
template include vocalices – particularly in the begin-
ning and end of phrases – and other parts contain the
words of the poem or song. In some dialect areas – like
Kammu tonal dialects in the western part of north Laos
with two tones – the vocalice parts are short, while in
the nontonal Kammu dialects to the east large portions
of the template consists of vocalices. There Kammu
women may play the vocalice part on the flute while
also sounding their voice. In the parts where the words
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Table 50.1 Situational framework for singing in Kammu
culture

Social Sex/age:
Status:
Relation:

Man/woman/young/old
Higher/equal/lower
Friend/relative/formal

Spatial Local level:
General level:

Village/fields/forest
Individual/village/area/country

Chrono-
logical

Taboos: Calendrical/seasonal/life cycle

are sung they use only the voice and then again return to
the voice-and-flute playing of the next melisma [50.19].

In a singing dialog one is expected to praise and
beautify the person(s) the song is directed to and to dep-
recate and belittle oneself and one’s own belongings.
Several songs exist in pairs of praise and belittling func-
tions, particularly for beginning or ending of a singing
dialog. The songs do not necessarily build up to a con-
tinuous and straight conversation, but rather resemble
a chain of telegram-like units, often also including
symbolic messages. This singing has a strong social
meaning and taking part in the singing means express-
ing one’s own identity and reinforces one’s cultural
belonging.

This manner of singing is called t@́@m and the
poem that is performed is called trn@̀@m. Each song
can be understood as recreated in the performance sit-
uation by the combination of traditional poems, stock
words or phrases and occasionally instantly impro-
vised words and a melodic template. This is a creative
process involving musicopoetic (musical, poetic, lin-
guistic) competence as well as situational (social, spa-
tial, chronological) competence since the singer must
choose words, polite phrases and even melodic tem-
plate with regard to the context: Where does the singing
take place? What is the occasion? Who is present? The
aim is a functional and aesthetically satisfactory perfor-
mance [50.6] (Table 50.1).

A common denominator in alternating singing is the
use of one basic melody or tune: a melodic template that
is varied according to the words. This can be referred
to as a monomelodic practice and it is very common
among most peoples. The Lisu in northern Thailand
have different templates for singing in courting, festi-
val and soul-calling contexts [50.17, pp. 56–59]. The
songs of the Mnong Gar of Vietnam are reported to
have a high degree of variation from one singer to an-
other and evidently also by the same singer. One song
can be used in several situations. To sing is called tong
and to sing in exchange is called tâm tong (tâm D
exchange) [50.20–22]. This practice is also found in
other places, notably the shange (or mountain songs,
a term often used to designate monomelodic exchange
songs among various peoples) of southern Jiangsu in

the Shanghai area in China that have tune regions and
textual regions. Texts have a supraregional distribution
whereas tunes are limited to smaller geographic units
that to some degree coincide with dialect areas. Some
singers know up to ten such tunes, usually with a strong
preference for one of them. Singers sometimes attach
the name of their village or county to it [50.23, pp. xii,
1298–1131, 267]. This is very similar to the Kammu of
northern Laos and certainly several other minorities. It
also parallels practice in traditions of the Laotian major
population where local styles of lam or khap singing are
are often named by city, village or area [50.24, pp. 96–
100].

50.1.2 A Monomelodic Organization
of Vocal Genres

Many – or most – ethnic minorities in Southeast
Asia have vocal genres similar to the Kammu t@́@m.
Among the examples in the literature are studies of
songs among Sino-Tibetan peoples such as the love
dialog songs among the Hmong Blanc in northern Thai-
land [50.12] and Lisu singing [50.4], [50.17, p. 56ff.].
The songs of the Lawa in northern Thailand are sung to
one melody, which is adjusted to the rhythms and into-
nation of the Lawa language [50.25]. In insular South-
east Asia similar types of singing exist, for example in
Sabah [50.26, pp. 50–51]. This mono-melodic singing
is often described as not really singing and character-
ized by terms like recitation, chanting or heightened
speech, which indicates that these English language
terms are culture specific just like the terms song or
singing are. Therefore they are actually ethnocentric
and not applicable in all music cultures.

This becomes clear when one looks closer at
monomelodic singing. In the same Kammu village tra-
dition there are several genres, each with its individual
name, its individual melodic template and its indi-
vidual use context. Though some poems, trn@̀@m, are
specific to certain situations many of them can be per-
formed – or recreated – in any of these genres by
a person who knows the techniques involved. The gen-
res thus function as different representations of the
trn@̀@m in different contexts. These are represented in
Table 50.2.

While the terms for each genre are quite specific,
Kammu people would normally differ between singing
and talking in a general sense. For instance, t@́@m would
be considered singing and hrl1́1 would be described as
more like talking. One must accept that general terms
like these are not very specific, neither in Kammu nor
in English. In a scientific context they are therefore not
very useful and could actually mislead a researcher try-
ing to understand a specific music culture. In order to
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Table 50.2 Vocal genres in Yùan Kammu tradition

Vocal genre Melody Situation Performed by
T@́@m Template, longdrawn, falling Partying, in village Male/female

Hrl1́1 flattering words Template built almost totally on word tones
(Yùan Kammu languages have two word tones)

In village when no
party, in fields

Children, youths, male/female

Hrw@̀ Template built on a short melodic motif Fields, forests Adolescents, male/female
Húuw@̀ Like hrw@̀ with recurring refrain Fields, forests Adolescents, male/female
Yàam weeping Template built on a recurring melodic motif Fields, forests Mainly female, also children

avoid this the term vocal expression is useful for de-
scribing a performance that is neither song nor speech –
or a little of both – and vocal genre may be used for the
subcategories of vocal expressions [50.6, pp. 15–16].

Aside from a number of other categories of vocal
expressions belonging to rituals, ceremonies or other
situations, the vocal genres of the Kammu may be seen
as a system of monomelodic organization. Evidence in
written sources points toward the existence of similar
organizations in other minority cultures. Among the
White Hmong in Thailand there are different singing
genres and each has its own fixed melody [50.12, p. 14].
Similar systems may lie behind two reports concern-
ing the Mon-Khmer-speaking groups Jeh and Rengao
in Vietnam [50.27], [50.28, pp. 153–163]. It is likely
that the lack of literary references to similar category
systems stems from the fact that this special feature has
not been particularly studied. Therefore more research
is needed in this area in order to reach an understanding
of vocal tradition.

50.1.3 Tone Languages and Music

Many of the languages in Southeast Asia are tone lan-
guages, which means that anything from two up to
seven tones are used to decide the meaning of spo-
ken words. In most of the traditional singing the lan-
guage tones are also reflected in the pitches that are
sung, though this can be done in many different ways.
Normally the beginnings and ends of phrases are de-
termined by the melodic template, (music centration),
while the rest of the template may be dominated by the
word tones (language centration).

The execution of the word tones may make two
performances built on the same template sound quite
different. It is therefore possible to perform a song by
whistling or on a leaf, a flute or a fiddle so that a listener
who knows the language, the culture and the context
can understand it. This means that instrumental per-
formances may sometimes actually be specific songs
performed on an instrument. This capacity is commonly
used in the courting situation where mouth harps or
other instruments may serve as voice disguisers or voice
surrogates. In this way a secret message can be com-

municated without actually pronouncing it with one’s
natural voice.

Hmong girls in Sapa, close to the Chinese border
in northern Vietnam, usually play the mouth harp in
order to call a boyfriend. The player thinks the words
of a song and plays them on the instrument so that
a listener can recognize the song and understand its con-
tents – and often recognize who is actually sending the
message. Mouth harps that may be made from bamboo
or from laminated bronze in the shape of a bamboo leaf
produces a buzzing low tone and the player can alter the
harmonics by changing the form of the mouth cavity. In
this way a whistling melody built on harmonics can be
created. This is a widespread practice and in Kammu
and Lamet tradition the mouth harp is primarily a boy’s
instrument used by boys for serenading outside a girl’s
door. The girl can recognize who it is from the playing
style [50.13, p. 381ff.], [50.29, p. 100], [50.30].

Some wind instruments are equipped with a free
reed of bamboo or metal fastened to the side of the
instrument. The player will cover the section with the
reed with his lips and it will produce a characteristic
sweet and mellow sound when blown. One such in-
strument is a side-blown horn from a gaur or a water
buffalo with a free reed of copper fitted onto its side.
When it is played the opening is covered by one hand
and a small hole at the narrow end of the horn is al-
ternatively open or covered by the thumb of the other
hand. It was used for signaling when a larger animal –
like a deer or a gaur – had been killed in hunting.
The side-blown horn with a free reed is widely spread
among ethnic minorities in Southeast Asia and it often
has ceremonial or ritual functions. Among the Mnong
people in Vietnam it is played to call, inform and en-
tertain during community activities such as the buffalo
ceremony, when a buffalo is sacrificed to the ancestor
spirits.

Similar constructions can be used on side-blown
flutes as well, but the reed may also be placed near the
top end of the flute and kept inside the mouth cavity
when the flute is played so that it is held aslant. Though
this construction can be found elsewhere, for instance
among the Tai people, it is often referred to as the
Hmong flute since its mellow sound is considered char-
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Fig. 50.2 Detail of the top
end of a free-reed Hmong
flute. A narrow tongue
has been cut out from the
rectangular brass piece.
When the flute is played
it is held so that the lips
cover the whole area and
the reed that produces
the tone can swing freely.
(Photo: H. Lundström)

acteristic of the Hmong people (Fig. 50.2). This kind of
flute is often used for love songs performed so that the
melody reflects the different tones of the language and
a listener can understand the words from listening to the
flute (cf. [50.31]).

In the mouth organ several free-reed pipes of dif-
ferent lengths are placed together in a wood, bamboo
or calabash container that the player blows into. It can
sound more than one pitch at a time and usually one or
more pipes also serve as drones. The mouth organ exists
in a number of different shapes and is unique to South-
east Asia and East Asia. In the khene of Laos, the pipes
are arranged in two flat rows parallel to each other and
protrude below the wind chamber.

The Hmong variety of the khene (qeej, pronounced
geng) has six rather long free-reed pipes in a wooden
wind chamber. It is played by males in combination
with movement and has many functions, particularly
for love exchange and for communicating with spir-
its at ceremonies. In funeral ceremonies the khene is
used for a set of melodies for the different steps of the
ritual. In this ritual context the khene speaks by play-
ing the words of the ritual songs using the seven word
tones of the language. Like with other instruments it is
not a simple illustration of the word tones. The words
are rather transposed into the idiomatic resources of the
instrument and may not be easily understood by a lis-
tener [50.32]. At certain times after a funeral the song
of guidance to the dead person’s soul is performed on
the khene. This is an instruction to the soul explain-
ing how to get to the land of the dead [50.33] (see also
for Kammu ritual Svantesson et al. [50.34]). The Samre
and other peoples in the Cardamommountains in north-
west Cambodia also use mouth organs at funerals as
well as other ceremonies and often as accompaniment
to singing [50.35].

50.2 The Sounds of Bamboo and Metal

Bamboo that grows in the area from insular Southeast
Asia to Japan in the East is a cheap, strong and versa-
tile material of great importance in many aspects of life.
It is used for house building, for constructing tools and
kitchenware as well as for musical instruments. Another
material that has played important roles in this area is
manmade, namely metal and various alloys of metal.
The knowledge necessary to produce metal objects is
known through archaeological findings and is believed
to have started in the so-called Dongson culture that ex-
isted in the most northern part of today’s Vietnam more
than 2000 years ago, which is famous for its bronze
drums.

50.2.1 Bamboo and Musical Instruments

Since it is hollow, a simple piece of bamboo emits
a sound when bounced on the ground, when struck or
when clapping one’s hand close to the opening and can

be fine-tuned by adjusting its length to the air it contains
to get the best resonance. In some places stamping tubes
are used as single tubes bounced against the ground,
for instance at Kammu house-building feasts, but they
are also made in series of different sizes tuned so that
they produce different pitches when bounced against
the ground, a wooden log or a stone. Each individ-
ual may handle one or two tubes, producing as many
pitches. Among the Senoi and Temiar in Malaysia such
ensembles of stamping tubes are used at trance-danc-
ing ceremonies where a medium, often female, serves
as a lead singer and brings words that are repeated by
a chorus [50.5].

The sound of stamping tubes is rather warm and
soft as it is created by the shock when the tube hits
the ground or log, which sets the air inside the tube
in motion. A similar effect occurs when clapping one’s
cupped hands in front of the opening of a tube, much
in the same manner as producing sound by clapping the
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hands together in front of the mouth cavity. A tube of
a particular length will produce a distinct pitch. Sev-
eral tubes of different sizes can then produce different
pitches like the k’long put of the Sedang, Jarai and
Bahnar in Vietnam. Among the Brau one man holds
two long bamboo tubes cross-wise and one female at
each opening creates the sound. Two of them clap their
hands together alternately in front of either opening of
the same tube. One of the two beats a rhythmic pattern
while the player at the opposite end of the same tube al-
ternates between dampening that sound by hitting that
opening with the palm of her hand or permitting it
to sound. This is ding buk, played in connection with
clearing trees for making fields (Fig. 50.3).

Bamboo tubes can be further fine-tuned by cutting
off a piece aslant so that it gets the shape of a large
goose quill – or a bamboo spear for that matter – with
one end serving like a tongue and the other as a resonat-
ing chamber. Such tubes occur as single tubes struck
with a beater of some kind or as concussion tubes made
from a pair: one large tube and one shorter, like in the
kltÒON of the Kammu that can be found all over the
area. Its sound is generally more percussive than that
of the stamping tubes. The ko kleh of the Sedang in
Vietnam consists of three such tubes of different sizes
tied together in a frame and struck with a short wooden
stick, producing both rhythm and pitches. When such
tubes of different sizes – and pitches – are placed
lying down on two parallel ribs or on the player’s out-
stretched legs they become a xylophone. A xylophone
may also be made by suspending them hanging on
parallel ropes like the trung of the Bahnar in Viet-
nam.

Fig. 50.3 The ding buk of the Brau people. Three women
sound the tubes by clapping their hands in front of the
opening. The fourth (far left) dampens the sound of that
tube. This photo has a foklorized touch to it. Minorities
are also often depicted in pastoral situations like this one
in scientific documentations. (Photo: Vietnamese Institute
for Musicology)

The Kammu tàaw-tàaw is an idiophone made from
a piece of thin bamboo, which is split and cut so that two
tongues are produced, which vibrate when struck and
thus produce sound. The instrument is held in one hand
and the split end is struck against the wrist of the other
hand. It produces a buzzing sound, which serves as
a drone when partials are produced, much like a mouth
harp. A fingerhole on the handle side, handled by the
right hand thumb, and sometimes a second hole on the
other side of the tube, operated by the first or second
finger, increase the sound possibilities of the drone and
consequently also the partials. Further variation is ob-
tained if the open handle-end of the tube is dampened
by pressing it to the chest or thigh. This instrument is
typically used by Kammu women while walking along
forest paths as the sound is thought to scare off wild
animals [50.36, p. 199].

Pitches may also be produced by cutting out a string
from the rind of the bamboo, which produces an id-
iochordic bamboo zither. The string is kept stretched
by means of a stick serving as bridge at either end. In
the middle of the tube, under the string, there may be
a small sound hole. The tube is open at both ends. If
there is a node at one end, a small square opening will
be cut through the wall there and the sound quality can
be changed when dampening it by pressing the end of
the tube to the chest. There may be more than one string
or strings of other material may be fastened to the tube.
It may be plucked by the fingers like the k@rantuN of
the Temiar in Malaysia and equipped with resonating
chambers made from calabash like the goong among
peoples in the North Central Highland in Vietnam.

Bamboo is perfectly suited for a variety of musical
instruments. Many of the instruments mentioned here
can be easily made in situations when there is much
material at hand like during house building or when
working in the fields, and they can easily be thrown
away unless they have a ritual meaning of some kind.
The variety of constructions and of sonorous qualities
is very large. Some of these variants, like zithers and
tubes, are considered to have had important roles in the
evolutionary processes that have led to instruments that
are particularly common in the majority cultures, like
tube zithers and xylophones [50.37].

50.2.2 Bamboo Ensembles

Around the year 1900 a French traveler described how
he was greeted by bamboo orchestras when approach-
ing Kammu villages in northern Laos and was accom-
panied by villagers into the village. He even reproduced
a photograph of such a group, which is one of the few
documentations of minority music from that time. In
this passage we get a vivid picture of an ensemble of



Part
G
|50.2

994 Part G Music Ethnology

idiophones, where the quill-shaped bamboo idiophones
were played according to a repeated rhythmic pattern
supported by stamping tubes and other bamboo instru-
ments [50.38, pp. 159–160]:

Very complex this fanfare. I count six different
rhythm parts and most refined at that. Movement
of four beats. Three players strike a crotchet at the
second half of the fourth beat and two other ones on
horseback at the end of the first and the beginning of
the second. Not one single time do they falter. The
counterrhythm of the alto is likewise perfectly re-
produced. The ensemble is harmonic and of correct
rhythm . . .

This is a fine early description of a so-called colotomic
pattern that functions as an organizing principle in this
music. One of the instruments used at that time was the
series of concussion tubes that the Kammu call kltÒON.
In the Yùan area usually five pairs of kltÒON of different
sizes are played together. The members of the ensem-
ble strike their individual kltÒON according to a certain
rhythmic pattern. The result is not only a percussion
orchestra but also a melodic motif, which varies with
each new pattern. The typical pattern of the Rmcùal vil-
lage – also used for stamping tubes – is remembered by
a mnemonic song. Each pair of tubes in the ensemble
has a name from lowest pitch to the highest, meaning:
beginner, followers (two pairs), stopper and never-
stopping (D bourdon). In this manner each person
knows the individual position in the ensemble and each
person knows the mnemonic song (Figs. 50.4 and 50.5).

The kltÒON has a number of uses played in ensem-
ble or individually. The overriding function ascribed to
them is that of calling and leading a soul of a person or
an animal from one point to another, for instance leading
the soul of an important visitor or of a slain animal into
the village. Another use was leading human souls back
to the village in the case when one had concluded that an
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Fig. 50.4 (a) Mnemonic song for playing kltÒON, Rmcùal
village, Laos. Translation: The bear cub went around the
edge and fell into the water. (b) Approximate tuning of
kltÒON. (c) KltÒON pattern of Rmcùal village, Laos

illness had been caused by one or more of the person’s
souls going astray [50.39]. Similar concussion tubes are
known frommany peoples in the area and also from peo-
ples in Borneo and the Philippines with similar uses.

The technique of making music where each person
plays only one pitch is sometimes called the hocket
technique, a term that stems from the musicological
term hoquetus that refers to similarly constructed music
in the Western medieval church tradition. In Southeast
Asia it may be used for instruments other than percus-
sion, like the dinh tut of the Edê people in Vietnam that
consists of five bamboo pipes of different sizes. The
bottom end is closed and the head is cut flatly. It is per-
formed by five females each of whom plays one pipe. It
is usually performed in the field or in such rites as the
new rice celebration. It is believed that the sound will
wake up the rice mother’s soul, which will help the rice
to grow quickly.

50.2.3 Gongs and Cymbals

Various gongs and cymbals exist among most of the
ethnic minorities in the area. In the western part of
Southeast Asia the bossed gong dominates and is gen-
erally played in combination with a pair of cymbals,
while in the eastern part ensembles made up totally or
to a large extent by gongs dominate.

Thus gongs and cymbals form a basic unit in much
of the music for festive occasions among the Karen
and other minorities in Burma [50.40] as well as the
Kammu in Laos. The large kettle gongs – or bronze
drums as they are commonly called – are gongs with
very wide rims. They have a long history and exist
in several distinct types [50.7]. Up to the mid-20th
century kettle gongs were still manufactured in Burma
particularly by the Karen people [50.41]. Karen, Shan,
Lolo and Kammu are among those groups who still use

Fig. 50.5 A set of four pairs of kltÒON of the Kammu. The
photo was taken in northern Thailand in 1979 not in a cere-
monial context but as a demonstration. (Photo: D. Tayanin)
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kettle gongs to some extent. When played the kettle
gongs are often suspended so that the surface is vertical.

Kettle gongs represent large spiritual and economic
value. Most of them are inherited goods that belong
to individual families and a family’s economic status
is measured by the number of kettle gongs they own.
In Kammu belief the kettle gongs belong to an un-
derground spirit called róoy yàk who controlled the
underground metals and was dangerous [50.42]. The
ancestor spirits are believed to protect the living from
evil spirits who could cause sickness, and the living-
house – particularly the fireplace – is considered to be
the home of the ancestors. The sound of the kettle gongs
will call the ancestor spirits to the village and they are
thought to be present during the ceremonies where ket-
tle gongs are used.

If a kettle gong is handled with care, i. e., if it is
played only on the proper occasions and if the correct
sacrifices and prayers are made before using it, it will
bring luck and prosperity. If, on the other hand, it is
mistreated, the spirits will be angered and the kettle
gong will turn into a dangerous object that can produce
famine, sickness or even death. There are many stories
about kettle gongs being possessed by evil spirits.

A kettle gong of the type commonly used has fig-
urines of frogs on the rim of its face and on its side
small figurines depicting elephants, snails, cicadas or
rice loafs. Most of these figures as well as other patterns
are symbols of fertility and wealth. Depending on these
figurines each kettle gong is considered to have certain

Fig. 50.6 Cymbals (left), kettle gong or bronze drum (cen-
ter) and bossed gong (right) being played by Kammu in
Yunnan, China, in 1986. The bronze drum is suspended so
that its surface is vertical. In the center the star or sun pat-
tern can be seen and two circles have been painted around
it. In this case the same person beats the bronze drum and
the gong (more often they are played by two persons).
Judging from the people watching in the background this
seems to be a demonstration or possibly recording situa-
tion. (Photo: courtesy of Li Daoyong)

powers. The main situation for using the kettle gongs is
at funerals. The occurrence of a death is first signaled
by beating a kettle gong fast and loudly. Villagers and
people in neighboring villages working in the fields or
hunting in the forest can understand which family is sig-
naling by combining the direction of the sound with the
sound of a particular kettle gong.

Another important situation for using kettle gongs
is buffalo ceremonies, when one or more buffaloes
are sacrificed in the case of serious illness, at house-
building feasts and at harvest feasts. On these occasions
the kettle gongs are played slowly and in an elabo-
rate way, and other instruments like gongs, cymbals
and wooden drums may join (Fig. 50.6). In Kammu
tradition the kettledrum, which is the largest of the
instruments with the longest reverberation, will play
a slow pattern consisting of a number of long beats and
with a final cadence of three faster beats called yàal
(slow) and kmt2́2n (fast), respectively. If larger gongs
are present they will play shorter beats and a special
rhythmic pattern coordinated with the final faster beats.
The cymbals are beaten in rhythm, every other beat
open with a roll and every other closed. This is actually
a slower variant of the same colotomic pattern as that of
the bamboo ensemble discussed above. Colotomic pat-
terns of this type with an ending cadence are common
in Southeast Asia [50.43].

50.2.4 Gong Ensembles

In the east part of Southeast Asia, particularly in the
border area of the Central Highlands of Vietnam, Laos
and Cambodia, large ensembles of gongs are common.
Gongs are also often played in ensemble with drums
and bamboo percussion instruments as well as with
flutes and singing. The gong ensembles vary in size but
can consist of a large number of gongs. The commu-
nity thus owns a set of gongs that belong together and
range from the largest to the smallest one. Both flat and
bossed gongs occur. In the ensemble each player holds
one gong that hangs on a string held in the left hand
or strung around the shoulder and produces one pitch.
The players often move in a long line or in a circle.
In each piece they play they are coordinated by a cer-
tain pattern. The playing involves striking the gongwith
the right-hand fist or with a mallet – both soft and hard
mallets occur – combined with various damping tech-
niques.

The gongs are played on ceremonial occasions, par-
ticularly buffalo ceremonies in which a water buffalo
is sacrificed to spirits when it is decided that they need
to be placated, for instance in case of severe sickness.
The Muong people play the gongs at the New Year’s
festival (according to the lunar calendar) and on other
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Fig. 50.7 A gong ensemble of Sedang with flat gongs be-
ing struck with beaters on the inside (four players to the
left) and bossed gongs struck on the boss on the front
side by bare fist or beater respectively. The photo was
taken in a communal house, a so-called rong with a very
high pointed roof, near Kontum in central Vietnam, during
a recording session in 2007. (Photo: H. Lundström)

happy occasions like celebrating the building of a new
house or greeting distinguished guests. In other cases,
as with the Sedang, the gong ensemble is used at buffalo
ceremonies (Fig. 50.7). Colotomic structures in which
the largest gong provides the basic slow pattern and the
increasingly smaller gongs are played faster are used
by the Bunong in Mondolkiri in northeast Cambodia
(Fig. 50.8) [50.44, p. 34].

A gong will produce a fundamental tone and par-
tials. In many cases it is the second partial (the fifth in
the octave above the fundamental tone) that dominates
the sound and creates melodic movement that varies
with the pattern that is used. In an ensemble of only
gongs the largest ones often produce an ostinato mo-
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Fig. 50.8a,b A transcription of an ensemble of six gongs
of the Ma in Lam Dong Province, Vietnam. (a) For each
gong the pitches of the fundamental are shown, along with
the first partial of one octave higher and the second partial
of another fifth higher. (b) The melody pattern and the osti-
nato pattern. After booklet accompanying the CD Vietnam.
Musiques des montagnards [50.45, p. 70]

tif while the smaller gongs produce a melody. As was
the case with the above-mentioned Kammu bamboo en-
semble the pattern may be remembered by a mnemonic
song.

The practice of building music on a combina-
tion of colotomic patterns and the hocket technique
is widespread in Southeast Asian majority cultures as
well. This manner of ensemble playing is well known
from the gamelan orchestras of Indonesia to the gagaku
court music of Japan. There is an interesting relation-
ship between bamboo and metal ensembles, which in an
evolutionary perspective has been taken as a historical
relationship, starting with bamboo and developing into
metal ensembles. This is no simple matter, however, for
there are actually instances where metal ensembles are
replaced by bamboo ensembles for economical or prac-
tical reasons.

50.3 Music and Village Life

In traditional village life people who make music and
the music they make exist in a framework where not
only social conventions but also calendar rules, taboos
and religious practices decide when it is appropriate or
inappropriate to perform a certain kind of music. There
are auspicious days for various activities and inauspi-
cious days that concern everybody in their daily lives.
Taboos may be general for a whole village or specific
for a particular family or person. There are examples of
taboos against music and singing for up to three years in
a family where a death has occurred. Other taboos may
have the function of reinforcing social conventions or
avoiding angering some spirit. Though there is much

variation in detail certain religious beliefs are rather
general on the level of principle. The dominating belief
systems are usually summarized by the terms spirit cult
or animism, which means that most living beings and
objects are considered to have a spiritual aspect [50.46].
In most cases there are also influences from Hindu and
Buddhist practices and thought and in some areas also
Christian beliefs.

50.3.1 The Spiritual Context

There is a hierarchy among the spirits depending on
what power they are believed to have with which
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they can influence the living. Those given great im-
portance are placated through ceremonies of various
kinds that often include sacrifices – or gifts – con-
sisting of certain plants or objects and also blood
sacrifice, where the water buffalo nowadays is the high-
est one. In this way the village spirits, ancestor spirits
and certain malevolent spirits are treated and balance
is upheld. Most spirits are not necessarily evil but
nevertheless dangerous for the living. For instance an-
cestor spirits, who are generally believed to protect
the living, may cease doing so if somebody did some-
thing wrong or didn’t care for them properly. Then
people would fall ill and perhaps even die. If this hap-
pens, a buffalo ceremony, which in turn is surrounded
by a number of taboos, could be staged on a well-
chosen day. Similarly, living beings are believed to have
souls and there is a hierarchy of souls as well. Apart
from human souls the souls of rice and of large game
are especially important. These also demand proper
action from people. Beside its soul a living animal
may also be considered a representation of a certain
spirit.

The spiritual aspect is thus very present and in many
cases this also involves music. Villagers in general must
know the most important of this framework of calen-
dar rules, taboos and religious beliefs in order to handle
daily life. In the case of larger ceremonies that involve
the whole village, for example harvest feasts, the vil-
lage elders, village headman and sometimes a master of
rituals must be consulted. In most areas there are also
shamans, who are considered to be able to communicate
directly with spirits and who are called upon in cases
of illness. The shaman séances normally involve mu-
sic in one way or another. Among the Kammu a special
set of songs and music on gongs and cymbals send the
shaman off to the spirit world and call the shaman back.
The shaman will sing with a special voice believed to
be that of the spirit in question and in the curing pro-
cess the shaman will sing certain magic songs or spells.
The Hmong shaman travels to the spirit world on a sym-
bolic horse and besides chanting uses gong and rattling
metal sounds, like a rattle-sword made from a sword
and metal rings [50.39].

50.3.2 Praising the Rice Soul

All matters relating to the farming of rice are of ex-
treme importance since a successful harvest guarantees
basic food for the coming year, whereas a small harvest
due to weather conditions or other circumstances could
cause a village to starve unless other sources of food
could compensate, or unless there is wealth enough to
buy food. A number of rites are performed in order to

call the rice soul to the fields and to make it want to
stay there. The details of the ceremonies or rites dif-
fer from people to people and also between villages of
the same people, but the overall functions have much in
common.

Those minorities that live on mountain slopes, like
the Kammu people, will make their fields on the moun-
tainside a bit away from the village. An area will be
burnt to make a field and the Kammu use a rotation
system so that they return to the same place a num-
ber of years later. In that manner the forest can recover.
Once the field is cleared and the rice has been sown and
begun to grow, young people will stay in field houses
to watch over the rice and protect it from various ani-
mals. In this season there is time for singing, learning
songs, and making music on instruments from material
at hand. It is also the season when people in Rmcùal
and surrounding villages may present their wife-taking
clan with certain objects in order to please the rice soul.
These objects are a fragrant herb, crwàaN, and materi-
als for a decorated pole, cóh, to be placed by the field
house, and three bamboo clappers, called pÓh, that are
placed at the top, the bottom and the middle of the field.
The pole and the clappers are made from different sizes
of bamboo, including the plated decorations and tassels.
The bamboo clappers are connected by ropes to a pole
just beside the field house, from where they can be op-
erated (Fig. 50.9).

The large clapper on top, pÓh mòk, is made from gi-
ant bamboo and the smaller one at the bottom, pÓh y1́aN,
from a large bamboo variety. Their main sounding part
is a bamboo culm in which a slit has been cut length-
wise. When one of the ropes is pulled, it lifts the split
bamboo of the clapper it is connected to, so that the slit
opens and then emits a sound when it closes. In this
way, the three clappers can be played in ensemble from
the pole in the center of the field. A bamboo clapper can
produce several different sounds. The loudest and most
resonant one is achieved when the clapper is pulled up
with a sudden jerk so that it claps together in upright
position. A softer sound is obtained when the clapper
is arrested in the middle position. Each of these sounds
can be followed by weaker sounds when the two halves
of the clapper are allowed to bounce two or more times.
When it falls back into its original position against the
anvil (téñ-téñ), the weakest sound is heard: a thump that
cannot be heard from a distance. The third clapper, pÓh
làk-làk, consists of a piece of bamboo with a lengthwise
slit placed on top of a pole. A narrow waist is cut so that
the slit opens easily. This clapper has a high-pitched rat-
tling sound.

The large and small clappers are played in simi-
lar ways, but the large one is too heavy to be played
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Fig. 50.9 Outline of the placement of the Kammu bam-
boo clapper family for the rice soul in a field. A) decorated
pole, cóh; B) large clapper, pÓh mòk; C) small clapper,
pÓh y1́aN; D) third clapper, pÓh làk-làk; 1) forehead, ktáh;
2) carrying sling, prnÒ; 3) hump, pÒ. (Drawing: D. Tayanin)

rapidly. Once a steady tempo has been achieved, two
rhythm patterns are played in alternation, called yàal
(slow) and kmt2́2n (fast). The third clapper will rattle
along in a rather fast tempo. This is exactly how the
kettle gong, gong and cymbals are played in the village
when there is a ceremony of the kind where the ancestor
spirits are called upon. The rice soul thus gets a bam-
boo version of this ensemble where the largest clapper
corresponds to the kettle gong, the smaller clapper to
the gong and the smallest third clapper to the cymbals.

Table 50.3 Music during the Kammu farming year, village Rmcùal, Yùan area

Activity Music Ascribed meaning
Burning season
Clearing the fields Side-blown horn Calling and the rice soul from the forest to the new field

Sowing season
Sowing Music taboo Loud sounds would anger the rice child
Village ceremony Concussion tubes, drum, gong and cymbals Receiving the rice child to the village common house

Weeding and growing season
Calling rain Song; ground harp or ground friction drum Arousing the dragon spirit to make it rain
Cursed field ceremony Bumble pipes (by steam over fireplace),

gongs and cymbals (side-blown horn taboo)
Main purpose: driving out area spirit that owns a part of
the field

Pig ceremony Music taboo (kettle gong, gong and
cymbal) except singing during the party
that follows

Calling ancestor spirit to ask protection against evil
spirits considered active in this season. Gongs and
drums would make the ancestors think a buffalo was
sacrificed

Clappers raised in the field Bamboo clappers; songs Pleasing the rice soul and making it stay in the field

Harvesting season
Harvest Taboo side-blown horn, kettle gong, gongs,

cymbal
Loud sounds would anger the rice child

Harvest feast in the village Drum, gongs, cymbals; songs Greeting the rice soul

Year-end season
Begging Song Getting rid of waste spirits: youths go begging for crops

that will be thrown away to the west outside the village

There are still other meanings of the clapper ensemble
which serves as a symbolic buffalo sacrifice. The front
part of the largest clapper is called forehead (ktáh) and
the hind part hump (pÒ): this refers to the same body
parts of a buffalo, which has a ritual role as sacrificial
animal. The part behind the forehead is called carrying
sling (prnÒ), which refers to a carrying sling for babies
that in turn implies the rice soul, which is thought of as
a small child: the rice child (kÓon NÓ) (Fig. 50.9).

While the bamboo clappers are set up some mem-
bers of the recipient family return to the village to
prepare food, and then bring the food and wine to the
field for a feast. Two cups of wine are offered to the
rice soul and a good singer from the recipient fam-
ily sings in praise of the clappers. A singer in the
giver’s family sings in reply, praising the rice of the
recipient family’s fields and belittling the gift [50.47,
p. 100ff.].

While the clappers have important social and spiri-
tual meaning they also serve to scare off birds and other
animals that might harm the rice. The season when
the rice grows is in many places characterized by the
sounds of various sound sources designed to serve as
scarecrows. Many of them are powered by wind or by
water and they range from simple constructions like the
humming propeller seen on Fig. 50.9 just beside the
field house (táalÉE lòm) to the complex machines of
tuned bamboo tubes like the Sedang tang koa [50.18,
p. 56ff.], [50.48, pp. 24–25].
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50.3.3 The Farming Year

The greeting of the rice soul is one of a cycle of cer-
emonies during the farming year that starts with the
initiation of the clearing of the fields and ends with the
New Year festivities when the old year is finished off
(Table 50.3). Most of these ceremonies have a relation
to a certain kind of music or musical instrument, some-
times even in the form of taboo against music.

The ascribed meanings of these activities are to-
tally within the spiritual world. This is the insider (or
emic) perspective. In an outsider (or etic) perspective

one might think of other explanations. It is quite ob-
vious that spiritual beliefs and rules help to regulate
human life. Even more so, the cycle of ceremonies dur-
ing the farming year signals important seasons and the
passages from one season to another and also serves
as a calendar. Sowing and harvesting are particularly
important and critical phases and in the case of the
Kammu this is marked by the taboo against music.
The different village cultures have variants of this cy-
cle of ceremonies and music [50.21, 49–52]. Many of
the beliefs and practices also have parallels among the
majority peoples [50.53–56].

50.4 Village Music and Modern Society

The basic units of the minority communities are the vil-
lages and the clans in them. The music, rituals and be-
liefs serve to hold the villages together. The collectively
shared systems of music making and its organization
therefore play important roles in making the music cul-
ture stable over time. Maybe the strongest symbol of the
village community as a unit is the wooden drums that
in many cases are collectively owned, used in collec-
tive ceremonies and kept in the village common house.
Thus the wooden slit drum of the Wa people in south
China is surrounded by a number of rituals [50.57, 58].
In some areas gongs or bronze drums have a similar
role.

50.4.1 Change in Village Cultures

That village cultures are stable does not mean that they
are static. Music traditions are known to have gone out
of use, for instance the Kammu in north Laos used
to have a wooden slit drum much like that of the Wa
but it has long ago been replaced by a long wooden
drum with two skins [50.59]. In other cases new prac-
tices have been integrated into the existing systems
or added to them, like music, instruments and songs
from neighboring peoples, including the majority peo-
ples. There is a more or less pronounced hierarchy
between the minority peoples living in a specific area
that may make those who want to raise their status
adapt to the culture and life of those who are consid-
ered higher in status. In the long run this may lead
to hybrid forms of culture and to changed experienced
identity [50.60].

These things are part of the continuous change, but
change can be more drastic. Historically, for instance,
it is believed that the Kammu were once the dominant
people in Laos, but that about one thousand years ago
they were forced to move up the mountainsides by a mi-

gration of the Thai people from the north, who are now
the majority population. As recently as the beginning
of the 19th century conflicts in south China made many
Hmong move into northern Laos and Vietnam where
they generally made their villages and swiddens on the
mountaintops.

The Kammu village Rmcùal that has been used as
reference several times in this chapter is actually an ex-
ample of rather dramatic change in recent times. In fact
it no longer exists, so all information about its music
and traditions is historical. After a period of depopula-
tion the last family left the village in 1999 and actually
the whole area where Rmcùal was is now deserted. The
reasons for this are many. Wars – particularly the inter-
nal war in Laos in the 1960s and early 1970s – made
Kammu people in the area become soldiers on differ-
ent sides in the conflict. Young men left their villages
and eventually there were too few people in the area to
uphold a necessary production of rice. Gradually peo-
ple started moving to new settlements in the lowlands
or to suburbs of nearby towns, like Nam Tha. This has
meant that the music that was related to work and to
social organization has lost its base and become aban-
doned or recontextualized. On the other hand, people
have better access to education, healthcare and trade
centers [50.61]. This development is not limited to this
particular area, but also occurs elsewhere [50.62, pp. 4–
5].

Generally speaking, while the systems of music or-
ganization that have been exemplified in this chapter
have started to dissolve, those kinds of music that can
be more easily recontextualized are music relating to
important ceremonies, like funerals, and social singing.
Thus the recited prayer that guides the soul of a dead
person to a place of rest located in China is still being
used among Hmong in the US and those who live in ex-
ile, have started cultural associations that also promote
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musical instruments, like the Hmong mouth organ or
the gongs and cymbals of the Kammu [50.63].

Wars and political changes have affected minorities
in the whole of Southeast Asia and continue to do so
when it comes to national policies and legislation con-
cerning land rights. Generally the uphill farmers who
use swidden techniques are believed to cause defor-
estation and soil erosion, which has led to reforestation
programs and resettlement programs that have changed
their practical circumstances thoroughly.

50.4.2 Survival in Modern Society

In this chapter the music of the ethnic minorities has
so far been treated as belonging to their own separate
universes on the village level. Though there is inter-
action with neighboring peoples the music of villages
of the same people tend to share the same instruments,
instrument names, vocal genres and genre names over
long distances. Similarly, even though there is inter-
action with the majority peoples, the ethnic villages
have more in common with other villages of the same
ethnicity than with the majority in their vicinity. This
holds true as long as the village traditions are rather
intact. The radical changes these communities have un-
dergone, particularly since the mid-20th century, are
changing this picture and is a development that can
be expected to continue. Therefore the music of peo-
ple of minority background must also be seen as part
of the whole national music culture in the country
where they live. Still, the music cultures of the eth-
nic minorities cannot be seen as subcultures of the
national music culture, but rather as separate music cul-
tures.

In Vietnam music of ethnic minorities was incorpo-
rated in the development of a new national music that
began in the north in the mid-1950s and nationally after
the Vietnam War in 1975. In line with politics in the
Soviet Union and China the aim was to build a rev-
olutionary music culture. This would be achieved by
eliminating aspects of the old society considered neg-
ative, transforming customs considered backward and
building a new music culture [50.64, p. 93]. This is
usually referred to as neotraditional music and consists
of reformed traditional music, political songs and mod-
ern compositions [50.64]. The latter are often composed
with motifs and rhythms inspired by ethnic music.
The neotraditional music includes modified versions of
the bamboo xylophone trung and the bamboo tubes
k’long put along with modified versions of Vietnamese
instruments and is performed by conservatory-trained
musicians in official situations, nationally and abroad
(Fig. 50.10) [50.65]. On a symbolic level it represents
a nation consisting of all its ethnic groups of which

the majority people Viet (or Kinh) is one. The pro-
cedure is selective and those instruments and musical
pieces that have an ethnic background were moved
from their traditional contexts and placed in a new con-
text.

Traditional Vietnamese music, for instance the mu-
sic of the zither danh tranh, was moved from intimate
music situations to stage and TV performances involv-
ing less – or no – improvisation [50.64]. Similarly,
ethnic music performed by musicians of minority back-
ground has, much after the Chinese model, also become
staged, particularly at festivals and at competitions.
This is another example of selective recontextualization
since the stage and television contexts have their own
sets of practices and criteria that the music is adapted
to. Staging is closely related to tourism, whether music
is literally performed on a stage or in a village special-
izing in tourism [50.66–69].

In 2008 the Space of gong culture was inscribed on
UNESCO’s list of Intangible Cultural Heritage of Hu-
manity. The gong traditions of the Central Highland in
Vietnam became the first ethnic music to get this status.
Other countries in East Asia have been active with cul-
tural heritage designations for some time, particularly
so Japan and in the 2000s China [50.70]. In Vietnam
this has been used in order to safeguard and revitalize
music that was not previously cared for or – as in the
case of the vocal chamber music ca trù – discouraged

Fig. 50.10 An ensemble from the Lam Dong province
in the Central Highlands of Vietnam performing at the
national festival for traditional instruments in Da Lat, Viet-
nam, 2014. It appears to be a local neotraditional ensemble
with modified instruments consisting of Viet musicians
representing the minorities of the province. From left to
right: suspended gongs, suspended bamboo xylophone,
bamboo xylophone with resonating tubes, festive deco-
rated pole (Fig. 50.9); behind the pole a variant of the klong
put bamboo instrument, drum, stone xylophone, klong put
bamboo instrument. (Photo: E. Wettermark)



Music Among Ethnic Minorities in Southeast Asia 50.4 Village Music and Modern Society 1001
Part

G
|50.4

or even banned [50.71]. While this status will serve as
a support for those who carry on the tradition it also
leads to an increased focus on that certain activity by
media and tourist agencies [50.69, 72].

Since its start in the 1950s the Vietnamese Institute
for Musicology has conducted fieldwork studying and
documenting folk music, including music of the eth-
nic minorities [50.73]. The recordings are archived and
are gradually being digitized. Documentation is also
organized in collaboration with local culture centers
and many recordings that are published on CD, VCD
or DVD formats are aimed at local use. Documented
recordings are an important asset once a music has
been discontinued and revival movements may occur.
The fieldwork normally consists of field study, doc-
umentation, archiving and publishing. In many cases
knowledge is lost in ethnic villages and often only
the oldest people know the music. One has noticed
loss not only of musical knowledge in general but
also loss of knowledge for making musical instru-
ments: selecting material, treating the material and
handling the instruments. In recent years fieldwork
has also been combined with education in order to
revitalize the transmission process: senior folk perform-
ers recognized by the communities will teach people
of the whole community with priority on the young
generation [50.74, pp. 39, 57–59]. These transmission
classes aim at empowering people to revitalize their
music culture as a living culture rather than preserv-
ing its music as frozen objects. Similar initiatives may
be taken from within the culture, which is the case
among the Tampuan in Ratanakiri Province, northeast-
ern Cambodia, where songs in the traditional style
that deal with modern topics are being created and
used [50.75].

The Vietnamese example demonstrates that the mu-
sic culture of an ethnic minority group or village cannot
only be seen as a separate unit but also must be seen
in relation to the national music culture of which it is
a part and to the processes going on there. This is crucial
when thinking of the future of this music. The circum-
stances differ in detail between the countries in the area
but are similar on a general level [50.76]. The processes
that are mainly conducted by external agents like politi-
cians, producers, researchers and development workers

are complex and need to be problematized in order to
understand their effects [50.62]. There are many and
often conflicting views on how these various agents re-
late to the future of the music cultures of the minorities
and these conflicting views can also be found within the
group of ethnomusicologists. The old relation to tradi-
tional music that advocates preservation with arguments
of authenticity stands against the view that the music
cultures should be left alone to handle the situation and
that loss of music traditions is a normal and unavoidable
thing. There are those who see stage shows, compe-
titions and tourism as leading to folklorization that is
opposed to authenticity, while others prioritize the fact
that these are some of the few areas where performers
can make a financial gain.

It is a fact, though, that all these circumstances,
which are both opportunities and threats to the minor-
ity music cultures, exist and will continue to exist for
the foreseeable future. The situation is not unique to
Southeast Asia but can be seen in a wider perspec-
tive. In the international research project Sustainable
futures for traditional musics matters of sustainability
in 11 different contexts in the world were studied by
a comparative method in order to increase knowledge
of these processes [50.77, 78]. As the understanding
of the situation in Southeast Asia may benefit from
studies in a wider geographic perspective, likewise in-
terdisciplinary approaches are important, not least with
linguistics, where endangered languages have been an
issue for some time and are also debated [50.79, 80].
Music loss among endangeredmusics has much in com-
mon with language loss – actually the two are closely
connected particularly in the area of singing, which
in many cases demands a full command of the lan-
guage.

This chapter has included examples of traditional
village-based music cultures of the Southeast Asian mi-
nority peoples and it has dealt with the present-day
situation after substantial changes in life patterns and
a degree of recontextalization into the main national
music cultures. What lies in the future is a large and im-
portant field for musicological research that takes into
account both the traditional and the present conditions,
includes local culture politics, and also relates to global
musicological and interdisciplinary research.
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50.A Appendix: Recordings
50.A.1 CDs

� Baishibai. Songs of the Minority Nationalities
of Yunnan. PAN 2038CD (Pan Records, Leiden
1995)� Bamboo on the Mountains. Kmhmu Highlanders
from Southeast Asia and the United States SFW
4056 (Smithsonian Folkways Recordings,Washing-
ton 1999)� Karenni. Music from the Border Areas of Thai-
land and Burma. Pan Records Ethnic Series, PAN
2040CD (Pan Records, Leiden 1994)� Music from Vietnam 3. Ethnic Minorities. CAP
21479 (Caprice Records, Stockholm 1995)� Music from Vietnam 5. Minorities from the Central
Highland and Coast. CAP 21674 (Caprice Records,
Stockholm 2003)� Music from Villages in Vietnam 1–2. (Vietnamese
Institute of Musicology, Hanoi 2009)� Music of Laos. Khmou’, Oï, Brao, Lao, Phou-noï.
Kui, Lola, Akha, Hmong and Lantene traditions.
W 260118 (Maison des Cultures du Monde, Paris
2004) inedit� Vietnam. Music of the Montagnards. CNR
2741085/6 (Le Chant du Monde, Arles 1997)

� Vietnam Institute for Musicology: Series of CD,
VCD and DVD recordings

50.A.2 LPs

� Cambodge. Musique “Samrê” des Cardamomes re-
cueillie par Jacques Brunet. LD 112 (Disques Al-
varès, Paris 1969)� Musique des tribus Chinoises du Triangle d’Or.
ARN 33535 (Arion, Paris 1980)� Musique Mnong Gar du Vietnam. Collection Musée
de l’Homme, OCR 80 (Disques Ocora, Paris,
recorded in 1958)� Musiques du Cambodge des forêts. Anthologie de
la Musique des Peuples (1976)� Musiques du Viet-Nam. Disques BAM LD 434, n.d.� The Protomalayans of Malacca. An anthol-
ogy of South-East Asian Music, BM 30 L 2563
(Bärenreiter-Musicaphon, Kassel, recorded in 1963)� The Negrito of Malacca. An anthology of South-
East Asian Music, BM 30 L 2562 (Bärenreiter-
Musicaphon, Kassel, recorded in 1963)� The Senoi of Malacca. An anthology of South-
East Asian Music, BM 30 L 2561 (Bärenreiter-
Musicaphon, Kassel, recorded in 1963)
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51. Music Archaeology

Ricardo Eichmann

Music archaeology is a rather recent field of aca-
demic studies that emerged in the 19th century
and provides access to musical cultures of an-
cient civilizations. Modern research, characterized
by expanding interdisciplinary methodological
approaches, has its roots in the 1970s. Music
archaeology explores ancient music and archaeo-
acoustic phenomena embedded in archaeological
contexts and objects, iconographic representa-
tions, and written sources. After a long period of
processing and classifying such data, cultural turns
in the past two decades have increasingly influ-
enced the interpretation of archaeological music
evidence.
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The sources for reconstructing the sound and musical
culture produced by ancient civilizations are accessed
by classical humanities disciplines, particularly archae-
ology, and collected, classified and interpreted from
different perspectives [51.1, 2]. Conditioned by the re-
search goals and methodologies of the humanities,
archaeology investigates human sociocultural evolution
and the underlying technical, economic and social in-
novations [51.3]. Toward this end music archaeology
cooperates closely with disciplines in the natural sci-
ences and enhances their methods and procedures. This
productive collaboration yields robust, verifiable data
about the living conditions of ancient societies and their
culture. Ideally, music archaeology is pursued in in-
terdisciplinary cooperation between archaeologists and
musicologists, whereby the methods applied depend
in each case on the particular issues and the nature
of the source material. Sources associated with music
and found in an archaeological context were systemat-
ically researched by individual scholars already in the
19th century. The work of the musicologist Carl En-
gel on the music of the most ancient nations, dating
from 1864, is outstanding for this time [51.4]. His inves-
tigations included an analysis of archaeological relics
and findings on the ancient advanced civilizations of
Western Asia and Egypt. Later, lasting impulses for in-
terdisciplinary archaeological music research relating
to Western Asia and Egypt emanated from such musi-

cologists as C. Sachs [51.5, 6] and H. Hickmann [51.7]
in the early decades of the 20th century. A synthe-
sis on prehistoric music in Europe was available in
1934 [51.8]. Also deserving of mention is an interna-
tionally acclaimed series on the iconographic history of
music (Musikgeschichte in Bildern) edited by Heinrich
Besseler,Max Schneider andWerner Bachmann, which
also considered the music of antiquity [51.9] and com-
prised volumes on Greece, Etruria and Rome, Egypt,
Mesopotamia, Central Asia, India, and America.

Continuous research on music in antiquity is, how-
ever, only discernible since the late 1970s. Since
that time, an increasingly expanding, interdisciplinary
field of work has been established [51.2, 10–12].
Today, the field is usually called music archaeol-
ogy (Musikarchäologie, archéologie musicale) or ar-
chaeomusicology, sometimes archaeo-music (Archäo-
musikologie, archéo-musicolgie), depending on the
disciplinary environment with which the authors or
initiators of the working teams most closely asso-
ciate themselves; musicology or archaeology. In several
places the name of the field is controversial (see, e.g.,
[51.2, 12]). In this article the term music archaeol-
ogy, which was introduced by researchers already at
an early date [51.13], is understood as the designa-
tion for a specialization within archaeological research,
analogous to social archaeology, economic archaeol-
ogy and industrial archaeology. Other than several brief
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surveys of developments over the past 40 years (e.g.,
[51.1, 2, 14]), a comprehensive, systematic history of
archaeological music research worldwide is not yet
available.

Numerous multidisciplinary research groups ad-
dress different geographical settings and historical pe-
riods or different topics of musical culture across
a spectrum ranging from the fabrication of musical in-
struments to aspects of musical life. In this context,
basic research in the field of music archaeology has also
led to the production of systematic catalogs of relevant
relics and findings as well as monographs on special-
ized topics investigated in historical depth.

Usually embedded in an archaeological context,
music archaeology is also a focus of the emerging field
of archaeoacoustic research, which is also concerned
with nonmusical acoustic phenomena [51.15, 16]. This
is reasonable, since it cannot be determined whether

many sound-generating objects, such as horns, whis-
tles, bells and drums, were ever used to produce music,
or just had a signaling function. This is also the case for
metal artifacts from prehistoric European hoards, which
stimulate archaeoacoustic investigation because of their
sound qualities [51.17], and for many ancient American
whistles that served to imitate animal sounds [51.18,
19].

A comprehensive manual of the theory and prac-
tice of music archaeology does not yet exist, although
efforts in this direction are being undertaken in the in-
ternational research community [51.2, 10, 20], whose
members regularly interact at conferences held with in-
creasing frequency. An overview of past international
conferences and proceedings that provide information
about music archaeology activities and research fields
worldwide is to be found on the websites of music ar-
chaeology research teams (e.g., [51.21–24]).

51.1 Methods

Music archaeology’s primary sources are cultural en-
vironments significant for their musical contexts. They
are typically studied by archaeologists during strati-
graphic excavations using modern methods of securing,
classifying and documenting remnants of human ac-
tivity. These include physical survey techniques based
on geomagnetics, electrical resistivity imaging and
ground-penetrating radar to locate buried structures
or portable objects; excavation techniques including
find-related fine-scale stratigraphic excavations to con-
textualize relics; documentation methods including ge-
ographic information systems and satellite-based mea-
surement systems to determine the precise georefer-
enced location of relics and findings; techniques for
salvaging finds, such as en-bloc recovery of fragile
objects for later examination under laboratory con-
ditions; three-dimensional (3-D) scanning technology,
computer tomography and x-ray imaging to visualize
objects still in an en-bloc recovery state and to deter-
mine the constructive features of artifacts; 3-D printing
techniques to reproduce artifacts; restoration techniques
to stabilize fragile objects; chemical investigation of
material remnants in order to reconstruct surface treat-
ments and the formation of patina; microscopy to detect
traces of the fabrication and use of objects; technolo-
gies from the natural sciences to determine the age of
relics and findings, including optically stimulated lumi-
nescence, radiocarbon analysis, dendrochronology and
x-ray fluorescence spectroscopy; archaeobotanical, ar-
chaeozoological and archaeometallurgic methods for
identifying materials; the study of isotopes suitable as
markers for tracing provenance; and finally, anthropol-

ogy, pathology and genetic technology to gain insights
about the living conditions of individuals and the demo-
graphic characteristics of a society.

Also of importance are written records that permit
conclusions about past musical life as well as icono-
graphic representations of music scenes, musicians and
musical instruments. The significance of this kind of
source material depends on the philological, historical
and semiotic assessment of the particular text or im-
age evidence. Everyday knowledge is seldom adequate
for interpreting texts and images in terms of music ar-
chaeology. As a rule, knowledge of ancient languages
is essential for studying ancient text passages and ex-
isting translations, particularly if the texts of ancient
authors have not been translated or annotated by philol-
ogists trained in musicology or music archaeology. The
case is similar for the image repertoire of the past,
which makes use of iconographic codes that seldom
correspond to those of today. The iconographic features
of an ancient civilization can only be reliably inter-
preted against the background of their cultural context.
This requires an application of analytic archaeological
methodologies to art that presuppose a firm knowledge
of the artistic handicraft output and stylistics of a com-
munity. It must also be recognized that documented
source materials always represent only a very small
fraction of a past culture. For ancient Egyptian culture it
can be asserted, as Alexandra von Lieven [51.25, p. 99],
emphasizes,

that most of our material comes from tombs, . . . ma-
terial from younger epochs is much more abundant
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than from older periods (this is enhanced by the fact
that older material is stratigraphically lower and
thus more vulnerable to a high ground water level),
that the continued use of traditional material can
distort our view of later epochs, that texts and de-
pictions contain only parts of the reality, and that
possible oral traditions are completely lost to us.

Computer-based analyses of characteristics are used
to establish typologies that can clarify technological,
chronological and chorological issues. G. Kolltveit
elaborated a paradigmatic typology of European Jew’s
harps, which can be identified since the 13th cen-
tury [51.26, pp. 65–153]. Iconographic sources are also
suitable for studying musical instruments in large geo-
graphical areas, although the meaning of images some-
times remains vague because of stylistic differences, one
example being the lyres that emerged in ancientWestern
Asia starting from the fourth millennium BCE [51.27].

The question of the extent to which archaeologi-
cal music research can take into account the insights
of ethnomusicology has been and continues to be dis-
cussed [51.1, 2, 28, 29]. In this context, methodological
and concrete cultural aspects that have an influence on
archaeological music research have to be distinguished.
From an ethnographic standpoint they primarily include
terminology, classification [51.30], forms of presenta-
tion, playing techniques, and music theory. From an
ethnological perspective they comprise theoretical re-
flections about the sociocultural relevance of the music
and how analogies and symbols are handled [51.31,
p. 177]. According to the latter orientation, musical
phenomena are considered to be products of social and
cognitive processes, just like other cultural features of
a society, and perhaps only meaningful within very
narrowly limited spheres, not to be regarded as the re-
sult of some kind of purposeful evolution [51.3], [51.2,
p. 5], [51.31]. The extent to which analogies arising
from an ethnographic perception can be legitimately
used for music archaeological interpretations depends
on how the ethnoarchaeological research approaches
are assessed [51.2, pp. 6–7] and in any case requires
verifiable justification.

Ethnomusicological analogies can be regarded as
a chance to better understand the use of sound
in specific cultures but it can be risky to use eth-
nomusicological analogies without having studied
the proper archaeological context. An intensive
ethnographic survey of analogies can make the
reconstruction of ancient instruments more plausi-
ble. [51.20, p. XIII]

In comparison to ethnomusicology, which is pri-
marily concerned with relatively brief periods of time
(short-term perspective), the research field of mu-
sic archaeology extends back over several millennia
(long-term perspective). This is advantageous for ar-
chaeological music research because it allows gradual
changes to be studied over long periods of time. It
also discourages an ethnocentric view of music in
favor of an independent appreciation of the most var-
ied sound cultures [51.20, p. XIII]. Whether and to
what extent universally valid musical absolutes gained
from ethnomusicological perspective can be regarded
as a prerequisite for broader music archaeological in-
terpretations is a matter of debate [51.32]. This issue
has research potential.

The methods and procedures employed by archae-
ologists are also used to investigate sources relevant for
music history from more recent contexts, e.g., when
details of written or oral transmission are to be veri-
fied with other approaches, or are not available [51.33].
Archaeological music concepts have been employed in
modern history, whereby the idea of excavation should
be understood more in a metaphorical sense and as re-
ferring to research on ancient texts [51.34].

As is the case for modern archaeology, today music
archaeology can only obtain verifiable, fruitful results
in multidisciplinary and interdisciplinary research part-
nerships. Besides the classical humanities (philology,
history, archaeology, art history), these need to draw
on musicology (organology, music theory), ethnology
(historical ethnomusicology, oral traditions, ethnogra-
phy) and the natural sciences (physics, survey methods,
acoustics, chemistry, materials science, patina stud-
ies) [51.2, p. 4, Fig. 1].

51.2 Research Topics

In practice, music archaeology is dominated by re-
search topics related to the excavation, identification
and organological study of musical instruments and
their sociocultural context. One of the strengths of
archaeo-organological research is the macroscopic and
microscopic analysis of surface traces related to the
production, use, damage or ground deposition (taphon-

omy) of a musical instrument. To this can be added
the reconstruction of the successive stages of instru-
ment construction (chaîne opératoire), starting with the
supply of materials and tools, extending to the various
stages of crafting, and ending with a ready-to-play in-
strument. This makes it possible to draw conclusions
about the complexity and cognitive preconditions for



Part
G
|51.3

1008 Part G Music Ethnology

the production process [51.35], to the benefit of numer-
ous artifact studies. Examples include the interpretation
of Paleolithic aerophones [51.36, 37] and the tone reser-
voir and function of an Egyptian necked bowl lute,
which was produced, as well as subsequently repaired,
in late antiquity [51.38]. As with other empirical cul-
tural sciences, music archaeology is thus in a position to
access the knowledge embedded in artifacts and to in-
terpret it against the conceptual background of a revived
material turn [51.39]. The possibility of reading arti-
facts or contexts like a text has increased dramatically
due to modern natural science methodologies and pro-
cedures, and allows the reconstruction of the life history
of an individual musical instrument [51.38]. Linking
such material studies with spatial contexts creates fer-
tile archaeoacoustic studies [51.40]:

From a material culture perspective there are at
least three key areas to which archaeology can con-
tribute: the instrument and other accoutrements on
which the music is made; the place the music is
made, performed or remembered; and the place that
inspired that music to be made or which is recalled
or described in song.

For example, the resonant characteristics of Paleolithic
caves containing wall paintings are being examined
from this perspective [51.16].

Musical instruments are reconstructed in the con-
text of experimental archaeology [51.41–44]. The in-
sights gained in the process about the production and
handling of the instruments can be used to interpret
organological details and playing techniques. For ex-
ample, in the case of wooden objects the design of
a workpiece can be influenced by the particular tools
that are available for chopping, sawing, carving, and
finishing, by the properties of the wood (hardness,
grain), and finally by the skills of the craftsperson.
In practice, different goals may prevail that influence
how the copy of an ancient musical instrument is
made [51.45]. For example, there are copies produced
for museums that look like the original in all details,
but cannot necessarily be played. There are also ar-
chaeological music reconstructions, ideally based on
reactivated ancient design and construction techniques,
that can be used for experimental music making. There
are also instruments produced with modern tools sim-
ply for the purpose of putting the operating principles
to the test, and reconstructions primarily based on
an interpretation of ancient images and the subjec-
tive aesthetic sensibilities of their makers [51.46]. The
European Music Archaeology Project (2013–2018) in-
tended to present in an exhibition reconstructions of
musical instrument from European and neighboring re-
gions [51.23].

51.3 Musical Practice

In contrast to ethnomusicology, which is concerned
with the live music of recent societies and documented
with the help of recording equipment, music archaeol-
ogy has at best only isolated soundswith which to work,
generated by either well-preserved or reconstructedmu-
sical instruments. The oldest unmistakable and complex
musical instruments are over 40 000 years old and were
found during systematic excavations in the Swabian
Jura [51.47]. They are aerophones with up to five fin-
ger holes and made of bird bones (swan, vulture) and
mammoth tusk. The latter material especially requires
great technical skill to form. The discovery site of these
instruments testifies to an early Upper Paleolithic con-
text (Aurignacien) undoubtedly connected with modern
humans (Homo sapiens sapiens). Artifacts found in
a Neanderthal context that could have been musical in-
struments are ambiguous [51.48].

Taking into account paleoanthropological, neuro-
physiological and ethnological insights about Upper
Paleolithic humans and hunter-gatherer societies, it be-
comes evident that early aerophones were components
of a well-developed cultural communication system

and served to strengthen the social cohesion of those
societies. Images of hand-in-hand human figures, in
some cases stylistically abstract and reaching back to
earliest Neolithic times, can be interpreted as round
dancers [51.49]. Round dances are likewise effective
cultural techniques for increasing group cohesion and
alliance formation [51.50].

Besides aerophones, several other instruments had
been developed all over the world at the time, such as
rattles, drums, bullroarers, pipes, trumpets and perhaps
lithophones. However, lasting enrichment of the musi-
cal instrument inventory took place in the Old World
with the development of complex stringed instruments
(harps, lyres, lutes), which can be traced back to the
second half of the fourth millennium BCE. It is strik-
ing that the so far earliest stringed instruments (bowed
harps) arose at a time characterized by the emergence
of early city-states in Mesopotamia. Harps and lyres
were used on official occasions and at banquets or in the
context of cultic rituals. Already in antiquity, they were
a subject of music-theoretical discourse (e.g., tuning in-
structions). There is later evidence for spike bowl lutes
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from the late third millennium BCE that frequently also
occur in everyday scenes. They were first played by the
singers of epic poetry in a socially elite environment,
and in the second and first millennia BCE appear more
frequently in the hands of socially less privileged peo-
ple, such as warriors and entertainers, and in rare cases
in the hands of a copulating couple [51.51].

An analysis of iconographic sources permits
gender-relevant studies according to which ancient
Western Asian lutes were depicted exclusively in male
hands up until Hellenistic times. Along with other in-
struments like the box lyre, this instrument was brought
to Egypt and Asia Minor in the 17th and 16th centuries
BCE, where it was not exclusively played by men, but
primarily by women (frequently lightly dressed dancers
and women engaged in sex) [51.52–54]. Burial goods
also supply evidence for this practice. It is noteworthy
that lutes were not depicted in pre-Hellenistic Greece,
suggesting that they were not highly valued or used.
Following the line of these observations, the cultural
transition characterized by Hellenistic culture could
have led to a change in musical practice. Only in the ex-
tensively Hellenized world ranging from North Africa
to the Middle East does the lute seem to have over-
come the social barriers of prior times and neighboring
regions. The question, If the culture changed did the
music change as well? [51.28, p. 121], has not yet been
systematically addressed from an archaeological music
perspective. Another example related to this problem
comes from Chinese music archaeology. According to
Bo Lawergren, the sliding playing technique so charac-
teristic for modern qin playing was unavailable before
150 BCE. At that time only open strings could have
been played, which provided steady pitches [51.55,
p. 297].

Both playing techniques (open strings and slid-
ing technique) can be regarded as the expression
of different musical styles at least: The old style
may have forced the musician to a strict musi-

cal performance, while the later style may have
allowed more freedom in the reproduction of the
repertoire. If we follow Lawergren, the change of
playing techniques took place in the early Han dy-
nasty (206 BCE–220 CE), which is characterised
by political conceptions different from those of their
predecessors. [51.20, p 11]

The elites of advanced ancient civilizations went to
immense effort to produce sounds. There are examples
from Mesopotamia (Ur), where already in the third mil-
lennium BCE female musicians and their instruments,
including a lyre with a bull’s head application of pure
gold, were interred as burial objects to join a royal
woman in her tomb. In second and first millennia BCE
China, large carillon arrays composed of bronze bells in
various dimensions were used to furnish royal graves.
During the same period in Scandinavia, cast bronze
lurs, typically played in pairs and used ritually, were
produced of a quality unachieved today [51.56]. Huge
numbers of resources and great expertise were invested
in the creation of objects that produced sounds.

In the ancient Near East music was used to commu-
nicate with the gods, from whom one expected a good
future. King Hammurabi (18th century BCE) accord-
ingly employed musicians as part of successful political
management in the sense of influencing the future for
the better [51.57]. Music in ancient Greece was associ-
ated with cultic practices, similar to the situation in the
ancient Near East and Egypt. Musical harmonywas val-
ued as the acoustic expression of an ideal state (Plato,
Politeia). There was a similar understanding in ancient
China, where the success of a state was associated with
musical traditions (Lü Buwei, Spring and Autumn,
third century BCE). By contrast, the eastern barbarians
were unfamiliar with music, according to the Romans.
The sounds they produced recalled something more
like noise or a din. At that time a lack of music was
a sign of inferiority [51.58]. Today, it is self-evident
that this depends on the cultural point of view.

51.4 Music Theory

In the early written records of Western Asia and Egypt,
especially from the third to first millennia BCE, there
are numerous documents that provide very precise in-
formation about the use of musical instruments [51.59],
the training of professional musicians, their musical
repertoire and their social standing [51.57, 60–63]. De-
scriptions of rituals make it possible to draw conclu-
sions about musical performance in practice and the
role of musicians in cultic ceremonies [51.64]. Com-
parable sources from the 16th century CE report on

the musical practices of indigenous populations of the
Americas [51.18, 65].

In the ancient Near East archaeological music infor-
mation sheds light on the fundamentals of music theory
and tonal structures, which permits reconstruction of
a heptatonic diatonic tonal system.

Konrad Volk wrote that Mesopotamians proba-
bly anticipated the ancient Greek heptatonic dia-
tonic modal system. It is conjectural, however, to
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say how precisely these scales and modes were
built. According to Stefan Hagel, the fine tuning
of scales was based on a just intonation (not on
a Pythagorean intonation or on tempered tuning).
He does not agree with a major influence of music
theory from the Near-East to Greece: A compar-
ison with ancient Greek music suggests a largely
independent development of musical form from at
least as early as the first half of the second millen-
nium. Leon Crickmore, however, does not exclude
a possible connection: The evidence cited from
archaeology, musicology and the history of math-
ematics indicates the likelihood of the existence of
a musical and mathematical tradition [. . . ] lasting
at least from nineteenth century Mesopotamia until
fourth century Greece. Recent interpretations of the
cuneiform tablets encouraged by the International
Conference of Near Eastern Archaeomusicology
(ICONEA) have led to alternative explanations of
ancient Mesopotamian heptatonic scales and their
fine tuning. [51.66, pp. 32], [51.67–72]

Although no such detailed written information on
music theory exists from pre-Roman Egypt [51.25],
excavations have brought to light numerous musical in-
struments, some of them in excellent condition [51.5,
7, 73, 74]. Instruments that convey an idea of the inter-
vals that can be produced using the tone reservoir are of
particular interest. This is the case for the Coptic lutes
(a kind of pandura) of late antiquity, which were carved
out from a single block of wood and originally equipped
with wooden semifrets that were either glued on or fit-
ted into a groove [51.38]. The instruments had three
strings, whereby two strings formed a chord (probably
tuned in unison), so only two string units were avail-
able for playing. Each of these string units had its own
fret scale, variously divided by the frets. Depending on
how the bridge position is reconstructed, precise inter-
vals can be determined. The instruments were clearly
designed for a limited range of modes. Impressions
caused by string-wrapped full frets have been preserved
on spike bowl lutes from Pharaonic times dating from
the mid-second millennium BCE.

Studies of the fret series for these lutes and of
the tone reservoir for end-blown flutes from the same

cultural context permits reconstruction of heptatonic
scales without semitones that build on a pentatonic
scale. Three-quarter tones (circa 150 cents) and neu-
tral thirds (circa 350 cents) are a characteristic of
these scales, clearly distinguishing them from those
of ancient Western Asia represented by Mesopotamian
cuneiform sources of the second and first millennium
BCE [51.66, 75–77]. However, traces of corrections
made to the fret position between neutral thirds and
minor thirds confirm that it was possible to alternate
between different scale types in Egyptian musical per-
formance. Such findings on musical instruments have
not yet been systematically and exhaustively analyzed
from a musicological perspective.

Whereas surviving records about ancient Mesopota-
mian music represent a theoretical foundation not yet
confirmed by preserved musical instruments, ancient
Egyptian musical instruments do reflect what is known
of musical practice [51.77, p. 60]. This does not neces-
sarily mean that the two advanced civilizations favored
different types of scales, since many musicians were
deported from Western Asia to Egypt in the second
millennium BCE. If they not only brought with them
Western Asian musical instruments, which first oc-
curred in Egypt in the 17th and 16th centuries BCE, but
also their own Western Asian musical repertoire, then
it is possible that the fundamentals of music theory in
both areas were quite similar. Further research and new
discoveries of musical instruments from Western Asia
are needed to clarify the matter.

Other studies on the tone reservoirs of different mu-
sical instruments concern the music cultures of other re-
gions of the world, especially China and Central Amer-
ica (see, e.g., [51.78] (lithophones, gongs), [51.79]
(ocarinas), [51.80] (aulos), [51.81] (end-blown flutes),
and [51.82] (panpipes)). Using end-blown flutes, ocari-
nas, panpipes, lithophones and gongs, it was possible
to ascertain interval sizes, scales, standardized tunings
and tuning fluctuations that depend on how the in-
strument is played. Flutes from Neolithic cemeteries
in Jiahu (China) allow inferences to be made, for ex-
ample, about an increase in the tone reservoir in the
course of settlement history (seventh and sixth millen-
nia BCE) and an evolution from pentatonic to hepta-
tonic scales [51.81].

51.5 Ancient Sounds

The music once produced with instruments found in
an archaeological context cannot be recreated. Instruc-
tions for performing musical compositions (lyrics and
instrumental accompaniment) seem to have appeared

for the first time in the second half of the second mil-
lennium BCE in the locally limited region of Ugarit
(Syria) [51.59, 83–85]. Some 60 notation fragments
from the Greek/Roman cultural area have been dated to
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the period between the third century BCE and the third
and fourth centuries CE. They comprise information
about instrumental music, lyrics and rhythm [51.86].
Although such records convey an idea of the melodic
lines, other musical characteristics like pace, accent and
dynamics are unknown. Because of the nature of its
source material music archaeology can hardly deal with
the structure of the music forms of ancient societies.
The point of departure for research is therefore in most
cases related to the tone reservoir, scale types and tonal
character of the musical instruments, as well as the so-
ciocultural function of music and musicians, whereby
the actors and social relevance of musical performance
are of primary interest.

One field of music archaeology involves working
closely with instrument makers to reconstruct instru-
ments and their tone reservoir in order to play them
experimentally [51.87, 88]. In such cases the main goal
is not related to an attempt to produce ancient mu-
sic, which would be an impossible task. It is rather
to demonstrate the sound potentials of musical instru-
ments and to present new compositions and improvisa-
tions that make use of the ancient tone reservoir and the
original conception of how an instrument should sound.
To do this, a wide-based research approach is required
that thoroughly investigates the acoustic, organological
and technical framework. In the case of aerophones,
both different blowing techniques and different finger-
ing techniques have to be considered. Accordingly, the
function of aerophones reclaimed from Upper Pale-

olithic contexts is currently a matter of controversy. It
has not yet been clarified whether, to use modern termi-
nology, we are dealing with flutes, oboes, clarinets or
trumpets [51.48, 89, 90]. It is also not known whether
Irish bronze horns and southern Scandinavian lurs were
played with the help of circular breathing. There is cur-
rently no reliable basis for reconstructing playing tech-
niques [51.56]. In the case of string instruments, what
can be produced as a sound reconstruction depends on
the tuning and characteristics of the strings, and these
have, with rare exceptions, not been preserved. In gen-
eral, it can be said that the sound volume of ancient
string instruments is noticeably lower compared with
modern acoustic instruments. Such instruments were
probably not primarily used for instrumental perfor-
mance but rather to accompany vocal music. This is
undoubtedly a fruitful realm for future archaeoacoustic
research. These few examples illustrate that any conclu-
sions drawn in the field of experimental music archaeol-
ogy require verifiable justification and documentation.

Reconstructing instruments and recording experi-
mental music with the assistance of music archaeolo-
gists are not only suitable didactic methods for teaching
and for educational programs in museums; they also
have a place in living-history scenes in the entertain-
ment media [51.87, pp. 295–296]. This is obviously an
extremely speculative pursuit, but on the other hand,
involvement with instruments and notation fragments
from the distant past can spur the creativity of everyone
participating in the process.

51.6 Conclusion

To take stock of the current situation, music archae-
ology is today an increasingly multidisciplinary and
interdisciplinary field of research, so far primarily con-
cerned with processing archaeological relics related to
music and typological classification, and with recon-
structing and explaining how sound-generating objects
function. Archaeological music studies that pay more
attention to the cultural context have becomemore com-
mon in the past two decades, thanks to different cultural
turns (spatial and material turn). Nevertheless, there
continue to be studies that extract music-related sources
from their cultural context and look at them in isola-
tion. This can lead to clarification of numerous detail

problems, but frequently leaves untouched significant
sociocultural changes in ancient music history. There is
great potential in this area for future music archaeolog-
ical research.
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52. The Complex Dynamics of Improvisation

David Borgo

This essay provides some general observations
about the field of improvisation studies and sur-
veys important theoretical and empirical work
on the subject. It makes a distinction between
referent-based and referent-free musical improvi-
sation, placing particular emphasis on the specific
issues that surround the latter, and highlighting
recent research that has arisen to address them.
Whether referent-based or referent-free, impro-
visation appears to involve a continual tension
between stabilization through communication and
past experience and instability through fluctua-
tions and surprise. While many issues persist about
how to frame and explore musical improvisation,
there is broad agreement that improvisation in-
volves novel output (for the individual, but only
optionally for society) created in nondeterministic,
real-time situations by individuals and collectives
involving certain affordances and constraints. The
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critical questions involve how we chose to frame
these improvisatory dynamics: either as informa-
tion processing struggling to keep pace with the
cognitive demands of the moment, or as an eco-
logically sensitive engagement with one’s sonic
and social world.

52.1 The Study of Improvisation

The study of improvisation, paraphrasing Howard
Gardner’s view of cognitive science, has a relatively
short history but a very long past [52.1]. All instances of
humanmusicmaking, from the most ancient to the most
avant-garde, arguably involve at least some degree of
improvisation, if by this we mean making musical deci-
sions in the course of performance. Until the advent of
sound recording, however, musical improvisation was
extremely difficult to document, and therefore to study
systematically.

Oral teachings, and to a lesser extent written trea-
tises on the subject, can be found in a variety of musical
traditions: from Western classical music (at least until
the time of Beethoven), to folk and art music traditions
of the non-Western world (especially in south, west and
southeast Asia, but also throughout much of Africa and
Latin America), to more contemporary popular music
styles, with jazz serving as an important locus of activ-
ity. The thrust of these treatments, however, tends to be
either prescriptive or anecdotal. General comparisons

between various improvising traditions were sometimes
made, but relatively little scholarship attempted to offer
a more systematic or synthetic view of improvisation,
with [52.2] being an important exception.

Audio recording provided researchers with the abil-
ity to capture and rehear a performance, allowing
for microanalysis of sonic details and for compara-
tive studies, often either involving a single musician
improvising on different occasions [52.3] or different
individuals improvising on the same underlying musi-
cal structure [52.4]. This methodology allowed for more
nuanced descriptions of musical improvisation, but the
inherent complexities of the transcription and analysis
process, whether done by a human or by a machine, are
nontrivial. Peter Winkler in [52.5] highlights many of
the insurmountable challenges inherent to any attempt
to reduce music as sound to music as notation. He likens
a transcription to a blueprint drawn after the building is
built, and cautions us not to mistake the blueprint for
the building.
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Beginning around the 1960s, the growth of both
jazz studies and ethnomusicology as academic fields
precipitated an increase in research on musical impro-
visation, with some of the most influential texts also
emerging from nonmusic-related fields [52.6–8]. At
roughly the same time, a musical practice specifically
described as improvised music or free improvisation
emerged that borrows from a panoply of musical ap-
proaches and at times seems unencumbered by any
overt idiomatic constraints. This practice was origi-
nally championed by an eclectic group of primarily
American and European artists with backgrounds in
modern jazz and contemporary classical music. It now

involves musicians emanating from around the world
and draws on an even wider spectrum of influences, in-
cluding electronic, experimental, and intermedia arts.
This essay will provide some general observations
about the field of improvisation studies and survey
important theoretical and empirical work on the sub-
ject. It makes a distinction between referent-based and
referent-free musical improvisation, placing particular
emphasis on the specific issues that surround the lat-
ter, and highlights recent research that has arisen to
address them. The scope of the research being sur-
veyed is primarily limited to work published in En-
glish.

52.2 The Field of Improvisation Studies
In [52.9], Bruno Nettl argues that improvisation is an
art neglected in scholarship. In [52.10] Derek Bailey
observes that improvisation is both the most widely
practiced of all musical activities and the least acknowl-
edged and understood. Despite this apparent neglect,
the academic field of improvisation studies has grown
considerably in recent decades, with the publication of
numerous scholarly books and articles on the subject,
and with the emergence of academic journals, confer-
ences, and graduate programs with improvisation as
a central focus. The appearance of the journal Critical
Studies in Improvisation/Études critiques en improvisa-
tion in 2004, the formation of the International Society
for Improvised Music in 2006, and the forthcoming
publication of the two-volume Oxford Handbook of
Critical Improvisation Studies are all watershed marks
for the field’s increasing prominence.

While improvisation has often been studied in
discipline-specific ways (e.g., in music, theater, dance,
or visual arts), only recently have researchers embarked
on more multi- and interdisciplinary work, at times
spurred on by developments in the cognitive and neu-
rological sciences, or by an interest in understanding
improvisation across experience. Improvisation studies
as an academic field tends to draw on many of the same
theories that influence other scholarly work in the arts
and humanities, such as critical theory, cultural studies,
and science and technology studies. Researchers in the

field have becomemore politically and socially engaged
on the whole. Work on improvisation now extends well
beyond the arts into fields such as education, philoso-
phy, sociology, anthropology, literature, law, postcolo-
nial studies, gender studies, human-computer relations,
sports, and medicine, to name only a few.

Improvisation has also become a hot topic in man-
agement studies and organizational design, along with
other business-related fields. Two special journal issues
dedicated to this topic are [52.11, 12]. The former of-
fers primarily a favorable assessment of employing the
jazz metaphor to understand and generate creativity in
the business realm, while the latter provides a more
critical view of the underlying ethics and profit-driven
motivations of attempting to aestheticize neoliberal
economics.

What exactly is meant by the term improvisation
across this variety of work can be remarkably diverse,
and at times frustratingly vague. Certainly improvi-
sation involves numerous different types of creativity
(another term that defies easy definition). In the arts
alone, whether it is theater, dance, comedy, painting or
music, improvisation undoubtedly draws on different
sets of abilities and experiences, and it offers differ-
ent demands and rewards. Therefore, the metaphorical
comparisons frequently made to improvising music
from within other fields and pursuits can illuminate, but
also obfuscate.

52.3 Challenges in Defining Improvisation

Definitions of musical improvisation tend to be vague,
overgeneralized, or beholden to conventional notions
of musical practice. For example, improvisation is of-

ten described as composing music on the spur of the
moment, or as performing music spontaneously with-
out the aid of manuscript, sketches, or memory. These
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types of definitions tend to downplay the extensive
practice and experience that seasoned improvisers bring
to performance, and the ways in which memory (both
declarative and procedural) and often some form of no-
tation (perhaps functioning as an aide memoire) are still
involved when one learns how to improvise.

Improvisation, according to Bruce Benson [52.13],
does not fit the binary opposition of composition and
performance that underpins how we tend to think about
music making. He insists that we view improvisation
along a continuum of musical practices running through
various gradations of interpretive performance towards
a type of stream-of-consciousness playing. Improvisa-
tion, however, can also be understood as qualitatively
different from conventional notions of composition and
performance, involving very different cognitive pro-
cesses and reflecting different aesthetics, even a dif-
ferent ontology. Might improvisation challenge tradi-
tional notions that music necessarily involves a linear
process leading from compositional activity to per-
formance activity? Might it even get us to rethink
conventional ideas about cognition that subscribe to
a linear progression from sensation to thinking to ac-
tion?

Jeff Pressing, whose work on the cognitive model-
ing of musical improvisation was some of the earliest
and most influential on the subject, defines improvi-
sation as the simultaneous design and execution of
musical ideas [52.14], a formulation that seems both
to call on and exceed the conventions of composition
and performance. Writing in philosophy and aesthet-
ics about musical improvisation is limited, but often
argues that improvisation and composition are driven
by unique mechanisms and expressive goals and there-
fore should not be assessed uniformly. In general, these
treatments highlight the cumulative conception and ir-
reversible temporality of improvisation; one can make
reference to what has already occurred, but any editing
must happen retrospectively.

Ed Sarath, for instance, asserts in [52.15] that im-
provisers experience time in an inner-directed manner
in which the present is heightened and the past and fu-
ture are perceptually subordinated. These observations
underscore his conviction that improvisation demands
a distinct aesthetics of spontaneity. Ted Gioia in [52.16]
formulates an aesthetics of imperfection that cautions
against making judgments about musical improvisation
using the same formalist criteria that we use to judge
notated composition. Philip Alperson in [52.17] frames
his arguments through an aesthetics of action, insisting
that, while improvisation affords access to the com-
poser’s mind at the moment of creation, it should not
be viewed as a performative token of a compositional
megatype or model.

In general, these different aesthetics may be ex-
plainable through differences between online and of-
fline cognition, especially when viewed from both the
vantage point of the individual and from a social cog-
nitive perspective. Online cognition is concerned with
immediate input from our local environment and is
often used to describe an interactor’s point of view,
whereas offline cognition involves more careful consid-
erations, such as lengthy editorial decisions or future
planning, and it frequently describes an observer’s –
rather than an interactor’s – point of view. Improvisa-
tion has certainly been disparaged in settings that place
a greater value on offline cognition and/or that view an
activity’s intrinsic value from a universalizing perspec-
tive of observation over interaction.

My personal favorite illustration of the often-
noted differences between composition and improvisa-
tion comes from a chance meeting between Frederic
Rzewski and Steve Lacy. In this frequently recounted
tale, Rzewski asked Lacy to describe in 15 s the dif-
ference between composition and improvisation. Lacy
replied [52.10, p. 141]:

In fifteen seconds, the difference between composi-
tion and improvisation is that in composition you
have all the time you want to decide what to say
in fifteen seconds, while in improvisation you have
fifteen seconds.

Lacy’s formulation of the answer, according to the
story, lasted exactly 15 s.

The pithiness of this statement and the timeliness of
its delivery belies its profundity. On the one hand, Lacy
improvised his verbal response to a question about im-
provisation given the constraints of time and context. If
he had been provided a full minute, or 10min, or 2 h for
his response, or if he was speaking to a different audi-
ence, or perhaps in French, he would, undoubtedly, have
improvised a different answer. In this way, his particular
response is both in-the-moment and context-dependent;
it is spontaneous, yet also made to conform to the ex-
pectations and demands of the moment.

Moreover, Lacy had likely given some previous
thought to the general issue, and perhaps he had even
offered similar albeit differently phrased responses on
the subject in the past. So, in what ways was his state-
ment improvised, worked out, or some combination of
these? Would his remark have been less effective if he
had not delivered it within the provided 15 s window of
time? Should we view his response as spontaneous, or
is it better viewed as fluent, in the same way that flu-
ent speakers do not necessarily intend the construction
of their sentences ahead of time? What if his response
had been musical rather than linguistic? How would we
judge its spontaneity or fluency then?
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A priori definitions of creativity are certainly ill
advised, but a posteriori definitions are likely unavoid-
able. P.N. Johnson-Laird [52.18] provides a helpful
acronym for exploring creative activity, NONCE, ac-
cording to which the outcome of a creative process

is novel (N) for the person producing the result but
only optionally novel (O) for society at large, and it
is the result of a nondeterministic process (N) that is
guided by constraints (C) and is based on existing ele-
ments (E).

52.4 Some Contemporary Research Directions

On the whole, researchers in the fields of music psy-
chology and music cognition have focused the majority
of their attention on how listeners perceive and pro-
cess music. These approaches tend to use recorded or
computer-generated music examples for their consis-
tency.When researchers have explored the complexities
of music performance, they most often do so by look-
ing at the performance of notated music, again for the
experimental control it provides. Studying in vivo im-
provisation from the perspective of the performer or
listener remains a challenging proposition, and most
writing on the subject remains theoretical, with much
of it emanating from practicing musicians or from aca-
demics who also improvise.

The most widely accepted approaches to the study
of improvisation in cognitive psychology theorize that
improvisers deal with the cognitive constraints of the
moment by drawing on a model [52.19], a blueprint
or skeleton [52.20], or a referent [52.14] stored in
long-term memory. Depending on the specific musical
tradition, the relationship between a given improvisa-
tion and its model or referent may be more or less fixed,
with free improvisation perhaps providing something of
a boundary case for this approach, since many of its
practitioners disavow the idea that the music is based
on a model.

While it is undoubtedly true that real-time creative
processes such as improvisation place great demands on
cognitive resources, the brain is only one node in a com-
plex nonlinear feedback system. Notably fewer authors,
however, have approached the topic from the vantage
point of social or ecological psychology [52.21, 22].
In other words, the question of how does one impro-
vise? tends to elicit cognitivist or computational models
concerned with individual information processing and
signal generation instead of ecological inquiries that
explore how one’s perception, action, and sonic and so-
cial worlds may be intertwined or entangled. I will have
more to say about this topic at the end of the essay.

Work on musical improvisation from within the
field of ethnomusicology has corrected some of this
imbalance. For instance, Paul Berliner’s [52.23] and In-
grid Monson’s [52.24] influential work on jazz improvi-
sation highlights its dialogical nature and the culturally

contingent ways that it is learned and conceptualized.
Vijay Iyer’s work [52.25], as well as my own [52.26],
also demonstrates how contemporary views of cogni-
tion as inherently embodied, situated, and distributed
can shed further light on how and why musicians im-
provise together.

Theoretical writing on improvisation still out-
paces empirical work on the subject, although this
balance is beginning to shift, as more researchers
analyze data drawn from, for example, video and
other performance capture methods [52.27] or gal-
vanic skin response [52.28]. By using brain imaging
techniques [52.29–31] we are also beginning to iden-
tify specific neural regions that may be involved in
heightened moments of improvisational creativity –
sometimes referred to as a flow state [52.32, 33] – but
this research is still in its earliest stages and questions
abound with regards to how to structure experiments
and how to interpret the data meaningfully.

Other recent approaches have used a variety of in-
terview tactics [52.34] or grouping tasks [52.35] to
understand the kinds of choices that improvisers either
made in performance or might likely make given certain
stimuli. Here again, challenges remain regarding how
to frame tasks for participants and to employ measur-
ing and recording technologies in ecologically sensitive
ways that do not unduly impede or prefigure improvi-
sational activities, as well as how to assess and account
for differences in improvisational skill level.

Some recent work has shifted focus from primar-
ily investigating performer note choice within harmonic
contexts, akin to how jazz is often taught using chord-
scale relationships, towards studies of intensity and tim-
ing as key factors in how musicians improvise together,
and of how listeners hear and interpret improvised per-
formances [52.36, 37]. The importance of timbre and
nonlinear organizing principles in contemporary im-
provised music remains understudied in the literature,
although fractal dimensional analysis of recorded im-
provisations has produced compelling results [52.26,
Chap. 5 with Rolf Bader]. Another avenue of contem-
porary research involves developing automatic impro-
vising systems with the intention of creating competent
or even expert performances as judged by knowledge-
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able human listeners [52.38]. Some of these approaches
have turned to robotics as well in order to explore
the important role that physical gestures often play in
facilitating group interaction and in engaging listen-
ers [52.39].

While many issues persist about how to frame and
explore musical improvisation, there is broad agree-

ment that improvisation involves novel output (again,
for the individual, but only optionally for society)
created in nondeterministic, real-time situations by in-
dividuals and collectives involving certain affordances
and constraints. The following two sections will attempt
to clarify these ideas within the domain of referent-
based and referent-free musical improvisation.

52.5 Referent-Based Improvisation

Jeff Pressing, an improvising pianist himself, was one
of the first psychologists to put forward a convincing
cognitive model of improvisation, and he continued to
refine his work on the subject until his untimely death.
In brief, his model in [52.40] characterizes improvisa-
tion as a heterarchical process involving motor, psy-
chological, and cultural aspects (which differentiates it
from other models that emphasize only rule-based pro-
cedures, such as Johnson-Laird’s [52.18]; see [52.41]
for an analysis of these competing theories).

It is first important to make a distinction between
the various timescales involved in improvisation. For
the purposes of this discussion, I will divide them into
short-term, intermediate, and long-term. On the short-
term scale of a second or less, Pressing argued that
embodied patterns and learned gestures of procedural
memory constitute the bulk of the grist for the impro-
viser’s mill. Improvising at this timescale, according to
him, involves a nonlinear cycle of motoric function and
cognitive feedback and feedforward. In reviewing the
physiological and neurological literature, Pressing con-
cluded that improvisers have the biological capacity to
react to unexpected changes, and hence to one’s own
or one another’s new ideas, about twice a second. He
argued that the performance of experienced improvis-
ers on short-term timescales can be quite nuanced and
flexible, but it is also largely automatized.

On an intermediate timescale, lasting from a few
seconds to the length of a full performance, Pressing
argued that most improvised music utilizes an underly-
ing scheme or formal image to facilitate the generation
and editing of improvised behavior. Pressing called this
a referent. His most succinct description of a referent
was [52.40, p. 52]:

a set of cognitive, perceptual, or emotional struc-
tures (constraints) that guide and aid in the produc-
tion of musical material.

In other words, having a referent allows improvisers
the possibility to prepare before the performance and
a means during the performance to anticipate future

developments. It provides material for variation or de-
velopment, and since a referent can be shared, it reduces
the need for detailed attention to all of the component
parts of a given performance.

In mainstream jazz, for instance, a standard song
form can provide a shared template of melodic, rhyth-
mic, and harmonic information, and a means by which
performers can synchronize or orient their perfor-
mances with respect to those of the other musicians. But
Pressing’s notion of a referent was quite open-ended. It
could be abstract or sublime, such as [52.14, p. 346]:

a mood, a picture, an emotion, a physical process,
a story . . . virtually any coherent image which al-
lows the improviser a sense of engagement and
continuity.

A referent, in other words, is essentially anything that
can provide shared musical seeds from which an im-
provisation can grow.

At the longest timescale, Pressing theorized about
one’s knowledge base, which includes the passive ex-
pertise an individual has about a music style and music
culture, as well as the more personal history of one’s
own compositional choices and predilections. Press-
ing acknowledged that some improvisation could be
referent-free on the intermediate timescale, but he in-
sisted that all improvisation involves certain constraints
at the short-term and long-term timescales, since em-
bodied patterns and enculturated knowledge are always
present in improvised performance.

Pressing’s model is representational and reduction-
ist by nature, but it offers considerable complexity in
proposing that improvisers are constantly represent-
ing musical structure in parallel, via motor, musical,
acoustic, and other ways. His model draws distinctions
between improvisational features (e.g., loudness), ob-
jects (e.g., a motif), and processes (e.g., sequencing
a motif), but it is primarily centered on the level of the
musical event. A musical event, for Pressing, might in-
volve an isolated feature, object, or process, but more
often it will include all of them.
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According to Pressing’s model, improvisers first
produce a set of musical events (E1). Then each sub-
sequent set of events (E2, E3, E4) – at whatever time
grain – takes into account the referent (R) that an impro-
viser has stored in long-term memory (LTM), as well
as each previous E – with increased weight given to E
instances immediately prior. In ensemble settings, im-
provisers are also constantly taking account of and rep-
resenting what the other musicians may have just done.
All of this information makes arriving at an optimum
solution likely too time consuming and resource inten-
sive, but improvisers, according to Pressing, need only

find a good solution, not the best. Pressing views these
compounding and constraining factors as providing the
potential for unique outputs and novel interactions be-
tween musicians. Experienced improvisers, according
to him, tend to have a richer knowledge of the refer-
ent, an improved motor control and flexibility with their
instruments, and an improved cognitive representation
with more detail at a smaller grain size about the mu-
sical events produced by themselves and others, all of
which allows for a mentally nimbler and more respon-
sive performance.

52.6 Referent-Free Improvisation

What, then, of performances that do not, by their own
admission, involve a referent? A variety of descriptive
terms have circulated at various times and in various
locales to describe post-1960 musical improvisation,
each with its own group of adherents and each with
its own semantic shortcomings. The preferred terms
tend to highlight the creative or progressive stance of
the performers and the cutting-edge or inclusive na-
ture of the music itself: for example, free or free-form,
avant-garde, creative, experimental, contemporary or
new, collective, spontaneous, and so on. Stylistic ref-
erences (e.g., jazz, classical, rock, world, or electronic)
are variously included or excluded, as are cultural or na-
tional identity markers (e.g., Great Black Music, British
Free Improvisation, or Japan Noise). In certain cases
in which these specifying linguistic markers are not in-
cluded, terms may still be indelibly associated with spe-
cific individuals or locations: for instance, conduction
(Butch Morris), sound painting (Walter Thompson),
chance or aleatoric music (John Cage), harmolodics
(Ornette Coleman), intuitive music (Stockhausen), re-
ductionism (Berlin), and onkyokei (Tokyo), etc.

The scholarly literature on improvisation also varies
considerably on the question of how to interpret the
notion of freedom in this music. Some authors ex-
plain freedom in purely musical terms, as varying
degrees of liberation from functional harmony, me-
tered time, and traditionally accepted performance roles
and playing techniques [52.42, 43]. For others, defin-
ing free improvisation in strictly musical terms misses
its most remarkable characteristic – the ability to ex-
plore and negotiate disparate perspectives and world-
views [52.44].

Many authors have interpreted free improvisation,
and free jazz in particular, as a sociopolitical re-
sponse to the appropriation and exploitation of African-
American music styles [52.45–47]. They focus consid-

erable attention on the birth of the practice during the
Civil Rights Movement in the United States and on the
music’s place within the context of an emerging post-
colonial world. Other authors have allied themselves
with Marxist or neo-Marxist critiques of hegemonic
culture and have focused on free improvisation’s im-
plied critique of capitalism and its related market- and
property-based economy. For instance, Eddie Prévost,
a pioneering English improvising percussionist, argues
in [52.48] that free improvisation is least susceptible
to commodification and that it is, therefore, primarily
the domain of those who have felt stifled or excluded.
Still others view collective improvisation as a fruitful
site for generating social bonds, often across cultural
and class divides, or argue for its promising therapeutic
uses [52.49].

Given this range of opinion and approaches, how is
it that musicians attempting to leave all compositional
aspects undecided until the very moment of perfor-
mance can produce coherent music together in real
time? Opinions about free improvisation vary widely,
according to Derek Bailey in [52.10, p. 85]:

They range from the view that free playing is the
simplest thing in the world requiring no expla-
nation, to the view that it is complicated beyond
discussion. There are those for whom it is an ac-
tivity requiring no instrumental skill, no musical
ability and no musical knowledge of any kind, he as-
serts, and others who believe it can only be reached
by employing a highly sophisticated, personal tech-
nique of virtuosic proportions.

If there is a shared bond between these diverse perform-
ers, it may be a fascination with both the surprising
musical occurrences and interpersonal possibilities in-
herent to an improvisatory method in which the content
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and form of the music at the intermediate timescale are
radically underdetermined. In other words, improvised
music of this kind explores matters from the micro-
scopic level of expressive detail to the macroscopic
level of collective coordination and emergent form, all
without an explicit reliance on a shared model or ref-
erent. Self-imposed and shared stylistic constraints do
often play a generative role in the development of the
music, but in referent-free improvisation there is no
explicit precommitment to what will happen once the
performance begins.

Even with these ideals in mind, it is clear that artists
bring to any given performance a lifetime of musical
engagement, experimentation, and expectation that is
evident at both short-term and long-term timescales.
Free improvisation is not a pure form of improvisation,
or a type of ex nihilo creation, as some of its adherents
occasionally suggest. Embodied patterns and learned
gestures provide the foundations of this approach on
short-term timescales, and across longer timescales free
improvisation involves the development of a personal
experiential knowledge base (and, some argue, necessi-
tates developing an identifiable voice or style) as much
as any other practice. Calling the music nonidiomatic,
as Bailey does in [52.10], runs the risk of denying cul-
turally shared sensibilities and understandings, which
certainly come into play when the musical backgrounds
of the performers and listeners are similar.

It should be noted that a considerable amount of
music that is grouped under the broad heading free im-
provisation is not referent-free in the way that I am
using the term here, perhaps highlighting that this bi-
nary between referent-based and referent-free improvi-
sation is ultimately untenable. For instance, in settings
in which musicians have played together before or those
in which they are simply aware ahead of time of the
body of recorded work that the other musicians have
produced (which is to say almost every professional im-
provised music encounter), these previous experiences
often serve as a type of pseudoreferent for the current
situation.

Mike Heffley [52.50] highlights three kinds of
freedom in improvised music: freedom-from-form,
freedom-to-form, and freedom-in-form. Freedom-
from-form describes the reactive process of stretching,
challenging, and breaking rules and conventions that
were once embraced as laws. Freedom-to-form is
a proactive step in which rules, patterns, and con-
ventions from other musical traditions, and those of
idiosyncratic origin, are embraced as temporary and
mutable structures or designs. Freedom-in-form, for
Heffley [52.50, pp. 279–80], signifies the consummate
stage as well as the point at which the process has gone
full circle:

One path is chosen from among all possible, and
its route, uncharted from without, has nonetheless
imprinted its own order on the improvising body as
a law unto itself . . . that will come in its turn to be
so challenged and changed.

Somewhat analogously, many improvisers confront at
various points in their musical careers the seeming para-
dox that one’s instrument can be a means, a subject, and
a barrier to expression. In other words, does one choose
to use one’s instrument to express something musi-
cal beyond the instrumental (e.g., singing a song with
a saxophone)? Does one follow the more instrumen-
tal impulse to explore the sonic possibilities inherent
to one’s instrument (e.g., keyclicks, slap tonguing, and
multiphonics on a saxophone)? Or does one’s instru-
ment potentially dictate too much of the content of what
one improvises (e.g., can one play the saxophone with-
out thinking saxophonically?).

The dynamics in ensemble situations are even more
complex. Clément Canonne argues that collective free
improvisation offers a paradigmatic case of the coordi-
nation problems which are present, to some degree, in
every form of group improvisation. He devises a math-
ematical model in [52.51] using dynamical systems
theory that extends, rather than contradicts, the impor-
tant work of Pressing on referent-based improvisation.
Briefly, on short timescales Canonne agrees with Press-
ing that clusters of musical events are primarily de-
termined by previous training and embodied patterns.
Cognitive limitations play a role (one can’t decide too
much at the same time), but so does a desire to remain
flexible (one does not want to decide too much at the
same time). At the intermediate timescale, which may
range from many seconds to many minutes, referent-
free improvisers must work to create sonic identities in
the absence of material provided by a shared referent.
Sonic identities include processes or features that are
developed or explored for a short time, only to give way
to new emergent identities via some process of gradual
or abrupt transition [52.52]. How these transitions ar-
rive and are effected by the ensemble provides some
of the more fascinating moments in referent-free im-
provised performance (see [52.53] for a taxonomy of
transition types and [52.26] for a detailed performance
analysis using this taxonomy).

In [52.54], Canonne adopts the notion of a focal
point from game theory to explore how potential tran-
sitional moments in the music exert various forms of
salience on the performance and for the musicians. At
these moments, musicians are collectively trying to sin-
gle out one of many possible trajectories, or to arrive
at a convergence of expectations (although, admittedly,
wonderful music can also happen, from the listeners
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perspective, when the expectations of the performers
remain divergent). In empirical studies involving musi-
cians with different musical backgrounds and levels of
experience with referent-free improvisation, Canonne
found that experienced improvisers most often take
advantage of sonic disruptions to signal transitional mo-
ments or to singularize musical ideas, turning them
into focal points that ensure the vivacity of the musi-
cians’ coordination. His data show that seasoned free
improvisers were also more skilled than their counter-
parts in jazz and classical music not only at determining
the salience of the sonic environment for themselves,
but also in anticipating the salience that sonic events
will have for others, often taking into account par-
ticular instrumental constraints and affordances, or,
when relevant, their shared history of improvising to-
gether.

Team reasoning strategies and skills are likely of
particular importance to referent-free improvisation set-
tings, since without a shared referent there is little
musical scaffolding with which to solve group coordi-
nation problems. Canonne’s dynamical systems model
also demonstrates that referent-free improvisation can
be self organizing, particularly in situations with a small
number of musicians (< 5) who can sufficiently take
advantage of their virtuosity, their leadership qualities,
and their team reasoning.

Whether improvising in a referent-based or ref-
erent-free setting, one’s knowledge base appears to
encompass the embodied (overlearned motoric prac-
tices), personal (conceptual, aesthetic, ideological), and
culturally shared (tacit understandings) elements that
allow for the coherent unfolding of a musical perfor-
mance. Canonne’s most recent empirical work [52.35]
highlights how experienced improvisers come to share
an implicit mental model of the practice of referent-
free improvisation; a type of higher-level knowledge
or metastructure that is task-specific instead of piece-
specific. He and coauthor Aucoutourier asked experi-
enced improvisers to sort short audio examples of free
improvisation into groupings based on their pragmatic

similarity; in other words, how they would react to the
sounds in a performance setting. The authors analyzed
these responses and found that the degree of similarity
with which participants grouped sounds predicted with
better-than-random accuracy their degree of musical
familiarity.

In other words, musicians who played together
tended to think about improvised music in the same
way. The authors conclude that shared mental meta-
models such as these may play a key role in the
success of referent-free improvisation by allowing more
confident mind reading of the intentions of fellow im-
provisers, more frequent cognitive consensus in the
course of a performance, and swifter repair of com-
munication errors when there is cognitive divergence
among the improvisers. They note, however, that the
normalizing force of familiarity is not always desired
and is therefore frequently countered when musicians
opt to play in unfamiliar situations with unfamiliar col-
laborators (e.g., Derek Bailey’s Music Improvisation
Company was founded on the idea of having musicians
improvise together who had never shared the stage be-
fore).

Theorizing about improvisational processes always
runs the risk of reifying the result, or of remaining cen-
tered on the individual, whether the focus is on skill
acquisition, mental representations, rule-based proce-
dures, or on a more integrated view of cognitive schema
involving the parallel processing of motor memory,
auditory imagery, and audio-motor integration. Much
of the early modeling of referent-based improvisa-
tion by Pressing and others remained firmly ensconced
in an individualistic information-processing paradigm.
Berliner’s and Monson’s influential work on jazz high-
lighted the complexity and centrality of interactional
dynamics in jazz performance, but our understandings
of the social dimensions of improvisational perfor-
mance have often lagged. Interestingly, Pressing’s final
writing on the subject [52.55] took a more ecological
turn, highlighting how the mind, body and environment
are all part of an interacting dynamical system.

52.7 Final Thoughts

A distinction has been made here between referent-
based and referent-free improvisation primarily de-
pendent on the presence or absence of shared men-
tal models at the intermediate timescale of perfor-
mance. Referent-based improvisation tends to have
well-established (though not necessarily unified) tradi-
tions of aesthetic evaluation, and the cognitive schemas
used tend to be overlearned so that they can be rapidly

accessed and adapted to the needs of the moment.
Referent-free improvisation, by contrast, may involve
less-well established schemas and less shared conven-
tions, but motor patterns still play a prominent role,
and shared metamodels can evolve when musicians
play together over time. In the absence of an agreed-
upon referent, implicit strategies for group coordination
emerge to compensate.
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However, we may be best served by considering
these as constructed-capabilities-in-action instead of as
stored artifact, referent, or model. Improvising without
a referent does not discount the importance of culture
and experience, nor does it downplay one’s embodied
and skilled relationship with the available musical re-
sources. Rather, it frames the process of improvising
as enactive instead of representational. Knowledge does
not emerge from passive perception, or from the analyt-
ical study of an agreed-upon referent; it emerges from
the need to act in an environment. In this way, referent-
free improvisation may offer an exciting window into
exploring cognition from an ecological vantage point.

When viewed ecologically, cognition is best un-
derstood as a process coconstituted by the cognizing
agent, the environment in which cognition occurs, and
the activity in which the agent is participating: action,
perception, and world are dynamically coupled. In this
light, improvisation may be seen as a cyclical and dy-
namic process, with no nonarbitrary start, finish, or
discrete steps (i. e., it is not a token of a compositional
megatype). The improviser and the environment co-
evolve; they are nonlinearly coupled and together they
constitute a nondecomposable system.

Improvisers engage with the world and with one
another in ways that can not be fully captured by an
individual- or brain-centric understanding of cognition.
The brain of an improviser is, ecologically speaking,
always-and-already in a body and in a niche of mu-
sical activity. Instead of having to represent a musical
model or shared referent, improvisers bring forth a mu-
sical world from recurrent sensorimotor patterns and
actions. The burden of improvised performance, in
this way, shifts from storing and recalling informa-

tion to detecting it, in the form of ecological invariants
and affordances. In place of a computational model of
mind – one that stresses the constraints of our cog-
nitive abilities – an ecological one only requires that
individuals follow the need to act in their environment,
that they orient their actions so as to make the world
appear – or sound – a certain way now. Cognitively
speaking, this solution is efficient and cheap, and it
produces reliable results under a wide variety of con-
ditions.

Whether referent-based or referent-free, improvi-
sation appears to involve a continual tension between
stabilization through communication and past expe-
rience and instability through fluctuations and sur-
prise [52.56]. This is likely a dynamic of all creativity
in the arts and in life, but improvisation draws atten-
tion to itself as performance: to how it defamiliarizes
the familiar. Gary Peters offers two related allusions
in [52.57]: the improviser as a contestant in a scrapyard
reality TV show in which she must fabricate some-
thing original out of the discarded materials readily
at hand; and the improviser as the subject of Paul
Klee’s Angelus Novus, with her face always turned
toward the wreckage of the past as she is propelled
into the future by the storm of progress. In both
cases, improvisation has more to do with a way of
being in the world than with the content or value of
a fixed work. The critical questions, in the end, involve
how we chose to frame these improvisatory dynam-
ics: either as information processing that struggles to
keep pace with the cognitive demands of the moment,
producing a type of imperfect art; or, as an ecologi-
cally sensitive engagement with one’s sonic and social
world.

References

52.1 H. Gardner: The Mind’s New Science (Basic Books,
New York 1987)

52.2 E.T. Ferand: Improvisation in Nine Centuries of Mu-
sic (A. Volk, Cologne 1961)

52.3 B. Nettl, R. Riddle: Taqsim nahawand: A study of
sixteen performances by Jihad Racy. In: Yearbook
of the International Folk Music Council, Vol. 5, ed.
by C. Haywood (International Council for Traditional
Music, Kingston 1973) pp. 11–50

52.4 S. Block: “Bemsha Swing”: The transformation of
a bebop classic to free jazz, Music Theory Spectr.
19(2), 206–231 (1997)

52.5 P. Winkler: Writing ghost notes: The poetics and
politics of transcription. In: Keeping Score: Music,
Disciplinarity, Culture, ed. by D. Schwarz, A. Kass-
abian, L. Siege (Univ. Virginia, Charlottesville 1997)

52.6 A.B. Lord: The Singer of Tales (Harvard Univ. Press,
Cambridge 2000)

52.7 D. Sudnow: Ways of the Hand: The Organization
of Improvised Conduct (Harvard Univ. Press, Cam-
bridge 1978)

52.8 D. Sudnow: Ways of the Hand: A Rewritten Account
(MIT Press, Cambridge 2001)

52.9 B. Nettl: Introduction: An art neglected in scholar-
ship? In: In the Course of Performance: Studies in
the World of Musical Improvisation, ed. by B. Nettl,
M. Russell (Univ. of Chicago Press, Chicago 1998)
pp. 1–26

52.10 D. Bailey: Improvisation, Its Nature and Practice in
Music (The British Library National Sound Archive,
London 1992)

52.11 A. Meyer, P. Frost, K. Weick (Eds.): Organization Sci-
ence 9(5) (1998)

52.12 M. Laver, A. Heble, T. Piper (Eds.): Critical Studies in
Improvisation 9(1) (2013)



Part
G
|52

1026 Part G Music Ethnology

52.13 B. Benson: The Improvisation of Musical Dialog:
A Phenomenology of Music (Cambridge Univ. Press,
New York 2003)

52.14 J. Pressing: Cognitive processes in improvisation.
In: Cognitive Processes in the Perception of Art, ed.
by R. Crozier, A. Chapman (North Holland, Amster-
dam 1984)

52.15 E. Sarath: A new look at improvisation, J. Music
Theory 40(1), 1–38 (1996)

52.16 T. Gioia: The Imperfect Art: Reflections of Jazz and
Modern Culture (Oxford Univ. Press, New York 1988)

52.17 P. Alperson: On musical improvisation, J. Aesthetics
Art Crit. 43(1), 17–29 (1984)

52.18 P.N. Johnson-Laird: How jazz musicians improvise,
Music Percept. 19, 415–442 (2002)

52.19 B. Nettl: Thoughts on improvisation: A comparative
approach, Music. Q. 60(1), 1–17 (1974)

52.20 J. Sloboda (Ed.): Generative Processes in Music:
The Psychology of Performance, Improvisation, and
Composition (Clarendon/Oxford Univ. Press, New
York 1988)

52.21 D. Bastien, T. Hostager: Jazz as a process of organi-
zational innovation, Commun. Res. 15(5), 582–602
(1988)

52.22 K. Sawyer: Improvisational creativity: An analysis
of jazz performance, Creativity Res. 5(3), 253–263
(1992)

52.23 P. Berliner: Thinking in Jazz: The Infinite Art of Im-
provisation (Univ. of Chicago Press, Chicago 1994)

52.24 I. Monson: Sayin’ Something: Jazz Improvisa-
tion and Interaction (University of Chicago Press,
Chicago 1996)

52.25 V. Iyer: Embodied mind, situated cognition, and
expressive microtiming in African-American music,
Music Percept. 19(3), 387–414 (2002)

52.26 D. Borgo: Sync or Swarm: Improvising Music in
a Complex Age (Continuum, New York 2005)

52.27 C. Palmer, E. Koopmans, J. Loehr, C. Carter: Move-
ment-related feedback and temporal accuracy in
clarinet performance, Music Percept. 26(5), 439–
450 (2009)

52.28 R. Dean, F. Bailes: Cognitive processes in musi-
cal improvisation. In: Oxford Handbook of Critical
Improvisation Studies, ed. by G. Lewis, B. Piekut
(Oxford Univ. Press, New York 2015)

52.29 C. Limb, A.R. Braun: Neural substrates of sponta-
neous musical performance: An fMRI study of jazz
improvisation, PLoS ONE 3(2), e1679 (2008)

52.30 A.L. Berkowitz, D. Ansari: Generation of novel mo-
tor sequences: The neural correlates of musical
improvisation, NeuroImage 41, 535–543 (2008)

52.31 P. Vuusta, M. Wallentina, K. Mouridsena, L. Øster-
gaarda, A. Roepstorffa: Tapping polyrhythms in
music activates language areas, Neurosci. Lett. 494,
211–216 (2011)

52.32 M. Csikzentmihalyi, G.J. Rich: Musical improvisa-
tion: A systems approach. In: Creativity in Perfor-
mance, ed. by R.K. Sawyer (Ablex, New York 1996)
pp. 43–66

52.33 G. Mazzola, M. Rissi, N. Kennedy, P.B. Cherlin: Flow,
Gesture, and Spaces in Free Jazz: Towards a Theory
of Collaboration (Springer, Berlin, Heidelberg 2008)

52.34 M. Norgaard: Descriptions of improvisational
thinking by artist-level jazz musicians, J. Res.
Music Educ. 59, 109–127 (2011)

52.35 C. Canonne, J.-J. Aucouturier: Play together, think
alike: Shared mental models in expert music im-
provisers, Psychol. Music 44(3), 544–558 (2015)

52.36 T. Järvinen, P. Toiviainen: The effects of metre on
the use of tones in jazz improvisation, Musicae Sci.
4, 55–74 (2000)

52.37 P.E. Keller, A. Weber, A. Engel: Practice makes too
perfect: Fluctuations in loudness indicate spon-
taneity in musical improvisation, Music Percept.
29(1), 1070–1112 (2011)

52.38 F. Pachet: Musical virtuosity and creativity. In:
Computers and Creativity, ed. by J. McCormack,
M. D’Inverno (Springer, Berlin, Heidelberg 2012)

52.39 G. Weinberg: Gesture-based human-robot jazz
improvisation. In: Proc. Int. Conf. Machine Learn.
(2011)

52.40 J. Pressing: Psychological constraints on improvi-
sational expertise and communication. In: In the
Course of Performance: Studies in the World of Mu-
sical Improvisation, ed. by B. Nettl, M. Russel (Univ.
of Chicago Press, Chicago 1998)

52.41 M. Norgaard: How jazz musicians improvise: The
central role of auditory and motor patterns, Mu-
sic Percept. 31(3), 271–287 (2014)

52.42 E. Jost: Free Jazz (Da Capo, New York 1994)
52.43 R. Dean: New Structures in Jazz and Improvised

Music Since 1960 (Open Univ. Press, Buckingham
1992)

52.44 J. Stanyek: Articulating intercultural improvisation,
Resonance 7(2), 44–47 (1999)

52.45 L. Jones: Blues People: Negro Music in White Amer-
ica (Morrow, New York 1963)

52.46 F. Kofsky: Black Nationalism and the Revolution in
Music (Pathfinder, New York 1970)

52.47 V. Wilmer: As Serious as Your Life: The Story of the
New Jazz (Allison and Busby, London 1977)

52.48 E. Prévost: Improvisation: Music for an occasion, Br.
J. Music Educ. 2(2), 177–186 (1985)

52.49 C.L. Edgerton: The effect of improvisational music
therapy on the communicative behaviors of autistic
children, J. Music Ther. 31(1), 31–62 (1994)

52.50 M. Heffley: Northern Sun, Southern Moon: Europe’s
Reinvention of Jazz (Yale Univ. Press, New Haven
2005)

52.51 C. Canonne, N. Garnier: A model for collective free
improvisation. In: Mathematics and Computation
in Music, ed. by C. Agon, E. Amiot, M. Andreatta,
G. Assayag, J. Bresson, J. Manderau (Springer,
Berlin, Heidelberg 2011)

52.52 C. Canonne, N. Garnier: Cognition and segmenta-
tion in collective free improvisation. In: Proc. 12th
Int. Conf. Music Percept. Cogn. (2012) pp. 197–204

52.53 T. Nunn: Wisdom of the impulse: On the na-
ture of musical free improvisation, http://www20.
brinkster.com/improarchive/tn.htm (1998)

52.54 C. Canonne: Focal points in collective free improvi-
sation, Perspect. New Music 51(1), 1–16 (2013)

52.55 J. Pressing: The physicality and corporeality of
improvisation. In: Sounds Australia, The Jour-

http://www20.brinkster.com/improarchive/tn.htm
http://www20.brinkster.com/improarchive/tn.htm


The Complex Dynamics of Improvisation References 1027
Part

G
|52

nal of the Australian Music Center (Ad Lib
Edition), http://www.abc.net.au/arts/adlib/stories/
s858418.htm (2012)

52.56 A.L. Berkowitz: The Improvising Mind: Cognition
and Creativity in the Musical Moment (Oxford Univ.

Press, New York 2010)
52.57 G. Peters: The Philosophy of Improvisation (Univ. of

Chicago Press, Chicago 2009)

http://www.abc.net.au/arts/adlib/stories/s858418.htm
http://www.abc.net.au/arts/adlib/stories/s858418.htm


Music of Stru
1029
Part

G
|53

53. Music of Struggle and Protest in the 20th Century

Anthony Seeger

This is a description of a sound, a poetics, and
a political stance in the United States of Amer-
ica during a turbulent century and a half written
by someone who grew up in the social milieu
described. It endeavors to trace some of the his-
torical and literary roots of 20th-century protest
music and discusses the political and musical im-
pact of certain musician-activists on the styles
of protest music popular in the second half of
the 20th century. These included Charles Seeger,
John and Alan Lomax, and Pete Seeger, among
others. The tradition of using song to express po-
litical ideas flourished in the first four decades
of the century, declined due to political repres-
sion in the fifth decade, flourished again during
the 1960–1980s, and moved to spoken poetry and
rap toward the end of the century. For a brief
period of time the 20th century forms and per-
formances of music of struggle and protest in the
United States had a major impact on music and
how music was used in other struggles around the
world.
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Ethnographies are typically detailed accounts written
about a group of people with whom an ethnogra-
pher belonging to a different group has had personal
experience. That is what the word means – writing
about (other) groups. This is an ethnography of a sub-
group, a sound, a poetics, and a political stance in
a place – the United States – during a turbulent cen-
tury and a half written by someone who grew up in
the social milieu described. Now that the poetry of
struggle has largely moved to rap, it is a good mo-
ment to reflect on the history of the singer-songwriter
of protest music in the 20th-century USA. Research
for this essay has involved consulting primary sources
such as sheet music, (among the songbooks [53.1–3]);
audio recordings (particularly important historical an-
thologies of recordings include [53.4–8]). A flood of
excellent, thoughtful books since 1990 on the US folk
music revivals and biographies of some of their ma-
jor figures, such as [53.9] on Handcox, [53.10, 11] on

Woody Guthrie, [53.12] on John Lomax, [53.13] on
Alan Lomax; and the publication of original documents
of Alan Lomax [53.14, 15] and Pete Seeger [53.16],
added to earlier ones on Charles Seeger [53.17] and
Ruth Crawford Seeger [53.18], have also made it eas-
ier to reflect on the topic today than ever before.
Recent books specifically addressing music and musi-
cians in social change were also very useful [53.19–23]
as were some older publications [53.24–29]. The au-
thor’s first-hand experiences as a young member of
the Seeger family backstage and in the audiences at
Carnegie Hall, in the artists’ seating at the Newport
Folk Festival, attending numerous concerts and family
gatherings, and his experiences as a musician partici-
pating in (a few) marches to end nuclear armaments
or wars, were an additional resource for this essay.
This essay endeavors to trace the historical and liter-
ary roots as well as the political and musical impact
of certain musician/activists for the particular styles of
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protest music popular in the second half of the 20th
century.

Communities and individuals around the world use
music to express their struggles or to protest their sit-
uations in many different ways. Mass choirs, workers
choruses, and popular music styles have been used in
the Baltic states, Europe, and Korea. In other parts
of the world protest music may not be a local tra-
dition but one adopted from that of another country,
as in the performance of heavy metal in the Mid-
dle East or Indonesia. Some communities do not use
music to express struggle and protest at all, but demon-
strate dissatisfaction by refusing to make music and
remaining still while others dance. For example, the
Suyá/Kı̃sêdjê Indians of Brazil considered melodies
and texts to be revealed by powerful entities, not made
up by individuals. Songs were all parts of ceremonies
and could neither be altered nor used for other pur-
poses [53.30]. They wrote no protest songs and had
no lullabies. When they were unhappy their protest
was expressed through silence – ceasing to interact
with others or remaining silent and motionless while
others sang and danced. The tradition of using song
to express political ideas has flourished, declined, and
flourished again in the United States during the past
one hundred years. The socially conscious songs of
such songwriters and performers as Joe Hill, John
Handcox, Aunt Molly Jackson, Woody Guthrie, Pete
Seeger, Malvina Reynolds, Phil Ochs, Tom Paxton, Gil
Turner, Jim Collier, Joan Baez, Bob Dylan, Holly Near,
Bruce Springsteen, and many others have had a pow-
erful impact on those who listened to them, as have
the rhythmic speech, beats, and sampling of rappers
today. Union leader John L. Lewis is quoted as say-
ing in 1939: A singing army is a winning army and
a singing labor movement cannot be defeated [53.5,
p. 13]. If music were not perceived to be a powerful
resource in social and political struggles it would not
be so widely censored, controlled, and surrounded with
restrictions by governments and religious organizations
in different parts of the world. The United States in
the 20th century was no exception – politicized music

was met with government repression and commercial
ostracism.

During much of the 20th century a singer with an
instrument performing alone or leading a trio or quar-
tet group was the most characteristic voice of protest
music in the US. Their vocal style was often untrained
and their instrumentation usually avoided the virtuosic.
They often conveyed the hard times and struggles of
people other than themselves, though they may have
written or arranged the song texts about them. Most of
these performers had large repertories and sang many
kinds of songs; only a few might be classified as songs
of protest. Different performance venues and differ-
ent political conjunctures elicited different repertories.
Many of their topical songs set new words to famil-
iar melodies in a style sometimes referred to as zipper
songs – you zip the old song open, replace the old words
with new ones but keep the melody, and zip it closed for
an instantly recognizable song. Why were these figures
so representative of the music of struggle and protest?
Where did this model come from? Why was their vocal
style purposefully untrained? Why did they write their
own songs or song lyrics? How did folk music become
defined in the United States as someone playing the gui-
tar and singing his or her own songs? Why were certain
stylistic features and compositional techniques chosen
over others? Those are among the questions this short
essay will try to address.

Several kinds of analysis are required to answer
such questions. Analyzing the musical sounds of spe-
cific pieces is not sufficient, nor is describing the
biographies of individual performers. While historical
sources can point to some of the literary and schol-
arly antecedents for the figure of the singer-songwriter
aligned with working people on the one hand and
groups of people singing together on the other, history
alone is not sufficient. It is essential also to consider
the specific political contexts of the 20th century within
which the music was performed and to recognize the
powerful impact of the activities of a few key individ-
uals in the 20th century whose influence on the music
was particularly influential.

53.1 Historical Antecedents of Music of Protest and Struggle
in the United States

This essay addresses two somewhat different kinds of
music, that of struggle and that of protest. Struggle,
defined as a continued effort to resist force or free
oneself from constraint [53.31, p. 3104] is different
from protest, which means to make a public declara-
tion against something [53.31, p. 2335]. Descriptions of

how times are hard and how it is a struggle to survive are
songs of struggle. I use the word protest song to mean
songs that call the audience to take a specific kind of ac-
tion. The boundary isn’t absolute, as a song of struggle
can be used to make a protest and the most important
factor in defining a protest song is how the audience
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perceives its performance and acts upon it. Instrumen-
tal music can also be used to express both struggle and
protest through sonic parody, through its tone quality
and performance style, by changing the place and time
of its performance, and how it relates to a specific social
context.

Music of protest and struggle had a long history in
Europe and probably also in Africa before it was em-
ployed in the United States. Many songs were passed
through the oral tradition and most of them were forgot-
ten after the events passed. Broadside ballads – cheaply
published poetry about current events printed on single
sheets of paper and sung to standard melodies pub-
lished in England beginning in the early 16th century –
often described disasters and political affairs (within
limits set by the censors or publishers), and many
of them have survived the centuries since their ini-
tial publication. Benjamin Franklin wrote ballads about
current events for his father’s Massachusetts newspa-
per in the 1700s; an important principle in the freedom
of the press was established through a legal case over
published ballads in New York City in 1733 [53.32,
pp. 373–374]; and songs have been written about ev-
ery war in US history (from Yankee Doodle to The
Star Spangled Banner, Waist Deep in the Big Muddy,

Born in the USA and hundreds of others). Elections
were another perennial subject of songs that would
praise one candidate and often ridicule or excoriate his
opponent. From 1800 to the 1940s songs were writ-
ten to support every presidential candidate and in the
19th century political parties regularly published song-
books about their candidates [53.33, 34]. Songs and
the social movements that performed them have ad-
vocated the elimination of slavery, abstinence from
liquor, farmers’ rights, the right of workers to form
unions, women’s right to vote, access to equal civil
rights for ethnic groups and for gay, lesbian, bisexual,
or transgendered individuals and other causes over the
centuries. A long tradition of African-American song
has addressed hard life, oppression, resistance, anger,
and hope. This centuries-long history of using of music,
and especially song, to express struggle and political
protest nourished the nation’s protest music of the 20th
century and advanced the struggle of African Ameri-
cans for civil rights. Almost every community in the
United States has music describing their hard times, and
some perceived by community members as protest. But
in addition to the existence of protest songs we must
explain their specific form, performance style, and the
figure of the singer-songwriter.

53.2 The Poet Walt Whitman’s Influence on the Image
of the of the Protest Singer-Songwriter

In addition to building on an earlier tradition of songs
of protest, the United States also developed a tra-
dition of small groups (often trios or quartets) and
single creators who identify with worker’s struggles
and write influential poetry. Singer/poets who identified
with the people had their roles established in Amer-
ican literature in the mid-19th century by the very
influential poet Walt Whitman (1819–1892). Bryan
Garman traces what he terms a race of singers (specif-
ically male singer-songwriters) back to Whitman (and
some of Whitman’s ideas can in turn be traced to
Herder [53.24]). Whitman has sometimes been called
the father of free verse, which eschews regular me-
ter patterns and rhyme and tends to follow the rhythm
of natural speech – an important feature a good deal
of US protest music. Whitman was an admirer of
the popular Hutchinson Family Singers, who toured
parts of the United States and England singing an-
tislavery songs in the mid-19th century. They filled
large concert halls in New York and Boston for
high fees and were probably the first commercially
successful popular singers of political songs in US
history [53.9, 35].

Whitman promoted the idea of a working-class
poet-hero whose poetry could have a political im-
pact. He believed that literature could change poli-
tics because art and politics were inextricably inter-
related [53.36, p. 81]. Writing about music, Whitman
suggested that a simple unadorned music should sup-
plant the stale second-hand foreign method and replace
it with an an aesthetic that subordinated style to sub-
stance in the form of heart singing [53.36, p. 81]. These
sentiments were echoed by musicologist Charles Seeger
and Alan Lomax many years later in their calls for an
American music based on vernacular or folk music and
can be seen in the instructions Ruth Crawford Seeger
laid down for singers of folk songs.

If the influence of a 19th-century poet on 20th-
century protest music seems unlikely, consider the
following: Woody Guthrie read Whitman’s influential
book of poetry Leaves of Grass; Alan Lomax acknowl-
edged the importance of Whitman on his father’s and
his collections of traditional music and their view of
Woody Guthrie. (Alan Lomax wrote Woody really ful-
filled ideal for a poet who would walk the roads of the
country and sing the American story in the language
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of the people [53.36, p. 89].) Whitman also certainly
influenced the way their supporters perceived singer-
songwriters like Guthrie, Seeger, and Springsteen: as

poet-heroes of the people singing music that is at once
political and artistic and whose verses naturally follow
patterns of vernacular speech.

53.3 Ballad Collectors, Songs of Struggle, and Versions
of the American Identity

In the 1930s Charles Seeger, John Lomax, and his son
Alan Lomax called for a shift from Eurocentric music to
an American music based on its folk music that resem-
bled Whitman’s preferences for a simpler sound. The
search for folk or vernacular (local) music had various
objectives in the United States, and books of collected
songs had been published since the 1840s. The Ameri-
can scholar Francis Child published his landmark study
of English ballads in the 1880s [53.37], and much of
the early collecting of folk songs in the United States
focused on narrative ballads performed in the south-
ern Appalachian region in the Eastern United States.
African-American music was rarely included in the bal-
lad studies or in the educational programs proposed to
teach children their cultural heritage [53.38, p. 27]:

The most significant effect of the myth of the white
ballad singer was to help block African-American
folk song from gaining a central place in the canon
of America’s musical heritage.

Returning African-American music and local mu-
sical styles to their place in America’s musical heritage
was one of the goals of John A. Lomax and his son Alan
Lomax, whose enthusiasm for recording the music of
a wide diversity of Americans led to the establishment
of a very different canon of 20th century music and mu-
sicians than that of the ballad scholars. Their methods
were different from those of the earlier ballad collectors
who wrote down the songs from dictation. They went
to prisons and sharecroppers’ houses and made audio
recordings not for publication but for documentation –
most of themwere deposited in the Library of Congress.
The field recordings they made, the songbooks they
prepared from them, their symbolically prominent po-
sitions at the Library of Congress Archive of Folk
Culture, and Alan Lomax’s activities in radio, theater,
and record productions all had a huge impact on the mu-
sic of the 20th century. Alan wrote this about how going
to people’s homes to record them gave the documenter
a very different perspective on the music than scholars
who studied only the song texts in manuscripts [53.39,
p. 365]:

The literary scholars, who seldom went into the
field and collected their songs in the homes of the

singers, have failed generally to perceive the under-
current of tragedy and of protest that underlay the
songs they footnoted and published.

A number of important figures in the future of the
folk music revival and songs of struggle and protest
would meet in the 1930s and their intertwined lives
would have a powerful effect on subsequent decades.
These were Charles Seeger, his son Pete, and chil-
dren of his second wife, Ruth Crawford; John Lomax,
his son Alan, his daughter Bess, and other members
of his family; Woody Guthrie; Lead Belly; and other
artists. The following paragraph briefly summarizes
their biographies because they appear repeatedly in this
essay.

Charles Seeger (1886–1979) merits the longest de-
scription not only because he was – among other
things – a systematic musicologist but also because his
career took many intricate turns and three of his chil-
dren became influential musicians. Born in Mexico City
to an American businessman with a successful career in
imports, C. Seeger studied music at Harvard (where he
hated music history) and then studied in Cologne, Ger-
many, and did some conducting at the Cologne Opera.
This is not a place to summarize his career, but suf-
fice it to say that he was a theorist-composer with
great self-assurance, unusually extensive international
experience by virtue of his early years in Mexico and
his studies in Germany, and an organizer. His polit-
ical radicalization in 1913 or so led to his dismissal
from Berkeley and was followed by the end of his mar-
riage to Constance. He was an active member and one
of the theorists of the Communist Party-funded Pierre
Degueyter club and taught composition in New York
City for a few years. He married a young composer
Ruth Crawford and moved to Washington DC to work
on government programs for the arts in 1936 and later
was head of music and arts programs at the Pan Amer-
ican Union (precursor to the Organization of American
States). He was very active in national and international
professional organizations. He was a founding member
of the New York Musicological Society, the American
Musicological Society, The Society for Comparative
Musicology (founded as a way to give continuity to
the work of the nearly defunct Gesellschaft für Ver-
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Fig. 53.1 Simplified diagram showing
Charles Seeger, his parents, siblings,
seven children, and the author

gleichende Musikwissenschaft in Germany because so
many of its members left Germany), and the Soci-
ety for Ethnomusicology. He was active in UNESCO
NGO, including the International Music Council and
the International Council for Traditional Music. He saw
music as embedded in social life and this influenced his
musicological work, his practical work in US govern-
ment programs, and his theoretical writings aboutmusic
and social transformation. He was also an advocate of
what would later be called applied musicology [53.40,
pp. 227–228]. Charles could look at disparate phenom-
ena and theorize about them with an assurance that
often convinced others, though much of his later writ-
ing was hampered by a very dense prose style that is
difficult to read. Charles had three sons with his first
wife, Constance, a concert violinist. The youngest was
Pete. Their marriage eventually ended in divorce. Sev-
eral years later Charles married one of his composition
students, Ruth Crawford, and started another family that
eventually included four children, two of which – Mike
Seeger and Peggy Seeger – were active and influential
professional musicians. Figure 53.1 is a very simplified
family tree showing Charles and his children, and only
one of his many grandchildren (the author).

John Avery Lomax (1867–1948) was raised on
a central Texas farm, put himself through college and
business courses, and worked for many years in college
teaching and administration. Long interested in cow-
boy poems and songs, at Harvard he was encouraged
to pursue the study of Texas traditions and published
the influential book Cowboy Songs and Other Frontier

Ballads [53.41] in 1910 with an introduction by Presi-
dent Theodore Roosevelt. He became a popular lecturer
on folklore and often gave lecture-demonstrations in
which he talked about and then performed the songs.
Hard hit by the Great Depression and the death of his
first wife, Lomax moved to Washington DC where he
was appointed honorary consultant and curator of the
Archive of Folk Song at the Library of Congress and,
like Charles Seeger, worked for agencies of the US gov-
ernment. With his son Alan he collected thousands of
recordings for the archive and published several song-
books. He had four children, Shirley, John A. Jr., Alan,
and Bess. Like the Seeger family, several of his children
and grandchildren were influential in American music.
Alan was a brilliant recordist, a master of media pro-
duction, and an intrepid traveler and researcher whose
impact on American music was tremendous, and whose
work was also influential in the popularization of music
of struggle and protest.

The encounter of the Lomaxes in Washington DC
with musicologist Charles Seeger, his son Pete Seeger,
and Charles’ second wife Ruth Crawford Seeger and
their children was an important stimulant of the musical
ferment and the performance style of singers of folk and
protest music in the 1930s and 1940s and into the 21st
century. Ruth Crawford’s avant-garde sensibilities led
her to recognize the musical subtleties of the musicians
the Lomaxes recorded, which she carefully transcribed
for some of their publications. Alan Lomax, Pete, Mike,
and Peggy Seeger’s lives were intricately intertwined in
many ways over the decades.

53.4 The Vocal Style and Performance Practice of US Protest Music

Peggy Seeger has suggested that a key to understand-
ing the stylistic continuity in American protest song is
the use of vernacular speech patterns in the songs. The
rhythms and melodies of the songs often follow those
of spoken English (Peggy Seeger personal communi-
cation). In the late 1930s Peggy Seeger’s mother, the
composer Ruth Crawford Seeger, transcribed dozens
of field recordings made by the Lomaxes of Ameri-

can vernacular music for the songbook Our Singing
Country [53.39]. Although vastly shortened by the Lo-
maxes for their book, her introductory essay includes
an important discussion of folk performance style as
discerned from the recordings. The whole introduction,
without edits, was only published in 2001 [53.42]). The
sixteen instructions she gives to readers of the bookwho
might want to sing the songs from her transcriptions are
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a good characterization of the vocal style and perfor-
mance practice of a lot of music of struggle and protest
during the 20th century (adapted from [53.43, p. xxxi–
xxxiii]):

1. Do not hesitate to sing because you think your voice
is not good. The songs are better sung in a natural
voice than a bel canto voice.

2. Do not sing with expression – maintain a level of
more or less the same degree of loudness or softness
from the beginning to the end of the song.

3. Do not slow down at ends of phrases, stanzas, or
songs.

4. Do not hesitate to keep time with your foot [and]
unless otherwise indicated sing with a fairly strong
accent.

5. Do not punch or typewrite out each tone, when two
or more tones are to be sung to one syllable of text.

6. Do not make too much difference between major
and minor degrees in songs containing both.

7. Do not feel, in group songs, that these songs require
harmonizing.

8. Do not hesitate to sing without accompaniment.
9. When doing so do not make noticeable pauses be-

tween. stanzas. When accompaniment is required
a guitar or banjo is to be preferred.

10. Remember that most songs begin with the chorus
and end with the chorus.

11. Do not sing down to these songs. Theirs are old
traditions, dignified by hundreds of thousands of
singers over long periods of time.

12. Her last injunction was listen to phonograph
recordings of these songs and others like them.

Although recordings were available during the 20th
century, radio and television rarely featured political
and topical songs for most of the first half of the 20th
century. Other kinds of mass media were important
for the transmission of music of protest and struggle.
The labor songs of the 19th century were transmitted
through newspapers and in songbooks. Quite a few po-
litical movements generated their own songs in the late
19th century, but the Industrial Workers of the World
(IWW) used songs quite extensively for entertaining
members and for drowning out competingmusical mes-
sages from other groups on public street corners. One
of the IWW’s best remembered singer-organizers was
a man known as Joe Hill ([53.44], also known as Joseph
Hillström). Hill wrote zipper songs of struggle set to
popular melodies of the time, which made them easy to
learn and to sing. Hill wrote from jail in 1914 that (cited
in [53.45, p. 1]):

A pamphlet, no matter how good, is never read more
than once, but a song is learned by heart and re-

peated over and over. There is one thing that is
necessary in order to hold the old members and to
get the would-be members interested in the class
struggle and that is entertainment.

Hill was probably framed for murder and executed
in 1915. (Joe Hill is best remembered by many through
the song written after his death, I Dreamed I Saw Joe
Hill, written by Alfred Hayes in 1930 and memorably
performed by Paul Robeson and later by Joan Baez.)
The Industrial Workers of the World published a song
book entitled Industrial Workers of the World Songs to
Fan the Flames of Discontent, which became known as
The Little Red Songbook [53.1, first edition 1909]. Al-
though IWW membership diminished in the 1920s, the
music and the organization continued and the idea that
a good song is sung a thousand times and that work-
ers need entertainment was influential to generations
of songwriters and performers. Song books and song-
sheets continued to be published throughout the 20th
century in order to introduce dispersed readers to new
songs. Among them was a quarterly bulletin of peo-
ple’s songs from 1946–1950 [53.21, pp. 179–220], Sing
Out! magazine from 1950–present, Broadside maga-
zine from 1963–1988 [53.6] and Fast Folk Magazine
(1982–1996) [53.7]. Fast Folk Magazine did not focus
on songs of struggle and protest and used compilation
LPs and CDs to supplement the printed page, but like
the earlier magazines the work was collective, the song
was thought to be more important than the singers, and
the objective was to make the songs available for others
to sing [53.46].

Audio recordings, both commercial and field
recordings, reveal that before Charles Seeger and the
Lomaxes called for a vernacular American sound a lot
of Americans were already singing that way at home
and in public. There is no space here to review the
history of recorded sound in the United States, but
both early commercial 78 rpm records and field record-
ings reveal a common singing style in the southern
Appalachians that was also employed by local perform-
ers, textile workers and coal miners, and by Woody
Guthrie, often by Pete Seeger and the Almanac Singers,
and from them to other performers. Commercial audio
recordings and private field recordings provided im-
portant models for generations of singer-songwriters
in the 20th century. Eloquent songs of struggle are
found among the large number of commercial record-
ings made of local southern musicians and released by
major labels to sell back to members of the communi-
ties in which they were recorded in the 1920s through
the mid-1930s. The recordings of rural musicians in-
cluded songs of hard times, of tragic events, armed
conflict, and of protests. They were often sung by solo
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singers or family groups and the accompaniment was
often on instruments of a string band (banjo, guitar, and
or fiddle). Both the recording process and many of the
artists on them ceased recording during the economic
depression of the 1930s and after World War II most
large record labels dropped the strategy of recording
local artists for regional markets in favor of produc-
ing national hits. Preserved by collectors, the original
78 rpm records provided an inspiration to many urban
performers in the 1950s and 1960s. Woody Guthrie, for
example, is said to have listened to and imitated the gui-
tar style of the Carter family (as well as using some of
their melodies for his songs). In 1952 Harry Smith, an
artist and record collector, assembled a long play record
anthology from out-of-print 78 rpm records published
between 1926 and 1934. His Anthology of American
Folk Music was released on Folkways Records and be-
came an important reference for the folk music revival.
Among the songs of industrial transformation and rural
or domestic struggle on that anthology that were sub-
sequently played by folk revival artists were Peg and

Awl by the Tar Heel Boys, Down on Penny’s Farm by
the Bently Boys, Single Girl Married Girl by the Carter
family and How Can a Poor Man Stand Such Times and
Live? by Blind Alfred Reed.

There were strong differences of opinion even
within the Seeger family itself about the right way to
perform these vernacular songs from an earlier era.
Mike Seeger tended to take a curatorial approach, play-
ing and singing in a way similar to the originals. Pete
Seeger took a much freer approach, and often altered
the melody, changed the accompaniment, and some-
times shortened or adapted the lyrics. Peggy Seeger
seems to have done some of each. Both Pete and Peggy
composed new songs in a variety of styles. Arguments
about authenticity and representation surfaced through-
out the folk revival of the 1950–1970s. Having the
actual sounds from an earlier era available for consulta-
tion was thus both a boon and a point of contention.
But the early commercial and field certainly influ-
enced the endurance of a characteristic performance
style.

53.5 20th Century Politics and Protest Music

The style and content of protest music does not simply
derive from 19th-century poets, individuals, songbooks,
and audio recordings. The policies of the Communist
Party USA (CPUSA) played an important role in shap-
ing a national culture of protest song in the US, as
is ably described by Reuss [53.21, p. 1971] and Den-
nisoff [53.47]. Reuss traces the move to politicizemusic
and all artistic expression to a speech by Bukharin at
the 1928 World Congress of the Communist Interna-
tional [53.21, p. 40]:

The third period ideology that Bukharin promul-
gated had stern implications for American Commu-
nists’ attitudes toward culture. All artistic expres-
sion was to be politicized.

In 1931 the Workers Music League was formed
and in 1932 the New York City section of the league
founded the Pierre Degueyter Club (Pierre Degueyter
had composed the International and had died in
1932). One of its divisions was the Composers Col-
lective, which developed the most important theoreti-
cal statements on music in the American Communist
movement [53.21, p. 44]. Among its active members
were Charles Seeger, Mark Blitzstein, Henry Cowell,
George Antheil and Elie Siegmeister. Writing under the
pseudonym Carl Sands, Charles Seeger wrote in the
Daily Worker 1934, (cited in [53.21, p. 45]):

Music is propaganda – always propaganda – and of
the most powerful sort and: The special task of the
Workers Music League is the development of music
as a weapon in the class struggle.

By the late 1930s the CPUSAwas more enthusiastic
about using local folk traditions to further the strug-
gle. In the 1950s, declared an illegal organization and
its members persecuted, the CPUSA lost many of its
members when Stalin’s atrocities were verified and the
tanks rolled into Poland in 1956. But the impact of its
involvement in the arts was felt by many protest mu-
sicians in the 1950s during the Cold War. After the
Composer’s Collective invited southern union organizer
and singer Aunt Molly Jackson to attend their meet-
ings, Charles Seeger realized that her vernacular style
would be more successful in communicating radical
ideas to the masses than the avant-garde compositions
of his fellow members of the Composers Collective.
He reportedly said to her Molly, they didn’t under-
stand you. But I know some young people who will
want to learn your songs. One of them was his son,
Pete Seeger [53.21, p. 53] whose political positions,
organizational skills, writing, musicality, songwriting
and commitment to getting audiences to sing with him
had a very powerful impact on performances of music
of protest and struggle in the second half of the 20th
century.
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Like his father, Pete Seeger founded and led a num-
ber of different organizations, was at the center of
topical song activities and was a member of two in-
fluential musical groups. He was a founding member
of a songwriting and performing collective that called
itself the Almanac Singers. (Most histories of Amer-
ican topical song and the folk music revival of the
1960s highlight the Almanac Singers, two of whose
members became important in the popular group The
Weavers after World War II [53.21, pp. 147–148]. Al-
though short-lived, the group and its songs had a strong
impact on later developments.) The group was based
in a shared apartment in New York City, wrote songs
collectively, and recorded several albums of protest mu-
sic and two albums of folk music standards in the
early 1940s. The group recorded an album of antiwar
songs shortly before Germany invaded Russia, after
which it began to record anti-Hitler songs and virtu-
ally disbanded as its members entered the war effort.
Pete Seeger volunteered in the Army and served in the

Pacific as a musician; Woody Guthrie joined the Mer-
chant Marine; Bess Lomax joined the defense effort as
well. After returning to civilian life Pete Seeger became
an organizing figure behind a postwar organization
called People’s Songs (1945–1950) and its associated
booking agency, People’s Artists. When those failed
he was instrumental in starting Sing Out! magazine
(1952–the present), where he wrote a regular column
for decades. He also financially supported the estab-
lishment of Broadside magazine (1962–1988), which
published new topical songs [53.6]. Broadsidewas pub-
lished by Agnes ’Sis’ Cunningham and Gorden Friesan,
whose careers had been ruined by the anti-Communist
persecution of suspected Communist Party members.
There were many contributors to Broadside whose
songs were first published in this magazine, among
them Bob Dylan, Sis Cunningham, Phil Ochs, Tom
Paxton, Peter LaFarge, The Fugs, Nina Simone, The
Freedom Singers, Janis Ian, Luis Valdez, Jim Collier,
and many others.

53.6 African-American Musical Traditions and Social Protest

African-American composers, musicians, and scholars
have contributed in myriad ways to musical life in
the United States and it is impossible to do them jus-
tice here. While their contributions to ragtime, jazz,
and rap were original, well documented, and power-
ful, so too was their use of music to describe their
struggles and hopes in blues forms, in church music,
and in music of struggle and protest. There were many
African-American union organizers in the 1930s and
some of them composed powerful songs. One of these
was John Handcox [53.9] who authored Roll the Union
On and Mean Things Happening in this Land among
other enduring songs. Another was Lucille Simmons,
who arranged a composed religious song If my Jesus
Wills by Louise Shropshire into what, after some further
arrangement, became known as We Shall Overcome.
Simmons was renowned for her very slow renditions of
well-known songs on the picket line [53.3, pp. 32–35].
African-American artists’ use of community singing in
the political movements for unionization in the 1930s
and for equal rights in the mid-20th century proved
to be a powerful organizing tool and the use of music
in demonstrations became a model for using music in
other political struggles, especially the anti-Apartheid
protests in South Africa.

The Civil Rights movement of the 1950s and early
1960s was one of the most musical social move-
ments of the 20th century. Some of its music came
out of earlier African-American community organiz-

ing and some of it was invented on the streets and in
jail by young demonstrators who took popular songs
of the moment and zipped into them new words for
the occasion. Just as a great deal of the organiza-
tional strength of the movement came from African-
American churches, some of the best-known movement
songs come from well-known religious songs. An in-
fluential a capella group called The Freedom Singers
performed at many demonstrations and other public
events. Bernice Johnson Reagon, one of its members,
said that singing together kept them united and also
kept them from feeling afraid. Protesters sang on the
streets, in the jails, and in concerts in the North to
gain support outside the South. This musical move-
ment drew some of its strength from group singing –
community singing like that found in many African-
American churches. This was quite different from the
tradition of the singer-songwriter, and its use and suc-
cesses were very different. The Civil Rights movement
was marked by tragedy and only partially success-
ful in obtaining equal rights for African Americans
in the United States, but through it some important
gains were made. The assassination of Dr. Martin
Luther King, the continued institutionalized racism,
and the shooting and imprisonment of young African-
American men made the tone of We Shall Overcome
too optimistic and has led to a variety of other musi-
cal expressions of protest including rock and rhymed
poetry.
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53.7 The Conservative Reaction

If the changing policies of the Communist Party in the
first half of the 20th century influenced the shape and
development of protest music, the subsequent govern-
ment investigations, trial by innuendo, and repression
of political singer-songwriters also shaped its virtual
demise in the 1950s. The repression was also shaped by
larger institutions, collusion between government agen-
cies and civic organizations, and a resulting climate of
fear and accusation that tore apart long-standing allies,
shattered friendships, and ruined many careers.

The United States does not have an official govern-
ment office of censorship. Freedom of speech has pro-
tection in the US Constitution. Social movements, es-
pecially union organizing and establishing equal rights
for African Americans, however, were violently re-
pressed throughout the early 20th century by local
police, private protection agencies hired by compa-
nies, State-controlled national guards, discriminatory
laws, and businesses. These were sometimes unoffi-
cially aided by the Federal Bureau of Investigation.
Musicians and other performers were rarely imprisoned
or executed because of their music. But they were in-
vestigated and their careers ended because of who they
performed for. There was a period from the late 1940s
into the 1950s when many songwriters and perform-
ers of music of protest and struggle were accused of
being Communists. Many people not only lost their
jobs, they were blacklisted, or marked as people who
should not be hired by any other organization. Anyone
hiring them or defending them would also be suspect.
The US Congress established the House Un-American
Activities Committee (HUAC), whose objective was to
investigate subversive activities on the part of civil-
ians, government employees, and organizations with
suspected Communist associations. In 1950 a pamphlet
called Red Channels appeared with a long list of al-
leged Communists, and many of those whose names
were on the list soon found themselves unemployable
in their fields, avoided by their former friends, and the
subjects of harassment and government investigation.
Those were terrible times. If a person under investi-
gation confessed to his or her errors and agreed to
denounce other people who were supposedly active in
Communist activities, that person was sometimes taken
off the blacklist (but even those who collaborated by
naming names often found they were still unemploy-

able). When I was about seven I was playing a 78 rpm
record of the Almanac Singers singing union songs on
a hot spring evening in our apartment in New York City.
My father, John Seeger (Pete Seeger’s older brother)
stormed angrily into the room, shut the window with
a crash, and said don’t you ever play those records again
with the window open. He feared that neighbors might
denounce us for the music we played. This childhood
moment, which I remember vividly, was probably the
origin of my certainty that music is deeply intertwined
with society and culture and the beginning of my be-
coming an anthropologist and ethnomusicologist. This
was the insidious and terrible thing about the blacklist –
it created fear and suspicion and caused musicians who
had once been best of friends to turn upon one another.
My parents, teaching at a private progressive elemen-
tary school, did not suffer much from blacklisting but
most of the rest my extended family did. Charles Seeger
had his passport confiscated and resigned from his job
at the Pan-American Union; his oldest son, radio as-
tronomer Charles Seeger Jr., found that no one would
hire him in the US and emigrated to the Netherlands for
a position at Leiden University; Pete Seeger was inves-
tigated by HUAC and found in contempt of Congress
for refusing to answer their questions on the basis of
the constitutional rights to free assembly and speech.
His career was shattered, he was forced to mount an
extended legal defense, and he did not appear on televi-
sion for 15 years. Even those family members who were
not overtly political themselves suffered from the other
family members’ blacklisting. Mike Seeger was paid
through a friend because a concert organizer did not
want to list his name on the roster of paid performers.
Peggy Seeger moved to England, as did Alan Lomax.
Even I may have been a target. At age 16 a friend and
I entered and won a small-town talent contest in 1960
whose first prize was $ 25 and an appearance on local
television. The television appearance never occurred,
and I never found out why – but other Seegers were
banned from television and my last name probably led
to dropping us from the show. The 1950s is stereotyped
as a bland moment in history between World War II and
the turbulent 1960s – but this was partly the result of the
active silencing of many voices whose songs (and films,
and journalism, and other arts) could not reach a wider
audience.
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53.8 The Folk Music Revival and The Commercialization of Folk Music

The beginning of the American folk revival is given dif-
ferent dates by different authors. Some trace it back
to the folk dance movement of the 1930s and 1940s;
others start it with the popularity of the Kingston Trio
singing Tom Dooley in 1958 [53.48]; yet others divide
it into different parts. If revival means the emergence
of the commercial successful performers of traditional
songs and new compositions in a similar style, which I
shall use here, I would consider the debut of the group
The Weavers to be the key event. Their performance of
Lead Belly’sGoodnight Irene was on the top of the mu-
sic charts for 13 weeks in 1950 and their song Tzena,
Tzena, Tzena was a hit the following year. Comprised
of two former members of the Almanac Singers, Pete
Seeger and Lee Hays, and two new additions, Ronnie
Gilbert and Fred Hellerman, their first manager sug-
gested they downplay the political songs of their past.
Their first album featured rich orchestral arrangements
by bandleader/arranger Gordon Jenkins. Yet they did
perform songs byWoodyGuthrie, Lead Belly, and from
the Lomax books, as well as an array of international
songs, including an Indonesian lullaby, an Indian song
favored by Gandhi, and the South African Wemoweh
(Mbube). For a short time they were in high demand
and sold many recordings, but Pete Seeger and Lee
Hays were identified by an informer (who later re-
canted) as members of the Communist Party. They were
called to testify before congress and The Weavers were
blacklisted – their record contract canceled, denied ra-
dio play and television appearances, and most of their
bookings canceled as well. The investigation of The
Weavers and a number of other musicians drove the mu-
sicians and their songs underground. But The Weavers
had established the possibility of folk music having
a large popular audience and many future musicians
were inspired by TheWeavers and by Pete Seeger’s solo
concerts in colleges.

Folk music going underground in the 1950s meant
little media exposure and playing live at small venues
such as coffee houses, college auditoriums, children’s
schools and summer camps, which were not as influ-
enced by the blacklist. Pete Seeger once reflected that
a good result of the blacklist was that he could influ-
ence a new generation of musicians who were at the
colleges and schools where he was forced to perform
to make a living. Many future folk singers were influ-
enced by his concerts. Dave Guard of the Kingston Trio
heard Pete Seeger at a concert where Joan Baez was
also in the audience [53.48, p. 5]. Pete’s college con-
certs had a powerful impact on a generation coming of
age in the late 1950s and 1960s. (Several recordings of
live concerts given by Pete Seeger during that period are

available. One is a complete 1960s concert at Bowdoin
College [53.49] and his liner notes to P. Seeger 1993
discuss his approach to college concerts in some detail.)
Students learned to play guitars, banjos, and other in-
struments and used the increasing number of LP records
and music magazines and books to study technique and
to learn words. This new enthusiasm for traditional mu-
sic had several distinct venues.

Washington Square Park, in Manhattan, New York
City was a meeting place for budding musicians in the
1960s. The Village, a neighborhood in New York City
surrounding Washington Square Park, had long been
associated with creative bohemians. It was a neigh-
borhood of small coffee houses and nightclubs. It had
stores featuring folk song books and instruments such
as Izzy Young’s Folklore Center. Washington Square it-
self became known as a gathering place for musicians
who would jam together for hours on end on Sundays
and go on to the clubs in the evening.

Music festivals were another important venue. Short
gatherings of musicians performing for audiences have
a long history in the United States [53.50], but they be-
came an especially important venue for the folk revival
in the 1960s. The most important of the folk festivals
in the 1960s was the Newport Folk Festival. Conceived
by George Wein and a board including Theodore Bikel,
Oscar Brand, Pete Seeger and Albert Grossman, the fes-
tival drew large crowds by inviting popular folk revival
musicians and then enriching the crowd’s experience by
also bringing more traditional or local artists and in-
troducing their music to new audiences. The Festival
also featured workshops and opportunities to talk with
and learn from the participants. One of its most impor-
tant policies was to treat all the artists alike: they all
received the same performance fees for their participa-
tion, whether they were selling thousands of recordings
or had sold a few hundred thirty years earlier and were
coming out of retirement to showcase their skills at
the Festival. The festivals also gave artists a chance
to get to know one another and to play together – an
important feature of most festivals. Representatives of
record labels were there as well. Newport was famous
for its role in the careers of Joan Baez and Bob Dylan,
who went on to great commercial success and also for
Cajun musician Dewey Balfa who found that his popu-
larity at Newport changed the image of Cajun music in
Louisiana and could build on that opportunity for cul-
tural projects of his own.

Summer camps are often overlooked, but have been
an important venue for introducing children to group
singing. On the east coast of the United States there has
been a long tradition of sending children away from the
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cities to spend one or more weeks in the countryside
playing sports, hiking, and (almost everywhere) singing
songs. In 2014 there were nearly twelve thousand sum-
mer camps of all kinds that were attended by nearly
eleven million children and adults [53.51]. The music
at these camps varies, but almost everywhere children
learn a distinctive camp-specific repertoire they remem-
ber most of their lives. In the 1940s some camps were
run by unions, and their songs include socialist an-
thems. In the 1950s and 1960s, college students who
were learning folk music took jobs teaching music at
many summer camps where they introduced younger
children to their favorite musicians and songs [53.52].
Summer camps have had a large impact on the music
that children sing, and also on the training of song lead-
ers and musicians [53.40].

In spite of these alternative, fairly noncommercial
venues for performers, the blacklist ruined the careers
of many fine people and created a toxic environment for
the performance of protest songs. This slowly changed
in the 1960s, partly because a younger generation of
songwriters who had never been affiliated in any way
with the Communist Party began to write their own
songs – among them Phil Ochs, Tom Paxton, Bob Dy-
lan, Jim Collier – and other groups began to sing protest
songs again, like The Kingston trio (Where Have All the
Flowers Gone), Peter, Paul, and Mary (If I had a Ham-
mer), Joan Baez, and others. Although vocal quality
changed, most of these musicians sang in fairly nat-
ural voices (not bel canto and with little vibrato) and
played guitar or banjo either solo or in a group. Many
of them continued to perform for decades, but other mu-
sicians innovated new styles to express their protest and
opposition to the status quo – among them electrified
bands playing rock, punk, and other genres. (The term
folk music in the United States today usually refers to
acoustic music performed by a singer-songwriter ac-
companied by a stringed instrument. The phrase has
less to do with an affiliation with vernacular styles than
with identifying it as distinct from rock, jazz, heavy
metal, and other genres.)

Two of the most famous, and most popular, musi-
cians to emerge partly through their performances at
Newport Folk Festival were Joan Baez and Bob Dylan.
Joan Baez, who grew up in a pacifist Quaker household
of a university professor, sang a wide repertoire of old
ballads, songs composed by others, and songs of protest
and struggle in a beautiful, clear voice. Although she
did write some songs of her own, her most riveting per-
formances were interpretations of songs by others. Her
performances at the 1959 Newport Folk Festival and
in local clubs led to a contract with Vanguard Records
that year. Baez’s Quaker background and political sym-
pathies led her to oppose war and injustice throughout

her career. She made a lifelong commitment to using
music as part of a protest against wars and injustice.
In 1964 she cofounded the Institute for the Study of
Nonviolence and was arrested for protesting the induc-
tion of soldiers in California. Joan Baez has sung for
many social causes – antiwar, civil rights, opposition to
the death penalty, gay and lesbian rights, and poverty –
and participated in many public events during her en-
tire career, including a performance at Occupy Wall
Street and another in the White House for President
Obama.

Bob Dylan (born Robert Alan Zimmerman) arrived
in New York City in 1963 from Minnesota, well versed
in the songs from Harry Smith’s Anthology of Ameri-
can Folk Music as well as contemporary performers, as
is evident from the eloquent first volume of his Chron-
icles [53.53]. He admired Woody Guthrie, visited him
in the hospital, and became a Woody Guthrie Jukebox
and, like Guthrie, became a brilliant and prolific song-
writer. Dylan’s first album was mostly covers of earlier
songs but included two original compositions.After this
Dylan mostly performed his own songs, driven by his
poetic gifts and dedication to personal discovery. Dy-
lan wrote some of the most iconic and popular songs
of the movements of protest and struggle, among them
Blowing in the Wind, Hard Rain’s Gonna Fall and The
Times They Are a-Changing. His restless creativity led
him to move beyond folk music in the mid-1960s and
to explore the musical potentials of rock, blues, country,
and other genres. There is a very large literature about
Bob Dylan, and this is not the place to enter the many
debates that characterize it. His early protest songs en-
dured through performances by other singers long after
he stopped performing them.

The critically important thing about the folk mu-
sic revival of the 1960s was that musicians could make
much more money through their recordings and live
performances than had previously been possible. Many
musicians had some protest music in their repertoire,
but few musicians of any generation sang only mu-
sic of protest. Even the Almanac Singers recorded folk
songs as well as Union and antiwar songs, and this
was true of most later performers. Like love songs,
songs that describe how hard life is can be sung al-
most any time; songs of protest tend to appear a specific
times and aimed at specific things, such as abolish-
ing nuclear weapons (1950s) or ending the Vietnam
War (1960s). Many heated debates about authentic-
ity and selling out to commercial interests appeared
in the pages of Broadside and Sing Out! Magazine
during that period and were extensively debated by
fans and musicians like. Issues of copyright and attri-
bution arose, and some of them affected the record-
ing process. This was a very different period than
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the 1940s when the Almanac Singers composed col-
lectively and actively sought to perform for union
meetings.

As the musical potential of electric instruments
became apparent, some musicians used the new tim-
bres and sensibilities for new kinds of protest music.
Many rock musicians have also written and performed
music of social commentary and been critical of po-
litical trends in the United States. One of the most
famous and consistent of these is Bruce Springsteen,
whose working-class roots and expressive song-writing
at times expresses a deep empathy with and outrage
about the struggles of workers, veterans, and the terrible
results of economic depression. Like Guthrie’s youth in
dust-bowl Oklahoma, Springsteen’s youth growing up
in New Jersey marks some of his most powerful music.
Garman writes perhaps more than any contemporary
popular artist, Springsteen has kept his eyes fixed firmly
on the dirty ways of the world [53.36, p. 251]. Spring-
steen has performed for quite a few different causes, and
acknowledges his debt to Woody Guthrie and songwrit-
ers who came before him. Rock music is a huge field,
of course, and many bands espouse racist right-wing
opinions and use recordings to recruit supporters and
spread their ideas own as a means of recruitment and
affirmation [53.54]. (I could have written an entirely
different essay that focused on the music of right-wing
politics in the United States, but I knowmuch less about
it and as far as I know it has been far less researched.
It was shaped by some of the same historical traditions

and social processes as left-wing music, but musicians
frequently used different musical genres for its expres-
sion.)

Woody Guthrie, Pete Seeger, and Bruce Spring-
steen all came together at a memorable moment in
an outdoor concert in Washington DC on January
19th, 2009 as part of the inauguration events of the
first African-American President of the United States,
Barack Hussein Obama. On a cold afternoon they, along
with Pete Seeger’s grandson Tao Rodriguez Seeger
and a school chorus, led a huge crowd in singing
Guthrie’s best known song, This Land is Your Land.
They not only sang the well-known celebratory verses
but also two verses Guthrie wrote that are rarely in-
cluded in school books – verses about poverty and
the excesses of private property. The truly political na-
ture of Guthries’ composition was highlighted by two
of the best known singer-songwriters and people’s po-
ets who were strongly influenced by Guthrie and the
way he wrote and used songs. Thousands of mobile
phones documented their performance and sent it to
people all over the world. In a country with a long
tradition of enslaving African peoples and a recent his-
tory of discrimination, the election of President Obama
was a moment when music could celebrate, commem-
orate, and affirm its active participation in the social
processes of the United States. In the words of the last
verse: Nobody living can ever stop me as I go walking
that freedom highway. Nobody living can make me turn
back; this land was made for you and me.

53.9 Conclusion

For most of the 20th century, music of protest and strug-
gle in the United States had a particular musical and
narrative style as well as a few characteristic perfor-
mance practices. This can be traced to the Freedom
Singers in the 1950s and the Almanac Singers in the
1940s and then further back to African-American musi-
cians, labor organizers, and songwriters from the mines,
cotton mills, and farms of the Southern US. In addition
to those influences, a long history of protest music in
the United States contributed to the 20th-century style.
The music and the performers were shaped by Walt
Whitman, by international and national political move-
ments like the Communist Party, and by the vernacular
singing styles of the southeastern US. Some of the per-
formers were certainly exemplars of Walt Whitman’s
people’s poet. Their singing style, their conviction that
music could influence politics, their compositions, and
their courage were an important part of the music of
20th century and continue to influence some strands

of American music today. Twentieth-century political
music was also shaped by the passion and talents of
specific people at particular moments. Among these
were the Lomaxes and the Seegers, who began their
collaboration in the 1930s. Through their passion for
vernacular music and their many different activities
they had a profound influence on the music of the sec-
ond half of the 20th century. But there were many other
influential figures as well. The music they performed,
encouraged, recorded, or studied was enriched by their
work, their teaching, and by those who learned from
them and contributed to music of struggle, protest, crit-
icism, and hope that continues today in other forms.

Protest marches during the past fifteen years have
been more often animated by group chants than by
song. The winning unions (there aren’t many – most
unions are losing members) are not employing music as
much as other organizing tools. Poets of protest are far
more apt to use rap and rhythmic speech than melodic
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verses – though there are of course many fine excep-
tions. Songs of protest and struggle are sung in many
different languages as well, as they probably always
have been. Many members of the general public move
to their own soundtracks, hosted on personal electronic

devices, rather than to collective music. But there is a lot
to protest about in the United States and the centuries-
long traditions of using music and speech to protest and
to try to effect change will continue to stimulate ac-
tivists in the future.
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