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Foreword

More than five decades ago a combination of new advances in science and
technology became available to Earth scientists. A new approach for observing the
entire surface of the Earth every eighteen days by multispectral sensors on
polar-orbiting satellites provide human observers possibilities never available
before for observing Earth surface features and temporal changes in these features.

The U.S. National Aeronautics and Space Administration (NASA) launched its
first Land Satellite, Landsat 1, in July 1972. A few years prior to the launch of
Landsat 1, NASA made research grants to three different state universities in the
U.S. to provide their engineering, agriculture, forestry, and earth sciences skills in
the design of spectral sensors and computer algorithms for analyzing quickly vast
amounts of satellite sensor data.

It was obvious from the first multispectral images of the Earth surface trans-
mitted to Landsat Receiving Stations that a new era was beginning for man’s use of
multispectral images for observing, managing and conserving man’s use of land
and water resources on the Earth surface. In their recommendations to NASA,
university scientists and engineers proposed that two different sensor systems be
installed on Landsat 1. One sensor was a four-spectral band (two visible bands, and
two near-infrared bands) transmitted in digital format to receiving stations; the
second sensor was an analogue scanner with three cameras, each covering a dif-
ferent portion of the visible spectrum.

Examination of original data received from each sensor indicated that images
from the multispectral digital scanner were far superior to images from the analogue
scanner. One explanation is that the “signal-to-noise” ratio is far better with digital
data than it is with analogue data in transmission from the high-altitude satellite to
receiving stations on the Earth surface.

Multispectral images of the Earth surface from the satellite-borne sensor on
Landsat 1 provided the challenge of relating quantitatively the multispectral images
in different spectral bands to the current Earth surface categories. The basic chal-
lenge was to relate the spectral features to colour, chemical properties, physical
features, organic properties, and temporal changes in these features on succeeding
Landsat passes. Of particular interest was the spectral identification of specific crops
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X Foreword

and indications of stage of growth and/or indications of crop quality, different
agricultural crops, features of cities, lakes, salt water, forests, desert lands, and other
features. As the research progressed with the analysis of Landsat multispectral data,
it became necessary to design sensors with narrower spectral band-widths. As
researchers defined the use of the multispectral sensors for identifying changes in
Earth surface features and conditions, what came to be known as “precision
farming” was developed so that spectral and other sensors mounted on tractors,
planters and harvesters could be used to control the quantity of seeds, fertilizer or
pesticides tobe applied.

In the early stages of computer software development for the analysis and
interpretation of the vast quantities of multispectral data from scanners on the
Earth-orbiting satellites, it became imperative to develop an efficient system for
“ground observation” sampling to define and identify “ground truth”. Such ground
truth was essential for defining the wide range of spectral classes as specific earth
surface features—kinds and conditions of agricultural crops, eroded soils, flooded
lands, types and conditions of forests, and many other changing conditions of lands
and water.

During the 40 plus years since the launch of Landsat 1, on average each five
years a new Landsat with improved sensors has been launched into polar orbit.
Scientific research to define the spectral reflectance and emittance properties of
Earth-surface features of human interest has increased dramatically with research
institutions in many countries. An excellent example of such research is in India
where Dr. Ravi Shankar Dwivedi has provided an excellent contribution in his
extensive review of relevant literature. Dr. Dwivedi provides many past and current
references to the broad field of remote sensing and gives many examples of the
applications of these technologies, especially in the management of soils and
agricultural land use throughout the world.

Marion F. Baumgardner
Professor Emeritus
Purdue University, West Lafayette, IN, USA



Preface

The intimate knowledge of soils with regard to their nature, extent, spatial distri-
bution, potential and limitations is a prerequisite for sustainable development of
natural resources and environmental management. In the backdrop of global
environmental change quantitative information on soil properties is required to
comprehend the role soil plays in the biophysical and biogeochemical functioning
of the planet. Soil surveys which were carried out using traditional methods until
recently, provide such information. The soil scientists world over have graduated
from traditional soil surveys to using aerial photographs during the period 1930s to
1960s, and ultimately to satellite data for deriving information on soil resources
since early 1970s, and to study their potentials and limitations for intended usage
for various purposes including agriculture, forestry, urban development, soil and
water conservation, etc. Apart from generating information on soil resources,
spectral measurements made from space platforms have also been found to be very
effective in deriving information on soil degradation, soil fertility and soil moisture,
and inputs for precision agriculture.

The availability of Landsat-MSS data with coarse spatial resolution in 1972
could afford generation of only reconnaissance level information on soils. With the
increased availability of spatial data (satellite digital data with improved spatial and
spectral resolution digital elevation model), the development of data-mining tools
and GIS, on-site geophysical instrumentation, viz. electromagnetic induction
(EMI), ground penetrating radar (GPR), portable X-ray fluorescence (PXRF), etc.,
the availability of computing power for processing data, and the development of
statistical and geostatistical techniques have greatly enhanced our ability to collect,
analyze, and predict spatial information on soils.

The book essentially aims at addressing the applications of remote sensing
techniques in the studies on soils.

In pursuance of the objective, the book initially provides an introduction to
various elements and concepts of remote sensing, and associated technologies,
namely Geographic Information System (GIS), Global Positioning System (GPS) in
Chap. 1. An overview of the sensors used to collect remote sensing data and
important Earth observation missions is provided in Chap. 2. The processing of
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satellite digital data (geometric and radiometric corrections, feature reduction,
digital data fusion, image enhancements and analysis) are dealt with in Chap. 3. In
the chapter to follow the interpretation of remote sensing data, very important and
crucial step in deriving information on natural resources including soils resources,
is discussed. An introduction to soils as a natural body with respect to their for-
mation, physical and chemical properties used during inventory of soils, and soil
classification is given in Chap. 5. The spectral response patterns of soils including
hyperspectral characteristics—fundamental to deriving information on soils from
spectral measurements, and the techniques of soil resources mapping are discussed
in Chaps. 6 and 7, respectively. Furthermore, the creation of digital soil resources
database and the development of soil information systems, a very important aspect
of storage and dissemination of digital soil data to the end users are discussed in
Chap. 8. Lastly, the applications of remote sensing techniques in soil moisture
estimation and soil fertility evaluation are covered in Chaps. 9 and 10, respectively.

In order to make the soil survey and mapping techniques popular to the readers
having not much exposure to pedology and soil surveys using remote sensing an
attempt has been made by the author to provide (i) the basic concepts and tech-
niques for interpreting/analyzing the remote sensing data, and (ii) the basic infor-
mation on soils including soil classification. It is hoped that the soil survey
practitioners, researchers and academicians may find the book quite helpful in
pursuing their endeavour.

Hyderabad, India Ravi Shankar Dwivedi
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Chapter 1
An Introduction to Remote Sensing

1.1 Introduction

The term remote sensing is derived from two Latin words: remotus, meaning far
away or distant in time or place, and sensus meaning to detect a stimulus by means
of any of the five senses. Putting together these two words: remote plus sensus,
remote sensing refers to detecting an object/feature/phenomenon with an observa-
tion device that is not in intimate physical contact with the object/feature/
phenomenon in question. Essentially, the term ‘remote sensing’ in its broadest sense
merely means ‘reconnaissance at a distance’ (Colwell 1966). Remote sensing thus
differs from in situ or proximal sensing in the way information is gathered about an
object/feature or phenomenon. While the instruments are immersed in, or physically
touch the objects of measurement in proximal sensing or in situ measurements, the
sensing device is invariably not in physical contact in case of remote sensing. In
practice, remote sensing is the use of a variety of devices for gathering information
on a given object or area. According to Buiten and Clevers (1993) remote sensing,
also called Earth observation, refers in general sense to the instrumentation, tech-
niques and methods used to observe, or sense, the surface of the Earth usually by the
formation of an image in a position, stationary or mobile, at a certain distance from
that surface.

At initial stages, the term ‘remote sensing’ was confined to the development of
different components of photography, i.e. various types of films, camera, film
processing and printing systems, interpretation techniques and photogrammetry. By
the early 1960s, many new types of remote sensing devices were being introduced
that could detect electromagnetic radiation in spectral regions far beyond the range
of visible spectrum or human vision and photographic film. During this period,
several natural resources scientists were visualizing the Earth observations from
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orbiting satellites on a routine basis. To encompass these concepts, Evelyn L. Pruitt,
a geographer formerly with the Office of Naval Research, coined the term ‘remote
sensing’ to replace the more limiting terms ‘aerial’ and ‘photograph’.

With the development of computer technology in 1960s and realization of the
potential of integrating the information on natural resources to derive more com-
prehensive and meaningful information and arriving at decisions for planning and
management of natural resources, a new technology called Geographical
Information System (GIS) was developed. Besides, for precise location of obser-
vations and information on natural resources and to improve the spatial accuracy of
thematic maps, namely minerals, forests, soils, surface and ground water resources,
etc., satellite-based navigation system: Global Navigation Satellite System (GNSS)
was developed. Furthermore, concomitant developments in the Internet technology
and its integration with the computer technology lead to the development of per-
sonal digital assistant (PDA) devices that enabled transmitting the in situ obser-
vations on natural disasters and other phenomenon requiring real- or near-real-time
field data for analysis and/or interpretation of remote sensing data. In order to
accommodate a host of newly developed technologies, i.e. remote sensing, GIS,
GNSS and PDAs, a new term geospatial technology or geomatics or geoinformatics
was coined. Geospatial technologies are an umbrella phrase associated with a suite
of technologies including remote sensing, satellite-based navigation system,
Geographic Information System (GIS), information technologies and field sensors,
that help in capturing/storing/processing/displaying/disseminating information on a
particular location (http://baegrisk.ddns.uark.edu/kpweb/). Geoinformatics or
geospatial technologies literally refer to the usage of information technology for
geographic analysis. It may be defined as ‘An integrated science and technology
that deals with acquisition and manipulation of geographical data, transforming it
into useful information using geoscientific, analytical, and visualization techniques
for making better decisions” (Jaganathan 2011). Lein (2012) defines geoinformatics
as a descriptive which integrates the acquisition, modelling, analysis and man-
agement of spatially referenced data.

The sensors capture reflected/emitted/backscattered electromagnetic radiation
from the object/feature. These sensors/instruments are of two types, i.e. passive
sensors and active sensors. Passive sensors detect natural energy (radiation) that is
reflected or emitted by the object. Reflected sunlight is the most common source of
radiation measured by passive sensors. Examples of passive remote sensors include
film photography, charge-coupled devices and radiometers. Active sensors, on the
other hand, have their own source of energy to illuminate the object or terrain and
record the backscattered energy there from. Radar and Lidar are examples of active
sensors where the time delay between disseminated and return radiation is measured
and is used for establishing the location, height, speed and direction of an
object/feature.
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1.2 History of Remote Sensing

A detailed historical sketch of and the major milestones in remote sensing with
respect to the development of sensors, platform and launch vehicle is available in
Campbell et al. (2011) and Jensen (2007). The use of remote sensing to study
Earth’s environments has progressed steadily over time. This evolution reflects both
advancements in sensor technology and data interpretation/analysis techniques, and
the quest to develop new data collection/interpretation/analysis capabilities to
address growing environmental concerns. Based on the nature of developments in
the technology, Melesse et al. (2007) have identified eight distinct phases in remote
sensing-based Earth observation programmes which is summarized hereafter.

Beginning with the airborne remote sensing during the First and Second World
Wars with the primary applications focused on surveying, reconnaissance, strategic
land use mapping and military surveillance, the focus was shifted to early space-
borne systems dominated by the launch of ‘proof of concept’ satellites beginning
with Russia’s Sputnik-1 and Explorer-1, introduced by USA in 1957 and 1958,
respectively. It was followed by the era of spy satellites during peak of the cold war.
The advanced meteorological satellites, viz. Television Infrared Observation Satellite
(TIROS) series first in 1960 marked the fourth phase whereas the launch of the
Landsat-1 in 1972 heralded the major breakthrough in Earth observation from space.
Several satellites, namely Landsat-2, through-8 with the state-of-the-art sensors,
namely Multispectral Scanner System (MSS), Thematic Mapper (TM), Enhanced
Thematic Mapper plus (ETM+) and Optical Line Imager (OLI) and Thermal Infrared
System (TIRS) were subsequently launched. These missions have led to the oper-
ationalization of Earth observation technology. Later on Earth Observing Systems
(EOS), viz. Terra and Aqua satellites were launched in late nineties and early
twenty-first century with several major innovations to satellite remote sensing,
namely frequent repeat coverage, wider resolution capabilities and higher level of
processing to address a multiplicity of environmental applications.

The next phase (New Millennium programme) is characterized by the intro-
duction of highly advanced test concept systems. These satellite sensors represent
‘next generation’ systems such as Earth Observingl (EO-1), which carried the first
space-borne hyperspectral sensor ‘Hyperion’ and the Advanced Land Imager
(ALI) into Earth orbit; a less costly superior replacement of Landsat TM technol-
ogy. Commercialization of space technology facilitating private players to launch
satellites and disseminate remote sensing data with very high resolution to the user
community marks one of the noteworthy developments in the Earth observation
programme.
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1.3 Electromagnetic Radiation (EMR)

Electromagnetic energy refers to all energy that moves with the velocity of light in
a harmonic wave pattern. A harmonic wave pattern consists of waves that occur at
equal interval in time. The wave concept explains how electromagnetic energy
propagates (moves), but this energy can only be detected as it interacts with the
matter. In this interaction, electromagnetic energy EM energy behaves as though it
consists of many individual bodies called photons that have such particle-like
properties as energy and momentum.

Electromagnetic radiation is the means by which information is carried from an
object/a feature to a remote sensor. The reviews on the nature of EM radiation and
physical principles are available in Fraser and Curran (1976), Silva (1978) and Suits
(1983). Electromagnetic radiation is generated by (i) acceleration of electrical
charges, (ii) changes in the energy levels of electrons, (iii) decay of radioactive
substances and (iv) thermal motion of atoms/molecules. Electromagnetic waves are
produced whenever an electrical charge is oscillating. Therefore, as an electric
charge oscillates, electrical energy will be lost and an equivalent amount of radi-
ation will be radiated outward in the form of oscillating electric and magnetic fields.
Quantum processes can also produce EM radiation, such as when atomic nuclei
undergo gamma decay, and processes such as neutral pion decay (http:/en.
wikipedia.org/wiki/Pion). The electromagnetic radiation has been conceptualized as
particles or quanta as well as waves.

1.3.1 Particle Model

The electromagnetic radiation (EMR) was primarily thought of as a smooth and
continuous wave. Albert Einstein found that when light interacts with electrons, it
has a different character. He concluded that when EMR interacts with matter, it
behaves as though it is composed of many individual bodies called photons, which
carry such particle-like properties as energy and momentum which confirms its
duality.

1.3.2 Wave Model

The electromagnetic radiation has been conceptualized by as waves that travel
through space at a speed of light. However, when it interacts with matter, as
mentioned in Sect. 1.3.1 it is considered as particles/quanta or photons. It consists
of two fluctuating fields—one electric (E) and the other magnetic (M) (Fig. 1.1).
The two vectors are orthogonal to one another, and both are perpendicular to
direction of travel. Important parameters characterizing any EMR under study are:
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Fig. 1.1 The electromagnetic
radiation

-— Magnetic Field (B)

Electric —
Field (E)
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Directi on

wavelength/frequency/amplitude/phase/the direction of propagation, and polariza-
tion. The wavelength (L) of the electromagnetic radiation depends upon the length
of time that the charged particles are accelerated. The frequency (v) of a wave is its
rate of oscillation and is measured in hertz, the SI unit of frequency or a multiple of
it like kilo Hertz (103 Hz), mega Hertz (106 Hz) and giga Hertz (109 Hz). One hertz
is equal to one oscillation per second. The wavelength (L) of the electromagnetic
radiation is the distance between two successive crests or troughs. It is measured in
metres or a fraction thereof microns (10 ®)/nanometres (10~°). The wavelength and
frequency of electromagnetic radiation are related as follows:

c =y, (L.1)

where c is the velocity of light (3 x 10® m/s)

C
=_ 1.2
v=> (12)
and
C
- (13)

when electromagnetic radiation passes from one substance to another, the speed of
the light and its wavelength change while the frequency remains the same.

1.3.3  Amplitude

The amplitude of electromagnetic waves relates to its intensity or brightness (as in
the case of visible light). With visible light, the brightness is usually measured in
lumens (Fig. 1.2). With other wavelengths the intensity of the radiation, which is
power per unit area or watts per square metre, is used. The square of the amplitude
of a wave is the intensity.
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Fig. 1.2 Wavelength and amplitude of the electromagnetic radiation

1.3.4 Phase

Phase denotes a particular point in the cycle of a waveform, measured as an angle in
degrees. Phase is a number describing the position of the wave within its repeating
cycle at any instant in time. It is represented in degrees. The phase ranges from 0° to
360° before repeating (Fig. 1.3). The phase of a wave form specifies the extent to
which the peaks of one waveform align with those of another points on a wave
which are travelling in the same direction, rising and falling together, are said to be
in phase (a phase shift of 0°) with each other. Contrastingly, points on a wave
which are always travelling in opposite directions to each other, one is rising while
the other is falling, are termed in anti-phase (a phase shift of 180°) with each other
(http://physicsnet.co.uk/a-level-physics-as-a2/waves/progressive-waves/).

1.3.5 Polarization

The polarization of electromagnetic radiation refers to the orientation of the
oscillation within the electric field of the electromagnetic energy. Light emitted by

Fig. 1.3 The concept of the 1

phase of electromagnetic =0
radiation
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the Sun, by a lamp or by a candle flame is unpolarized light. That means, the light is
vibrating in more than one plane. In general, unpolarized light has an average of
half its vibrations in a horizontal plane and half of its vibrations in a vertical plane.
It is possible to transform unpolarized light into polarized light. Polarized light
waves are light waves in which the vibrations occur in a single plane. The process
of transforming unpolarized light into polarized light is known as polarization.

Radar signals can be transmitted and/or received in different modes of polar-
ization irrespective of wavelengths. For most synthetic aperture radar
(SAR) systems, only one polarization can be transmitted or received at a time. The
transmitting antenna determines the polarization of the emitted wave, and the
receiving antenna determines which polarization of the returned signal will be
recorded. With multi-polarization SAR systems, the signal can be filtered in such a
way that its electrical wave vibrations are restricted to a single plane perpendicular
to that of propagation. Typically, radar signals are transmitted in a plane of
polarization that is either parallel to the antenna axis (parallel polarization, H) or
perpendicular to that axis (vertical polarization, V), as shown in Fig. 1.4a, b. Thus
there is a possibility of having four different combinations of signal transmission
and reception (HH, VV, HV, and VH), where the first letter indicates the trans-
mitted polarization and the second indicates the received polarization. The HH and
VYV are referred to as like polarization or co-polarized signals while HV and VH are
referred to as cross-polarized. Systems that simultaneously collect data in HH, HV,
VH and VV combinations are said to have quadrature polarization. Furthermore,
there is another kind of polarization where the plane of wave vibrations rotates as
the waves propagate, it is called circular polarization. Various objects modify the
polarization of the energy they reflect to varying degrees. The mode of signal
polarization influences the manifestation of objects/features on the resulting ima-
gery (Lillesand et al. 2004).
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1.4 Electromagnetic Spectrum

The electromagnetic spectrum is the continuum of energy that ranges from metres
to nanometres in wavelength, travels at a speed of light and propagates through a
vacuum such as outer space. The entire range of electromagnetic (EM) radiation
comprises the electromagnetic spectrum (EMS). Organizing the electromagnetic
energy according to its wavelength or frequency or energy is referred to as elec-
tromagnetic spectrum. The electromagnetic spectrum spans from 10! pm (cosmic
rays), up to 10' pm (radio waves), the broadcast wavelengths (Fig. 1.5). The EMS
has been divided into ultraviolet, visible, infrared and microwave regions.
However, these divisions are arbitrarily defined. There is no clear-cut dividing line
between one nominal spectral region and the next. The term optical wavelengths,
extending from 0.30 to 15 pm, is used to denote the region of the electromagnetic
spectrum where optical techniques of refraction and reflection can be used to focus
and redirect radiation. At these wavelengths, electromagnetic energy can be
reflected and refracted with solid materials. The region between 0.38 and 3.0 pm is
frequently referred to as the reflective portion of the spectrum. Energy sensed in
these wavelengths is primarily radiation originating from the Sun and reflected by
objects on the Earth.

1.4.1 The Ultraviolet Spectrum

The ultraviolet literally means ‘beyond violet’, a region of short-wavelength radi-
ation that lies between the X-ray region and the visible region (0.40-0.70 pm) of
the electromagnetic spectrum. The ultraviolet region is often sub divided into the
near ultraviolet (0.32-0.40 pum), the far ultraviolet (0.32-0.28 um) and the extreme
ultraviolet (below 0.28 pm), sometimes known as UV-A, UA-B and UA-C,
respectively. Near ultraviolet radiation has the ability to induce fluorescence
(emission of visible radiation) in some material. Therefore, this region of the
ultraviolet is important for specialized form of remote sensing, viz. study of
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Fig. 1.5 The electromagnetic spectrum
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aerosols and other atmospheric constituents. However, the major portion of ultra-
violet radiation is scattered by the Earth’s atmosphere, so it is not generally used in
Earth observation programmes.

1.4.2 The Visible Spectrum

The term visible spectrum is derived from the fact that the human eye responds to
these wavelengths which span from 0.40 to 0.70 um. The visible spectrum can be
divided into three segments, namely 0.40-0.50 pm (blue), 0.50-0.60 pm (green)
and 0.60-0.70 pm (red), the primary colours. The colour of an object is defined by
the colour of the light it reflects.

1.4.3 The Infrared Spectrum

Wavelengths longer than the red portion of the visible spectrum are designated as
the infrared region. The infrared region extends from 0.72 to 15 um and has been
divided into three broad categories, viz. (i) near infrared (0.72—-1.30 pum), (i) mid-
dle infrared/shortwave infrared (1.30-3.0 pum) and (iii) far infrared (7.0-15.0 pm).
Radiation in the near infrared region behaves in a manner analogous to radiation in
the visible spectrum. Therefore, remote sensing in the near infrared can use films,
filters and cameras with designs similar to those intended for use with the visible
light.

The far infrared region (7.0-15 pm), the second category of the infrared spec-
trum, comprises of wavelengths well beyond the visible extending into regions that
border the microwave region. This radiation is fundamentally different from that in
the visible and near infrared. Whereas near infrared is essentially solar radiation,
reflected from the Earth’s surface, far infrared radiation is emitted by the Earth.
There is no specific term usually applied to the wavelength region from 3.0 to
7.0 pum. Atmospheric effects (absorption of radiation by water vapour and carbon
dioxide) greatly complicate interpretation of the radiation data in this region and
limit the usefulness of these wavelengths for satellite-based Earth observations.

1.4.4 The Microwave Spectrum

The microwave region extends from 1 mm to 1 m and is the longest wavelength
commonly used in remote sensing. The shortest wavelengths in this range have
much in common with the thermal energy of the far infrared region. It is further
divided into different frequency bands which are commonly used in remote sensing
(1 GHz = 10° Hz) (Table 1.1).
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Table 1.1 Some (?f the Band Frequency (GHz) Wavelength (cm)
;;':gﬁggsused THETOWAYE " "p pand 0.3-1 30-100

L-band 1-2 15-30

S-band 24 7.5-15

C-band 4-8 3.8-7.5

X-band 8-12.5 2.4-3.8

Ku-band 12.5-18 1.7-2.4

K-band 18-26.5 1.1-1.7

Ka-band 26.5-40 0.75-1.1

1.5 Energy—Matter Interactions in the Atmosphere

EM energy that encounters the matter, whether solid, liquid or gas is called incident
radiation. Interaction with the matter can change the intensity, direction, wave-
length, polarization and phase. We detect and record these changes. We then
interpret the resulting images and data to determine the characteristics of the matter
that interacted with incident EM energy.

Radiant energy is the capacity of radiation within a spectral band to do work
(Colwell 1983). Sun is the major source of electromagnetic radiation used in remote
sensing. Hence, a thorough understanding of the interactions of EM energy with the
atmosphere is essential for practicing remote sensing. The electromagnetic radiation
from the Sun is propagated through the Earth’s atmosphere almost at the speed of
light in a vacuum. If the sensor is carried by a low flying aircraft, effects of the
atmosphere on image quality may be negligible. In contrast, energy that reaches
sensors onboard Earth observation satellite must pass through entire depth of the
Earth’s atmosphere. Unlike a vacuum where nothing happens, however, atmo-
sphere may not only affect the speed of light but also its wavelength, intensity and
its spectral distribution. Besides, in the atmosphere the electromagnetic energy is
subject to modification by several physical processes, namely scattering, absorption
and emission. A considerable amount of incident radiant flux from the Sun is
reflected from the top of clouds and other materials in the atmosphere. A substantial
amount of this energy is reradiated back to space. It is this reflected energy that is
captured by sensors aboard satellites.

1.5.1 Scattering

Scattering of radiation by atmospheric particles has very serious effects on the
reflected/emitted electromagnetic energy captured by the sensors onboard Earth
observation satellites. The scattering, in fact, redirects radiation so that a portion of
the incoming solar beam directed back towards atmosphere, as well as towards the
Earth’s surface. Further, the direction associated with scattering is unpredictable.
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The amount of scattering that occurs depends on sizes of these particles, their
abundance, the wavelength of radiation and the depth of the atmosphere through
which the electromagnetic energy is travelling. Depending on the size of atmo-
spheric particles, the electromagnetic radiation is interacting, scattering can be of
three types: Rayleigh, Mie and non selective scattering.

1.5.1.1 Rayleigh Scattering

Rayleigh scattering—sometimes also referred to as molecular scattering—domi-
nates when radiation interacts with the atmospheric molecules such as oxygen and
nitrogen and other tiny particles which have much smaller diameter (usually <0.1)
than the wavelength of the incident EM radiation. Most Rayleigh scattering takes
place in the upper 4.5 km of the atmosphere. Rayleigh scattering is inversely
proportional the fourth power of the EM wavelength. Shorter wavelengths, there-
fore, are scattered much more than long wavelengths. The blue colour of the sky is
due to Rayleigh scattering, since it scatters blue light more than the radiation with
longer wavelengths such as green and red. Rayleigh scattering is one of the major
causes of haze in images.

1.5.1.2 Mie Scattering

It is also sometimes referred to as non-molecular scattering. It takes place in the
lower 4.5 km atmosphere, where there may be many essentially spherical particles
present with diameters approximately equal to the size of the wavelength of inci-
dent energy. Water vapour, dust and various aerosols are primarily responsible for
Mie scattering. The actual size of the particles may range from 0.1 to 10 times the
wavelength of incident energy present in the atmosphere. Mie scattering can
influence a broad range of wavelengths in and near the visible spectrum.

1.5.1.3 Non selective Scattering

Non selective scattering takes place in the lowest portions of the atmosphere where
the particles are of size much larger (>10 times) than the wavelength of the incident
EM radiation. Thus water droplets, having diameters from 50-1000 nm, scatter
visible, near-IR and shortwave-IR wavelengths nearly equally. This type of scat-
tering is non selective, i.e. all wavelengths of light are scattered. A wide range of
atmospheric correction techniques including ‘dark-object-subtraction’ and aerosol
modelling have been developed to minimize the image degradation by various
types of scatterers in the atmosphere.
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1.5.2 Absorption

Absorption is a process by which radiant energy is absorbed and converted into
another forms of energy. The absorption of the incident energy may take place in
the atmosphere or on the Earth’s surface. Absorption of radiation occurs when the
atmosphere prevents, or strongly attenuates, transmission of radiation through
atmosphere. Energy acquired by the atmosphere is subsequently reradiated at longer
wavelengths. An absorption band is a range of wavelengths (or frequencies) in the
electromagnetic spectrum within which radiant energy is absorbed by a substance.
Three gases—ozone (O3) carbon dioxide (CO,) and water vapour (H,O) are
responsible for most absorption of solar radiation.

Wavelengths shorter than 0.30 pm are completely absorbed by the ozone (O3,
Absorption of the high-energy, short-wavelength portion of the ultraviolet spectrum
(mainly A less than 0.24 um) prevents transmission of this radiation to the lower
atmosphere. Carbon dioxide (CO,) is important in remote sensing because it
effectively absorbs radiation in the mid and far infrared regions of the spectrum. Its
strongest absorption occurs in the region from about 13—17.5 pm. Water vapour is
several times as effective in absorbing radiation as are all other gases combined.
Two of the most important regions of absorption are in several bands between 5.5
and 7.0 um, and above 27 pm. Absorption in these regions can exceed 80% if
atmosphere contains appreciable amount of water vapour.

1.5.3 Emission

Like Earth, the atmosphere also emits EM radiation due to its thermal state. Owing
to its gaseous nature, only discrete bands of radiation (not forming a continuous
spectrum) are emitted by the atmosphere. The atmospheric emission would tend to
increase the path radiance, which would act as a background noise, superposed over
the ground signal. However, as spectral emissivity equals spectral absorptivity,
atmospheric windows are marked by low atmospheric emission. Therefore, for
terrestrial sensing, the effects of self-emission by the atmosphere can be signifi-
cantly reduced by restricting remote sensing observations to well-defined good
windows.

1.6 Atmospheric Windows

While travelling from Sun to the Earth, the electromagnetic radiation has to pass
through the atmosphere. After striking the Earth surface, the reflected component of
the incident radiation again travels back to space through the atmosphere. The
atmosphere attenuates (scatters and absorbs) the incident/outgoing electromagnetic
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radiation in certain wavelength regions and allows to pass though the radiation of
selective wavelengths by way of scattering and absorptions by its constituents,
namely aerosols, CO,, O3 and water vapour. As a consequence, radiation in certain
wavelength regions only can pass through the atmosphere well. These regions are
called atmospheric windows. These are the regions of the electromagnetic radiation
which are useful in Earth observation. The dominant wavelengths within atmo-
spheric windows are in the visible and radio frequency regions, while X-rays and
UV seem to be very strongly absorbed and gamma rays and IR are somewhat less
strongly absorbed. (http://csepl0.phys.utk.edu/astr162/lect/light/windows.html
Accessed on 14-06-2015).

1.6.1 Atmospheric Windows in Optical Range

The optical range refers to that of the electromagnetic spectrum in which optical
phenomena of reflection and refraction can be used to focus the radiation. It extends
from X-rays (0.02 pm wavelength) through visible and includes far infrared (1 mm
wavelength). The electromagnetic (EM) radiation coming from the Sun propagates
through the atmosphere before reaching the Earth’s surface. The incoming as well
as outgoing solar radiation in some portions of the electromagnetic spectrum is
attenuated by the atmosphere. However, in some portions of the EM, for instance in
the visible region all the incident energy is not absorbed but transmitted rather
effectively. Portions of the spectrum that transmit radiant energy effectively are
called atmospheric windows. Remote sensing utilizes these atmospheric windows
transparent regions to avoid the effects of absorption of radiation. Absorption of the
high-energy, short-wavelength portion of the ultraviolet spectrum (mainly
A < 0.24 pm) prevents transmission of this radiation to the lower atmosphere.
Atmospheric windows in the optical infrared region include (i) 0.3-1.3 pm,
(i) 1.5-1.8 pum and (iii) 2.0-2.6 um (Fig. 1.6).

Carbon dioxide (CO,) exhibits its strongest absorption in the region from about
13-17.5 pm. Water vapour, another atmospheric constituent that absorbs radiation,
is several times as effective in absorbing radiation as are all other gases combined.
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Two of the most important regions of absorption are in several bands between 5.5
and 7.0 um, and above 27 microns. Absorption in these regions can exceed 80% if
atmosphere contains appreciable amount of water vapour. In addition, nitrous oxide
(N,O) present in the atmosphere absorbs the radiant energy in certain portions of
the electromagnetic spectrum. The cumulative effect of the absorption by the var-
ious constituents can cause atmosphere to be opaque in certain regions of the
spectrum. Consequently in these regions practically no energy is available for
remote sensing.

1.6.2 Atmospheric Windows in Thermal IR Region

The thermal infrared region spans from 3 to 15 pm. There are three windows in
region, namely (i) 3.0-3.6 um, (i) 4.2-4.5 pm, and (iii) 7.0-15 pm. As the
atmosphere allows a portion of the infrared energy to be transmitted from the terrain
to the detectors, we can use remote sensing instrument to detect infrared energy in
these region. Electronic detectors can be made sensitive to photons of thermal
infrared energy exiting the terrain in two primary thermal infrared windows: 3-5
and 8-14 pum. Suborbital thermal infrared remote sensing systems utilize these
spectral bands. However, the Earth’s ozone (O3) layer absorbs much of the thermal
energy exiting the terrain in an absorption band from approximately 9.2-10.2 um.
Therefore, satellite thermal infrared remote sensing systems often only record data
in the region from 10.5-12.5 pm (Fig. 1.6) to avoid this absorption band. For
example, to avoid atmospheric absorption of the radiation in 9.276-10.24 um
region, the spectral bands 12 and 13 of the Advanced Spaceborne Thermal
Emission and Reflection radiometer (ASTER) have been designed to be sensitive to
8.925-9.275 uym and 10.25-10.95 pm range of the electromagnetic radiation,
respectively. The sub orbital platform refers to a rocket, missile, etc., having a flight
path that is less than one complete orbit of the Earth or other celestial body. (http://
www.thefreedictionary.com/suborbital) Accessed on 14-06-2015.

1.6.3 Atmospheric Windows in Microwave Region

The atmosphere is opaque in the range 22 um—1 mm and hence this part of the
remote sensing spectrum is not used. In the microwave region, the atmosphere is
transparent beyond 3 cm but becomes opaque for wavelengths greater than 30 mm
due to interaction with the ionosphere. Atmospheric scattering enhances the
reflectance observed at the top of the atmosphere (p') relative to that observed
(Girard et al. 2003).

Microwaves are generally less affected by atmosphere, even in this region there
are preferred windows for observations especially for passive sensing. As evident
from the Fig. 1.7, at 1-40 GHz, the atmosphere is fairly transparent under clear sky
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Fig. 1.7 Absorption bands in microwave region

conditions. In addition, other possible windows include 90 and 135 GHz. Thus, for
remote sensing are generally chosen below 40 GHz. Even measurements at window
frequencies are affected to some extent by clouds, water vapour, etc., especially at
higher frequencies. Hence, an accurate estimate of surface radiance needs correction
for these absorptions and emissions from the atmosphere. Most surface sensing
radiometers include frequency channels also sensitive to water vapour and liquid
water mainly to correct for their effects. For observation of the atmospheric
parameters, frequencies are selected in the vicinities of the absorption peaks of
atmospheric gases, which generally correspond to the frequencies above 50 GHz.

1.7 Energy-—Matter Interactions with the Terrain

Approximately, 51% of shortwave radiation incident on the top of the atmosphere
reaches and interacts with the Earth’s features. From this, around 4% is reflected
directly and 47% is absorbed by the Earth’s features. It is these two components
that drive most of terrestrial remote sensing. The amount of radiant energy onto, off,
of, or through a surface per unit time is called radiant flux. () and is measured in
Watts (W). The characteristics of the radiant flux and what happens to it as it
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interacts with Earth’s surface are of critical importance in remote sensing. By
carefully monitoring the exact nature of incoming (incident) radiant flux in selective
wavelengths and how it interacts with the terrain, it is possible to learn important
information about the terrain. Depending upon the region of the electromagnetic
spectrum, the interaction of the electromagnetic radiation with the terrain features
varies.

When radiant energy from Sun strikes the Earth’s surface, a portion of it is
reflected back to the atmosphere, the rest is transmitted and absorbed into the
terrain. Following the law of conservation of energy, the radiation budget equation
states that the total amount of radiant flux in specific wavelengths () incident to the
terrain (®;;) must be accounted for by evaluating the amount of energy reflected
from the surface (r;), the amount of energy absorbed by the surface (o) and the
amount of radiant energy transmitted through the surface (t;):

Oy =10+ oy + Ty (1.4)

It is important to note that these radiometric quantities are based on the amount
of radiant energy incident to a surface from any angle in a hemisphere.

Two points concerning this relationship should be noted. First, the proportions of
energy reflected, absorbed and transmitted will vary for different Earth features,
depending upon their material type and conditions (Lillesand et al. 2004). These
differences permit us to distinguish different feature on image. Second, the wave-
length dependency means that even within a given feature type, the proportion of
reflected, absorbed and transmitted will vary at different wavelengths.

1.7.1 Reflection Mechanism

Reflection is the process whereby radiation bounces off an object like Earth’s
surface, cloud top, etc. In fact, the process is more complicated, involving reradi-
ation of photons in unison by atoms or molecules in a layer of approximately
one-half wavelength deep. There are different types of reflecting surfaces. Specular
reflection occurs when the surface from which the radiation is reflected is essen-
tially smooth (Fig. 1.8). That is, the average surface profile height is several times
smaller than the wavelength of the radiation striking the surface. Several features,
such as calm water bodies, act as near-perfect specular reflector. If the surface has a
large surface height relative to the size of the wavelength of the incident energy, the
reflected rays go in many directions, depending upon the orientation of the small
reflecting surfaces. This kind of diffuse reflection produces diffuse radiation.
Lambert defined a perfect diffuse surface (Fig. 1.9). Lambertian surface is the one
for which the radiant flux (light) leaving the surface is constant for any angle of
reflectance to the surface.
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Fig. 1.9 Near-perfect diffuse reflector and Lambertian surface

1.7.2 Transmission Mechanism

When a beam of EM emery is incident on a boundary, for example Earth’s surface,
part of the energy gets scattered from the surface (surface scattering) and part may
get transmitted into the medium. If the material is homogenous, then this wave is
simply transmitted (Fig. 1.10). If on the other hand, the material is heterogeneous,
the transmitted rays get further scattered, leading to volume scattering in the
medium. In nature, both surface and volume scattering happen side by side, and
both the processes contribute to the total signal received at the sensor. As defined,
the depth of penetration is considered as that depth below the surface at which the
magnitude of the power of the transmitted wave is equal to 36.8% (l/e) of the power
transmitted, at appoint just beneath the surface (Ulaby and Goetz 1987).

The transmission mechanism of EM energy is still not fully understood. It is
considered to depend mainly on an electrical property of matter, called the complex
dielectric constant (). This varies spectrally and is different for different materials.
When dielectric constant is low, the radiation penetrates to a greater depth and the
energy travels through a larger volume of the material (therefore there is a less
surface scattering and greater volume scattering). Conversely, when the object has a
higher 9, the energy gets confined to the top surface layer with little penetration
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Fig. 1.10 Reflection/scattering, absorption, transmission and emission. Source http://www.udel.
edu/Geography/DeLiberty/Geog474/geog474_energy_interact.html

(resulting in dominantly surface scattering). As the complex dielectric constant of
materials varies with the wavelength, the depth of penetration also varies accord-
ingly. For example, water bodies exhibit penetration at visible wavelengths but
mainly surface scattering at microwave frequencies, whereas reverse happens in
case of dry soil/rocks.

It is implicit that the transmission characteristics also influence the amount of
energy received at the sensor, for the simple reason that transmission characteristics
govern surface vis a vis volume scattering, as also the component of the energy
which is transmitted and does not reach the sensor.

1.7.3 Absorption Mechanism

Interaction of incident energy with matter on the atomic-molecular scale leads to
selective absorption of the EM radiation. An atomic-molecular system is charac-
terized by a set of energy inherent states (i.e. rotational, vibrational and electronic).
A different amount of energy is required for transition from one energy level to
another. An object absorbs radiation of a particular wavelength if the corresponding
photon energy is just sufficient to cause a set of permissible transitions in the
atomic-molecular energy levels of the object. The wavelengths absorbed are related
to many factors such as dominant cations and anions present, impurities, trace
elements and crystal lattice, etc.
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1.7.4 Emission Mechanism

The Earth, owing to its ambient temperature, is a source of black body radiation,
which constitutes the predominant energy available for terrestrial sensing at
wavelengths >3.5 um (Fig. 1.10). The emitted radiation depends upon temperature
and emissivity of the materials.

1.8 Electromagnetic Radiation Laws

The propagation of electromagnetic energy follows certain physical laws. Some of
these are briefly outlined here.

1.8.1 Planck’s Law

Planck discovered that the electromagnetic energy is absorbed and emitted in dis-
crete units called gquanta or photons. The size of each unit is directly proportional to
the frequency of the energy’s radiation. Planck defined a constant (k) to relate
frequency (v) to radiant energy (Q):

Q=hv, (1.5)
where

Q is energy of quantum (J),
h s the Planck’s constant (6.626 x 1073 Js).

By substituting Q for hv, we can express the wavelength associated with a
quantum of energy as

A=hc/Q (1.6)
Q= hc/h, (1.7)

where ¢ is the speed of light (3 x 10® ms™).

The above equation implies that the longer the wavelength involved, the lower
its energy content. It has relevance in remote sensing in that when we are measuring
the reflected/emitted electromagnetic radiation from the objects or features at longer
wavelengths, in order to have detectable signals the reflected or emitted energy
from a larger area need to be integrated. Implying thereby that other conditions
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remaining constant, the spatial resolutions of the sensor become coarser with
increasing wavelengths.

Using his quantum theory, Planck developed a radiation law to interrelate
spectral radiance (WX in watts) and wavelength (A in um) of the emitted radiation to
the temperature (T in K) of the black body. Plank law was able to explain all the
empirical relations observed earlier. Integrating Planck’s radiation equation over the
entire EM spectrum, we can derive the Stefan—Boltzmann law. Wien displacement
law is found to be a Planck’s radiation equation when A is small. The Rayleigh—
Jean’s law is also found to be an approximation of Planck’s radiation equation
when A is large.

Planck’s law allows us to calculate total energy radiated in all directions from a
blackbody (radiator) for a particular temperature and wavelength.

€C|

My=——
P 3T

W/ (m? ), (1.8)

where

M, spectral radiant exitance, W/(m2 pm)

& emittance (emissivity) dimensionless

C, first radiation constant, 3.74 x 10 W (;lm)4/m2
C, second radiation constant 1.43884 x 10* pm °K
A radiation wavelength (um)

T  absolute temperature, K.

The Earth radiates roughly like the 300 K curve and the Sun like the 5800 K
curve (Fig. 1.11). You may notice that the maximum of the Sun’s radiation is at the
wavelengths that are visible to human eyes.

1.8.2 Stefan-Boltzmann Law

The Sun represents the initial source of most of electromagnetic energy recorded by
remote sensing systems (except radar, sonar and Lidar). Before moving on to
Stefan—Boltzmann’s law, it would be appropriate to introduce the concept of black
body. A blackbody is a theoretical construct that absorbs all the radiant that falls on
it and radiates at the maximum possible rate per unit area at each wavelength for
any given temperature (Mulligan 1980). In nature, all objects reflect at least a
fraction of the radiation that strikes them and do not act as perfect re-radiators of
absorbed energy. Also known as Planckian radiator, black body’s emissivity is
equal to 1. In other words, it radiates the entire energy whatever it absorbed. A grey
body, on the other hand, is one for which emissivity value is constant at all
wavelengths but less than unity. A selective radiator is one for which emissivity
value varies with wavelength.
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Fig. 1.11 Spectral distribution of energy radiated by blackbodies at various temperatures 0.48,
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If we take Sun as a 6000 K black body—a theoretical construct that absorbs and
radiates energy at the maximum possible rate per unit area at each wavelength for a
given temperature, the total emitted radiation from a black body (M) measured in
Watts per m ~ is proportional to the fourth power of its absolute temperature
(T) measured in degrees Kelvin. This is known as Stefan—Boltzmann law and is
expressed as

M, = oT, (1.9)

where o is Stefan-Boltzmann constant (5.6697 x 10°® Wm > K ™) and T is
absolute temperature in degrees Kelvin.

The total radiant exitance is the integration of all the area under the blackbody
radiation curve (Fig. 1.11). In essence, the Stefan—Boltzmann law states that hot
black bodies emit more energy per unit area than cool black bodies.

Prior to formulation of Planck’s law, two other laws of radiation, namely the
Rayleigh—Jeans law and the Wien radiation law had been derived for classical
physics. These laws are approximations of Planck’s law for certain portions of the
electromagnetic spectrum. For long wavelengths and high temperatures, the
Rayleigh—Jeans law approximates experimental data while at shorter wavelengths
and low temperatures Wien’s law more closely approximates physical observations.
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1.8.3 Wein’s Radiation Law

Wien’s law may be used when the product of wavelength and temperature is less
than 3 x 10° um K. The dominant wavelength, or wavelength at which a black-
body radiation curve reaches a maximum, is related to its temperature.

K,

M = Adehe/AT _ 1)

W/ (m? um), (1.10)

where K, is unit-fitting constant, and h is Plank’s constant.
max = (k/T), (1.11)

where

Amax 18 wavelength of maximum spectral radiant exitance (um),
k 2897.8 um °K,
T is absolute temperature in °K.

Three observations may be made from this diagram. As temperature increases,
(i) the emissive power increases at each wavelength; (ii) relatively more energy is
emitted at shorter wavelengths; and (iii) the position of maximum emissive power
shifts towards shorter wavelengths. The Wien displacement law helps us in
determining the dominant wavelength at which an Earth feature will radiate the
maximum radiant energy. This in turn helps us in designing a sensor that is sen-
sitive to the dominant wavelength. For example, the dominant wavelength for
glacier at —20 °C (~253 K) can be computed as 11.45 pm (2898/253). Similarly,
for Earth at 300 K, forest fire at 800 K, volcanoes at 1200 K and Sun at around
6000 K, the values of A, could be worked out as 9.66, 3.66, 1.97 and 0.48 pm,
respectively.

1.8.4 Rayleigh—Jeans Law

This law explains blackbody emission at higher wavelengths:

KT
MX:TIA‘W/(mZ pum), (1.12)
where M, is spectral radiant exitance [W/(m* pm)], K, is unit-fitting constant and T
is absolute radiant temperature. The Rayleigh—Jeans law may be used when the
product of wavelength and temperature exceeds approximately 10° pm K.
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1.8.5 Kirchhoff’s Law

In the infrared portion of the electromagnetic spectrum, the Russian physicist
Kirchhoff had observed that the spectral emissivity of an object generally equals its
spectral absorptance, i.e. a; = €, The observation is often phrased as ‘good
absorbers are good emitters and good reflectors are poor emitters’. Kirchhoff’s
law states that the ratio of emitted radiation to absorbed radiation flux is the same
for all black bodies at the same temperature. This law forms the basis for the
definition of emissivity (€), the ratio between the emittance of a given object
(M) and that of a blackbody at the same temperature (M

€=M/M,. (1.13)

1.9 Spectral Response Pattern

The Earth’s land surface reflects about three percent of all incoming solar radiation
back to space. The rest is either reflected by the atmosphere, or absorbed and
reradiated as infrared energy. The various objects that make up the surface absorb
and reflect different amounts of energy at different wavelengths. The magnitude of
energy that an object reflects or emits across a range of wavelengths is called its
spectral response pattern. Because spectral responses measured by remote sensors
over various features often permit an assessment of the type and/or condition of the
features, these responses have often been referred to as spectral signature.
Although it is true that many Earth surface features manifest very distinctive
spectral reflectance and/or emittance characteristics, these characteristics result in
spectral ‘response patterns’ rather than in spectral ‘signatures’. The reason for this
is that the term signature tends to imply a pattern that is absolute and unique. This
is not the case with the spectral patterns observed in the natural world. As we have
seen, spectral response patterns measured by remote sensors may be quantitative
but they are not absolute. They may be distinctive but they are not necessarily
unique.

Shown in Fig. 1.12 below is the spectral reflectance pattern of major terrain
features, namely, soils, vegetation and water (shallow/deep). The absorption of
incident radiation in blue (0.4-0.50 pm), red (0.60-0.70 pm) and in shortwave
infrared region (at 1.4, 1.9 and 2.6 um) by vegetation is very conspicuous. Whereas
absorptions in blue and red regions are due to the presence of chlorophyll (green
colour) in plant leaves, the absorption of incident radiation in shortwave infrared
region of the spectrum is attributed to the presence of water in plant leaves.

When we compare the spectral response pattern of vegetation with that of water
(Fig. 1.12) we observe that contrary to vegetation, water reflects maximum in blue
region (0.4-05 um) and absorbs maximum in the near infrared region (0.7-
1.3 pm). Importantly, vegetation reflects maximum in the near infrared region. This
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Fig. 1.12 Spectral reflectance pattern of water and other major terrain features. Source https:/
www.google.co.in/#q=spectral+response+of+water

contrasting feature enables detection of vegetation from water bodies using
air/spaceborne multispectral images. Soils, on the other hand, exhibit an increasing
trend in spectral reflectance pattern with increasing wavelengths except for two
absorption bands centred around 1.4 and 1.9 pm.

1.10 Imaging Spectrometry

We will now discuss the imaging spectrometry—a science of slicing spectra of the
reflected radiation of an object in several (sometimes hundreds) narrow and con-
tiguous spectral bands. Every object—both living and non living has a distinctive
spectral signature embedded in the spectra of the light reflected or emitted by it.
These spectral characteristics of the object are unique and are determined by the
electronic and vibrational energy states of the constituent substances. In turn, these
spectral characteristics allow that object or substance to be identified through
various spectral analyses techniques. The spectral imaging refers to the collection of
optical images taken in multiple spatially co-registered wavelength bands. A digital
colour camera that records an intensity image in blue, green and red spectral bands,
which in composite creates a colour image, is an example of a simple spectral
imaging system. In multispectral imaging (MSI) systems, multiple images of a
scene or object are created using light from different parts of the spectrum having a
few and relatively wide spectral bands.

Goetz et al. (1985) introduced a new concept of imaging called imaging
spectroscopy/imaging spectrometry/hyperspectral imaging (Fig. 1.13). The imaging
spectrometry is defined as: ‘The simultaneous acquisition of images in many rel-
atively narrow, contiguous spectral bands throughout the ultraviolet, visible and
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Fig. 1.13 The concept of imaging spectrometry (after Samson 2000)

infrared portions of the spectrum’ (Jenson 2007). The distinguishing characteristics
of the hyperspectral imaging sensors or imaging spectrometers are as follows:

e Capturing images of the features of interest in hundreds of co-registered bands
as against just three to ten spectral bands imaged by a digital colour camera and
multispectral imaging (MSI) systems, respectively.

e Typically have spectral resolution (central wavelength divided by the width of
the spectral band, A/AL) on the order of 100, while MSI systems typically have
spectral resolution in the order of 10.

e Contiguous and regularly spaced spectral bands leading to a continuous spec-
trum measured for each pixel while multispectral imaging systems have their
spectral bands widely and irregularly spaced.

Owing to several spectral bands, the hyperspectral data are difficult to visualize
all at once. Because each ground scene can be made up of hundreds of images
(bands), one way of understanding the patterns in the data is to create an image cube
(Fig. 1.14). The x and y axes are the spatial dimensions showing the ground surface
of terrain. The z axis is made up of all the other bands as if they were stacked like a
ream of paper and placed on its side. The top image is a three-band composite made
from any three of the bands for presentation purposes (generally R, G, B). The
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Fig. 1.14 Two-dimensional
projection of a hyperspectral
cube. Source http://en.
wikipedia.org/wiki/
Hyperspectral_imaging

colours streaming away along the edges represent the edge pixel values in the z axis
coloured from blue to red as a rainbow. Thus, following an edge pixel in this cube
along the z axis one can see how the spectra vary and that there is an enormous
amount of information contained in spectra.

Some of the commercially available hyperspectral instruments are listed in
Table 1.2 All are flown on aircraft. In December 2000, the first commercial
hyperspectral imager (Hyperion) was placed on Earth Observing-1 (EO-1) that
successfully made it into orbit. These systems have varying spectral ranges, bands
widths and spatial (pixel) resolutions.

Table 1.2 Some hyperspectral systems

Sensor Wavelength range (nm) Band width (nm) Number of bands
AVIRIS 400-2500 10 224
TRWIS III 367-2328 5.9 335
HYDICE 400-2400 10 210
CASI 400-900 1.8 288
OKSI AVS 400-1000 10 61
MAIS 440-1180 20/600 71
GERIS 400-2500 25/120/1 63
MIVIS 430-1270 20/50/8/4 102
OMIS-I 460-1250 10 68
OMIS-II 460-1250 64/16/32/8 128
Hyperion 400-2500 10 220
HySI 421-964 <20 64
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1.11 Geographical Information System (GIS)

Geographic Information System (GIS) has emerged out of the need to evaluate the
different aspects of natural resources and environment in an integrated and multi-
disciplinary manner, realizing that they do not function independently of each other.
This was achieved initially by overlaying transparent copies of the different natural
resource maps and identifying the places where various attributes on the map
coincide. This technique was then adapted to the emerging computer technology.
Simple maps were prepared using the overprinting of line printer characters for
generation of suitable grey scales which represented the attribute values in what was
known as a grid cell or raster system. However, owing to poor geometric accuracies
these methods were not accepted by the cartographers. The development of various
software programs for cartographic applications in late 1970s in map making with
the attendant advances in a number of related field, like remote sensing, natural
resources inventory and monitoring, the potential for linking different kinds of
spatial data was recognized. The basic needs to access, organize, update and
analyse the geographic information, and to utilize it in an optimal way led to the
concept of the Geographic Information System (GIS).

Geographic or Geographical Information System (GIS) or Geospatial
Information System is an integration of tools that capture, store, analyse, manage,
and present data related to location(s). GIS has been defined as ‘the science and
technology dealing with the structure and character of spatial information, its
capture, its classification and qualification, its storage, processing, portrayal and
dissemination, including the infrastructure necessary to secure optimal use of this
information’ (Groot 1989). By virtue of its ability to handle a variety of locational
and attribute data and the flexibility of operations and concurrent display, GIS is
aptly suited to integrate data in multidisciplinary Earth resources and other
investigations.

1.11.1 Components of a GIS

A GIS consists of hardware and software. Jaganathan (2011) has identified four
components of GIS, namely hardware, software, dataware and humanware
(Fig. 1.15). Dataware refers to all kinds on input data used in GIS. Humanware
refers to the interaction to control hardware, software and dataware. The hardware
comprises a basic computer system, viz. central processing unit (CPU), storage
devices, key board and monitor), a digitizer and/or scanner for inputting spatial
data, a colour monitor for displaying spatial data in image mode, a plotter for
production of maps and a printer for printing tables, data, raster maps, etc. The
software components are primarily designed to perform the function of data input,
data storage and database management, data processing, and data analysis and
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Fig. 1.15 Conceptual framework of GIS. Source https://www.google.co.in/#q=geographic
+information+system

modelling, and data presentation/output. There are a number of GIS software
packages available on the market.

Some of the more widely used GIS packages are ArcInfo, Idrisi, Ilwis,
Geomatica, Grass, Mapinfo and Spans. Some of the important and commonly used
terms in GIS technology are discussed hereafter.

1.11.2 GIS Database

A database is a collection of information about objects/features and their rela-
tionship to each other. In GIS, the database is created to collate and maintain
information. The geographical or spatial information has two fundamental
components:

(i) Location (position) of the feature (where it is), e.g. a particular type of soil,
location of mine, city or power plant;

(ii) Attribute character of the feature (what it is), salt-affected soils, acid soils
topographic elevation, landform type, etc.

1.11.3 Location Data

The location (or spatial position) is given in terms of a set of latitude/longitude, or
relative coordinates. From a geometrical point of view, all features on a map can be
resolved into points, lines (segments) or arcs and polygons data. The location of a
smelter plant, power plant or dam is a typical example of point data. Lineaments,
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including surface traces of faults, joints, shear zones, bedding planes (on plans)
roads, canal, etc., are typical examples of linear data, maps showing topographical
contours, geophysical or geochemical anomalies contours or soil distribution are
example of polygon data. All features whether points, lines or polygons can be
described in terms of a pair of coordinates; points as a pair of x-y coordinates; lines
as a set of interconnected points in a certain map projection, and polygons as an
area enclosed by set of lines

1.11.4 Attribute Data

Attribute data are the information about the feature is, i.e. whether the point indi-
cated is city or a power plant or a mine, or that the information at the specific
location pertains to lithology, soil resources, etc. In GIS, the thematic information is
stored in data layers, frequently called coverages or maps. Coverage consists of a
set of logically related geographic features and their attributes. Each map layer or
coverage is accompanied by one attribute table providing a description of various
items on the map. The attribute data are stored as a table in a data file. Both spatial

and attribute data are managed and maintained in data base management system
(DBMS).

1.11.5 Data Representation in GIS

GIS data represent real objects such as roads; soil resources, land use, elevation,
trees, waterways, etc. Real objects can be divided into two abstractions: discrete
objects (e.g., a house) and continuous fields (such as rainfall amount, or elevations).
Traditionally, there are two broad methods used, viz. raster and vector to store data
in a GIS. A new hybrid method of storing data is that of identifying point clouds,
which combine three-dimensional points with red, green or blue (RGB) information
at each point, returning a ‘3D colour image’.

1.11.5.1 Topology

An important aspect of vector-based models is that they enable individual com-
ponents to be isolated for the purpose of carrying out measurements of, for
example, area and length, and for determining the spatial relationships between the
components. Spatial relationships of connectivity and adjacency are examples of
topological relationships, and a GIS spatial model in which these relationships are
explicitly recorded is described as topologically structured. In a fully topologically
structured data set, wherever lines or areas cross each other, nodes will be created at
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the intersections and new areal subdivisions defined. In two dimensions, this may
be regarded as part of the process of planar enforcement referred to previously.

1.11.5.2 Layers and Coverages

The common requirement to access data on the basis of one or more
classes/categories has resulted in several GIS employing organizational schemes in
which all data of a particular level of classification, such as roads, rivers or
vegetation/soil types are grouped into so-called layers or coverages. The concept of
layers is to be found in both vector and raster models. The layers can be combined
with each other in various ways to create new layers that are a function of the
individual ones. The characteristic of each layer within a layer-based GIS is that all
locations with each layer may be said to belong to a single aerial region or cell,
whether it be a polygon bounded by lines in vector system, or a grid cell in a raster
system. But it is possible for each region to have multiple attributes.

1.11.6 Spatial Analysis

GIS is used to perform a variety of spatial analysis, using points, lines, polygons
and raster data sets. GIS operational procedure that is particularly useful for spatial
analysis includes single-layer operations, multilayer operations, measurement
operations, neighbourhood analysis, network analysis, 3D surface analysis and
predictive and simulation analysis. Out of all possible functionalities of GIS, two
analytical perspectives mainly dominate the global GIS users (a) geostatistics,
(b) spatial decision support system (Jaganathan 2011).

1.11.7 Map Projections and Coordinate Systems

Projection is a fundamental component of map making. A projection is a mathe-
matical means of transferring information from a model of the Earth, which repre-
sents a three-dimensional curved surface, to a two-dimensional medium—paper or a
computer screen. A map projection is one of the many methods used to represent the
three-dimensional surface of the Earth or other round body on a two-dimensional
plane in cartography or map making. This process is typically, but not necessarily, a
mathematical procedure. However, some methods are graphically based too (http://
www.gislounge.com/map-projection/). Different projections are used for different
types of maps because each projection particularly suits specific usage.

The Earth can be represented by various models, each of which may provide a
different set of coordinates (e.g. latitude, longitude, elevation) for any given point
on the Earth’s surface. The simplest model is to assume the Earth is a perfect
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sphere. As more measurements of the Earth have accumulated, the models of the
Earth have become more sophisticated and more accurate. In fact, there are models
that apply to different areas of the Earth to provide increased accuracy (e.g., North
American Datum, 1927—NAD27—works well in North America, but not in
Europe). The details of the projections commonly used are available in Burrough
and McDonell (1998) and Longley et al. (2011). A brief over view of projections is
presented hereafter.

1.11.7.1 Conformal Projection: Shape Preserving

Conformal projections preserve local shape. Graticule lines on the globe are per-
pendicular. To preserve individual angles describing spatial relationships, a con-
formal projection must also present graticule lines intersecting at 90° angles on the
map. This is accomplished by maintaining all angles, including those between
intersections of arcs. The drawback of this projection is that the area enclosed by a
series of arcs may be greatly distorted in the process. No map projection can
preserve shapes of larger regions.

1.11.7.2 Equal Area Projection: Area Preserving

An equal-area map projection, which is also known as an equivalent map projec-
tion, correctly represents areas of the sphere on the map. In this projection, the
meridians and parallels may not intersect at right angles. In some instances, espe-
cially maps of smaller regions, it will not be obvious that shape has been distorted;
distinguishing an equal-area projection from a conformal projection may prove
difficult unless documented or measured.

1.11.7.3 Equidistant Projection: Distance Preserving

An equidistant map projection correctly represents distances between certain points.
An equidistant map projection is possible only in a limited sense. That is, distances
can be shown at the nominal map scale only from one or two points
(Two-Point-Equidistant) to any other point on the map or in certain directions. If the
scale on a map is correct along all meridians, the map is equidistant along the
meridians. If the scale on a map is correct along all parallels the map is equidistant
along the parallels. No map is equidistant to and from all points on a map.

1.11.7.4 True-Direction Projection: Direction Preserving

The shortest route between two points on a curved surface such as the Earth is along
the spherical equivalent of a straight line on a flat surface; that is, the great circle on
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which two points lies. True-direction or azimuthal projections are used to rectify
some of the great-circle arcs, giving the directions or azimuths of all points on the
map correctly with respect to the centre.

1.12 Global Navigation Satellite Systems (GNSSs)

Inventory and monitoring of Earth resources and environment involves surveying
and mapping using an appropriate database. Precise location of the site/s where
observation/s about a feature/features or phenomenon/phenomena has/have been
made, is very crucial. Conventionally, triangulation in combination with trilatera-
tion and traversing was used to determine the position of the point on the surface of
the Earth, which was limited by the line of sight. Triangulation is a surveying
technique in of finding coordinates and distance to a point by calculating the length
of one side of a triangle, given measurements of angles and sides of the triangle
formed by that point and two other known reference points using the law of sines.
Trilateration is a method of determining the relative positions of three or more
points by treating these points as vertices of a triangle or triangles of which the
angles and sides can be measured. It involves measuring the sides of a chain of
triangles or other polygons. From them, the distance and direction from A to B can
be computed (Fig. 1.16). Following the triangulation and trilateration approaches,
the lunar distance method involving occultation of certain stars by the Moon, was
used to determine the interrelationship between the continents. The term occultation
is most frequently used to describe those relatively frequent occasions when the
Moon passes in front of a star during the course of its orbital motion around the
Earth. The method was cumbersome and had only limited success in 1600s.

The space-based navigation technology provides a viable solution. The launch of
the first artificial satellite, i.e. the Russian Sputnik on 4 October 1957, heralded the

Fig. 1.16 The triangulation
concept
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era of satellite navigation. The term navigation is used to describe the process of
determining the position, velocity and, in some instances, the attitude (orientation)
of an object. Satellite-based positioning or navigation is the determination or
observing sites on land or at sea, in the air and in space by means of artificial
satellites. The term global navigation satellite system (GNSS) covers each indi-
vidual global satellite-based positioning system as well as the combination or
augmentation of these systems. For historical review on the development of
satellite-based positioning system, the readers may refer Guier and Weiffenbach
(1997).

The GNSSs comprise of four systems, namely the United States” NAVSTAR
(NAVigation System with Time And Ranging; informally the ‘navigation star’)-
Global Positioning System (GPS), the Russian Federation’s Global naya
Navigatsionnaya Sputnikovaya Sistema (GLObal NAvigation Satellite System)
(GLONASS), the Europe’s Galileo and China’s or BeiDou (formerly known as
COMPASS). The former two of them are fully operational while the rest two are in
the process of development. ‘Doppler Orbitography and Radio-positioning
Integrated by Satellite (DORIS), a French precision navigation system, India’s
Indian Regional Navigation Satellite System (IRNSS) and GPS aided
Geo-augmented Navigation (GAGAN),” (means to guide or show the way) are
other systems that are under various stages of development.

IRNSS, the India satellite-based navigation programme would have seven
satellites, out of which four are already placed in orbit. The constellation of seven
satellites is expected to operate from 2016 onwards. The GPS Aided GEO
Augmented Navigation (GAGAN) is another Indian satellite-based navigation
programme designed to provide the additional accuracy, availability and integrity
necessary to enable users to rely on GPS for all phases of flight, from en route
through approach for all qualified airports within the GAGAN service volume.
GAGAN will also provide the capability for increased accuracy in position
reporting, allowing for more uniform and high-quality Air Traffic Management
(ATM). In addition, GAGAN will provide benefits beyond aviation to all modes of
transportation, including maritime, highways and railroads. In order to comprehend
the satellite navigation system, a brief description of GPS in terms of working
principle, achievable positional accuracy along with other associated features is
presented hereafter.

1.12.1 Basic Principles

Operational satellites primarily provide the user with the capability of determining
his/her position, expressed, for example by latitude, longitude and height. This task
is accomplished by the simple resection process using range or range differences
measured to satellites. Resection is a method for determining an unknown position
(position finding) measuring angles (and distances) with respect to known posi-
tions. The space vector Qs relative to the centre of the Earth (geocentre) of each
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satellite can be computed from the ephemerides broadcast by the satellite. If the
receiver on the ground defined by its geocentric position vector employed a clock
that was set precisely to the system time, the geometric distance or range Q to each
satellite could be accurately measured by recording the run time required for the
(coded) satellite signal to reach the receiver. Each range defines a sphere (more
precisely: surface of a sphere) with its centre at the satellite position. Hence, using
this technique, ranges to only three satellites would be needed since the intersection
of three spheres yields the three unknowns (e.g., latitude, longitude, and height)
which could be determined from the three range equation (Hoffmann-Waellenhof
et al. 2008)

¢ =lle* =1 (1.14)

Modern receivers apply a slightly different technique. They typically use an
inexpensive crystal clock which is approximately to system time. Thus, the clock of
the receiver on ground is offset from true system time and, because of this offset the
distance measured to the satellite differs from the geometric range. Therefore, the
measured quantities are called pseudoranges R since they represent the gometric
range plus a range correction Ag resulting from the receiver clock error or clock
bias 8. A simple model for pseudorange is

R=90+Ag=90+c¢cd

with ¢ being the speed of light.
Four simultaneously measured pseudoranges are needed to solve the four
unknowns, namely the three components of position plus the clock bias

1.12.2 GNSS Segments

The space segment of a GNSS consists of a group or constellation of satellites in
orbit that circle the Earth about twice per day. In order to provide adequate signal
coverage to the whole Earth, a constellation typically consists of 20-30 satellites in
three to six different planes. Some systems also include satellites in geosynchronous
orbits. The satellites broadcast microwave signal towards the Earth. Each satellite is
far enough from Earth that its signal covers most of a hemisphere. Each signal
consists of a carrier wave at a frequency near 1.6 GHz, modulated by a stream of
digital bits at a rate of about 1 million bits per second (1 Mbps). The digital bits are
generated in a way that is actually systematic but which appears random, and are
called pseudorandom noise code or PRN code. Each satellite has its own specific
PRN code. The PRN code is itself modulated by digital navigation data at a slow
rate (typically 50 bits per second). The frequency of each satellites’ signal and the
bit rate of its PRN code are controlled by an extremely precise clock (an atomic
clock) onboard the satellite. The satellite signal is designed so that a receiver which
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‘hears’ the signal can read the exact time of the satellite’s at the instant the signal
was transmitted, with an error of a few nano seconds.

Each GNSS has a master control centre, which constantly listens to the satellite
signals through receivers in several different locations. It uses this information to
compute the exact orbits and clock drift corrections for all the satellites, and
transmits this information to each satellite in turn. This information is then
broadcast by the satellite as part of the navigation data message. Each user receiver
can interpret the navigation data to determine the precise time (according to the
whole GNSS system, not just a particular clock) that a signal was transmitted from a
satellite, and the precise position of the satellite (within a metre or so) when it was
transmitted.

The user segment consists of Earth-based GPS receivers that permit land, air-
borne and sea operators to receive the GPS satellite broadcasts and make a precise
calculation of their velocity, position and time. The typical receiver is composed of
an antenna and preamplifier, radio signal microprocessor, control and display
device, data recording unit and power supply. The GPS receivers are the approx-
imate size of a hand held calculator (Fig. 1.17).

It is possible to navigate with GNSS signals using a variety of configurations. An
overview of the most common setups is provided in the following sections:

e Stand-alone Satellite Navigation

This is the basic method of GNSS navigation where only the received signals from
a GNSS constellation, such as the publicly available GPS standard positioning
service (SPS) are used. The performance of stand-alone GNSS is sufficient only for
a limited number of applications.

Fig. 1.17 A GPS receiver
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o Differential GNSS (DGNSS) Navigation

Relative or differential GPS carries the triangulation principles one step further,
with a second receiver at a known reference point. To further facilitate determi-
nation of a point’s position, relative to the known Earth surface point, this con-
figuration demands collection of an error-correcting message from the reference
receiver. Differential corrections may be used in real-time or later with
post-processing techniques. The reference station is placed on the control point, a
triangulated position, the control point coordinate. This allows for a correction
factor to be calculated and applied to other roving GPS units used in the same area
and in the same time series.

e Network-assisted GNSS (A-GNSS) Navigation

Whenever any communication network is used to relay information to a GNSS
receiver, it can be said to be receiving assistance. This is called assisted network or
DGNSS described above can be thought of as a subset of A-GNSS. This assistance
is often a correction to raw measurements calculated elsewhere and sent over a
radio link to remote receivers. However, unlike DGNSS, in A-GNSS this assistance
can often include more basic information used to assist the receiver in performing
an accelerated position fix or to extend the validity of the satellite information used
during positioning

e Carrier-Phase Differential (Kinematic) GPS

The differential correction technique described above applies to code-phase GPS
receivers, which use the transmitted GNSS code information to compute pseudo
ranges (distances) from the Earth to the GPS satellites in space. When a receiver
operates in carrier-phase mode, it is measuring a different GNSS observable,
namely the GNSS carrier wave. In order to obtain high accuracy with carrier-phase
measurements, it is necessary for a roving GPS receiver to use information from a
base receiver to compute the integer number of GPS wavelengths between the
roving GPS receiver’s antenna and the satellite(s). This technique yields accuracies
in the centimetre range, and can yield millimetre level accuracies in static envi-
ronments. In dynamic environments (called ‘Real-time Kinematic’, or RTK), GNSS
is capable of accuracies in the 1-5 cm range.

1.12.3 Positioning Determination

Four simultaneously measured pseudoranges are needed to solve for the four
unknown sat any time epoch; these are the three components of positioning plus the
clock bias. Geometrically, the solution is accomplished by a sphere being tangent to
the four spheres defined by pseudoranges. The centre of this sphere corresponds to
the unknown position and its radius equals the range correction caused by the
receiver clock error. In the two-dimensional case, the number of unknown reduces
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Fig. 1.18 The concept of
ranging in GPS (adapted from
Hofmann-Wellenhof et al.
2003)

to three, and thus, only three satellites are needed. This scenario is shown in
Fig. 1.18.

The GPS receivers provide a position accurate to sub-metre to 100 m or so,
depending upon the mode of operation and processing techniques employed. The
United States government currently claims 4 m RMS (7.8 m 95% Confidence
Interval) horizontal accuracy for civilian (SPS) GPS (http://gis.stackexchange.
com/questions/43617/what-is-the-maximum-theoretical-accuracy-of-gps). Selective
Availability (SA), one of the factors of GPS accuracy, was an intentional degra-
dation of public GPS signals implemented for national security reasons. In May
2000, the U.S government discontinued its use of Selective Availability (SA) in
order to make GPS more responsive to civil and commercial users worldwide. This
development has helped in improving the location accuracy to better than 15 m
using ordinary code receivers. In differential mode, centimetre accuracies are
possible. Since the accuracy of GPS readings is degraded by a number of factors, it
may be necessary to improve it to meet the requirements of certain image analysis
applications.

1.13 Remote Sensing System

A remote sensing system consists of instrumentation, processing and analysis
designed to measure, monitor and predict the physical, chemical and biological
aspects of the Earth’s system (Fig. 1.19).
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Fig. 1.19 The remote
sensing system. A energy
source/illumination,

B radiation and the
atmosphere, C interaction
with the object, D recording
of energy by the sensor,

E transmission, reception and
processing,

F interpretation/analysis, and
G applications

1.13.1 The Source of Illumination

The sensors or devices record reflected/emitted/scattered radiation from the object
or feature. The source of illumination is, generally, Sun that radiates its electro-
magnetic energy in the visible region (0.4-0.7 um) region. The solar energy inci-
dent upon the object is partly reflected back towards the source and the rest is
absorbed and further transmitted to subsurface, which in turn heats up the soil. In
order to maintain thermal equilibrium with the atmosphere, the Earth emits the heat
energy in long-wave radiation, i.e. in thermal (8—14 um) region. In case of sensors
with their own source of illumination (active sensors), for instance radar/LiDAR,
there is freedom with respect to direction and angle of illumination and time of
observation.

1.13.2 The Sensor

Beginning with the simple photographic cameras sensitive to visible (0.4-0.7 um)
region of the electromagnetic spectrum, there has been phenomenal development in
sensor technology. Films with the sensitivity in near infrared (NIR) have been
developed. With the development rocket technology that facilitated acquisition of
images from satellites, the major challenge was to retrieve the measurements from
satellite platform. Electro-optical sensors with the capability of conversion of light
energy (photons) to digital signals (electrons) were subsequently developed. It has
been a major milestone in sensor technology. Subsequently sensors with the
capability to capture the microwave energy, namely microwave radiometers and
radars were developed. The development of LiDAR is yet another major milestone
in the field of sensor technology.
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1.13.3 Platforms

The reflected/emitted/scattered electromagnetic radiation could be recorded either
in situ/in-place by manually holding the sensor or mounting it onto stable platform
like tripod or hydraulic platform. Such measurements are useful for sensor cali-
bration and serve as ground truth for interpretation/analysis of remote sensing data.
Remote sensing data for Earth resources surveys are collected from air/spaceborne
platforms covering larger geographical area. Aircrafts are used for covering smaller
area or limited region of interest while satellites cover larger areas and provide
synoptic view at regular intervals. The spatial resolution—the minimum area that
can be resolved by an imaging sensor and the area that can be covered by it are
intimately related to height/altitude of the platform. For imaging systems, in gen-
eral, the spatial resolution becomes poorer/coarser as the height/altitude of the
platform increases. Ability to support the sensor, system in terms of weight,
velocity, power, etc., and the stability of the platform are the major considerations
while selecting the platform remote sensing surveys. Although balloons, aircrafts
and rockets have been used as platforms, aircrafts and satellites have been by the
most widely used platforms.

1.13.4 Data Reception

The sensors onboard air or spaceborne platforms measure reflected/emitted/back
scattered radiation. In case of aerial platform remote sensing, data (films/digital
data) can be retrieved immediately after completion of the flying. In case of space
platforms, there are three main options for transmitting data acquired by satellite
sensors to the Earth:

(i) The data can be directly transmitted to the Earth if a ground receiving station
(GRYS) is in the line of sight of the satellite.

(i) The data can be recorded onboard satellite for transmission to ground
receiving station at a later time when satellite is in the visibility range of
ground receiving stations (GRSs), and

(iii) The data can also be relayed to ground receiving stations (GRSs) through the
Tracking and Data Relay Satellite System (TDRSS), which consists of
communication satellites in geostationary orbit. The data are transmitted
from one satellite to another until they reach the appropriate GRS (Liang
et al. 2012). The transmission frequencies of some of the Earth observation
satellites are as follows.
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1.13.5 Data Product Generation

The data acquired with the sensor aboard aircraft/satellite have a number of errors
due to (i) stability and orbital characteristics of the platform, (ii) imaging charac-
teristics of the sensor, (iii) scene/surface characteristics, (iv) Earth’s motion and
(v) and atmospheric effects in case of spaceborne sensors. Appropriate corrections,
therefore, need to be carried out while generating the data products. The data
products are of two types, namely analogue or photographic product, and digital.
The analogue product consists of black and white (B&W) prints of individual
spectral bands in case of multispectral data or colour prints developed from three
spectral bands’ data by exposing them through three primary colours. When blue,
green and red spectral bands are exposed through corresponding primary colours,
viz. blue, green and red, the resultant colour composite is called true or natural
colour composite. On the contrary, when primary colours—blue, green and red are
assigned to three different spectral bands data, viz. green, red and near infrared, the
resultant colour composite is referred to as false colour composite (FCC). After
necessary geometric and radiometric corrections, the digital data products are stored
in Digital Linear Tapes (DLTs) and Compact Disks (CDs). The data in these media
are stored in well-defined standard format for easy retrieval across the globe which
can be analysed for generating the information on natural resources and
environment.

1.13.6 Data Analysis/Interpretation

Depending upon type of remote sensing data two approaches, namely visual
interpretation and digital analysis are employed. Visual interpretation could be
employed to both hard copy photo products of remote sensing data and digital data
as well. The visual interpretation has been practiced since the availability of aerial
photographs in early 90s. Visual interpretation takes the advantage of photo-
elements/image elements, viz. tone, texture, size, shape, shadow and pattern along
with the reference/field/ground truth for deriving information on features of interest.
On-screen or head’s up visual interpretation is employed to derive information from
digital remote sensing data. The major advantage of this approach is the usage of
various spectral band combinations and image enhancement techniques for detec-
tion and delineation of various features of interest without resorting generating
several photoproducts. Monoscopic images (without stereo coverage) are inter-
preted following this approach. Stereoscopic images enable deriving information on
third dimension of terrain feature, namely height or depth. Stereoscopic images are
interpreted using stereoscope. Photogrammetric techniques are employed to derive
precise measurements of terrain features.

Digital analysis, in general, is solely based on spectral response pattern of terrain
features in different spectral bands. The spectral response refers to a set of
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measurements of reflected/emitted electromagnetic energy in different spectral
bands. To begin with initially, radiometric and geometric corrections are carried
out. In case the image contrast is not satisfactory then image enhancement is
performed. The spectral response pattern of the clusters of pixels (training sets)
representing various features of interest for which a priori (ground truth) infor-
mation is available, is generated. Entire image is classified into predetermined
classes using image classification algorithms.

1.13.7 Data/Information Storage

Aircraft data are usually acquired in a campaign that is commissioned by, or on
behalf of, a particular user and is carried out in a predetermined area. Aerial data are
also acquired for a particular purpose, such as making maps or monitoring some
given natural resources. The instruments, wavelengths and spatial resolution used
are chosen to suit the purpose. Such data are, generally, not available in public
domain. The satellite data in at least early days were often acquired on a speculative
basis.

There has been very significant change in the approach to the reception,
archiving, and distribution of satellite data between the launch of the first satellite in
1960 and now. These changes have been a result of huge advancements in tech-
nology and an enormous growth of the satellite data users. The main technological
advances have been the increase of computing power, the development of much
higher density storage media and the development of telecommunications and
internet. The output signal from an instrument, or a number of instruments, onboard
a spacecraft is superimposed on a carrier wave and this carrier wave, at radio
frequency, transmitted back to Earth. The satellite data transmitted by from a
remote sensing satellite can, in principle, be received not only by the owner of the
spacecraft but also by anyone who has the appropriate receiving equipment and
necessary technical information. The data transmitted by civilian remote sensing
satellite are not encrypted, and the technical information on transmission frequen-
cies and signal formats is usually available.

1.13.8 Archival and Distribution

In early days, the philosophy of archiving distribution was to store the data in a raw
state at the ground station where it was received, immediately after it was received,
and produce quick look black and white image in one of the spectral bands. The
archive media used were magnetic tapes, either 732 m long or 12.7 mm wide
holding about 5 MB of data or a high density (25.4 mm wide tapes). Later on,
CD-ROM each having the capacity to store 500 MB data became available that has
led to big savings in storage space and much easier handling too. Increased
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Table 1..3 Data reception Terra 8.2125 GHz (X-band)

160 Gt (b
Resources at-1/-2 8.025-8.4 GHz (X-band)

2.2-2.3 GHz (S-band)

NOAA-17, 18 1.70705 MHz (L-band)
ERS-2 (high rate) 8140.0 MHz (X-band)
SPOT-4 and-5 8253.0 MHz (X-band)
ERS-2 (high rate) 8140.0 MHz (X-band)
EROS-A1 8150 and 8250 MHz,
Landsat 5 and 7 8212.5 MHz

Source Modified after Cracknell and Hayes (2007)

computing power enabled applying various levels of processing of raw data. The
processed data or information extracted from those data can then be supplied to
users. Thus, all the data may be geometrically rectified, i.e. presented in a standard
map projection or any of several geophysical quantities (such as sea surface tem-
perature, vegetation indices) may be calculated routinely on pixel-by-pixel basis
from that data.

Most of the users want processed data instead of raw data. The NOAA’s
National Environmental Satellite, Data, and Information Service (NESDIS) has
taken a lead in this endeavour. NESDIS operates the Comprehensive Large
Array-Data Stewardship System (CLASS) which is an electronic library of NOAA
environmental data (http://www.class.noaa.gov). It enables a user, in principle from
anywhere in the world, to examine the satellite data of interest and subsequently
ordering its products, a user, can view the soft copy quick looks, and then access or
order the data online. India too has made substantial progress in this direction. The
Department of Space has developed an electronic library of satellite data called
BHUVAN (http://bhuvan.nrsc.gov.in/bhuvan_links.php#) for the benefit of the
users all over the world. (Table 1.3)

1.14 Resolution Requirements

With the wide variety of remote sensing systems available choosing the proper data
source for a particular applications, viz. soil resources mapping, land degradation
inventory and land use land cover mapping, observing oceans and atmosphere can
be challenging. Spatial, spectral, radiometric, temporal and angular resolutions are
used to compare remote sensing analogue and digital data resolution has a popular
meaning. However, in the context of remote sensing, we normally think of reso-
Iution as the ability to separate and distinguish adjacent objects or items in a scene,
be it in a photo, an image or real life. We often specify the resolution in terms of the
linear size of the smallest features we can discriminate (often expressed in metres).
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AWIFS image

LISS-IV image

Fig. 1.20 Images of the part of Hyderabad area captured by Resources at-2 AWiFS with 56 m
spatial resolution, LISS-IIT with 23.5 m, and LISS-IV with 5.8 m spatial resolution. The box
shown in AWiFS image is covered in LISS-III image, and the one in LISS-III image is shown in
LISS-IV image. Note the details of terrain features seen with improvement of spatial resolution
from 56 m in (a) to 5.8 m in (c) through 23.5 m in (c). Images not displayed in full resolution.
Courtesy National Remote Sensing Centre, Indian Space Research Organization, Department of
Space, Government of India

Resolution is commonly attributed to an image and the sensor that provide the
image data.

1.14.1 Spatial Resolution

Spatial resolution is a measure of sharpness or fineness of spatial details. It
describes the ability of a sensor to identify the smallest size detail of a pattern on an
image. It determines the smallest object that can be resolved by the sensor. In other
words, the distance between distinguishable patterns or objects in an image can be
separated from each other and is often expressed in terms of distance (e.g. 10 m,
20 m, 1 km, etc.). Thus, smaller the distance, the higher the spatial resolution of the
image (Lachowski et al. 1995) (Figure 1.20).

Super-resolution (SR) are techniques that construct high resolution images from
several observed low-resolution images, thereby increasing the high frequency
components and removing the degradation caused by the imaging processes of the
low-resolution camera. The basic idea behind SR is to combine the non-redundant
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information contained in multiple low-resolution frames to generate a high reso-
lution image (Yang and Huang 2011)

1.14.2 Spectral Resolution

Spectral resolution is the sensitivity of a sensor to respond to a specific wavelength
range (mostly for satellite and airborne sensors). The wavelength ranges covered
often include not only visible light but also infrared and microwave radiation.
Objects on the ground can be identified by the different wavelengths reflected
(interpreted as different colours) but the sensor used must be able to detect these
wavelengths in order to see these features. For digital images spectral resolution
corresponds to the number and location of spectral bands, their width, and the range
of sensitivity within each band (Jensen 2007).

1.14.3 Radiometric Resolution

Radiometric resolution is often called contrast. It describes the ability of the sensor
to measure the signal strength brightness of objects. It is a measure of a sensor’s
ability to distinguish between two objects of similar reflectance. The more sensitive
a sensor is to the reflectance of an object as compared to its surroundings, the
smaller an object that can be detected and identified. For example, while the
Resources at-1 Linear Imaging Self—scanning Sensor (LISS-III) has a radiometric
resolution of 128 (7 bit = 2 raise to the power of 7), the Moderate Resolution
Imaging Spectrometer (MODIS) has a radiometric resolution of 4096 (12 bit = 2
raise to the power of 12). It implies that LISS-III can identify 128 levels of
reflectance in each band while MODIS can differentiate 4096. Thus, MODIS
imagery can potentially show more and finer distinctions between objects of similar
reflectance.

1.14.4 Temporal Resolution

Temporal resolution refers to the observation frequency (visiting period) provided
by the sensor. It is a measure of how often same area is visited by the sensor. Unlike
the three types of resolutions discussed above, temporal resolution does not
describe a single image, but rather a series of images that are captured by the same
sensor over time. Temporal resolution for satellite imagery is represented in terms
of the amount of time between satellite’visits’ to the same area (e.g. 16 days for
Landsat-8).
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1.14.5 Angular Resolution

Angular resolution refers to the sensor’s capacity to make observations of the same
area from different viewing angles (Diner et al. 1999). This concept of resolution is
very recent and refers to the sensor’s capacity to make observation of the same area
from different viewing angles (Diner et al. 1999). It is commonly assumed that
terrestrial surfaces exhibit Lambertial reflection, and therefore have similar reflec-
tance independent of the observation angle. In practice, this is not the case.,
especially in those surfaces with strong bidirectional reflectivity effects. One way to
model these effects is to observe the surfaces from different directions, thus facil-
itating a better characterization. Multi-angular observations are also of great interest
in estimating some atmospheric properties, such as aerosol thickness or cloud
height. Examples of sensors with Multi-angular observation include ATSR2 (Along
Track Scanning Radiometer), which was launched in 1999 onboard ERS2,
POLDER (Polarization and directionality of the Earth’s Reflectance), installed in
the Japanese satellite adios in 1977 and MISR (Multi-angle Imaging
Spectroradiometer) on Terra platform launched in 1999. The most sophisticated is
MISR, which provides nine observation angles almost simultaneously from the
same zone and at different wavelengths. (Chuvieco and Huete 2010).

1.15 Organization of This Book

Beginning with the introduction to remote sensing and attendant developments
therein, and associated technologies like Geographical Information System (GIS),
global navigation satellite system (GNSS), field data collection tools/instruments,
the author intends to take the readers to different kinds of remote sensing sensors
and Earth Observing Systems collecting data in different portions of the electro-
magnetic spectrum; data processing and analysis/interpretation techniques to derive
information on natural resources including soil resources. It is followed logically by
an introduction to soils and to major soils forming factors like parent material,
landform and vegetation that facilitate deriving information on soil resources from
remote sensing data. An introduction to spectral reflectance pattern of soils is given
in Chap. 6. Generation of information on soil resources using geospatial technology
is addressed in Chap. 7 followed by development of soil information systems in
Chap. 8. Lastly two very important aspects of soils having direct bearing on crop
growth an crop production, namely soil fertility and soil moistures are dealt with in
Chaps. 9 and 10, respectively.
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Chapter 2
Earth Observation Systems

2.1 Introduction

With an introduction to remote sensing in Chap. 1, we will now move on to the
sensors and the major Earth-observing systems providing the spectral measure-
ments that enable us deriving information on natural resources and environment. As
discussed in Chap. 1, a remote sensing system consists mainly of instrumentation/
sensor, processing and analysis/interpretation designed to measure, monitor, and
predict the physical, chemical, and biological aspects of the Earth’s system. This
chapter addresses remote sensors/instruments and platforms. Before proceeding to
the Earth-observing systems it would be appropriate to familiarize ourselves with
the remote sensing platforms, and the kind of sensors used for capturing images of
the Earth and environment.

2.2 Sensing Platforms

The remote sensing platform refers to any system onto which remote sensing sensors
are mounted. Tripod stand, cherry-pickers, towers, crane, tall buildings or scaf-
folding, balloons, aircrafts, rockets and satellites are examples of remote sensing
platforms as in Fig. 2.1. The purpose of platform is to position the sensor over an
area of interest. The type of platform therefore is determined by the requirements of
the measurements to be made. For small-scale infrequent monitoring, or calibration
purposes simple handheld instruments or instruments mounted on fixed platforms
(tower, masts, etc.) may be sufficient.
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2.2.1 Airborne Platforms

A great deal of remote sensing studies have been conducted, and still being done,
using aircrafts of various types as a platform. However, balloons are also sometimes
used for studies related to atmospheric applications. Besides, unmanned aerial
vehicles (UAVs) are being increasingly used for various applications involving
smaller aerial extent. The major advantage of aircrafts is their versatility. Aircrafts
can be flown at short notice where and when required, of course subject to weather
conditions. The flying height can be altered to adjust the scale of the photo or image
or to fly under cloud cover. Besides, their flight lines can be arranged for specific
purposes so as to cover a specific area, to observe that area from a particular angle
or to produce overlapping images for stereoscopy. Disadvantages include higher
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cost of flying operation, seeking permission from competent authorities in some
countries, and instability of the aerial platforms and images may suffer from various
distortions due to drift, yaw, roll and pitch, and positioning of the aircraft may be
slightly uncertain, and is not reproducible.

2.2.2 Spaceborne Platforms

The use of satellites as a platform began in 1960. In fact, it was on 1 April 1960
when the first low-Earth orbit Television Infrared Observation Satellite (TIROS-1)
Earth-observing mission was launched. This stepping stone has provided stimulus
to the design, development and launch of several Earth observation satellites.
Satellites are placed in orbits that are designed for the specific purposes of the
mission, and to suit the particular characteristics of the instrument(s) on-board.
There are two main classes of orbits, namely geostationary orbit and the low-Earth
or near-polar orbit.

2.2.2.1 Near-Polar Orbits

Most Earth observation satellites are in near-polar orbits that range from 600 to
2000 km above the ground. With the Earth’s radius of about 6300 km, such
satellites take about 100 min to complete one orbit. If such an orbit passes over the
Earth’s poles, the subsatellite track would always pass through the same points on
the Earth’s surface. As a result, only that particular track would be observed by the
sensor on-board. If, however, orbits are slightly inclined away from the poles, then
the orbit would precess with respect to the Earth and subsequent tracks (paths)
would be displaced by an amount that depends on the angle made by the plane of
the satellite orbit and the Earth’s rotational axis. The rate of precession will
determine the number of orbits required before the satellite track repeats itself, and
the time taken to accomplish it will be the satellite revisit time, i.e. the time between
successive observations of a particular point on the Earth’s surface. Such orbits are
called polar orbits or more correctly near-polar orbits. A special case of a polar
orbit is one where the orbital precession is exactly equal to the Earth’s solar pre-
cession, so that the satellite crosses the equator at exactly the same local solar time
each orbit. Such an orbit is referred to as Sun-synchronous orbit (Fig. 2.2a, b). The
advantage of this type of orbit is that the solar angle is approximately the same each
time a point is imaged, and hence variability of illumination and shadow angles will
be minimized. This makes them particularly suitable for monitoring highly dynamic
features like vegetation.
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Fig. 2.2 a The definition of satellite orbits. b Schematic representation of a Sun-synchronous orbit

2.2.2.2 Geosynchronous Orbits

A geosynchronous orbit is an orbit around the Earth with an orbital period of one
sidereal day, intentionally matching the Earth’s sidereal rotation period. In fact, at a
height of about 35,786 km, the orbital period of a satellite is approximately 23 h
56 min and 4 s. If a satellite is placed in an orbit exactly over the equator at this
height, and is travelling in the same direction as the Earth is rotating (e.g. west to
east), then as the satellite progresses, the Earth revolves around its axis underneath
it with exactly same rotational velocity. As a result, the satellite appears to remain in
position over a point on the equator. Such an orbit sometimes is referred to as
Clarke orbit. Such an orbit is preferred for communication satellites as they remain
in view of small fixed antennae and give continuous reception. There are several
meteorological satellites, namely Meteosat, GOES, GOMS, INSAT, etc. distributed
around the equator, each viewing nearly 40% of the Earth’s surface and providing
almost continuous coverage of the global weather patterns. Figure 2.3 shows the
schematic representation of a geostationary orbit.
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Fig. 2.3 Schematic representation of a geostationary orbit
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2.3 Sensors

Remote sensing sensors are instruments that measure the properties of electro-
magnetic radiation leaving a surface/medium due to reflection, scattering or emis-
sion. Sensors have been developed to utilize specific properties of electromagnetic
radiation such as wavelength, polarization, interaction with different surfaces and
speed of propagation in order to enable the interpreter/analyst to extract such
quantities from the data produced. Generally, radiance is the property measured and
it is measured as a function of wavelength, but could include other parameters such
as the state of polarization as well. This information could be collected over a spatial
extent including the angular dependence of the observation and in certain cases, such
as atmospheric sounding, as a function of distance along the line of sight of the
instrument. Imagers, radiometers, spectrometers, profilers or rangers like radar and
LiDAR are examples of remote sensing sensors. Sensors have also been categorized
based on the region of the electromagnetic spectrum they are sensitive to (e.g. optical
lens, microwave sensors) and source of illuminating the target/feature (e.g. active
and passive sensors). As mentioned in Sect. 1.1 of Chap. 1 radar and LiDAR are
active sensors since they provide their own pulse of energy. Most other sensors are
passive because they use electromagnetic energy provided by the Sun or the Earth.
A brief description of the passive and active sensors is given hereunder.

2.3.1 Optical Sensors

The optical sensors are those sensors whose response covers a wavelength region
extending from about 0.4 to 20 pm which is considered an optical-IR (OIR) sensor.
Since the radiation reception and analysis are carried out by instruments which are
built on optical technology—Ilenses, mirrors, prisms, grating, etc, the optical sensors
can be further grouped into two main categories—photographic and electro-optical
sensors. In case of electro-optical sensors, the optical image is first converted into
an electrical signal (video data) and further processed to record or transmit the data.

2.3.1.1 Photographic Cameras

Photographic cameras consist of a lens assembly and the film magazine. The lens
cone assembly includes the lens, filter, shutter and diaphragm (Fig. 2.4). The lens is
usually a multi-element lens assembly. The filter limits the wavelength region of the
scene radiance reaching the film. Filters are transparent (glass or gelatin) materials
placed in front of the lens, the most common being the absorption films, which
absorb certain wavelengths. The diaphragm (aperture stop) is located in between the
lens elements. The diaphragm controls the aperture of the lens which decides the
amount of light passing through the lens. The diaphragm diameter can be adjusted to
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Fig. 2.4 Sketch of a typical mapping camera

suit lighting conditions and film sensitivity. The shutter controls the duration of the
exposure. The shutter is incorporated at the focal plane or within the lens assembly.
The camera magazine, which holds the film supply and take up reels, can be
invariably detached from the camera. During exposure, the film is held stationary
and flat at the focal plane. For cameras designed for precision measurement, a
vacuum system usually ensures this. A camera body to which the lens cone and the
film magazine are attached also contains the film drive mechanism. The most
commonly used camera is the mapping camera—generally referred to as metric
camera or cartographic camera (Fig. 2.5). The important feature of the mapping
camera is its high degree of distortion correction and provision for fixed marks
(fiducial marks) to be recorded on the film. The lens has a fixed focal length and is
rigidly fixed relative to the film plane. The fiducial markers are exposed on film
simultaneously with the exposure of ground scene. The camera can be operated
with varying overlaps to produce stereoscopic pairs to generate height information.
The scale of aerial photographs can be determined as follows (Fig. 2.6):

f f
scale = ﬁ = ﬁ, (21)

where fis the focal length of camera and H is the altitude above the ground (H—H' from
Fig. 2.6).
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Fig. 2.5 One of the smaller
models of aerial camera dated
1907 kept in Duetsches
museum, Germany (Adapted
from Curran 1988) (https:/
www.scribd.com/document/
102236883/Aerial-
Photography) Accessed on
24 July 2016
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2.3.1.2 Digital Aerial Cameras

Digital aerial cameras are the advanced version of photographic cameras wherein
the Charge Coupled Device (CCD) arrays are used in place of films to produce the
image of the terrain features. Digital photography is capable of delivering pho-
togrammetric accuracy and coverage as well as multispectral data at any user-
defined resolution down to 0.1 m ground sampling distance. Digital aerial cameras
typically have CCD arrays that produce images containing about 3000 x 2000 to
7000 x 5000 lines/pixels. Most record an 8-bit to 12-bit black-and-white image
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(256-4096 grey levels). The shutter can be mechanical or electronic. The exposure
time and aperture setting are adjusted before the overflight, depending on condi-
tions and brightness of the mapped features. Each frame is instantaneously recorded
so, unlike multispectral line scanners, there is a minimum distortion due to aircraft
motion during acquisition. The aircraft altitude and the focal length of the lens
system determine the ground resolution or ground sampling distance (GSD).
Typical GSD values arrange from 15 cm to 3 m.

2.3.1.3 Video Cameras

In the video/vidicon/television camera, an optical system is made to focus the
ground scene onto a photoconductive surface. The incident photons vary the con-
ductivity of the surface locally according to the intensity of light. An electron beam
is made to scan the photoconductive surface from the rear side. The resulting target
current will be proportional to the conductivity of the photoconductive surface,
hence the intensity of light. The signal is further amplified and recorded or trans-
mitted. In the case of Return Beam Vidicon (RBV), the signal is derived from the
depleted electron beam which is reflected from the photo-conducting surface. This
is further amplified by a multi-stage electron multiplier. The Return Beam Vidicon
(RBV) was used in the Landsat series (Eastman 1970) and the television camera
system in the Indian experimental remote sensing satellites, Bhaskara-I and -II
(Joseph 2003).

2.3.1.4 Radiometers

A radiometer is the basic element of all electro-optical and microwave sensors. In
its simplest form, it is a device for measuring the intensity of electromagnetic
radiation impinging on its detector within a defined spectral range. The technical
detail depends upon the particular part of the electromagnetic spectrum the sensor is
intended to operate. However, all radiometers comprise three elements (Rees 1999):
an optical system to focus the radiation and to select the wavelength, detectors that
produce an electrical signal, and a signal processor to provide an output. The
simplest radiometers are non-imaging detectors that integrate the radiation that
arrives from within a field of view and within a specific wave band. Handheld
platform-mounted spectroradiometers with high spectral resolutions are often used
in the field to measure the reflectance spectrum of particular targets or vegetation
species, often as part of calibration process whereas radiometers mounted on air-
crafts satellites measure the radiation from individual large areas of ground along
the flight line or subsatellite track.
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2.3.1.5 Electro-Optical Scanners

The opto-mechanical scanners operate in the visible (400-700 nm), the reflected
infrared (700-3000 nm) and the thermal infrared (3000-14000 nm) region of the
electromagnetic spectrum. After being focused by a mirror system, the radiation
from each image element or pixel is segregated into spectral bands, with one image
being produced in each spectral band. Depending on the mode of scanning electro-
optical scanner could be grouped into the cross-track or whiskbroom and the
along-track or push broom types. Push broom scanners, also sometimes referred to
as along-track scanners, use a line of detectors arranged perpendicular to the flight
direction of the spacecraft (Fig. 2.7). As the spacecraft moves forward, the image is
collected one line at a time, with all of the pixels in a line being measured
simultaneously. Linear charge coupled device (CCD)/photodiode arrays (Fig. 2.8)
generate images in this mode. The whisk broom or spotlight or across track
scanners, on the other hand, use a mirror to reflect light onto a single detector. The
mirror moves back and forth, to collect measurements from one pixel in the image
at a time. One cross-track line of width equal to one pixel is imaged. Successive
scan lines are produced by the motion of the platform (Fig. 2.9).

Fig. 2.7 Sketch of a push
broom scanner

Ground
Resolution

Cell




58 2 Earth Observation Systems

Fig. 2.8 Charge-coupled
device
Transfer
Rows
Digitize
DODODD0D0 Mouput == And
Horizontal Register Hode Display
]
Transfer Pixels
Fig. 2.9 Sketch of an Motor
opto-mechanical scanner Rototing
Scan Miror

Resolufion Cell

2.3.2 Microwave Sensors

Sensors operating in the microwave region of electromagnetic spectrum can be
grouped into two categories namely active microwave sensors and passive micro-
wave sensors. Active microwave remote sensors provide their own illumination,
whereas passive systems measure the electromagnetic energy of thermal origin
emitted from materials. A brief description of the sensors used in microwave remote
sensing is given hereunder.

2.3.2.1 Passive Microwave Sensors

Passive microwave sensors are called radiometers and measure the emissive
properties of the Earth’s surface. A microwave radiometer is a sensitive receiver
capable of measuring low levels of emitted microwave radiations from the surfaces
under observation. The receiver consists, in principle, of a high-gain antenna,
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switching device, one or several noise sources of known temperatures used as
calibration reference, a band-pass filter, amplifier and a detector. The signal
received at antenna is compared with the signals of the reference sources by
switching between the antenna and input and the reference loads. The microwave
radiometric measurements thus made can be expressed in terms of temperature
(Eq. 2.1). The radiometric resolution, AT, characterizes the performance of a
microwave radiometer which may be expressed in general form (Ulaby et al. 1981):

AT = M/V/Bt, (2.2)

where B = Av is the bandwidth in HZ, t is the integration time in sec and M is the
radiometric figure of merit, which is a constant for a given receiver configuration,
depending upon its technical design.

Because of the low intensity comparatively broad bands are used for scanning
microwave radiometers to obtain the radiometric resolution of the order of several
tenths of a degree. The spatial resolution microwave radiometer can be defined as
half-power bandwidth, B1/2. For an antenna with a circular aperture the ideal
half-power bandwidth in radian is given by

B1/2 = 1/d, (2.3)

where d is the aperture diameter. Due to practical limits on the physical size of
antenna, the resolution of spaceborne scanning microwave radiometers is > 10 km
and varies with the wavelength A. Imaging microwave radiometers apply either
mechanical scanning mechanism with a rotating antenna or electronic beam
steering. Conical scanning mechanisms enable constant incidence angle on the
surface. As an example, the Special Microwave Sensor/Imager (SMS/I) on-board
DMSP satellite covers a swath of 1000 km width. The elliptical IFOV varies from
69 km x 43 km at 19 GHZ to 15 km x 13 km at 85 GHZ (Schultz 2000).

2.3.2.2 Active Microwave Sensors

Active microwave sensors transmit electromagnetic waves towards the target; the
reflected/scattered waves, incident on the receiver, are recorded and analysed in
order to derive information on physical structure and dielectric properties of the
target (Elachi 1987; Ulaby et al. 1982). Active microwave could be grouped into
two categories: imaging microwave sensors and non-imaging microwave sensors
The imaging radars represent the first category of active microwave sensors.

Imaging Radar

Imaging radars are divided into two categories, viz. real aperture and synthetic
aperture systems. In the real aperture system, spatial resolution is determined by the
actual beam width determined by the antenna size. Synthetic aperture system
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Fig. 2.10 Geometry of real
aperture and synthetic
aperture, radar. D real

aperture, B real beam width, synthetic aperture
Bs synthetic beam width, h Ls
height, ALs azimuth
resolution and s off-nadir
angle

utilizes signal processing techniques to achieve narrow beam width in the
along-rack direction which provides better spatial resolution.

The geometry of real aperture radar is shown in Fig. 2.10. The microwave
radiation is transmitted in the form of short pulse with duration At; the distance
between the antenna and the target is calculated from the time difference between
transmittance and reception of the pulse. The resolution in direction of the radar
beam (the range resolution (R,)) is calculated as follows:

R; =c1/2, (2.4)

where c is the speed of light (3 x 10® m/s) and t is the pulse duration. ¢ is slightly
affected by atmospheric properties, in particular, water vapour content. For accurate
range measurements (radar altimetry), these effects have to be corrected.

The range resolution is the slant range resolution. After accounting for depres-
sion angle (0,) effect, the ground resolution in the range direction is found from

CT

Ri=— —. 2.
2cos 0d (2:5)

The azimuthal resolution in side-looking radar (SLR) system in azimuth, Ra, is
determined by the angular beam width B of the antenna and the slant range SR
(Fig. 2.11). The beam width of the antenna of a SLR system is directly proportional
to the wavelength of the transmitted pulses, A, and inversely proportional to the
length of the ant antenna, D:
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Fig. 2.11 Tllustration of azimuth resolution of real aperture radar. f is the beam width, R1 and R2
are near and far ranges, respectively. AL1 and AL2 are azimuth resolutions at near and far ranges,
respectively. (http://wtlab.iis.u-tokyo.ac.jp/ ~ wataru/lecture/rsgis/rsnote/cp4/cp4-2.htm) Accessed
on 25 July 2016

p=". (2.6)

The azimuth resolution, AL, of SLR can be given as

AR
AL=B - -R= —. 2.7
prR=" 27)
However, as it is difficult to use such a large antenna, requiring, for example, a
1 km diameter antenna in order to obtain 25 m resolution with L-band (A = 25 cm)
and 100 km distance from a target, a real aperture radar therefore has a technical
limitation for improving the azimuth resolution.

Non-Imaging Sensors

Non-imaging remote sensing radars are either scatterometers or altimeters. Any
calibrated radar that measures the scattering properties of a surface is called scat-
terometer. Thus a scatterometer may be a radar specifically designed for backscatter
measurements. The main application is a topographic mapping of ocean, lake and
ice surfaces. Scatterometers measure accurately the surface backscatter across a
swath of several hundred km width, but the spatial resolution is low. The main
application is monitoring of wind velocity over the oceans which is derived from
backscatter measurements. Altimeters are used for accurate surface height mea-
surements along the satellite nadir track.

Radar Interferometry

In a quest to improve the accuracy of topographic maps, newer datasets, tools and
techniques have been utilized. Aerial photographs and line-scanner images have
been very often used as database for generating topographic maps. In aerial pho-
tographs and line-scanner imagery, the images of tops of objects are displaced from
their bases and cause any object standing above the terrain to ‘lean away’ from the
principal point of a photograph/satellite’s nadir radially. This is called relief dis-
placement. When an object is imaged from two different flight lines/orbits, differ-
ential relief displacements cause image parallax. This allows images to be viewed
stereoscopically, and enables deriving information on terrain’s elevation (z-axis)
using photogrammetric technique.
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Stereo radar images can be obtained by acquiring data from flight lines that view
the terrain feature from opposite sides. However, because the radar side lighting
will be reversed on the two images in the stereopair, stereoscopic viewing is
somewhat difficult using this technique. Stereo radar imagery is, therefore, often
acquired from two flight lines at the same altitude on the same side of the terrain
feature. When a vertical feature is encountered by radar pulse, the backscattered
energy from the top of the feature often reaches before the base. This will cause a
vertical feature to ‘layover’ the closer feature, making it appear to lean towards the
nadir. This layover effect is most severe at near range (steeper incidence angles).
However, in contrast to scanner imagery and photography, the direction of relief
displacement in radar images is reversed. This is because radar images display
ranges or distances from terrain features to the antenna.

Imaging radar interferometry/SAR interferometry (InSAR) is based on the
analysis of the phase of the radar signals as received by two antennas located at
different positions in the space. As shown in Fig. 2.12, the radar signals returning
from a single point on the Earth’s surface will travel from slant range distance rl
and r2 to antenna Al and A2, respectively. The difference between lengths r1 and
2 will result in the signals being out of phase by some phase difference (¢), ranging
from O to 2r radians. If the geometry of the interferometric baseline (B) is known
with a high degree of accuracy, this phase difference can be used to compute the
elevation of point P.

As discussed in the preceding paragraph, the presence of differential relief dis-
placement in overlapping radar images acquired from different flight lines produces
image parallax. Just as photogrammetry can be used to measure surface topography
and feature heights in optical images, radargrammetry can be used to make similar
measurements in radar images.

There are several different approaches to collecting interferometric radar data. In
the simplest case, referred to as single-pass interferometry, two antennas are located
on a single aircraft or satellite platform. One antenna acts as both a transmitter and
receiver, while another antenna acts only as a receiver. In this case as shown in

x&"""-_- T y

Fig. 2.12 Single-pass SAR interferometry
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Fig. 2.13a the interferometric baseline is the physical distance between the two
antennas. Shuttle Radar Topography Mission (SRTM) with a fixed-baseline inter-
ferometry mission is an example of single-pass interferometry.

Alternatively, in repeat-pass interferometry, an aircraft or satellite with only a
single-radar antenna makes two or more passes over the area of interest, with
antenna acting as both a transmitter and receiver on each pass. The interferometric
baseline is then the distance between two flight lines or orbital tracks (Fig. 2.13b). It
is generally desirable to have the sensor passes close as possible to its initial
position, to keep this baseline small. For airborne repeat-pass interferometry, the
flight lines should generally be separated by no more than tens of metres, while for
spaceborne systems this distance can be as much as hundreds or thousands of
metres.

In repeat-pass interferometry, the position and orientation of objects on the
surface may change substantially between passes, particularly if the passes are
separated by an interval of days or weeks. This results in a situation known as
temporal decorrelation in which precise phase matching between the two signals is
degraded. In some cases, repeat-pass interferometry can actually be used to study
surface changes that have occurred between the two passes. In addition to ‘before’
and ‘after’ images, this approach—known as differential interferometry—also
requires prior knowledge about the underlying topography. If the interferometric
correlation between the two images is high, these changes can be accurately
measured to within a small fraction of radar system’s wavelength—often to less
than 1 cm. When two interferometric radar datasets are combined, the first product

(a)

REPEAT TRACK
SIMULTANEOUS BASELINE Two radars acquire data from different
Two radars acquire data at the same vantage points at different times

time

Fig. 2.13 a Single-pass interferometry (Simultaneous base line) b Repeat-pass interferometry
(Repeat track baseline) (http://www.google.co.in/url 7sa=t&rct=j&q=&esrc=s&source=web&cd=
18&ved=0CEAQFjAHOA o&url=http%3 A %2F%2Fwww.oregonstatehospital.net%2Fd%2Fotherfiles %
2FInterferometry.pdf&ei=0OAxjVLmMUO8q9ugSDpIGwCw&usg=AFQjCNHyGAt8QE4dh6V3q0agd-
qoGY YekQ&bvm=bv.79189006,d.c2E)
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made is called an interferogram (also called a fringe map). A condition for inter-
ferogram is the preservation of the signal phase (coherence) between the two
images. Coherence is affected by temporal changes of backscattering (due to
snowmelt or rain). A fringe map looks similar to those bands of colour you see in a
film (Fig. 2.14).

2.3.3 LiDAR

LiDAR (Light Detection And Ranging, also LADAR) uses ultraviolet, visible or
near-infrared light to image objects and can be used with a wide range of targets,
including nonmetallic objects, rocks, rain, chemical compounds, aerosols, clouds
and even single molecule (Fig. 2.15). The fundamental concept of a LiDAR, also
called LADAR, is to transmit a laser pulse towards a target and to measure the
timing and amount of energy that is scattered back from the target. The return signal
timing provides a measurement of the distance between the instrument and the
scattering object (d):

t=2d/c, (2.8)

where ¢ is the speed of light (299.79 x 10° m/s).

The major components of a LIDAR system include (i) laser, (ii) scanner and
optics, (iii) photodetectors and receiver electronics, and (iv) position and navigation
systems (Global Positioning System—GPS), and an Inertial Navigation System
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Fig. 2.15 An airborne
LiDAR system

(INS). Depending upon the mode of capturing backscattered energy, there are
broadly two types of LiDAR as shown in Fig. 2.16.

Discrete-return LiDAR In a discrete-return scanning LiDAR system, a laser pulse
is sent out from the sensor and the leading edge of the returned signal trips a
response for a time measurement. For many modern systems, the trailing edge of
the response is also used to trip a second return time. These are referred to as the
‘“first’ and ‘last’ returns. If the first return happens to be associated with a tree
canopy top and the last return the underlying ground, then this single signal can be
used to provide a measurement of tree height.

Waveform LiDAR In a waveform LiDAR, the system samples and records the
energy returned for equal time intervals (‘bins’). There are currently only a few such

Fig. 2.16 Observational
differences between
discrete-return and
full-waveform LiDAR et e

discrete return
full waveform
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airborne systems and fewer still spaceborne instruments. Waveform LiDAR sys-
tems typically have a much larger footprint than discrete-return systems, being of
the order of 10 s of metres. This is fundamentally for signal-to-noise reasons: the
quantity of backscattered energy in a small field of view is low. The energy
received per unit time bin is even smaller, so the sensor technologies need to be
capable of measuring very low signal levels, very quickly. The LiteMapper-5600
system quotes a waveform sampling interval of 1 ns, giving a multi-target reso-
lution (related to bin size) of better than 0.6 m (Hug et al. 2004).

In general there are two kinds of LiDAR detection schema: “incoherent” or
direct energy detection, which is basically an amplitude measurement, and coherent
detection (which is best for Doppler, or phase sensitive measurements). Coherent
systems generally use optical heterodyne detection which being more sensitive than
direct detection allows them to operate a much lower power but at the expense of
more complex transceiver requirements.

In both coherent and incoherent LiDARs, there are two types of pulse models:
micropulse lidar systems and high-energy systems. Micropulse systems use con-
siderably less energy in the laser, typically on the order of one microjoule, and are
often “eye-safe”, meaning they can be used without safety precautions. High-power
systems are common in atmospheric research, where they are widely used for
measuring many atmospheric parameters: the height, layering and densities of
clouds, cloud particle properties (extinction coefficient, backscatter coefficient,
depolarization), temperature, pressure, wind, humidity and trace gas concentration
(ozone, methane, nitrous oxide, etc.) (http://carms.geog.uvic.ca/LiDAR%20Web%
20Docs/LiDAR %20paper%20june%202006.pdf; http://classes.css.wsu.edu/soils374/
ppt/lidar2.pdf and http://www.softree.com/articles/LiDARWorkshop.pdf).

2.4 The Ground Segment

The ground segment is an integral part of the remote sensing system. A satellite is
not just put into orbit and left alone. Even at the height of most low-Earth orbits
there will be some atmospheric drag on a satellite and, left to itself, the satellite’s
orbit would decay and it would eventually burn up in the denser atmosphere. Also,
any slight perturbation may affect the satellite’s stability and it would eventually
start spinning. Ground control will therefore constantly monitor the conditions and
take steps to rectify such problems by firing on-board rockets to boost the orbit and
to make sure the detector is pointing in the direction required. Ground control will
also control the post-launch deployment of solar panel and antennae and com-
mission the on-board instruments. It will constantly monitor the performance of the
instruments and take such action as is necessary to remedy any problems, often by
reprogramming of switching circuits (Hamlyn and Vaughan 2010).

For any satellite remote sensing system, some means of transferring the infor-
mation that has been gathered by the sensors on the satellite back to the Earth is
necessary. In the case of a manned spacecraft, the recorded data can be brought
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back by the astronauts in the spacecraft when they return to Earth. However, the
majority of scientific remote sensing data gathered from space is gathered using
unmanned spacecraft. The data from an unmanned spacecraft must be transmitted
back to Earth by radio transmission from the satellite to a suitably equipped ground
station. The transmitted radio signals can only be received from satellite when it is
above the horizon of the ground station. In the case of polar-orbiting satellites,
global coverage could be achieved by having on-board data recorder(s) and
transmitting the recorded data back to Earth when satellite is within the range of a
ground station. However, in practice, it is only possible to provide tape recording
facilities adequate for recording a small fraction of the data that could, in principle,
be gathered during each orbit of the satellite. Alternatively, global coverage could
be made possible by (i) having a network of receiving stations suitably distributed
over the globe, or (ii) by using geostationary satellites for linking the signals from
an orbiting remote sensing satellite with a receiving station at all times (Cracknell
and Hays 2007).

2.5 Earth-Observing Systems (EOS)

For imaging, the Earth sensors operating both in optical and microwave region of
the electromagnetic spectrum have been developed and flown aboard various Earth
observation missions. Presented hereunder is a brief overview of some of the
important Earth observation satellites carrying optical as well as microwave
Sensors.

2.5.1 The Landsat System

The Landsat system was the first civil Earth-observing satellite programme. It
began with the launch of the first Landsat satellite in 1972 and has been continuing
with the Landsat-8 mission launched in 2013. For over four decades, the Landsat
programme has continuously collected spectral information from Earth’s surface.
Since June 2009, the entire Landsat image archive is available at no charge online.
Further details of the Landsat system are available at https://directory.eoportal.org/
web/eoportal/satellite-missions/l/landsat-1-3.

2.5.1.1 The First Landsat Series

The first three satellites of Landsat series (Landsat-1, -2 and -3) were identical and
their payloads consisted of two optical instruments, a multispectral sensor
(Multi spectral Scanner or MSS) and a series of video cameras (Return Beam
Vidicons or RBVs). Landsat-1 was launched on 23 July 1972 and was operational up
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to 6 January, 1978. Landsat-2 had operated during January 1975 to 5 February, 1982
whereas Landsat-3 had been functional during 5 March, 1978 to 31 March, 1983.

Return Beam Vidicon (RBV) sensors The payloads of the first two Landsats
included a series of three video cameras that took pictures in the visible and infrared
bands—band1 (0.48-0.58 pm), band2 (0.58-0.68 pm) and band3 (0.70-0.83 um).
The spatial resolution was 80 m with a swath width of 185 km. The resolution of
the images acquired by Landsat-3 was raised to 40 m, but the cameras took images
in a single panchromatic spectral band (0.5-0.75 pm) only.

Multi-spectral Scanner or (MSS) Sensors These opto-mechanical sensors collected
images of the Earth in four spectral bands: band4 (0.5-0.6 pm), band5 (0.6—
0.7 pm), band6 (0.7-0.8 um) and band7 (0.8—1.1 um) over a swath of 185 km.
Since this instrument was developed after the three RBV cameras, these bands were
numbered from 4 to 7. Multispectral scanner on-board Landsat-3 included an
additional spectral band in the thermal infrared band (10.4—12.6 um) with a spatial
resolution of 240 m.

2.5.1.2 The Second Landsat Series

The next two satellites (Landsat-4 and -5) were equipped with two multispectral
sensors, i.e., a multispectral scanner (MSS) and a Thematic Mapper (TM). Whereas
Landsat-4 was launched on 16 July, 1982 and had operated till July 1987, the
operational duration of Landsat-5 was pretty long—1 March, 1985 to 5 June, 2013
(http://en.wikipedia.org/wiki/Landsat_program). The multispectral scanners
(MSSs) on-board Landsat-4 and 5 were identical to those on the first three Landsat
satellites except for the four spectral bands numbered from 1 to 4 since the RBVs
were no longer used. Landsat-5’s MSS stopped acquiring data in 1992. Thematic
mappers (TMs) aboard Landsat-4 and -5 were, in fact, state-of-the-art sensors with
seven spectral bands spanning from visible-IR (blue: 0.45-0.52 um; green: 0.52-0.
60 pum; red: 0.63-0.69 pm) through near-IR (0.76-0.90 um), shortwave-IR (1.55—
1.75; 2.08-2.35 pm) and thermal IR (10.4-12.5 um) regions of the spectrum, and
improved spatial resolution (30 m) and radiometric resolution (8bit) which were
dedicated to specific applications.

2.5.1.3 The Third Landsat Series

The last generation of Landsat satellites comprises Landsat-6, -7 and -8 missions. The
Landsat-6 was lost just after its launch on 3 October 1993. Landsat-7 was launched
on 15 April, 1999 and is equipped with a multispectral sensor known as the
Enhanced Thematic Mapper Plus (ETM+). The observation bands are essentially the
same seven bands as TM, and a panchromatic band 8 (0.5-0.90 pm) with 15 m
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spatial resolution has been added. Two key components of the ETM+ optical system
are the rotating scanning mirror and the scan line corrector (SLC). The mirror pro-
vides cross-track imaging coverage while the satellite’s forward velocity provides
along-track coverage. The SLC removes the zig-zag effect caused by the combined
along-track and cross-track motions (Fig. 2.17). An instrument malfunction occurred
on 31 May, 2003, with the result that all Landsat 7 scenes acquired since 14 July,
2003 have been collected in “SLC-off” mode (Fig. 2.10).

Landsat-8 was launched on 11 February, 2013 to ensure the continuity of
Landsat-like data well beyond the duration of the current Landsat-7 mission.
Initially christened as Landsat Data Continuity Mission (LDCM), it was renamed
later as Landsat-8. Landsat-8 has two sensors, namely Operational Land Imager
(OLI) and Thermal Infrared Sensor (TIS) on-board.

Operational Land Imager (OLI) The Operational Land Imager (OLI) is a push
broom sensor with a four-mirror telescope and 12-bit quantization level. It collects
image data for nine shortwave spectral bands over an 185 km swath with a 30 m
spatial resolution for all bands spanning from 0.43 to 2.29 pm, except a 15 m
panchromatic band. The OLI also collects data for two new bands, a coastal band
(0.43-0.45 um) and a cirrus band (1.36-1.38 um), as well as the heritage Lands at

(a)

(c) (b)

Fig. 2.17 Showing the effect of malfunctioning of scan line corrector (SLC) a Sketch of part of
the uncorrected image (b) and after correction. b The effects of scan line corrector
(SLC) malfunction on image quality. Data gaps produced from the SLC-off mode have alternating
wedges with the widest parts occurring at the scene edge. Source http://www.gis.unbc.ca/wp-
content/uploads/2013/05/correction.pdf accessed on 19 July 2016


http://www.gis.unbc.ca/wp-content/uploads/2013/05/correction.pdf
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Table 2.1 Salient features of

Spectral Wavelength Spatial resolution
Landsat-8 sensors channel (um) (m)
Operational land imager (OLI) spectral channels
Band 1 0.43-0.45 30
Band 2 0.45-0.51 30
Band 3 0.53-0.59 30
Band 4 0.64- 0.67 30
Band 5 0.85-0.88 30
Band 6 1.57-1.65 30
Band 7 2.11-2.29 30
Band 8 (PAN) 0.50-0.68 15
Band 9 (Cirrus) 1.36-1.38 30
Thermal Infrared Sensor (TIRS)
Band 10 10.6-11.19 100
Band 11 11.5-12.51 100

Source http://landsat.gsfc.nasa.gov/about/ldcm.html

multispectral bands. Additionally, the bandwidth has been refined for six of the
heritage bands (Table 2.1).

Thermal Infrared Sensor (TIRS) The Thermal Infrared Sensor (TIRS) was added to
the Landsat-8 payload to continue thermal imaging and to support emerging
applications such as evapotranspiration rate measurements for water management.
The 100 m TIRS data could be registered to the OLI data to create radiometrically,
geometrically and terrain-corrected 12-bit LDCM data products.

2.5.1.4 Multi-sensor Formation Concept

Since a single sensor cannot make all desired measurements of the Earth and its
atmosphere, we must rely on combining data from several sensors to achieve the
complete picture for scientific analysis. One of the ways to do this is to create a
‘train’ of sensors on different satellites travelling in the same orbit and separated by
short time intervals similar to the planes flying in formation. The initial NASA’s
demonstration of this concept was a morning formation, including Landsat-7 in the
lead, EO-1 (1 min behind Landsat-7), Terra (15 min behind) and the Argentine
satellite SAC-C (30 min behind). These satellites all descend across the equator on
the daylight side of the Earth in the morning as shown in Fig. 2.18. The afternoon
A-Train was established later with Aqua in the lead, followed by several atmo-
spheric sensors satellites including CloudSat (1 min behind Aqua) and CALIPSO
(2 min behind) all in an ascending orbit.

Depending on the application, there are three formations possible: trailing,
cluster and constellation.


http://landsat.gsfc.nasa.gov/about/ldcm.html
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Fig. 2.18 Landsat-7 being
trailed by EO-1 covering the
same area at different times

Trailing formations are formed by multiple satellites orbiting on the same path.
They are displaced from each other at a specific distance to produce either varied
viewing angles of one target or to view a target at different times. Trailing satellites
are especially suited for meteorological and environmental applications such as
viewing the progress of a fire, cloud formations, and making 3D views of hurri-
canes. Notable pairs are Landsat 7 with EO-1, the “A-train” consisting of CALIPSO
and CloudSat (among others), and Terra with Aqua.

Cluster formations are formed by satellites in a dense (relatively tightly spaced)
arrangement. These arrangements are best for high-resolution interferometry and
making maps of Earth. TechSat-21 was a suggested satellite model capable of oper-
ating in clusters (http://en.wikipedia.org/wiki/Satellite_formation_flying) accessed on
30 November 2014. A satellite constellation is a group of artificial satellites working
in concert. Such a constellation can be considered to be a number of satellites with
coordinated ground coverage, operating together under shared control, synchronized
so that they overlap well in coverage and complement rather than interfere with other
satellites” important coverage. The constellation of satellites in the Global Navigation
Satellite System (GNSS) is a typical example (http://en.wikipedia.org/wiki/Satellite_
constellation) accessed on 30 November 2014.

2.5.2 Satellite Pour I’Observation de la Terre (SPOT)

The SPOT system is the second-generation Earth-observing systems. The SPOT
satellites constellation offers acquisition of images of the Earth from anywhere in


http://en.wikipedia.org/wiki/Satellite_formation_flying
http://en.wikipedia.org/wiki/Satellite_constellation
http://en.wikipedia.org/wiki/Satellite_constellation
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the world, every day above 40° N and 40° S latitude any point, whatsoever can be
observed each day of the year.

2.5.2.1 The First SPOT Series

The first three SPOT satellites (SPOT-1, -2 and -3) were identical, and their payloads
consisted of two identical HRV (Visible High-Resolution) optical instruments
(Fig. 2.19). Each HRV can operate simultaneously or individually in either
panchromatic (0.50-0.73 um) mode or multispectral mode in three spectral bands,
viz. the green (0.50-0.59 pm), red (0.61-0.68 pm) and infrared (0.78-0.89 pum)
band. Whereas the spatial resolution of multispectral HRV sensor was 20 m, the
panchromatic band acquired images with 10 m resolution. The orientation of each

Fig. 2.19 SPOT 1, 2 twin HRV (SPOT 4 twin HRVIR) imaging system. Source https://www.
google.co.in/?gws_rd=ssl#q=spot-4+satellite+High+Resolution+Vertical+Infrared+%28HRV-IR


https://www.google.co.in/%3fgws_rd%3dssl%23q%3dspot-4%2bsatellite%2bHigh%2bResolution%2bVertical%2bInfrared%2b%2528HRV-IR
https://www.google.co.in/%3fgws_rd%3dssl%23q%3dspot-4%2bsatellite%2bHigh%2bResolution%2bVertical%2bInfrared%2b%2528HRV-IR
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instrument’s strip selection mirror can be remotely steered by the ground stations,
offering an oblique viewing capability up to angles of £27° from the satellite’s
vertical axis. In this way, the temporal resolution is shortened from 26 to 4-5 days
for the temperate zones. SPOT-1 was launched on 21 February, 1986 and operated
successfully till 1 November, 2003. Whereas SPOT-2 operated during the period 21
January, 1990 to 30 June, 2009, SPOT-3 acquired images of the Earth only for a
period of over 3 years (25 September, 1993 to 14 November, 1996). Its unique
features are the use of linear array (also called push broom) detectors (Fig. 2.20) and
the off-nadir observation capabilities with the HRV sensors as shown in Fig. 2.21.

The SPOT sensors can also acquire cross-track stereoscopic pairs of images for a
given geographic area (Fig. 2.19). The observations can be made on successive
days such that the two images are acquired at angles on either side of the vertical. In
such cases, the ratio between the observation base (distance between the two
satellite positions) and the height (satellite altitude) is approximately 0.75 at the
equator and 0.50 at a latitude of 45°. Tests have shown that SPOT data with these
base-to-height ratios may be used for topographic mapping. Toutin and Beaudoin
(1995) applied photographic techniques to SPOT data and produced maps with a
planimetric accuracy of 12 m with 90% confidence.

2.5.2.2 The Second SPOT Series

This series consists of two satellites (SPOT-4 and -5) with improved payloads. The
payload of SPOT-4 consists of two identical Visible and Infrared High-Resolution

Area that can be imaged by a
system with only nadir viewing
Increased image area options
?vilh oblique viewing

Fig. 2.20 Off-nadir viewing capability of SPOT HRV, HRVIR enables a short revisit interval
of 1-3 days. Source http://www.crisp.nus.edu.sg/ ~ research/tutorial/spot.htm (Accessed on
27 November 2014)


http://www.crisp.nus.edu.sg/%7eresearch/tutorial/spot.htm

74 2 Earth Observation Systems
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(HRVIR) optical sensors and the VEGETATION sensor. The HRVIR sensors are
similar to the HRV sensors of the previous generation. However, they differ by:

(i) the presence of an additional spectral band in the middle-infrared band
(1.58-1.75 pm);

(i) the panchromatic (0.51-0.73 um) band’s being replaced by the B2 (0.61-
0.68 um) band, which can function equally well in ‘10 m’ and ‘20 m’ mode;
and

(iii) on-board superimposition of all of the spectral bands.

Because the SPOT-4 HRV sensors are sensitive to a SWIR band they are
referred to as High-Resolution Visible IR (HRVIR). The SPOT VEGETATION
sensors are completely independent of the HRVIR sensors. It is a multispectral
electronic scanning radiometer operating at optical wavelength with a separate
objective lens and sensor for each of the four spectral bands; blue (0.43-0.47 pum)
used primarily for atmospheric correction; red (0.61-0.68 pm); near-infrared (0.78—
0.89 pm); and SWIR (1.58-1.75 pum). Each sensor takes the form of a 1728 CCD
linear array located in the focal plane of the corresponding objective lens.
The VEGETATION sensor has a spatial resolution of 1.15 km. The objective
lenses offer a field of view of £50.05° which translates into a 2250 km swath
width.

e SPOT-5 High-Resolution Geometric (HRG) Sensors There are two HRG sensors
which capture the images of the Earth in green, red, near-IR with 20 m spatial
resolution panchromatic images with 5 m resolution and in super mode 2.5 m
panchromatic images. The swath width 60 km, same as its predecessors.
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e HRS Sensors This is an instrument with the ability to acquire stereo pair images
simultaneously, a considerable advantage for the quality of digital elevation
model (DEM) production. The sensor is capable of providing 10 m spatial
resolution with along the track sampling interval of 5 m. The swath with width
of the sensor centred on the satellite track of 120 km with a viewing angle of
£20°. The VEGETATION sensor is same as in case of SPOT-4 mission.

2.5.2.3 The Third SPOT Series

Like previous series it also consists of two missions, viz. SPOT-6 and -7. SPOT-6
was launched on 9 September, 2012 and SPOT 7 on 30 June 2014 from Satish
Dhawan Space Centre, Sriharikota, Andhra Pradesh, India. SPOT-6 and -7 are two
agile Earth observation satellites to continue the services of the SPOT-4 and -5
missions. Both satellites offer 2 m resolution data in a 60 km by 60 km swath. The
satellites will be co-orbital with the high-resolution Pléiades-HR satellites. The
1.5-metre-resolution natural-colour products, orthorectified as standard product and
daily revisits to any point on the globe are the significant improvements in the
SPOT- 6 and SPOT-7 missions. With location accuracy better than 10 m (CE90)
and a resolution of 1.5 m, SPOT-6 and SPOT-7 are the ideal solution for national
1:25,000 scale map series (http://www.astrium-geo.com/en/147-spot-6-7-satellite-
imagery). Operating in both panchromatic (0.450-745 nm) with 1.5 m spatial
resolution, and multispectral (450-525; 530-590; 625-695 and 760-890 nm) mode
simultaneously, the sensor provides 1.5 and 6 m spatial resolution, respectively.
Automatic ortho-image with a location accuracy of 10 m CE90 uses Reference
3D 120 km x 120 km bi-strip or 60 km x 180 km tri-strip mapping in a single
pass and delivery of mosaic product stereo and tri-stereo acquisition of 60 km
60 km scenes for production of DEM 6 tasking plans per day (http://www.
satimagingcorp.com/satellite-sensors/spot-6/)  and  (http://www.itc.nl/research/
products/sensordb/getsat.aspx ’Tname=SPOT%207). The SPOT-7 satellite is identi-
cal to SPOT-6, which was deployed by another PSLV launch in September 2012.
Two imaging systems aboard the spacecraft, the New AstroSat Optical Modular
Instruments (NAOMI), are capable of producing panchromatic images at a reso-
lution of 1.5-2.2 m, and multispectral images at a resolution of 6.0-8.8 m. These
instruments can cover a swath of 60 kms (http://www.nasaspaceflight.com/2014/
06/indias-pslv-successfully-lofts-spot-7-companions/).

2.5.3 PLEIADES Systems

The Pleiades-1A satellite is capable of providing orthorectified colour data at 0.5 m
resolution (roughly comparable to GeoEye-1) and revisiting any point on Earth as it
covers a total of 1 million square kilometres (approximately 386,102 square miles)


http://www.astrium-geo.com/en/147-spot-6-7-satellite-imagery
http://www.astrium-geo.com/en/147-spot-6-7-satellite-imagery
http://www.satimagingcorp.com/satellite-sensors/spot-6/
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http://www.nasaspaceflight.com/2014/06/indias-pslv-successfully-lofts-spot-7-companions/

76 2 Earth Observation Systems

daily. Perhaps most importantly, Pleiades-1A is capable of acquiring
high-resolution stereo imagery in just one pass, and can accommodate large areas
(up to 1000 km x 1000 km). The Pleiades-1A satellite features four spectral bands
(blue, green, red and IR), as well as image location accuracy of 3 m (CE90) without
ground control points. Image location accuracy can be improved even further—up
to an exceptional 1 m by the use of GCPs. Because the satellite has been designed
with urgent tasking in mind, images can be requested from Pleiades-1A less than
six hours before they are acquired. This functionality will prove invaluable in sit-
uations where the expedited collection of new image data is crucial, such as crisis
monitoring (http://www.satimagingcorp.com/satellite-sensors/pleiades-1/) accessed
on 30 November 2014.

Pléiades systems consist of Pléiades 1A and Pléiades 1B. Pléiades 1A was
launched on 16 December, 2011 whereas Pléiades 1B on 2 December, 2012. With
identical sensors the two satellites are operating in the same phased orbit and are
offset at 180° to offer a daily revisit capability over any point on the globe. The
ground resolution is 50 cm in panchromatic (480-830 nm) mode, and 2 m in
multispectral (blue: 430-550 nm; green: 490-610 nm; red: 600-720 nm and
near-infrared: 750-950 nm) mode across a 20 km swath, while a very high degree
of agility allows them to acquire several images successively along track or off
track, for preparing mosaicks of ground scenes.

In addition to their high precision, the Pleiades-1 satellites are also notable for
their remarkable agility, which enables tilted imaging from nadir and operation in
several acquisition modes (20 images over 1000 x 1000 kmz, stereo, 3D, mosaic,
corridor, etc.) (http://www.satimagingcorp.com/satellite-sensors/pleiades-1/)
accessed on 30 November 2014.

2.5.4 The Indian Remote Sensing Satellites (IRS) Mission

Consequent upon the successful launch of Bhaskara-1 and Bhaskara-2 in 1979 and
1981, respectively, India began to develop indigenous, viz. Indian Remote Sensing
Satellite (IRS) programme to support the natural resources and environmental
management. The orbital pattern of IRS series of satellites is shown in Fig. 2.22.
A brief overview of the IRS mission is presented hereunder.

2.5.4.1 The IRS Series of Satellites

The first satellite in the Indian Remote Sensing (IRS) series-IRS-1A was launched
on 17 March, 1988 carrying two sensors, viz. Linear Imaging Self-scanning Sensors
(LISS-I and 1) with 72.5 m 36.25 m spatial resolution and 146 km swath
(Table 2.2). The repetivity of observation was 22 days. It was followed by the
launch of its backup satellite, namely IRS-B in 1991 (August 29, 1991) with similar
sensors. The IRS-P1 (also -1E) and IRS-P2 were launched in 1993 and 1994,
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Fig. 2.22 Indian remote sensing satellite orbital coverage pattern

respectively. The major thrust to India’s Earth observation from space came from
the launch of IRS-1C in December 1995 with three sensors, viz. Wide Field Sensor
(WiFS), Linear Imaging Self-scanning Sensor (LISS-III) and a panchromatic sensor
(PAN). While LISS-III provides a spatial resolution of 23.5 m with a swath of
146 km, WiFS offers only 180 m spatial resolution (Table 2.2). The panchromatic
sensor (PAN) provides a spatial resolution of 5.8 m. The launch of IRS-1D with
similar sensors as of IRS-1C in 1997 marked the continuity of the latter mission.
One more satellite, namely IRS-P3, was added in the IRS series in 1996. All the
above-mentioned missions were dedicated to land observation.

Due emphasis was, however, laid on ocean observation too by launching the
IRS-P4 (Oceansat-1) on 26 May, 1999 with two sensors, namely Ocean Colour
Monitor (OCM) and a Multi-frequency Scanning Microwave Radiometer (MSMR)
for oceanographic studies. The major characteristics of the optical sensors of IRS
series (land observation) of satellites is given in Table 2.3.

2.5.4.2 Resourcesat-1

Resourcesat-1 was launched in 17 october, 2003 with three unique sensors, viz.
Advanced Wide Field Sensor (AWIiFS), LISS-III and LISS-IV offer immense
potential in deriving regional, macro- and micro-level information on natural
resources and environment, respectively (Fig. 2.23). There is a provision for
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Table 2.2 Salient features IRS series of satellite sensors
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Sensor Resolution SwathWidth Spectral Bands
(m) (km) (nm)
Linear imaging self-scanning sensor 72 148 0.45-0.52
(LISS-I) 0.52-0.59
0.62-0.68
0.77-0.86
Linear imaging self-scanning sensor 36 74 0.45-0.52
(LISS-1I) 0.52-0.59
0.62-0.68
0.77-0.86
Linear imaging self-scanning sensor 23 142 0.52-0.59
(LISS-III) 50 148 0.62-0.68
0.77-0.86
1.55-1.70
6 70 0.5-0.75 (PAN)
Linear imaging self-scanning sensor 5.8 24-70 0.52-0.59
(LISS-1V) 0.62-0.68
0.77-0.86
Wide field sensor (WiFS) 188 774 0.62-0.68
0.77-0.86
Advanced wide field sensor (AWiFS) 56-70 370-740 0.52-0.59
0.62-0.68
0.77-0.86
1.55-1.70
http://uregina.ca/piwowarj/Satellites/IRS.html (Accessed on 8 January 2015)
Table 2.3 Salient features of Resourcesat-2 sensors
Specifications AWIFS LISS-1IT LISS-IV
No. of bands 4 4 1 (mono), 3 (MX)
Spectral bands (pum) B2 0.52-0.59 B2 0.52-0.59 B2 0.52-0.59
B3 0.62-0.68 B3 0.62-0.68 B3 0.62-0.68
B4 0.77-0.86 B4 0.77-0.86 B4 0.77-0.86
BS5 1.55-1.70 BS 1.55-1.70 BS5 1.55-1.70
B3-default band for mono
Spatial resolution (m) 56 23.5 5.8
Swath (km) 740 140 70/23
Revisit (days) 5 24 5
Datarate (Mbs per stream) 105 105 105
Quantization 12-bit 10-bit 10-bit

Source http://lps16.esa.int/posterfiles/paper1213/[RD13]_Resourcesat-2_Handbook.pdf

recording data for any part of the world with its on-board solid-state recorder with
120 GB capacity. Additionally, by virtue of larger swath (740 km) and very high
respectively (5 days) AWIFS also enables monitoring certain highly dynamic
phenomenon like drought, flood, vegetation vigour, etc. An improved version of
LISS-IIT with 4 spectral bands (red, green, near-IR and SWIR), all at 23 m spatial
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Fig. 2.23 Resourcesat-1 imaging modes http://www.angelfire.com/co/pallav/sensorindian.html
(Accessed on 08 January 2015)

resolution and 140 km swath, provide the continuity to LISS-III data. The LISS-III
has a receptivity of 24 days.

Advanced Wide Field Sensor (AWiFS) Advanced Wide Field Sensor (AWiFS) is an
improved version of WiFS flown aboard IRS-1C/-1D missions. AWiFS operates in
four spectral bands identical to WiFS with 10bit radiometry and a spatial resolution
of 56 m covering a swath of 740 km. It has a 5-day revisit capability for 80% of the
area covered. AWIFS is extremely useful in species-level vegetation mapping,
sub-district level agricultural drought assessment and integrated land and water
resources-related applications.

The LISS-III sensor is identical to the LISS-III sensor flown aboard IRS-1C/-1D
spacecrafts except that the spatial resolution of shortwave infrared (SWIR) band (B5
1.55-1.75 pm) has been improved from 70.5 m in case of IRS-1C/-1D to 23.5 m. The
Linear Imaging Self-scanning Sensor (LISS-IV) is a high-resolution multispectral
sensor operating in three spectral bands, viz. B2 (0.52-0.59 um), B3 (0.62-0.68 pum)
and B4 (0.77-0.86 pm). LISS-IV provides a spatial resolution of 5.86 m (at nadir) and
can be operated in two modes: multispectral and mode. In multispectral mode it covers
a swath of 23 km selectable from 70 km of total swath in three bands. In monomode
(panchromatic mode) the full swath of 70 km is covered in one single band which is
selectable by ground command. LISS-IV can be tilted up to +=26° in the across track
direction thereby providing a revisit period of 5 days. The oblique viewing (off-nadir
viewing) capability can be used to acquire stereo pairs in monomode only.
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2.5.4.3 Resourcesat-2

To maintain the continuity of remote sensing data services to global users provided
by Resourcesat-1, and to provide data with enhanced multispectral and spatial
coverage as well, Resourcesat-2 was launched on 20 April, 2011 as a follow-on
mission to Resourcesat-1. Important changes in Resourcesat-2 compared to
Resourcesat-1 are enhancement of LISS-IV multispectral swath from 23 to 70 km;
and improved radiometric accuracy from 7 to 10 bits for LISS-III, and LISS-IV and
10-12 bits for AWiFS. Resourcesat-2 carries two solid-state recorders with a
capacity of 200 GB each to store the images taken by its cameras which can be read
out later to ground stations. The Resourcesat-2 sensors are shown in Table 2.3,
Figs. 2.24, 2.25, 2.26 and 2.27.

2.5.5 China-Brazil Earth Resources Satellite (CBERS)
Programme

Initially, the programme included development and deployment of two satellites,
CBERS-1 and CBERS-2. Subsequently three additional satellites, CBERS-3, 4 and
4B, have been planned.

Fig. 2.24 Champ elysees as viewed by Quick Bird
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Fig. 2.25 Resourcesat-2 LISS-IV image for part of Cuarto, Argentina showing cropland in (in red
colour and rectangular and circular pattern) and fallow land in different shades of green colour.
(Arjentina.tif) (Colour Online) Courtesy National Remote Sensing Centre, Indian Space Research
Organization, Department of Space, Government of India

2.5.5.1 CBERS-1 and -2

The first satellite of the series, CBERS-1, was successfully launched on 14 October,
1999. It is sometimes also called ZY1. It remained functional until August 2003.
The second satellite, CBERS-2, was successfully launched on 21 October, 2003.
CBERS-1 and -2 are identical satellites. They have three remote sensing multi-
spectral cameras:

Wide Field Imager Camera (WFI) This camera records images in two spectral
bands: 0.63-0.69 um (red) and 0.77-0.89 um (near-infrared), with 260 m spatial
resolution and 890 km of ground swath. About 5 days are necessary for a whole
coverage of the Earth’s surface.

Medium Resolution Camera (CCD) This camera records images in five spectral
bands: 0.51-0.73 pm (panchromatic); 0.45-0.52 pm (blue); 0.52-0.59 um (green);
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Fig. 2.26 True colour composite of Skydome, home of the BlueJays, Toronto, Canada as viewed
by IKONOS-2

0.63-0.69 um (red); 0.77— 0.89 pm (near-infrared), with 20 m spatial resolution
and 120 km of ground swath. It is possible to operate this camera both on nadir and
off-nadir. This last capability allows the system to reduce the temporal resolution
from 26 days (nadir operation mode) to 3 days (off-nadir operation mode).

Infrared Multispectral Scanner Camera (IRMSS) This camera records images in
four spectral bands: 0.50-1.10 um (panchromatic); 1.55-1.75 pm (short wave
infrared); 2.08-2.35 um (short wave infrared) and 10.40-12.50 pum (thermal
infrared), with 80 m spatial resolution on the three infrared reflected bands and
120 m in the thermal infrared band . Ground swath is 120 km for all the bands of
this camera and 26 days are required to obtain a full coverage of the Earth by this
camera.
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Fig. 2.27 Showing multi-resolution capabilities of IRS series of satellite data. Upper top image
shows digitally merged Resourcesat-2 LISS-IV data collected on 8 March, 2015 and Resourcesat-2
LISS-IV satellite image acquired on 27 January, 2015. Lower right image shows Jaipur city,
Rajasthan state, India as seen by Resourcesat-2 AWiFS on 27 May, 2015. Lower middle image
exhibits Jaipur city as imaged by Resourcesat-2 LISS-III on 27 May, 2015. And the lower left
image shows the same city as imaged by Resourcesat-2 LISS-IV on 27 January, 2015. As evident
from the figure, as image resolution improves more and more terrain details become clearer
(JAIPUR.rar)

2.5.5.2 CBERS-2B

CBERS-2B was launched in 19 September 2007 by a Long-March 4B rocket from
the Taiyuan base in China. The satellite operated until June 2010. CBERS-2B is
also similar to the two previous members of the series, but a new camera:
High-Resolution Panchromatic Camera (HRC) was added to the last satellite: This
camera records images in one single panchromatic band 0.50-0.80 pm. The images
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recorded by this camera are 27 km width and have 2.7 m spatial resolution.
130 days are required to obtain a full coverage of the Earth by this camera.

2.5.5.3 CBERS-3 and CBERS-4

CBERS-3 was launched in December 2013, but was lost after the Chang Zheng 4B
rocket carrying it malfunctioned. The identical CBERS-4 satellite is scheduled for
launch during late 2014/mid-2015 (http://en.wikipedia.org/wiki/China%E2%80%
93Brazil_Earth_Resources_Satellite_program).

2.5.6 Formosat Satellite Mission

2.5.6.1 Formosat-1

Formosat-1 (Formerly known as Rocsat-1) is an Earth observation satellite operated
by the National Space Organization (NSPO) of the Republic of China (Taiwan) to
conduct observations of the ionosphere and oceans. It was launched on 27 January,
1999. The payloads aboard Formosat-1 include the Experimental Communication
Payload (ECP), Ionosphere Plasma Electrodynamics Instrument (IPEI) and the
Ocean Colour Imager (OCI). Formosat-1 is still active as of July 2005. Formosat-2
is a high-resolution optical satellite able to revisit the same point on the globe every
day in the same viewing conditions. Its unique orbit and 2 m resolution in
panchromatic (0.45-0.90 pym) mode and 8 m in four multispectral bands blue
(0.45-0.52 um), green (0.52-0.60 um), red (0.63-0.69 pm) and NIR (0.76—
0.90 um) are well suited to change detection and rapid coverage of large areas.
With a 20 km swath and cross-track and along-track viewing capability to an extent
of +45° the satellite provides daily coverage of the globe. Orbit of constellation:
Circular orbits, altitudes of 800 km, inclinations of 72°; there are six operational
planes with 1 satellite per plane, spaced 24° apart.

2.5.6.2 Formosat-2

Formosat-2 was launched on 21 May, 2004 with a high resolution of 2 m
panchromatic data and 8 m multispectral satellite image data. The main mission of
FORMOSAT-2 is to conduct remote sensing imaging over Taiwan and on terres-
trial and oceanic regions of the entire Earth. The images captured by
FORMOSAT-2 during daytime can be used for land distribution, natural resources
research, forestry, environmental protection, disaster prevention, rescue work and
other applications. When the satellite travels to the eclipsed zone, it will observe
natural phenomena such as lighting in the upper atmosphere which can be used for


http://en.wikipedia.org/wiki/China%25E2%2580%2593Brazil_Earth_Resources_Satellite_program
http://en.wikipedia.org/wiki/China%25E2%2580%2593Brazil_Earth_Resources_Satellite_program

2.5 Earth-Observing Systems (EOS) 85

further scientific experiments. FORMOSAT-2 carries both “remote sensing” and
“scientific observation” tasks in its mission.

2.5.7 The Earth Observing System Mission

The Terra and Aqua platforms are part of NASA’s Earth-observing systems.

2.5.71 Terra (EOS-AM)

Terra was launched on 18 December, 1999. With the equatorial crossing time of
10:30 AM of Terra and 1:30 PM for Aqua, they are also known as EOS-AM
(Terra) and EOS-PM (Aqua). The principal instruments amongst others on Terra
and Aqua are MOderate Resolution Imaging Spectrometer (MODIS) and Advanced
Spaceborne Thermal Emission and Reflection Spectrometer (ASTER). Salient
features of these sensors are given hereunder:

MOderate Resolution Imaging Spectrometer (MODIS) MODIS is a 36 band
spectrometer providing a global dataset every 1-2 days with a 16-day repeat cycle.
The spatial resolution of MODIS (pixel size at nadir) is 250 m for channel 1 and 2
(0.6-0.9 um), 500 m for channel 3—7 (0.4-2.1 um) and 1000 m for channel 8-36
(0.4-14.4 pm), as in Table 2.4. The MODIS instrument consists of a cross-track
scan mirror, collecting optics and individual detector elements. The swath dimen-
sions of MODIS are 2330 km (across track) by 10 km (along-track at nadir). The
along track swath dimension is due to the optical setup as well as the scanning
mechanism of MODIS. In contrast to other scanning sensors, e.g. AVHRR,
MODIS is observing within one scan ten lines of 1 km spatial resolution (40 lines
of 250 m resolution and 20 lines of 500 m resolution, respectively) and 12-bit
radiometry.

Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) 1t is
the only high spatial resolution instrument aboard Terra, and thus helps bridging the
gap between field observations and data from the MODIS and Multi-angle Imaging
Spectroradiometer (MISR) instruments, described later. As its name implies,
ASTER operates in the visible through thermal infrared portions of the electro-
magnetic spectrum. Of its 14 bands, three are in the visible and near-infrared
(VNIR) between 0.5 and 0.9 pum, six are in the shortwave infrared (SWIR) between
1.6 and 2.43 um, and five are in the thermal infrared (TIR) between 8 and 12 pm.
VNIR channels have 15 m resolution, SWIR have 30 m resolution, and TIR
channels have 90 m resolution. ASTER has a 60 km swath width, with a
cross-track adjustable swath centre. A special feature of ASTER is an aft pointing
additional VNIR telescope for creating stereo views as in Table 2.5. The stereo
images have a base-to-height ratio of 0.6. ASTER’s repeat cycle is 16 days.
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Table 2.4 Specification of the 36 MODIS channels, including primary use, central wavelength,

bandwidth and spatial resolution

Primary use Band Central Bandwidth Spatial

number wavelength (nm) resolution

(nm) (m)

Land/cloud/aerosols/boundaries 1 645 620-670 250

2 858.5 841-876
Land/cloud/aerosols properties 3 469 459-479 500

4 555 545-565

5 1240 1230-1250

6 1640 1628-1652

7 2130 2105-2155
Ocean colour/phytoplankton/ 8 421.5 405-420 1000
biogeochemistry 9 443 438-448

10 488 483-493

11 531 526-536

12 551 546-556

13 667 662-672

14 678 673-683

15 748 743-753

16 869.5 862-877
Atmospheric water vapour 17 905 890-920

18 936 931-941

19 940 915-965
Surface/cloud temperature 20 3750 3660-3840

21 3959 3929-3989

22 3959 3929-3989

23 4050 4020-4080
Atmospheric temperature 24 4465.5 4433-4498

25 4515.5 44824549
Cirrus clouds/water vapour 26 1375 1360-1390

27 6715 6535-6895

28 7325 7175-7475
Cloud properties 29 8550 8400-8700
Ozone 30 9730 9580-9880
Surface/cloud temperature 31 11,030 10,780-11,280

32 12,020 11,770-12,270
Cloud top altitude 33 13,335 13,185-13,485

34 13,635 13,485-13,785

35 13,935 13,785-14,085

36 14,235 14,085-14,385
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Table 2.5 Salient features of ASTER sensor

Instrument’s parameters VNIR SWIR TIR

Bands 1-3 4-9 10-14

Spatial resolution (m) 15 30 90

Swath width (km) 60 60 60

Cross-track pointing 4318 km (+24°) +116 km (£8.55°) +116 km (£8.55°)
Quantization (bits) 8 8 12

Source http://www?2.hawaii.edu/ ~ jmaurer/terra/

2.57.2 Aqua (EOS PM)

Aqua is a multinational NASA scientific research satellite in orbit around the Earth.
It was launched on 4 May, 2002 in a Sun-synchronous polar orbit. Aqua carries six
instruments, viz. Advanced Microwave Scanning Radiometer (AMSR-E), MODIS,
Advanced Microwave Sounding Unit (AMSU), Atmospheric Infrared Sounder
(AIRS), Humidity Sounder for Brazil (HSB), and Clouds and the Earth’s Radiant
Energy System (CERES) for studies of water on the Earth’s surface and in the
atmosphere.

Advanced Microwave Scanning Radiometer (AMSR-E)

The Advanced Microwave Scanning Radiometer—Earth-Observing System (AMSR-E)
is a twelve-channel, six-frequency, passive microwave radiometer system. It measures
horizontally and vertically polarized brightness temperatures at 6.9, 10.7, 18.7, 23.8,
36.5 and 89.0 GHz. Spatial resolution of the individual measurements varies from
5.4 km at 89 GHz to 56 km at 6.9 GHz. AMSR-E uses an offset parabolic reflector,
1.6 m in diameter, to focus Earth-emitted microwave radiation into an array of six
feedhorns, which then feed the radiation to the detectors. It measures cloud properties,
sea surface temperature, near-surface wind speed, radiative energy flux, surface water,
ice and snow. The AMSR-E data have been found quite useful in studying the
regional-level soil moisture status (http:/nsidc.org/data/docs/daac/amsre_instrument.
gd.html) (Accessed on 30 November 2014).

Moderate Resolution Imaging Spectroradiometer (MODIS)

The MODIS aboard Aqua mission is similar to the one that is aboard Terra satellite.
Since Terra passes over equator in the forenoon (around 10:30 Hrs) and Aqua in the
afternoon around 14:30 Hrs they provide daily two coverages on an area of interest
that is very useful in studying the dynamic phenomenon (http://www?2.hawaii.edu/
~ jmaurer/terra/).

Multi-angle Imaging Spectroradiometer (MISR)

The MISR instrument measures the Earth’s brightness in four spectral bands, at each
of nine look angles spread out in the forward and aft directions along the flight line.
Spatial samples are acquired every 275 m. Over a period of 7 min, a 360 km wide
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swath of Earth comes into view at all nine angles. Each MISR camera sees instan-
taneously a single row of pixels at right angles to the ground track in a push broom
format. It records data in four bands: blue, green, red and near-infrared. Each camera
has four independent linear CCD arrays (one per filter), with 1504 active pixels per
linear array (http://eol.usgs.gov/). MISR provides new types of information for
scientists studying Earth’s climate, such as the partitioning of energy and carbon
between the land surface and the atmosphere, and the regional and global impacts of
different types of atmospheric particles and clouds on climate. The change in
reflection at different view angles affords the means to distinguish different types of
atmospheric particles (aerosols), cloud forms and land surface covers. Combined with
stereoscopic techniques, this enables construction of 3-D models and estimation of
the total amount of sunlight reflected by Earth’s diverse environments https://www-
misr.jpl.nasa.gov/Mission/ (Accessed on 30 November 2014).

2.5.8 Earth Observing-1 (EO-1) Mission

As a test bed for proving newer and challenging sensor technologies, the EO-1 satellite
was launched on 21 November, 2000. EO-1 sensor Hyperion is a hyper spectral sensor
which offers data in 220 spectral bands 16 km swath and 30 m spatial resolution.
EO-1/Hyperion offer the highest available spectral resolution in the field of satellite-
borne remote sensing systems. The satellite carries three sensors, namely hyperion,
advanced land imager (ALI) and atmospheric corrector (AC) as in Table 2.6.

The Hyperion provides a high-resolution hyperspectral imager capable of
resolving 220 spectral bands (0.4-2.5 pm) with a 30 m resolution. The instrument
can image a 7.5 km by 100 km land area per image and provide detailed spectral
mapping across all 220 channels with high radiometric accuracy. The Hyperion is a
push broom instrument. Each image frame taken in push broom configuration
images the spectrum of a line 302 m long by 7.5 km wide (perpendicular to the
satellite motion). Frames are then combined to form a two-dimensional spatial
image with a complete spectral signature for each pixel. Hyperion has a single
telescope and two spectrometers, one visible/near-infrared (VNIR380 to 1000 nm)

Table 2.6 Salient features of  p,ameters EO-1

EO-1 sensors ALL Hyperion AC
Spectral range 04-24 |04-24 0.9-1.6
Spatial resolution (m) |30 30 250
Swath width (km) 36 7.6 185
Spectral resolution Variable |10 nm 6 nm
Spectral coverage Discrete | Continuous | Continuous
Pan band resolution 10 m N/A N/A
Total number of bands | 10 220 256
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spectrometer and one short wave infrared (SWIR-900 to 2500 nm) spectrometer.
The Hyperion sensor on-board the EO-1 satellite is the first hyperspectral sensor to
operate from space.

Advanced Land Imager (ALI) The Advanced Land Imager (ALI) is the first
Earth-observing instrument to be flown under NASA’s New Millennium
Programme (NMP). The ALI employs novel wide-angle optics and a highly inte-
grated multispectral and panchromatic spectrometer. Operating in a push broom
fashion at an orbit of 705 km, the ALI provides Landsat-type panchromatic and
multispectral bands. These bands have been designed to mimic six Landsat bands
with three additional bands covering 0.433-0.453, 0.845-0.890 and 1.20-1.30 pm.
The ALI also contains wide-angle optics designed to provide a continuous
15° x 1.625° field of view for a fully populated focal plane with 30 m resolution
for the multispectral pixels and 10 m resolution for the panchromatic pixels.

Atmospheric Corrector The images of the Earth acquired by satellites are degraded
by atmospheric absorption and scattering. The spectral measurements made by the
LEISA (Linear Etalon Imaging Spectral Array) Atmospheric Corrector (LAC or
AC) enable improving the accuracy of surface reflectance estimates. It provides the
following capabilities via a compact and simple bolt-on design for future Earth
Science, land imaging missions: The EO-1 Advanced Land Imager salient features
as shown in Tables 2.7 and 2.8.

e High spectral, moderate spatial resolution hyperspectral imager using a wedge
filter technology.

e Spectral coverage of 0.85-1.5 um; bands are selected for optimal correction of
high spatial resolution images.

e Correction of surface imagery for atmospheric variability (primarily water
vapour) http://eol.usgs.gov/sensors/leisa (Accessed on 30 November 2014).

Table 2.7 Salient fegtures of  Band Wavelength (um) Ground
EO-1 advanced land imager sample
distance (m)
Pan 0.48-0.69 10
MS-1 0.433-0.453 30
MS-1’ 0.045-0.515 30
MS-2 0.525-0.605 30
MS-3 0.63-0.69 30
MS-4 0.775-0.805 30
MS-4' 0.845-0.89 30
MS-5’' 1.2-1.3 30
MS-5 1.55-1.75 30
MS-7 2.08-2.35 30

Source http://eol.usgs.gov/sensors/ali Accessed on 30 November
2014
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2.5.9 RapidEye

The RapidEye satellite constellation is a dedicated system for commercial Earth
observation, consisting of five mini-satellites, which carry a CCD-based imaging
system. The CCD-based Earth imaging system (6 spectral bands including visible,
near infrared and panchromatic) will consist of two cameras allowing the generation
of images of up to 150 km x 1000 km at a resolution of 6.5 m. The RapidEye
Mission was launched in 2008 (Table 2.8) Anonymous 2016. Rapid Eye imagery
product specifications. Version 6.3 January 2016. The five satellites were launched
on one vehicle and placed in a common Sun-synchronous orbit of 620 km, with the
satellites equally spaced about 19 min apart in their orbit, ensuring frequent imaging
of particular areas of interest. The satellites can be redirected anytime through the
telemetry, tracking and command unit. A data handling and storage unit is situated
on board each satellite as well as a high-speed X-band communication system. The
designed lifetime of these satellites is 7 years. Each satellite has the capability of
performing an off-track rotation. The camera’s imaging swath of approx. 150 km
combined with an off-track angle of £22° ensures daily global accessibility. On 6
November 2013 RapidEye officially changed its name to BlackBridge (http://
blackbridge.com/rapideye/news/pr/2013-blackbridge.htm http://space.skyrocket.de/
doc_sdat/rapideye-1.htm30-11-2014).

Table 2.8 RapidEye satellite sensor specifications

Number of satellites 5
Orbit altitude 630 km in sun-synchronous orbit
Equator crossing time 11:00 am local time (approximately)
Sensor type Multi spectral push broom imager
Spectral bands Wavelength (nm)

440-510

520-590

630-685

690-730

760-850
Ground sampling distance (nadir) 6.5 m
Pixel size (orthorectified) 5m
Swath width 77 km
On-board data storage 1500 km of image data per orbit
Revisit time Daily (off-nadir)/5.5 days (at nadir
Dynamic range 12 bit

Source http://www.satimagingcorp.com/satellite-sensors/other-satellite-sensors/rapideye/ Accessed
on 30 November 2014
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2.5.10 High Spatial Resolution Remote Sensing Systems

Consequent upon a decision of the United States government made in 1994 to allow
civil commercial companies to market high spatial resolution remote sensor data
(approximately 1 x 1to4 x 4 m), several commercial consortiums, namely Space
Imaging Inc., ORBIMAGE, Inc., Earth Watch, Inc. have launched satellites pro-
viding high spatial resolution data to the user community across the world.

2.5.10.1 Earlybird and QuickBird

EarlyBird was launched in 1996 with a 3 m panchromatic band and three visible to
near-infrared (VNIR) bands at 15 m spatial resolution. Unfortunately, Earth Watch,
subsequently lost contact with the satellite. QuickBird was launched on 18 October,
2001. Interestingly, it is in a 66° non-sun-synchronous orbit. Revisit times range
from 1 to 5 days, depending on latitude. It has a swath width of 20-40 km.
QuickBird has 0.61 m (at nadir) panchromatic band (445-900 nm) and four
visible/near-infrared bands at 2.4 m (at nadir) spatial resolution. The data are
quantized to 11 bits (brightness values from 0 to 2047). The sensor may be pointed
fore and aft and across track to obtain stereoscopic data (Fig. 2.28).

2.5.10.2 Ikonos

Space imaging, Inc., launched IKONOS on 27 April 1999. Unfortunately, contact
was lost with the satellite 8 min after launch. Space Imaging Inc. successfully
launched a second IKONS on 24 September 1999. The IKONS has a 1 m
panchromatic band and four multispectral visible and near-infrared bands at 4 m
spatial resolution . It has both cross-track and along-track viewing instruments,
which enables flexible data acquisition and frequent revisit capability : <3 days at
1 m spatial resolution (for look angles <26°) and 1.5 days at 4 m spatial resolution.
The nominal swath width is 11 km. Data are quantized to 11 bits (Fig. 2.29).

2.5.10.3 Orbview-3

Launched by GeoEye on 26 June, 2003, OrbView-3 had a panchromatic band with
1 m spatial resolution and four visible and near-infrared multispectral bands at 4 m
spatial resolution and 8 km swath. The sensor’s repetivity on Earth was less than 3
days, with an ability to turn side to side 45°. On 23 April, 2007, GeoEye announced
that the OrbView-3 mission was terminated.
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Fig. 2.28 Natural colour composite resourcesat-2 LISS-III image mosaic of Maharashtra state,
central-western India (green colour indicates different types of vegetation) (Maha_mosaic.tif)
(Courtesy National Remote Sensing Centre, Indian Space Research Organization, Department of
Space, Government of India)

2.5.10.4 Cartosat Mission

The Cartosat mission aimed at designing and developing an advanced 3-axis body
stabilized remote sensing satellite for providing enhanced spatial resolution with
stereo imaging capability for cartographic applications.

Cartosat-1 was launched by the Indian Space research organization (ISRO) on 5
May, 2005. Cartosat-1 carries two panchromatic cameras that take black-and-white
stereoscopic images in the visible region of the electromagnetic spectrum as in
Fig. 2.30. The satellite images have a spatial resolution of 2.5 m and cover a swath
of 30 km. The cameras are mounted on the satellite in such a way that near
simultaneous imaging of the same area from two different angles is possible. This
facilitates the generation of accurate three-dimensional maps. The cameras
manoeuver across the direction of the satellite’s movement to facilitate the imaging
of an area more frequently. Cartosat-1 also carries a Solid State Recorder with a
capacity of 120 GB to store the images taken by its cameras. The stored images can
be transmitted when the satellite comes within the visibility zone of a ground station.
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Fig. 2.29 Resourcesat-1 AWiFS image mosaic covering India and its environ (India_mosaic.tif)
(Courtesy National Remote Sensing Centre, Indian Space Research Organization, Department of
Space, Government of India)

Cartosat-2 is an advanced remote sensing satellite capable of providing
scene-specific spot imagery. The panchromatic camera (PAN) on-board the satellite
can provide imagery with a spatial resolution of better than 1 m and a swath of
9.6 km. The satellite can be steered up to 45° along as well as across the track.
Satellite has been placed in Sun-synchronous polar orbit at an altitude of 630 km. It
has a revisit period of 4 days which can be improved to 1 day with suitable orbit
manoeuver (Fig. 2.31).
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Fig. 2.30 Perth airport, Australia as seen by Cartosat-2 (Courtesy: National Remote Sensing
Centre, Indian Space Research Organization, Department of Space, Government of India)

Cartosat-2A 1is the thirteenth satellite in the Indian Remote Sensing Satellite series
(IRS). It is a sophisticated and rugged remote sensing satellite that can provide
scene-specific spot imagery. The satellite carries a Panchromatic camera (PAN).
The spatial resolution of this camera is better than 1 m and swath of 9.6 km.

Cartosat-2B Launched on 12 July, 2010, Cartosat-2B carries a panchromatic
camera (PAN) similar to those of its predecessors—Cartosat-2 and -2A. It is cap-
able of imaging a swath (geographical strip) of 9.6 km with a resolution of better
than 1 m. The highly agile Cartosat-2B is steerable up to £26° along as well as
across track to obtain stereoscopic imagery and achieve a 4- to 5-day revisit
capability. The scene-specific spot imagery sent by Cartosat-2B’s PAN is useful for
cartographic and a host of other applications http://www.isro.org/satellites/cartosat-
2b.aspxAccessed on 30 November 2014

2.5.10.5 GeoEye-1

The GeoEye-1 was launched on 6 September 2008 and is capable of acquiring
image data at 0.41 m panchromatic (B&W) and 1.65 m multispectral resolution. It
also features a revisit time of less than 3 days, as well as the ability to locate an
object within just three metres of its physical location. Sample images of cartosat-2
are appended as Figs. 2.32 and 2.33.
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Fig. 2.31 Cartosat-1 stereo imaging (Courtesy National Remote Sensing Centre, Indian Space
Research Organization, Department of Space, Government of India)

2.5.10.6 WorldView Missions

WorldView-1 Launched on 18 September 2007, WorldView-1 is operating at an
altitude of 496 km. It has an average revisit time of 1.7 days and captures
panchromatic images of 17.6 km wide strip of the Earth with 0.50 m spatial res-
olution and 11-bit radiometry. The satellite is also equipped with state-of-the-art
geolocation capabilities and exhibits stunning agility with rapid targeting and

efficient in-track stereo collection. Source: http://www.satimagingcorp.com/
satellite-sensors/worldview-2/.

WorldView-2 Launched on 8 October 2009, WorldView-2 satellite provides
0.46 m panchromatic (B&W) mono- and stereo satellite image data. With its
improved agility, it is able to act like a paintbrush, sweeping back and forth to
collect very large areas of multispectral imagery in a single pass. And the combi-
nation of WorldView-2s increased agility and high altitude enables it to typically
revisit any place on Earth in 1.1 days. When added to the satellite constellation,
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Fig. 2.32 Coors field Denver as viewed by GeoEye

revisit time drops below 1 day and never exceeds 2 days, providing the most
same-day passes of any commercial high-resolution constellation. The
WorldView-2 sensor provides a high-resolution Panchromatic band and eight
(8) multispectral bands; four (4) standard colours (red, green, blue and near-infrared
1) and four new bands, namely coastal (400—450 nm); yellow (585-625 nm), red
edge (705-745 nm), and near-infrared (860-1040 nm) for various applications.

WorldView-3 WorldView-3 was launched on 13 August 2014 at an altitude of
617 km. It provides 31 cm panchromatic resolution, 1.24 m multispectral resolu-
tion and 3.7 m shortwave infrared resolution. It has an average revisit time of less
than 1 day as in Table 2.9.
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Fig. 2.33 Pepsi centre Denver, Toronto as viewed by GeoEye

2.6 The NOAA Missions

Complementing the geostationary satellites are two polar-orbiting satellites known
as Advanced Television Infrared Observation Satellite (TIROS-N or ATN), con-
stantly circling the Earth in an almost north—south orbit, passing close to both poles.
The orbits are circular, with an altitude between 830 (morning orbit) and 870
(afternoon orbit) km, and are Sun synchronous. One satellite crosses the equator at
7:30 a.m. local time, the other at 1:40 p.m. local time. The circular orbit permits
uniform data acquisition by the satellite and efficient control of the satellite.
Operating as pair, these satellites ensure that data for any region of the Earth are no
more than six hours old.

The primary instrument aboard the satellite is the Advanced Very High
Resolution Radiometer (AVHRR). This scanning radiometer uses six detectors that
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Table 2.9 Salient features of WorldView-3 mission

Orbit Altitude:617 km
Type: Sun sync, 1:30 pm descending node
Period: 97 min

Sensor bands Panchromatic: 450-800 nm

8 Multispectral: (red, red edge, coastal, blue, green,
yellow, near-IR1 and near-IR2) 400-1040 nm,
8SWIR: 1195-2365 nm

12 CAVIS Bands: (desert clouds, aerosol-1,
aerosol-2, aerosol-3, green, water-1, water-2, water-3,
NDVI-SWIR, cirrus, snow) 405-2245 nm

Sensor resolution Panchromatic nadir: 0.31 m GSD at Nadir 0.34 m at
(or GSD, ground sample distance; 20° Off-Nadir
off-nadir is geometric mean) Multispectral nadir: 1.24 m at Nadir, 1.38 m

At 20° Off-Nadir

SWIR Nadir: 3.70 m at Nadir, 4.10 m
At 20° Off-Nadir

CAVIS Nadir: 30.00 m

Dynamic range 11-bits per pixel Pan and MS; 14-bits per pixel SWIR
Swath width At nadir: 13.1 km
On-board storage 2199 Gb solid state with EDAC

Revisit frequency(at 40° N Latitude) 1 m GSD: <1.0 day
4.5 days at 20° off-nadir or less

Geolocation accuracy (CE90) Predicted performance: <3.5 m CE90 without ground
control

Source http://www.satimagingcorp.com/satellite-sensors/worldview-3/

collect different bands of radiation wavelengths (Table 2.10). The first AVHRR was
a 4-channel radiometer, first carried on TIROS-N (launched October 1978). This
was subsequently improved to a 5-channel instrument (AVHRR/2) that was initially
carried on NOAA-7 (launched June 1981). The latest instrument version is
AVHRR/3, with six channels, first carried on NOAA-15 launched in May 1998.

Measuring the same view, this array of diverse wavelengths, after processing,
permits multi-spectral analysis for more precisely defining hydrologic, oceano-
graphic and meteorological parameters (http://noaasis.noaa.gov/NOAASIS/ml/
avhrr.html) accessed on 30 November 2014.

NOAA-19 is operational now. It will be replaced by Joint Polar Satellite, System
(JPSS-1/NOAA-20) in early 2017. JPSS-1/NOAA-20 will have the following
sensors: (1) VIIRS, (2) CrIS, (3) ATMS, (4) OMPS-N and (5) CERES-FMG6. 1t is
the second spacecraft within NOAA’s next generation of polar-orbiting satellites. It
is scheduled to launch in early 2017. VIIRS is a scanning radiometer that collects
imagery and radiometric measurements of the land, atmosphere, cryosphere and
oceans in the visible and infrared bands of the electromagnetic spectrum. JPSS-1
will be followed by JPSS-2 in 2021, JPSS-3 in 2026 and JPSS-4 in 2031,
respectively.


http://noaasis.noaa.gov/NOAASIS/ml/avhrr.html)
http://noaasis.noaa.gov/NOAASIS/ml/avhrr.html)
http://www.satimagingcorp.com/satellite-sensors/worldview-3/
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Table 2.10 AVHRR/3 channel characteristics

AVHRR/3 channel characteristics

Channel Resolution at nadir Wavelength Typical use

number (km) (um)

1 1.09 0.58-0.68 Daytime cloud and surface mapping

2 1.09 0.725-1.00 Land-water boundaries

3A 1.09 1.58-1.64 Snow and ice detection

3B 1.09 3.55-3.93 Night cloud mapping, sea surface
temperature

4 1.09 10.30-11.30 Night cloud mapping, sea surface
temperature

5 1.09 11.50-12.50 Sea surface temperature

2.6.1 JPSS Satellites

The JPSS represents the second generation of U.S operational polar-orbiting
satellites. The programme envisages the launch of three satellites: the Suomi
National Polar-orbiting Partnership (SNPP), JSPP-1 and JSPP-2. The SNPP (Often
referred to as Suomi NPP) was launched October 2011; the JPSS-1 has a planned
launch date of 2017 and the anticipated launch date for JPSS-2 IS 2022. Visible
Infrared Imaging Radiometer Suite (VIIRS) VIIRS, a scanning radiometer, collects
visible and infrared imagery and radiometric measurements of the land, atmosphere,
cryosphere and oceans. VIIRS data are used to measure cloud and aerosol prop-
erties, ocean colour, sea and land surface temperature, ice motion and temperature,
fires, and Earth’s albedo.

2.7 Spaceborne Imaging Microwave Systems

Salient features of various satellites carrying microwave radar systems are discussed
hereafter.

2.7.1 Seasat

Launched in 1978, Seasat was the first civilian remote sensing satellite to carry a
spaceborne synthetic aperture radar (SAR) sensor. The SAR is operated at L-band
(23.5 cm) with HH polarization. The viewing geometry was fixed between 9° and
15° with a swath width of 100 km and a spatial resolution of 25 m. This steep
viewing geometry was designed primarily for observations of ocean and sea ice.
However, a great deal of images was also collected over land areas.



100 2 Earth Observation Systems

2.7.2 European Remote Sensing Satellite (ERS-1 and -2)

The European Space Agency (ESA) had launched ERS-1 in July 1991. ERS-1
carried on-board a radar altimeter, an infrared radiometer and microwave sounder,
and a C-band (5.66 cm) active microwave instrument. This is a flexible instrument
which could be operated as a scatter metre to measure reflectivity of the ocean
surface, as well as ocean surface wind speed and direction. It can also operate as
synthetic aperture radar (SAR), collecting imagery over a 100 km swath over an
incidence angle range of 20°-26°, at a resolution of approximately 30 meters with
VV polarization. Generally, the repeat cycle is about 35 days. ERS-1 failed on 10
March 2000, far exceeding its expected lifespan.

ERS-2, the successor of ERS-1, was launched on 21 April 1995. Largely
identical to ERS-1, it added additional instruments, namely GOME (Global Ozone
Monitoring Experiment)—a nadir scanning ultraviolet and visible spectrometer,
and ATSR-2 included three visible spectrum bands specialized for chlorophyll and
vegetation. Besides, improvements to existing instruments were made. When
ERS-2 was launched, ERS-1 shared the same orbital plane. This allowed a tandem
mission, with ERS-2 passing the same point on the ground 1 day later than ERS-1
which has enabled making interferometric observations (repeat-pass interferome-
try). ERS-2 has a repeat cycle of 35 days. ERS-2 has been operating without
gyroscopes since February 2001, resulting in some degradation of the data provided
by the instruments.

The successor to ERS-2 is Envisat containing improved versions of many of the
instruments on-board ERS-2; however, its operational life was increased until 2011.
Over a series of burns in July, August and September, ERS-2 was finally depleted
of all fuel on 5 September 2011. ESA is developing five new missions called
Sentinels specifically for the operational needs of the Copernicus programme.

2.7.3 Sentinel-1

Sentinel-1 is a two-satellite constellation with the prime objectives of land and
ocean monitoring. The goal of the mission is to provide C-Band SAR data conti-
nuity following the retirement of ERS-2 and the end of the Envisat mission. The
first Sentinel-1A satellite with C-band SAR was launched on 3 April 2014. The
C-band SAR aboard Sentinel-1A collects the data in the following four modes:
(1) Strip map mode: 80 km swath, 5 x 5 m spatial resolution; (ii) Interferometric
wide swath: 250 km swath, 5 x 20 m spatial resolution; (iii) Extra-wide swath
mode: 400 km Swath, 25 x 100 m spatial resolution; and (iv) Wave-mode:
20 km x 20 km, 5 x 20 m spatial resolution (http://en.wikipedia.org/wiki/
Sentinel-1).


http://en.wikipedia.org/wiki/Sentinel-1
http://en.wikipedia.org/wiki/Sentinel-1
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2.7.4 Japanese Earth Resources Satellite (JERS-1)

Launched by the National Space Development Agency of Japan (NASDA) in
February 1992, the JERS-1 carries a L-Band (23.5 cm) SAR operating at HH
polarization in addition to two optical sensors. The swath width is approximately
75 km and spatial resolution is approximately 18 m in both range and azimuth. The
imaging geometry of JERS-1 is slightly shallower than either SEASAT or the ERS
satellites, with the incidence angle at the middle of the swath being 35°. Thus,
JERS-1 images are slightly less susceptible to geometry and terrain effects. The
longer L-band wavelength of JERS-1 allows some penetration of the radar energy
through vegetation and other surface types.

2.7.5 Advanced Land Observation Satellite (ALOS-1)

Land Observation Satellite (ALOS) was launched on 24 January 2006. The ALOS
(renamed “Daichi”) has three remote sensing instruments: the Panchromatic
Remote-sensing Instrument for Stereo Mapping (PRISM) for digital elevation
mapping (DEMs), the Advanced Visible and Near Infrared Radiometer type 2
(AVNIR-2) for precise land cover observation and the Phased Array type L-band
Synthetic Aperture Radar (PALSAR) for day-and-night and all-weather land
observation and enables precise land cover observation and can collect enough data
by itself for mapping on a scale of 1:25,000, without relying on points of reference
on the ground. The Advanced Visible and Near Infrared Radiometer type 2
(AVNIR-2) operates in four spectral bands, viz. blue (0.42-0.50 pm), green (0.52—
0.60 um), red (0.61-0.69 um) and near-IR (0.76-0.89 um) with 10 m spatial
resolution. The PRISAM provides stereoscopic panchromatic (0.52-0.77 pm)
images of the Earth at 2.5 m spatial resolution. The PALSAR (L-band SAR),
another sensor, images the Earth at 10 and 100 m spatial resolution. The mission
was operational till 12 May 2011. A sample image captured by ALOS-PALSAR is
appended as shown in Fig. 2.34.

ALOS-2

The Advanced Land Observing Satellite-2 (ALOS-2), a follow-on mission of
ALOS-1 was launched on 24 May 2014. The PALSAR-2 aboard ALOS-2 is an
L-band Synthetic Aperture Radar (SAR) sensor, a microwave sensor that emits
L-band radio waves and receives their reflection from the ground to acquire
information.

The PALSAR-2 has three modes:

Spotlight mode: The most detailed observation mode with 1 by 3 m resolution
(observation width of 25 km).

Strip Map mode: A high-resolution mode with the choice of 3, 6 or 10 m
resolution (observation width of 50 or 70 km).
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Fig. 2.34 Izuoshima, an uninhabited volcanic island in Japan as viewed by ALOS-PALSAR

ScanSAR mode: A broad area observation mode with observation width of 350
or 490 km, and resolution of 100 or 60 m, respectively.

The imaging modes of ALOS-2 are shown in Fig. 2.35. It has only microwave
sensor (PALSAR-2) operating in 1.2 GHz (L-band) with several operational mode.
In spotlight mode the spatial resolution is 1-3 m (Table 2.11) (http://www.eorc.
jaxa.jp/ALOS/en/about/palsar.htm).

S
~"ScanSAR Mode

e N, -
- FBM#M ~ “‘-“’?«Bms

\\ P
_,,\.x.'Fine Resolution Mode (FB#1~#18)
e Polarimetric Mode (FB#1~#5) © JAXA

-

Fig. 2.35 The imaging modes of ALOS-2 mission (http://www.eorc.jaxa.jp/ALOS/en/about/
palsar.htm)


http://www.eorc.jaxa.jp/ALOS/en/about/palsar.htm
http://www.eorc.jaxa.jp/ALOS/en/about/palsar.htm
http://www.eorc.jaxa.jp/ALOS/en/about/palsar.htm
http://www.eorc.jaxa.jp/ALOS/en/about/palsar.htm
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2.7.6 Radarsat Missions

2.7.6.1 Radarsat-1

Launched on 4 November 1995, Radarsat-1 provided Canada and the world with an
operational radar satellite system capable of timely delivery of large amounts of
data. With 24-day repeat cycle Radarsat-1 acquired images of the Earth in the beam
modes given in Table 2.13 and Fig. 2.36. Radarsat-1 carries an advanced C-band
(5.6 cm), HH-polarized SAR with a steerable radar beam allowing various imaging
options over a 500 km range. Imaging swaths can be varied from 35 to 500 km in
width, with resolutions from 10 to 100 m. Viewing geometry is also flexible, with
incidence angles ranging from less than 20° to more than 50°. Although the
satellite’s orbit repeat cycle is 24 days, the flexibility of the steerable radar beam
gives Radarsat the ability to image regions much more frequently and to address
specific geographic requests for data acquisition. Radarsat’s orbit is optimized for
frequent coverage of mid-latitude to Polar regions, and is able to provide daily
images of the entire Arctic region as well as view any part of Canada within 3 days.
Even at equatorial latitudes, complete coverage can be obtained within 6 days using
the widest swath of 500 km.

2.7.6.2 Radarsat-2

Radarsat-2 was launched on 14 December 2007. It has a Synthetic Aperture Radar
(SAR) with multiple polarization modes. Its highest spatial resolution is 3 m with
100 m positional accuracy. The repeat cycle of Radarsat-2 is 24 days. Radarsat-2 is
follow on to Radarsat-1. It has the same orbit (798 km altitude Sun-synchronous

Extended
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| Satellite
X L\ Ground
L4 == =" Track
- e
4 ._,-—--'—"'- ™
‘.'.--_w_'______..e_-_-‘-_-:'_:_‘_..', e
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Fig. 2.36 Image acquisition modes of RadarsatlSAR (Credit: Canadian Space Agency) (http://
imaging.geocomm.com/features/sensor/radarsat1/) (Accessed on 21 July 2016)
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with 6 p.m. ascending node and 6 a.m. descending node). Radarsat-2 salient
features of different beam modes as in Table 2.12 are separated by half an orbit
period (~50 min) from Radarsat-1 (in terms of ground track it would represent
~ 12 days ground track separation). It is intended to fill a wide variety of roles,
including sea ice mapping and ship routing, iceberg detection, agricultural crop
monitoring, marine surveillance for ship and pollution detection, terrestrial defense
surveillance and target identification, geological mapping, land use mapping,
wetlands mapping, soil moisture estimation, and topographic mapping.

2.7.6.3 RADARSAT Constellation Mission (RCM)

The successor (and complementary) mission to RADARSAT-2 will be consisting
of three (small) spacecrafts (with a potential to increase the number to six). RCM is
an evolution of the RADARSAT programme with improved operational use of
SAR data and improved system reliability. The overall objective of RCM is to
provide C-band SAR data continuity for the RADARSAT-2 users, as well as
adding a new series of applications enabled through the constellation approach
(Fig. 2.37). Operating in C-band (5.405 GHz) with 100 MHz bandwidth SAR
on-board RCM will image the Earth at HH, VV and HV. HV and compact
polarimetry will provide 1 x 3 m spatial resolution in spotlight mode (Fig. 2.38)
(http://www.asc-csa.gc.ca/eng/satellites/radarsat/radarsat-tableau.asp).

2.7.7 Envisat

Environmental SATellite (ENVISAT) was launched into a Sun-synchronous polar
orbit at an altitude of 790 km (490 mi) [+10 km (6.2 mi)] on 1 March 2002
aboard. It orbits the Earth in about 101 min with a repeat cycle of 35 days. After
losing contact with the satellite on 8 April 2012, ESA formally announced the end
of Envisat’s mission on 9 May 2012. Envisat carried an array of nine Earth
observation instruments that gathered information about the Earth (land, water, ice

Table 2.12 Image acquisition modes of Radarsat-1 SAR instrument

Beam modes Nominal Swath Width Nominal resolution
(km) (m)

Fine resolution 45 8

Standard 100 30

Wide 150 30

ScanSAR narrow 300 50

ScanSAR wide 500 100

Extended high incidence 75 18-27

Extended low incidence 170 30



http://www.asc-csa.gc.ca/eng/satellites/radarsat/radarsat-tableau.asp
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Fig. 2.37 Artist’s rendition of the RCM imaging concept (image credit: MDA, CSA) (https:/
directory.eoportal.org/web/eoportal/satellite-missions/r/rcm)
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Fig. 2.38 Imaging modes of Radar Constellation Mission (RCM) (Credit: Canadian Space

Agency)

and atmosphere) using a variety of measurement principles. A tenth instrument,
DORIS, provided guidance and control. Several of the instruments are advanced
versions of instruments that were flown on the earlier ERS 1 and ERS 2 missions

and other satellites.


https://directory.eoportal.org/web/eoportal/satellite-missions/r/rcm
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2.7 Spaceborne Imaging Microwave Systems 107

Advanced Synthetic Aperture Radar (ASAR)

ASAR (Advanced Synthetic Aperture Radar) operates in the C-band in a wide
variety of modes. It can detect changes in surface heights with sub millimetre
precision. It served as a data link for ERS 1 and ERS 2, providing numerous
functions such as observations of different polarization of light or combining dif-
ferent polarization, angles of incidence and spatial resolutions. The characteristics
of ASAR instrument is shown in Table 2.13.

Other instruments aboard Envisat include AATSR (Advanced Along-Track
Scanning Radiometer), MERIS (Medium Resolution Imaging Spectrometer),
SCIAMACHY (Scanning Imaging Absorption spectrometer for Atmospheric
CHartographY), RA-2 (RadarAltimeter 2), MWR (Microwave Radiometer),
DORIS (Doppler Orbitography and Radiopositioning Integrated by Satellite),
GOMOS (Global Ozone Monitoring by Occultation of Stars), MIPAS (Michelson
Interferometer for Passive Atmospheric Sounding) and, ESA formally announced
the end of Envisat’s mission on 9 May 2012. The mission has been replaced by
the Sentinel series of satellites. The first of these—Sentinel 1A—was launched on
13 April 2014.

2.7.8 Radar Imaging Satellite (RISAT) Missions

So far, two missions have been launched. A brief detail of missions is presented
hereafter.

Table 2.13 Salient features of different beam modes of Radarsat-2 mission

Beam modes

Nominal swath width

Approximate resolution

(km) (m)

Selective polarization transmit H or V, receive H and/or V

Fine 50 10 x 9
Standard 100 25 x 28
Low incidence 170 40 x 28
High incidence 75 20 x 28
Wide 150 25 x 28
ScanSAR narrow 300 50 x 50
ScanSAR wide 500 100 x 100

Polarimetric transmit H and

V on alternate pulses/receive H and V on any pulse

Fine Quad-pol 25 11 x9
Standard Quad-pol 25 25 x 28
Selective single polarization transmit H or V, receive H or V
Ultra-Fine 20 3x3
Spotlight 18 3x1
Multi-Look fine 50 11 x9
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2.7.8.1 Radar Imaging Satellite (RISAT-2)

Radar Imaging Satellite-2 (RISAT-2) was launched on 20 April 2009 by the Indian
Space research organization. RISAT-2 with the Synthetic Aperture Radar
(SAR) sensor can provide images with 1 m resolution. It has a revisit period of 3 or
4 days and a repeat cycle of 14 days. The highly agile bus design, in combination
with the body-pointing parabolic dish antenna system, permits increased viewing
capabilities from the spacecraft. The spacecraft/antenna system may be dynamically
redirected to any direction of the flight path (i.e. in the cross-track as well as in the
along-track direction). Thus, a wide FOR (Field of Regard) within the incidence
angle range may be obtained on either side of the ground track for event monitoring
coverage. The multimode SAR is capable of high-resolution imaging in Spot (1 m),
Strip (3 m), Mosaic (1.8 m) and wide coverage (8 m) modes as in Table 2.14.

Strip Mode

The synthetic apertures are targeted on wide geographical swaths. The spacecraft
performs synchronous imaging and does not change its orientation during obser-
vations except for some small manoeuver to keep the imaging strip parallel to the
ground track. Squinted strip imaging is also possible.

Wide Coverage ScanSAR

The coverage of large strips is achieved by electronic beam steering. Three beams
are used in the nominal wide coverage mode, which create three footprints
(sub-swaths) in the target area. The ground resolution in this mode decreases since
the integration time is split up among the sub-swaths. The swath width can be
increased, by using more antenna beams. In principle, the swath width may get to
more than 100 km for some incidence angles. However, this reduces the ground
resolution to about 20 m.

Spotlight Mode

This focuses on specific, pre-assigned target. In spotlight, the spacecraft performs
mechanical steering to halt the antenna footprint in a specific target area. The longer
integration time over the spot target area yields an improved azimuth resolution.
The range resolution is achieved by adjusting the bandwidth to the incidence angle.

Table 2.14 Characteristics of ASAR sensor

Mode Polarization Incidence Resolution Swath
Alternating HH/VV, HH/HV, 15-45° 30-150 m 58—
polarization VV/VH 110 km
Image HH, VV 15-45° 30-150 m 58—

110 km
Wave HH, VV 400 m 5 x 5 km
Suivi global HH, VV 1 km 405 km
(ScanSAR)
Wavescan (ScanSAR) HH, VV 150 m 405 km
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The ability for spotlight imaging in squint allows for multi-look imaging without
any loss in resolution. To obtain a multi-look image of a given target area, a number
of spotlight images are observed, each at a different squint angle.

Mosaic Mode

The radar imager slews its focus on a number of spots in the same general target
area. The mosaic mode enables to extend the limited coverage of the spot mode by
using the electronic steering capability of XSAR. In mosaic mode, the radar beam
scans in the range direction while the mechanical manoeuvering advances the strip
line in the azimuth direction. Hence, this mode may also be interpreted as the spot
version of ScanSAR.

2.7.8.2 Radar Imaging Satellite (RISAT-1)

The Radar Imaging Satellite (RISAT-1), launched by Indian Space Research
Organization (ISRO) on 26 April 2012 was successfully placed in the polar
Sun-synchronous orbit of 536 km height. RISAT-1 carries a multimode C-band
(5.35 GHz) Synthetic Aperture Radar (SAR) as the payload with the capability of
imaging in HH, VV, HV, VH and circular polarizations. As it is a side-looking
active sensor, around 107 km of either side of the sub-satellite track comes under
non-imageable area for the orbit under consideration.

Imaging Geometry and Modes of Operation

RISAT-1 is operated in the following modes in different polarizations (Table 2.15).
In the absence of the emergency/user request, the default mode of collection will be
MRS descending, left looking, with dual polarization with a repeat cycle of 25 days
(Fig. 2.39).

2.7.9 Soil Moisture and Ocean Salinity Mission (SMOS)

Known as “Water Mission’, the Soil Moisture and Ocean Salinity (SMOS) mission
was launched on 2 November 2009 (Fig. 2.40). The mission with Sun-synchronous

Table 2.15 Imaging modes VHD mode number Radar mode Resolution (m)
of RISAT-2 SAR

1 Spot A 1

2 Spot B 1 x2

4 Strip 3

5 Super Strip 1.8

6 Wide C 8

8 Mosaicl 1

10 Mosaic3 3
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Fig. 2.39 RISAT-1 SAR
imaging modes
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Fig. 2.40 SMOS mission: An artist’s view (SMOS http://www.esa.int/Our_Activities/Observing_
the_Earth/SMOS/Instrument)

polar orbit and orbital period of 100 £ 15 min and local equator crossing time at
6:00 AM on ascending node has a repeat cycle of 23 days and a 3-day sub-cycle.
The main objective of SMOS mission is to demonstrate observations of sea surface
salinity (SSS) over oceans and soil moisture over land to advance climatologic,
meteorologic, hydrologic and oceanographic applications. The mission also aims at
providing observations over snow- and ice-covered regions, contributing to the
study of the cryosphere. The satellite carries a L-band (1.4 GHz.) radiometer known


http://www.esa.int/Our_Activities/Observing_the_Earth/SMOS/Instrument
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as Microwave Imaging Radiometer with Aperture Synthesis (MIRAS), which
provides the best sensitivity to variations of moisture in the soil and changes in the
salinity of the ocean, coupled with minimal disturbance from weather, atmosphere
and vegetation cover. In order to achieve the spatial resolution required for
observing soil moisture and ocean salinity, the laws of physics mean that to take
measurements in L-band, a huge antenna would have been required—too big for a
satellite to carry. To overcome this challenge, the antenna needed for MIAS has
been simulated through 69 small antennas, distributed over the three arms and
central hub of the instrument.

During the launch, the three deployable arms are folded up, but once SMOS is in
orbit each of the arms folds out into an unusual three-pointed star shape. Hence,
with a diameter of eight meters, MIRAS is often dubbed a ‘star in the sky’. The 69
antenna elements, called LICEFs, are antenna-receiver integrated units, each
measure radiation emitted from Earth’s surface at L-band. One LICEF antenna,
weighs 190 g, is 165 mm in diameter and 19 mm high.

The mission with Sun-synchronous polar orbit and orbital period of 100 £ 15
min and local equator crossing time at 6:00 AM on ascending node has a repeat
cycle of 23 days and a 3-day sub-cycle.

2.7.9.1 Measurement Principle

For optimum results, SMOS measures microwave radiation emitted from Earth’s
surface within the L-band (1.4 GHz) using an interferometric radiometer.
The SMOS radiometer exploits the interferometry principle, which by way of 69
small receivers measures the phase difference of incident radiation. The mission
approach is in Table 2.16. The technique is based on cross-correlation of obser-
vations from all possible combinations of receiver pairs. A two-dimensional
‘measurement image’ is taken every 1.2 s. As the satellite moves along its orbital
path each observed area is seen under various viewing angles. From an altitude of

Table 2.16 Salient features of SMOS mission

Instrument Microwave imaging radiometer using aperture synthesis—MIRAS
Frequency L-band (21 cm-1.4 GHz)

Number of receivers 69

Receiver spacing 0.875 lambda = 18.37 cm
Polarisation H & V (polarimetric mode optional)
Spatial resolution 35 km at centre of field of view

Tilt angle 32.5°

Radiometric resolution 0.8-2.2 K

Angular range 0-55°

Temporal resolution 3-days revisit at Equator

Instrument data rate 89 kbps H & V pol.

Source Kerr et al. (2001)
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around 758 km, the antenna views an area of almost 3000 km in diameter.
However, due to the interferometry principle and the Y-shaped antenna, the field of
view is limited to a hexagon-like shape about 1000 km across called the ‘alias-free
zone’. This area corresponds to observations where there is no ambiguity in the
phase difference. The MIRAS instrument has three main operational modes:
(i) Dual-polarization mode, in which all receivers are switched synchronously to
either H or V polarization; (ii) Full polarimetric mode, in which segments of the
array are switched according to a predefined sequence between H and V; and
(iii) Calibration modes, in which measurements of the internal load, the noise
diodes or the so-called “fringe washing function” are determined.

2.7.10 Soil Moisture Active Passive Mission (SMAP)

Launched on 13 January 2015 into a 680 km near-polar, Sun-synchronous orbit,
with equator crossings at 6 am and 6 pm local time SMAP provides global mea-
surements of soil moisture and its freeze/thaw state (Fig. 2.41). These measure-
ments are intended to be used to enhance understanding of processes that link the
water, energy and carbon cycles, and to extend the capabilities of weather and
climate prediction models. SMAP data will also be used to quantify net carbon flux

Fig. 2.41 SMAP mission: an artist’s view (http://smap.jpl.nasa.gov/data/)
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Table 2.17 Salient features SAR Radiometer
of SMAP-SAR and
- Frequency 1.2 GHz 1.41 GHz
radiometer
Polarizations VV, HH, HV V,H, U
Resolution 1.3 km* 40 km
Antenna Diameter 6 m
Rotation rate 14.6 rpm
Incidence angle 40°
Swath width 1000 km
Orbit Polar, Sun-synchronous
Local time ascending node 6 am
Altitude 670 km

#Over outer 70% of swath

in boreal landscapes and to develop improved flood prediction and drought mon-
itoring capabilities. The salient features of SMAP System characteristics are shown
in Table 2.17.

The SMAP instrument includes a radiometer and synthetic aperture radar
operating at L-band (1.20-1.41 GHz). The instrument is designed to make coin-
cident measurements of surface emission and backscatter, with the ability to sense
the soil conditions through moderate vegetation cover. The measurement swath
width is 1000 km, providing global coverage within 3 days at the equator and
2 days at boreal latitudes (>45° N). On 7 July 2015 SMAP-SAR stopped trans-
mitting data, and on 2 September 2015 NASA announced the amplifier failure. The
sensor is now no more functional.

2.8 Conlusions

In a quest to furthering our understanding about the Earth and its environment the
field spectroscopy was first used in the late fifties (Penndorf 1956). With the sub-
sequent scientific and technological advancements, the developments in sensors not
only in terms of the regions of the electromagnetic spectrum covered but also with
respect to spatial, spectral, radiometric resolutions have taken place. Such devel-
opments have catered to the requirements of the management of natural resources
and environment and infrastructure developments. More importantly, the improved
temporal resolution and global coverage, the ability of the sensors to measure the
atmospheric and oceanic phenomena has provided a very good handle to study the
various facets of hydrological and bio-geochemical cycles leading ultimately to
providing an insight into the phenomenon of the global climatic change. Though an
attempt has been made to provide an overview of the Earth-observing mission,
owing to a very large number of such missions, only a few important ones have
been covered. Nevertheless, it is hoped that such information will enable the readers
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to get insight into various aspects sensors and platforms and the modes of data
acquisition that may facilitate selection of the appropriate data for various
applications
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Chapter 3
Digital Image Processing

3.1 Introduction

An image may be defined as a two-dimensional function, f(X, y), where x and y are
spatial (plane) coordinates, and the amplitude of any pair of coordinates (X, y) is
called the intensity or grey level of the image at that point. When x, y and the
amplitude values of f are all finite, discrete quantities, the image is called a digital
image. In physical form, a digital image is a two-dimensional array of small areas
called pixels, or pels. The horizontal rows of pixels are called lines, and the vertical
columns of pixels are termed samples. Hence, the array consists of j lines running
from top to bottom and samples running from left to right. Because of this ordering,
the origin of a grid referencing system for a digital image is always the upper left
pixel, its coordinates are line 1, samplel (Fig. 3.1).

A digital image is a numeric translation of the original radiances received by the
sensor, forming a 2D array of numbers. Those values represent the optical prop-
erties of the area sampled within the field of view of the sensor. Numerical rep-
resentation is in the form of positive integers that are referred to as digital numbers
or simply DNs. Suitably formatted DN arrays are placed on suitable media
(Fig. 3.2). Digital numbers are first expressed as a code series of Bits (an abbre-
viation for binary digits). A bit cans only one of two absolute values, O or 1. Binary
digits become readable in a digital computer by a bistable (two-state) switching
device: switch ‘on’ signifiesl, switch ‘off” equals 0.

Digital image processing is the use of computer algorithms to perform image
processing on digital images. The objective of image analysis is to create accurate
image of an area viewed by satellite sensors (Purkis and Klemas 2011). Digital
image processing encompasses four major areas of computer operation; (1) Image
restoration or preprocessing—computer routines to correct a degraded digital
image to its intended form, usually a precursor to the steps that follow. (2) Image
enhancement—to improve the detectability of objects or patterns in a digital image
for visual interpretation. (3) Image classification—quantitative decision rules
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Fig. 3.1 Technical characteristics of digital image data (Adopted from Richards and Jia 2013)

classify or identify objects or patterns on the basis of their multispectral radiance
values (as such, the output is analogous to an image map requiring little or no visual
interpretation); and (4) Dataset merging—computer routines integrate multiple sets
of data from same location such that congruent measurements can be made. The
intent of this chapter is to provide a general overview of various aspects of image
processing. For detailed discussions on digital image processing and its mathe-
matical concepts, the readers may refer to Gao (2009); Swain and Davis (1978);
Richards (2013); Lillesand et al. (2008); Jensen (2007); Campbell and Wynne
(2011). Before proceeding further it would not be out of place to discuss about the
storage of digital images.

3.2 Data Storage Media

In the mid-1980s, '2- and “:-inch magnetic tapes with a data storage capacity of
1600 bytes per inch were commonly used for data distribution and even as media of
permanent storage. These tapes were gradually replaced by more compact magnetic
tapes such as 8 mm, Exabyte and DAT tapes in the early to mid-1990s. These
media had a much larger storage capacity (e.g., up to 1 GB) than '4- or Y-inch
tapes. Now these media have been replaced by much more advanced and reliable
media, such as compact disk (CD), digital versatile disk (DVD) and memory sticks
with a larger capacity than magnetic tapes, and improved reliability and flexibility.
The details of the storage media is dealt in detail by Gao (2009). A brief overview
of the storage media is given hereunder.
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Fig. 3.2 2D image of LISS-III red band (0.62-0.68 um) (fop) and its DN values dump (below)

3.2.1 Compact Disc (CDs)

Currently three major types of CDs, namely CD read-only memory (CD-ROM), CD
recordable (CD-R) and CD rewritable (CD-RW) are commonly used. With a data
storage capacity up to 1 GB, CD-ROM is a write-once-read-many storage medium
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that is compact, indelible and highly reliable with a life expectancy in excess of
30 years in a normal storage environment. The most common size is 670 MB.
Recently, two types of CD, viz. CD-R and CD-RW have been introduced.
However, once data is recorded on CD-R it becomes permanent and the media
cannot be used again. To overcome this limitation special rewritable compact discs
(CD-RW) have been developed.

3.2.2 Digital Versatile Disk (DVD)

Like a CD, a DVD is also an optical, read-only storage, recordable and rewritable
data storage media. It has the same physical dimension as a CD. With a thickness of
1.2 mm, a DVD has four storage capacity viz. 4.7, 8.54, 9.4 and 17.08 GB,
depending on the disk structure.

3.2.3 Memory Sticks

Universal Serial Bus (USB) memory sticks, also known as USB flash drives or pen
drives, are a recent addition to the vast range of storage media. They tend to have a
standardized physical size, typically 9-10 cm long by 2.5 cm wide by 1.2 cm thick. At
such a compact size, memory sticks are even more portable and less subject to physical
damage than a CD because it is encapsulated inside a plastic shield with no parts
moveable. The storage capacity of memory sticks usually ranges from 512 MB to
1 GB. Larger capacities such as 2 and 4 GB, and even up to 32 GB are also available.

3.3 Digital Data Format

A remote sensing image may be stored in one of many graphic formats depending
upon the image processing system being used. Since each image processing system
has its own proprietary data format. Till mid-1990s, digital remote sensing data was
recorded in magnetic tapes DATSs. The digital data was recorded in three formats,
namely band sequential (BSQ), band interleaved by lines (BIL) and band inter-
leaved by pixel (BPP). In case of (BSQ) format the DN values of all pixels in the
first band are arranged one after the another until the whole band is completed.
These are followed by the DNs of the second band and subsequently by the rest of
the spectral bands. In BIL the DNs are organized by lines instead of bands, alter-
nating consecutively the line for each band before starting with the next line of the
image. After DNs of line 1 in band 1 are arranged, the values for line 1 in band 2 are
placed, followed by line 1 of band 3 and so on until all the bands are completed.
Then line 2 of the first band, to continue in the same manner with the rest of the
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image lines. On the other hand, in BIP format, instead of DNs being alternated by
lines, they are arranged by pixels. Thus, the DN corresponding to the pixel of line 1,
column 1 and band 1 is followed by the DN corresponding to line 1, column 1 and
band 2, and line 1, column 1 and band 3, etc.

Now with the availability of new media for digital image data recording like
CDs, DVDs and pen drives, several new formats for data recording are in vogue.
There are four commonly used image formats: generic binary, Graphic Interchange
Format (GIF), Joint Photographers Experts Group (JPEG), and Tagged Image File
Format (TIFF). They are recognizable by most image processing systems, if not all
(Gao 2009).

3.3.1 Generic Binary

In the generic binary format, all image pixel values are represented as binary data of
0Os and 1s without header information. Each pixel is represented as a byte. Ancillary
image information, such as the number of rows and columns, and the number of
spectral bands, is stored in the header, separate from the image data.

3.3.2 GIF

GIF is a standard defining a mechanism for storing and transmitting satellite ima-
gery data (Fulton 2008). A GIF file is made up of several parts, including, a screen
descriptor, global colour map, image descriptor, local colour map, and finally raster
data (CompuServ 1987). Unlike the other components, the last three parts are
repeated many times. The screen descriptor contains all ancillary information about
the image, such as the number of bits used, image width and height, and back-
ground colour, and so on. Though optional, the global colour map is recommended
for accurately.

3.3.3 JPEG

Named after the group that originated it, the JPEG format is a popular and efficient
graphic format for storing images. Frame images of continuous tone in binary,
greyscale, or colour can be stored in JPEG. This format is particularly suited for
those images that must be reduced to a very small size through image compression.
There are three coding systems (Gonzalez and Woods 2002): (1) A lossy baseline
coding system that is adequate for most compression needs, (2) An extended coding
system for greater compression and (3) A lossless independent coding system for
reversible compression.
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3.3.4 TIFF and GeoTIFF

Developed by Aldus Corporation (1988), TIFF incorporates enough flexibility to
eliminate the need for or justification for proprietary imag formats. However,
proprietary information can still be stored in a TIFF image without violating the
intent of the format. TIFF is characterized by three distinctive features of being
extendable, portable and revisable. New image types can be added without inval-
idating older types. Besides, the addition of new informational fields to the format
will not affect the ability of older applications to read the images. This format,
independent of the platform and operating system, can be used as an internal one for
image editing and swapping. All TIFF images are made up of three components—
the header, the image file and the tag (Davenport and Vellon 1987). The 8-byte
image header contains information vital for the correct interpretation of the
remainder of the TIFF file. An image file directory consists of a 2-byte count of the
number of fields, followed by a sequence of 12-byte field entries, and a 4-byte offset
of the next image file directory, if present.

The GeoTIFF interchange standard is an extension of the popular TIFF format,
to support georeferenced remote sensing data (Ritter and Ruth 1997). This standard
unifies various internally represented transformations between raster data and the
reference coordinate frame, and guarantees accessibility to images stored in the
conventional TIFF format, as well as all additional data needed for georeferencing
or geocoding independent of the TIFF image data. With this metatag concept, only
six TIFF tags suffice to carry all georeferencing information, namely, cartographic
projection, geodetic datum, pixel size, image spatial coordinates, and any additional
information such as projected coordinate systems, without destroying the data
structure of files saved in the standard TIFF format. GeoTIFF is especially suitable
for processed remote sensing data.

3.4 Image Restoration

The image restoration operations aim to correct distorted or degraded image data to
create a more faithful representation of the original scene. This essentially involves
the initial processing of raw image data to correct for geometric distortions, to
calibrate the data radiometrically, and to eliminate noise present in the data. Image
restoration procedures are often termed preprocessing operations because they
normally precede further manipulation and analysis of the image data to extract
specific information. The nature of such procedures varies considerably depending
on the sensor used to acquire the image (e.g. digital camera, along-track scanner,
across-track scanner), platform (airborne vs. satellite), and total field of view.
Important image preprocessing steps include
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1. Radiometric correction of variations in the image resulting from environmental
conditions (e.g. haze) or sensor anomalies.

2. Geometric correction to compensate for the Earth’s rotation and for variations in
the position and attitude of the satellite.

3. Terrain correction of relief distortions with the help of digital elevation data.

4. Image enhancement techniques, which are used sometimes prior to image
classification to improve the visual interpretability of an image.

3.4.1 Geometric Correction

All remote sensing images are inherently subject to geometric distortions. These
distortions may be due to several factors, including: the perspective of the sensor
optics; the motion of the scanning system; the motion of the platform; the platform
altitude, attitude and velocity; the terrain relief; and the curvature and rotation of the
Earth. Geometric corrections are intended to compensate for these distortions so that
the geometric representation of the image will be as close as possible to the real world.
Most of these variations are systematic or predictable in nature and can be accounted
for by accurate modelling of the sensor and platform motion and the geometric
relationship of the platform with the Earth. Included in the category of systematic
distortions are: scan skew, mirror-scan velocity variations, panoramic distortions,
non-uniformity in platform velocity, Earth rotation and perspective. Besides, there are
other unsystematic, or random errors due to variations in platform’s altitude and
attitudes that cannot be modelled. Therefore, geometric registration of the images to a
known ground coordinate system must be performed (Levin 1999).

3.4.1.1 Correction for Systemic Distortions

Skewing

The eastward rotation of the Earth beneath the satellite during imaging resulting in
each optical sweep to cover an area slightly to the west of previous sweep is a major
source of geometric error. It is known as skew distortion. While processing the
image each successive scan line is offset to the west. The process is known as
deskewing.

Panoramic Distortion

Panoramic distortions arising due to non-verticality of the optical axis results in
squeezing at the image margins. A correction is necessary such that the horizontal
distance is given by

X = Htanf, (3.1)

where H is the flying height/altitude, x is the horizontal distance and 0 is the angle
of rotation, f the optical axis.
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This correction is especially necessary in case of aerial scanner and some of the
sensors like MODIS aboard Terra and Aqua missions and NOAA-AVHRR sensor
data with a wider field of view (FOV) which is typically about 50° (total angular
field of view 100°). The correction is sometimes applied during preprocessing; the
angle of rotation 0 is related to time and therefore X can be related to a time-base to
produce a geometrically rectified image. However, in spaceborne missions the angle
0 is very small (e.g. in Landsat MSS, 6 = 5.6°) due to the very high altitude, and
error can often be ignored.

Aspect Ratio Distortion

When the linear scales along the two rectangular arms of an image are not equal,
aspect ratio distortion occurs. This can arise for many reasons, e.g.
oversampling/undersampling, or variations in the V/H ratio of the sensor-craft. The
aspect ratio distortion due to design in sampling pattern is systematic in nature.

3.4.1.2 Correction of Nonsystemic Errors

The image distortions due to sensor-craft altitude and attitude variations can be
rectified by geometric corrections using ground control points (GCPs) by
co-registering the distorted image with the standard topographic maps or with
reference to an already geometrically rectified image. The process is termed as
georeferencing. The image correction is carried out only in x- and y-axis. The
distortions due to terrain’s relief (z-axis) is, however, not considered. This kind of
geometric error may not matter much in case of spaceborne satellite images with
coarse-to-medium spatial resolution, in which topographic relief-induced shift in
pixel position is negligible, or in applications in which precise geographic location
is not a primary concern, for instance, soil resources mapping. In urban and
infrastructure planning involving very high spatial resolution satellite imagery, the
geometric position of pixels needs to be determined accurately as well. Apart from
geometrical distortions along the x- and y-axis, the terrains’ topography-related
geometric distortions are also introduced in the image. The geometric corrections of
the image to remove terrain’s relief-related geometric distortions or topographic
relief-induced shift in pixel’s position is termed as orthorectification.

Image Orthorectification

In case of image georeferencing, necessary corrections are carried out in the hor-
izontal position (longitude-E latitude-N) of pixels without due consideration to their
elevation (H) on the ground. The orthorectification process takes into account the
minor shift in pixel position caused by topographic relief for achieving required
precision in geometric accuracy (Gao 2009).

It involves transforming a central perspective image into an orthogonal image by
removing positional displacement caused by topographic relief from the input
image, in addition to providing the ground coordinates for all pixels.
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Methods of Image Orthorectification

To begin, with a relationship between image coordinates (r, ¢) and the ground
coordinates (E, N, Z) is the established. A critical preliminary step in image
orthorectification is the construction of a DEM. The DEM should cover the same
geographic area as the image to be rectified, and preferably should have the same
spatial resolution. Such a relationship relies on the exterior and interior orientation
parameters (e.g. position and orientation) of the sensor, with the assistance of 3D
GCPs. Image orthorectification may be implemented non-parametrically or para-
metrically (Hemmleb and Wiedemann 1997). Nonparametric approaches such as
polynomial transformation and projective transformation are very similar to the 2D
polynomial-based image rectification except that the height of GCPs is also con-
sidered. No information on the sensor is utilized.

Contrastingly, the parametric approaches utilize the information on the interior
and exterior orientation of the sensor. The image coordinates of all pixels are
transformed to ground coordinates based on the information on the interior and
exterior orientation of the sensor. These approaches include differential rectifica-
tion, sensor-specific model rectification and Rational Functional Model
(RFM) rectification. Differential rectification refers to individual transformation of
pixel values from the input image to an distortion-free output image that has the
right geometry. Both sensor distortions and relief displacement are removed from
the rectified photographs and satellite images, which may be further refined using
GCPs. Through photogrammetric bundle adjustment, satellite images can be
orthorectified from satellite orbital parameters.

3.4.2 Radiometric Correction

The radiance measured by any sensor over a given object is affected by changes in
scene illumination, atmospheric conditions, viewing geometry and instrument
response characteristics, over measured radiation. These factors may lead to two
types of radiometric distortions in the measured brightness values of a pixel in an
image. First, the relative distribution of brightness over image in a given band can
be different to that in the ground scene. Second, the relative brightness of a single
pixel from band to band can be distorted compared with the spectral reflectance
character of the corresponding region on the ground. Both types can result from the
presence of the atmosphere as a transmission medium through which radiation must
travel from its source to the sensors, and also of instrumentation effects (Richards
and Jia 2006).

The intervening atmosphere between the sensor and the terrain affects the
radiance measured at any point in the scene in two contradictory ways. First, it
attenuates (reduces) the energy illuminating a ground object. Second, it acts as a
reflector itself, adding a scattered, extraneous ‘path radiance’ to the signal detected
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by a sensor. Thus, the composite signal observed at any given pixel location can be
expressed by

ET
Llot = pT +Lp7 (32)

where L, = total spectral radiance measured by sensor; p = reflectance of
object; E = irradiance on object; T = transmission of atmosphere; L, = path radi-
ance (All of the above quantities depend on wavelength).

Only the first term in the above equation contains valid information about
ground reflectance. The second term represents the scattered path radiance, which
introduces ‘haze’ in the imagery and reduces image contrast. The atmospheric
effects on brightness value measured by remote sensing systems with wider field of
view (FOV) and appreciable difference in atmospheric path length between nadir
and the extremities of the swath needs to be considered carefully. This will be of
significance, for example, with aircraft scanner and the satellite missions such as
NOAA. Because both Rayleigh and Mie scattering are wavelength dependent, the
effects of the atmosphere will be different in the different wavelengths of given
sensor system. In the case of the Landsat-8 Operational Linear Imager (OLI) the
blue band (0.45-0.52 pm) can be affected appreciably by comparison to the middle
infrared band (1.55-1.75 pum). This leads to a loss in calibration of the set of
brightness associated with a particular pixel. The type of radiometric correction to
be applied to any given digital image data set varies widely among sensors.

Correction of Atmospheric Effects

The radiometric correction operations to account for atmospheric degradation fall
into three broad categories. First are those procedures known as radiative transfer
code (RTC) computer models, which model the physical behavior of solar radiation
as it passes through the atmosphere (Campbell and Wynne 2011). A second
approach to atmospheric correction of remotely sensed images is based on exam-
ination of spectra of objects of known or assumed brightness recorded by multi-
spectral sensors. This approach is often known as ‘image-based atmospheric
correction’ because it aims at adjusting for atmospheric effect solely, or mainly,
from evidence available within the image itself. Some of the terrain features such as
a large water body or possibly shadows cast by clouds or by large topographic
features. In the infrared portion of the spectrum, both water bodies and shadows
should have brightness at or very near zero, because clear water absorbs strongly in
the near-infrared spectrum and because very little infrared energy is scattered to the
sensor from shadowed pixels (Campbell and Wynne 2011).

Such features are known as pseudo-invariant features. Therefore, any signal
observed over such an area represents the path radiance, and this value can be
subtracted from all pixels in that band.

This strategy for adjusting digital values for atmospheric degradation known
sometimes as the histogram minimum method (HMM) or the dark object sub-
traction (DOS) technique (Chavez 1975).
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The third approach—regression approach not only examines the brightness of
the objects within each scene but also attempts to exploit knowledge of interrela-
tionships between separate spectral bands. Chavez (1975) devised a procedure that
paired values from each band with values from a near-infrared spectral channel.
The Y intercept of the regression line is then taken as the correction value for the
specific band in question. Whereas the HMM procedure is applied to entire scenes
or to large areas, the regression technique can be applied to local areas (of possibly
only 100-500 pixels each), ensuring that the adjustment is tailored to conditions
important within specific regions. An extension of the regression technique is the
covariance matrix method (CMM) described by Switzer et al. (1981) which
examines the variance—covariance matrix, the set of variances and covariances
between all band pairs on the data.

Advanced Methods for Atmospheric Correction

For applications involving computation of radiance, for instance quantitative esti-
mation of various bio-physical parameters of vegetation, several models are
available which can be used for detailed correction of atmospheric effects. A few of
them are given below

MODTRAN

MODTRAN (MODerate resolution atmospheric TRANsmission) is a computer
model for estimating atmospheric transmission of electromagnetic radiation under
specified conditions. The most recent version is MODTRAN 5.2; an earlier system,
LOWTRAN, is now considered obsolete. MODTRAN estimates atmospheric
emission, thermal scattering and solar scattering including Rayleigh, Mie, single,
and multiple scattering, incorporating effects of molecular absorbers and scatterers,
aerosols, and clouds for wavelengths from the ultraviolet region to the far infrared.
It uses various standard atmospheric models based on common geographic loca-
tions and also permits the user to define an atmospheric profile with any specified
set of parameters. The model offers several options for specifying prevailing
aerosols, based on common aerosol mixtures encountered in terrestrial conditions
(e.g. rural, urban, maritime). Within MODTRAN, the estimate of visibility serves as
an estimate of the magnitude of atmospheric aerosols. See http://modtran.org www.
kirtland.af.mil/library/factsheets/factsheet.asp?id=7915.

ATCOR

ATCOR is a proprietary system for implementing atmospheric correction based on
the MODTRAN 4 model, developed by the German Aerospace Center (DLR) and
marketed under license by ReSe Applications Schldpfer (www.rese.ch/atcor/). It
provides separate models for satellite sensors (ATCOR 2/3), with small or moderate
fields of view sensors and low relief terrain, whereas ATCOR 4 is designed for
aircraft systems (including both optical and thermal instruments) and accommo-
dates more rugged terrain. It features options specifically tailored for many of the
more common satellite and aircraft sensors, extraction of specific band ratios, and
several measures of net radiation, surface flux, albedo and reflectance.
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Second Simulation of the Satellite Signal in the Solar Spectrum (6S)

Second Simulation of the Satellite Signal in the Solar Spectrum (6S); (Vermote
et al. 1997) simulates the signal observed by a satellite sensor for a Lambertian
target at mean sea level. The code is widely used in a variety of atmospheric
correction algorithms, including that developed for the MODIS surface reflectance
products and the atmosphere removal algorithm (ATREM) developed at the
University of Colorado at Boulder. 6S and MODTRANS, described above, are
among the most widely used radiative transfer models in remote sensing. Radiative
transfer is the physical phenomenon of energy transfer through a medium as the
electromagnetic radiation travels through the medium. It is affected by three
wavelength dependent processes, as follows: absorption (energy loss), scattering
(energy redistribution) and emission (energy gain). 6S presents a robust and vetted
solution to the radiative transfer equation. Among particularly important features of
the model are its ability to take into account (1) target altitude, (2) polarization by
molecules and aerosols, (3) nonuniform targets and (4) the interaction of the
atmosphere and the BRDF of the target. Further information can be obtained from
Vermote et al. (1997) and the user manual, available online at http://6s.1tdri.org and
Campbell and Wynne (2011).

3.4.3 Corrections for Solar Illumination Variation

In the case of satellite operating in the visible and near-infrared portion of the
spectrum, it is often desirable to generate mosaics of images taken at different times
or to study the changes in the reflectance of ground features at different times or
locations. In order to maintain the radiometry of adjacent scenes and to standardize
the spectral measurements made at varying viewing geometry it is usually necessary
to apply a Sun elevation correction and an Earth-Sun distance correction in such
applications.

The Earth-Sun distance correction is applied to normalize for the seasonal
changes in the distance between the Earth and the Sun. The Earth-Sun distance is
usually expressed in astronomical units (approximately 149.6 x 10° km). The
irradiance from the sun decreases as the square of the Earth-Sun distance. Ignoring
atmospheric effects, the combined influence of solar zenith angle and Earth-Sun
distance on the irradiance incident on the earth’s surface can be expressed as

Eycos6
E= %, (3.3)
where E = normalized solar irradiance; E, = solar irradiance at mean earth-sun
distance; 0y = sun’s angle from the zenith; d = earth-sun distance, in astronomical
units.

Alternatively, the correction is applied in terms of the Sun’s angle from the
zenith, which is simply 90° minus the solar elevation angle. Each pixel value is
divided by the cosine of the Sun’s angle from the zenith, resulting in the identical
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correction. In either case, the correction ignores topographic and atmospheric
effects.

Instrumental errors Radiometric errors within a band and between bands of a
sensor can also be caused by the design and operation of the sensor system.
Band-to-band errors from this source are normally ignored by comparison to
band-to-band errors from the atmospheric effects. However, errors within a band
can be quite severe and often require correction to render an image product useful.
The most significant of these errors is related to the detector system. The transfer
characteristics (radiation in, signal out) of an ideal detector should be linear so that
there is proportional increase and decrease of signal with detected radiation level.
However, it is not the case with the real detectors having some degree of nonlin-
earity and also gives a small signal out even when no signal is detected.
Historically, this is known as dark current and is related to the residual electronic
noise in the system at any temperature above absolute zero. It is called an ‘offset’.
The slope is called its transfer gain or just simply ‘gain’.

3.4.4 Noise Removal

Image noise is any unwanted disturbance in image data that is due to limitations in
the sensing, signal digitization or data recording process. The potential sources of
noise range from periodic drift or malfunction of a detector, to electronic inter-
ference between sensor components, to intermittent ‘hiccups’ in the data trans-
mission and recording sequence. Noise can either degrade or totally mask the true
radiometric information content of a digital image. Hence, noise removal usually
precedes any subsequent enhancement or classification of the image data. The
objective is to restore an image to as close an approximation of the original scene as
possible (Lillesand et al. 2004).

The nature of noise correction required in any given situation depends on
whether the noise is systematic (periodic), random, or some combination of the two.
For example, in case of sensors with push broom scanning mechanism systematic
striping or banding occurs. This stems from variations in the response of the
individual detectors used within each band. Such problems were particularly
prevalent in the collection of early Landsat MSS data. A few examples of
striping/band in Indian Remote Sensing satellite data are given here.

Image Destriping The radiometric distortions related to sensor failure show up as
striping. In case of push broom scanners the striping is vertical (i.e. along the
swath). Missing lines of data results in loss of a line(s) or row(s) of DN values. An
example of the occurrence of striping Landsat MSS data and the out after destriping
is shown in Fig. 3.3. It may be noted that the scan line with striping effect shows
higher DN values (shaded in DN values matrix). Another example is from
Resourcesat-2 Advanced Wide Field Sensor (AWiFS) data with a push broom
scanning system. The graphical representation of striping is shown in Fig. 3.4. In
the pixel dump the first and the fourth vertical lines have consistently lower values
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Fig. 3.4 Graphical representation of vertical striping (Courtesy National Remote Sensing Centre,
Indian Space Research Organization, Department of Space, Government of India)

(56-67) as compared to the two middle vertical lines. The zoomed version of the
striping is shown to the right side of the image. Visually the lines with striping
appear brighter as compared to the background. In general, the DN values are
consistently greater or lesser than the other detectors for the same band over the
same ground cover. This non-periodic vertical stripping is seen predominantly in
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Fig. 3.5 Resourcesat-2A WiFS image before (leff) and after vertical striping correction (right)
(Courtesy National Remote Sensing Centre, Indian Space Research Organization, Department of
Space, Government of India)

homogeneous, low contrast areas. The vertical striping in the Resourcesat-2
LISS-III image has been rectified by equalizing mean and variance of adjacent
vertical lines or by removing the related frequency zone in power spectrum
(Fig. 3.5).

Sometimes a group of ion detectors may develop the problem of malfunctioning
resulting thereby in the loss of data (brightness values). It appears as a vertical dark
band(s). Shown here is an example of vertical banding in the Resourcesat-2
LISS-III image (Fig. 3.6). It is termed as vertical banding, and has been corrected
by normalizing the look-up table (RADLUT).

Non-systematic/Random Noise

The non-systematic noise is characterized by non-systematic variations in grey
levels from pixel to pixel called bit errors. Such noise is often referred to as being
‘spiky’ in character, and it causes images to have a ‘salt and pepper’ or ‘snowy’
appearance. Bit errors are handled by recognizing that noise values normally
change much more abruptly than true image values. Thus, noise can be identified by
comparing each pixel in an image with its neighbours. If the difference between a

Fig. 3.6 Resourcesat-2 LISS-III image before (leff) and after vertical dark banding correction
(right) (Courtesy National Remote Sensing Centre, Indian Space Research Organization,
Department of Space, Government of India)
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given pixel value and its surrounding values exceeds an analyst-specified threshold,
the pixel is assumed to contain noise. The noisy pixel value can then be replaced by
the average of its neighbouring values. Moving neighbourhood or windows of
3 x 3 or5 x 5 pixels are typically used in such procedures.

Pixel dropouts/Line losses

Pixel or line dropouts occur when a detector either completely fails to function or
becomes temporarily saturated during a scan. This results in a line or partial line of
data with higher data values creating a horizontal streak until the detector recovers.
Sometimes these losses occur due to peak elevation. In case of pixel dropouts,
abrupt transition in radiance intensity (DN) value of a pixel or group of pixels from
its neighboring pixel DN values occurs. It can be seen in the image as black or
white dots in the relatively lighter or darker background.

Another line-oriented noise problem sometimes encountered in digital data is
line drop. In this situation, a number of adjacent pixels along a line (or an entire
line) may contain spurious DNs. This problem is normally addressed by replacing
the defective DNs with the average of the values for the pixels occurring in the lines
just above and below (Fig. 3.6). Alternatively, the DNs from the preceding line can
simply be inserted in the defective pixels (Figs. 3.7 and 3.8).

Data Saturation

Data saturation occurs when image is acquired in higher gain resulting thereby in a
very bright image. With a poor image contrast such an image is of little use in
deriving meaningful information on terrain features. For improving the image
contrast the DN value histogram is shifted towards higher side. This is due to lower
saturation radiance values for various gains. Some of the objects get saturated even
for lower gains. Image saturation is corrected by changing the gain values for
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Fig. 3.7 Graphical representation of pixel dropouts. Grey-level image (fop) and DN values dump
(below). Dropout pixels are shown in the box and corresponding DN values marked in red colour.
Note the exceptionally higher DN values (91 and 88) in dropout pixels (Courtesy National Remote
Sensing Centre, Indian Space Research Organization, Department of Space, Government of India)
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Fig. 3.8 IRS P6 LISS-III image before and after pixel dropouts correction (Courtesy National
Remote Sensing Centre, Indian Space Research Organization, Department of Space, Government
of India)

Fig. 3.9 Resourcesat-2 LISS-III image before (leff) and after (b) saturation correction and
corresponding histograms (Courtesy National Remote Sensing Centre, Indian Space Research
Organization, Department of Space, Government of India)

individual bands. Resourcesat-2 LI. SS-III band4 (0.77-0.86 um) image with DN
value saturation and subsequent correction is appended as Fig. 3.9.

Quantization Noise

During quantization of digital image data with narrow dynamic range of DN values
(e.g. 6 bit) when stretched to 8—10 bit quantization level, the difference in detec-
tors’ response is magnified resulting thereby in pixel break and discontinuity in
linear features. Quantization noise is minimized with adaptive filtering (Fig. 3.10).
Staggering

Staggering problem is due to the multi-array mis-registration. In some
high-resolution sensors design, odd-even detectors are separated in the focal plane.
This causes geometric distortion in data between the odd and even pixels of the
image (Fig. 3.11). Two-dimensional resampling is implemented for correction.
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Fig. 3.10 IRS-1D PAN image before (leff) and after quantization noise correction (right)
(Courtesy National Remote Sensing Centre, Indian Space Research Organization, Department of
Space, Government of India)

Fig. 3.11 Cartosat-2 PAN image before and after stagger correction (Courtesy National Remote
Sensing Centre, Indian Space Research Organization, Department of Space, Government of India)

3.5 Image Enhancement

The range of possible image enhancement and display options available to the
image analyst are virtually limitless. The enhanced images can be displayed
interactively on a monitor or they can be recorded in a hardcopy format, either in
black and white or in colour. There are no simple rules for producing the single
‘best’ image for a particular application. Often several enhancements made from the
same ‘raw’ image are necessary (Sabins 2000). The most commonly applied digital
enhancement techniques can be grouped into (1) Contrast manipulation, (2) Spatial
feature manipulation and (3) Multi-image manipulation (Lillesand and Kiefer
1994).
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3.5.1 Contrast Manipulation

Contrast manipulation or stretching is a process of modifying or enlarging the range
of pixel values in an input image in an attempt to improve its visual effectiveness or
quality. In this process the digital number (DN) value of every pixel in the image is
modified according to a predetermined function. It includes contrast enhancement
and density slicing. Both the operations are carried out for single-band images. It is
basically a histogram-based operation wherein a pixel’s DN value is modified
regardless of its neighbouring pixels’ values. Mathematically, contrast stretching is
expressed as

DNy = f(DNiy), (3.4)

where DN, = output DN in the contrast-stretched image, DN;, = DN of the same
pixel in the raw image f = transformation function through which contrast is
manipulated; it can be either linear or nonlinear.

3.5.2 Density Slicing

Also known as pixel-value thresholding, density slicing is virtually a process of
discretizing the continuously varying pixel values in the input band (Fig. 3.12).
Pixel values within a certain grey-level range are amalgamated into a single value in
the output image. The range of entire pixel values in the input image is reduced to a
few categories of values, each corresponding to a unique range of pixel values in
the input image. Thus, the potential number of pixel values is considerably reduced
in the sliced image. A unique colour may then be assigned to each newly created

Fig. 3.12 Landsat-TM band band 3image (leff) and density-sliced image (right)



136 3 Digital Image Processing

pixel value, converting a grey-level image into a pseudocolour one. In order to
produce a meaningful pattern for the phenomenon under study (e.g. concentration
levels of silt in near-shore water or bathymetry or pigment concentrations), the
thresholds for each discrete category must be carefully selected.

3.5.3 Linear Enhancement

The most common contrast modification operation is that in which the new (y) and
old (x) brightness values of the pixels in an image are related in a linear fashion, i.e.
so that

y = f(x) = ax+ b, (3.5)

where x is the old brightness value of a particular bar in the histogram and y is the
corresponding new brightness value (Richards and Jia 2006).

An image with poor contrast that has been enhanced using linear stretch is
appended as Fig. 3.13.

3.5.3.1 Piece-wise Linear Enhancement

The contrast of the same input image may be linearly stretched differently for
different pixel values in a piecemeal manner. Instead of a single stretching function
f for all DNs, a few linear functions are used for the stretching. Each function
segment has its own slope and is applicable to a specific range of digital numbers.

(a) (b)

Fig. 3.13 IRS-LISS-III bad-2 image (a) and contrast-stretched image (b) (Courtesy National
Remote Sensing Centre, Indian Space Research Organization, Department of Space, Government
of India)
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This is known as piecemeal linear enhancement. With the use of multiple
enhancement functions, it is possible to stretch the contrast of an image at different
pixel values. For instance, the contrast within a certain range of DN is artificially
enlarged just as in ordinary linear stretching, but the contrast over another DN range
is suppressed. Suppression of contrast over a DN range that falls outside the scope
of interest leaves more room to stretch the contrast over a wider range of DNs for
features of interest (e.g. water turbidity). Through sacrificing the information of
uninteresting features, features of interest are rendered more prominent in a
piecewise linearly stretched image than a single linear stretching.

3.5.4 Look-up Table

Look-up table is a method of adjusting the value of pixels in an input image based
on a purposely defined scheme, and is a means of visualizing the content of a single
image to maximize its effectiveness of communication. Contained in this scheme is
a series of arbitrarily but deliberately designed values corresponding to every
potential value in the input band. A look-up table is an effective way of visualizing
an image. If it is black and white, it can be easily rendered as a grey image, using
only one series of numbers. However, three series of numbers are needed for its
colour rendition. In each series of numbers, there is a unique correspondence
between an input value and the designated output value. However, the generation of
a meaningful and satisfactory visualization requires repetitive efforts in fine tuning
the output values for every given input value.

3.5.5 Nonlinear Stretching

The function fin Eq. (3.4) can be nonlinear. Similar to piecewise linear stretching,
nonlinear stretching allows some part of the input image to have a stretched
contrast while contrast in some other DN ranges is suppressed in the output image.
Unlike linear contrast stretching in which the contrast of an image is either enlarged
or reduced, both contrast stretching and contrast compression can be achieved in
one nonlinear stretching. Whether the contrast is stretched or suppressed depends
on the input DN value and the nonlinear function.

There are a number of nonlinear functions for contrast enhancement. Two
common examples are logarithmic and exponential functions. The logarithmic
function takes the following form:

DN ou) = log;oDNjy, (3.6)

The output of a logarithmic nonlinear stretch is appended as Fig. 3.14a.
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Fig. 3.14 Various types of contrast stretching: Standard FCC (a) logarithmic stretch (b),
exponential stretch (c¢), and histogram equalization stretch (d) (Courtesy National Remote Sensing
Centre, Indian Space Research Organization, Department of Space, Government of India)

In exponential contrast stretching, pixel values in the output image are adjusted
according to the following form:

DN gy = €N (3.7)

This exponential function has a base of e, Fig. 3.14b shows the output of an
exponential nonlinear stretch.
3.5.6 Histogram Equalization

The histogram of most images rarely has an equal distribution. It is more likely to
be bell-shaped. This kind of pixel value distribution suggests that the large majority
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of pixels are confined to a small range that is indicative of a low contrast. On the
other hand, few very extremely bright or dark objects are likely to occupy a wide
range of DNs. Consequently, there is an imbalance in the number of pixels at a
given DN value (Fig. 3.14c). This imbalance represents an inefficient allocation of
pixel DNs. Intuitively, the predominant pixels should be represented in a wider
range of DNs, so that the subtle spectral variations among them can be readily
differentiated. This imbalance is ideally rectified through histogram equalization.

3.5.7 Histogram Matching

The tonal inconsistency problem in preparing a mosaic from multiple images/air
photos can be eliminated or reduced to a lesser extent through histogram matching.
The principle underlying histogram matching is rearrangement of the pixel values
in a slave image (image for which the histogram is to matched) in such a way so as
to achieve a distribution approximately identical to that of the master image. If both
the master and slave images cover the same ground, the histogram can be created
from the entire scene. Otherwise, it has to be established from a subset of the image
common to both of them. The matching is accomplished by adjusting the pixel
value distribution of the slave image so that it mirrors that of the master image as
closely as possible. Two steps are involved in achieving this adjustment

e First, a cumulative histogram c(k) is constructed for both the master image and
the image to be adjusted using Eq. (3.8), just like in histogram equalization.

B =D FDN) =5 >, (3.8

where nj = number of pixels at grey level j and k = number of discrete grey levels.

e Second, a look-up table is constructed to determine the DN of pixels that should
be reassigned to other DN levels in order to achieve the desired distribution.

3.5.8 Spatial Filtering

Spatial filtering is a window-based image processing technique for altering the
input pixel values of an image based on its own value and the value of the pixels
surrounding it. It requires the use of a spatial mask known as a spatial filter.
Filtering is carried out to achieve several functions, such as image smoothing and
feature enhancement within a neighbourhood.
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3.5.9 Image Smoothing

It is also called low-pass filtering or low spatial frequency filtering. Low-pass
filtering is defined as infrequent greyscale changes that occur gradually over a
relatively large number of pixels distance. Image smoothing is a process of sup-
pressing noise in the input image that may arise during image acquisition and
transmission. Radiometric noises in an image are manifested as abnormally larger
or smaller pixel values than those in the neighbourhood. Since the genuine pixel
value is unknown, noise cannot be completely eliminated through image smooth-
ing. Instead, this noise is suppressed to a certain degree by dividing it among all
pixels within the kernel. There are several methods for suppressing the noise.
A common method is to replace the noise-infected pixel with the mean of all pixel
values inside the kernel (Fig. 3.15).

High-pass Filtering

Image filtering using an operand with differential weights is called high-pass fil-
tering, during which the difference between adjacent pixels is artificially enlarged.
Contrary to low-pass filtering, high-pass filtering attenuates low-frequency features
(Gonzalez and Woods 1992). As a result, high-frequency features, such as edges

(a) _ _ _ (b)

Fig. 3.15 Low-pass filtering of Landsat-8 OLI data. Original dat (a), 3 x 3 filter image (b),
5 x 5 filter image (c) and 7 x 7 filter image (d)
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between homogeneous groups of pixels and other sharp details, stand out. In
high-pass filtered images, large pixel values become larger and spatial frequency is
increased. A high-frequency kernel or high-pass kernel has the effect of enhancing
features of a high spatial frequency (Fig. 3.16).

Image Filtering in Frequency Domain

Apart from spatial domain, image filtering can also be implemented in the fre-
quency domain using the common method of Fourier transformation that operates
on a single band (e.g., greyscale image). The fundamental premise underlying this
transformation is that each row of image f{x) can be approximated by a series of
sinusoidal waves, each having its own amplitude, frequency and coefficient. The
transformed image can be described by the frequency of each wave form fitted to
the image and the proportion of information associated with each frequency
component (Mather 2004). In case of remote sensing images, this generalization
needs to be extended in two ways. First, the image is discrete instead of continuous,
thus the transformation is termed discrete Fourier transformation (DFT) (Gao
2009). The second extension is from 1D images to 2D images. A 2D image can be
considered to comprise many 1D rows of pixels. A 2D DFT can be devised by
combining many 1D DFTs. The basic steps for filtering in frequency domain are
given in Fig. 3.17. The Fourier transform of red band of Landsat-8 OLI image and
inverse of the transform as an image are appended as Fig. 3.18a, b, respectively.

(a) D)

Fig. 3.16 Histogram-equalized stretch
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Fig. 3.17 Basic steps for filtering in frequency domain

(a) (b)

Fig. 3.18 Fourier transform and inverse transformed image
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3.5.10 Edge Enhancement and Detection

An edge or linear feature is manifested as an abrupt change in DN along a certain
direction in an image. This direction is the orientation of that feature. The mani-
festation becomes an extreme of the first-order derivative or a zero crossing in the
second derivative. Edge detection can be based on such a discontinuity property by
tracing the maximum along the bound of an area. A few methods are available for
implementing edge detection and enhancement. This section introduces two of
them, self-subtraction and edge-detection templates. Edge enhancement through
image self-subtraction is based on the premise that non-edge features have a spa-
tially uniform value, in sharp contrast to edges that experience a drastic and usually
abrupt change in pixel value along a certain direction. A new image is created by
duplicating the existing one. If this newly created image is subtracted from the
source one, then nothing remains in the resultant image. In edge-detection template
method kernels with different sizes are used. The sum of all elements in a kernel is
zero. These zero-sum kernels smooth out areas of low spatial frequency (e.g.
absence of any edge), and results in a low output in areas of low spatial frequency.
In areas of high spatial frequency (e.g., the interface of homogeneous patches of
pixels), a sharp contrast results (Fig. 3.19).

3.6 Multiple Image Manipulation

The aforementioned enhancement techniques involve only a single band in the
input and in the output. In practice it is possible to generate a new image from
multiple images of the same area. Usually, these images are multispectral bands
from the same sensor obtained at the same time, covering an identical geographic
area. In case if images from different sensors or obtained from the same sensor at

(a) ‘_ (b)

Fig. 3.19 Raw image (a) and edge sharpened image (b)
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different times, the images need to be co-registered to the same coordinate system
and resampled to the same spatial resolution.

3.6.1 Band Ratioing

Band ratioing refers to division of DN values of one spectral band by another from
the same sensor, preferably obtained at the same time. The ratioing of one image by
another means the pixel value at the same location is divided by one another. After
division, all pixel values that are expressed as a ratio between 0 and 1 may have to
be rescaled to 0-255. Band ratioing is able to achieve several purposes, dependent
on the nature of the input bands. If the two bands are obtained at different times,
band ratioing is effective at detecting changes that have taken place during the
interval. In case the two spectral bands are from the same sensor, then this process
is effective at eliminating radiometric variations caused by topography (Fig. 3.20).

Fig. 3.20 A ratio image of IRS-LISS-III band4 (0.77-0.86 um) to band3 (0.62-0.68 pm)
(Courtesy National Remote Sensing Centre, Indian Space Research Organization, Department of
Space, Government of India)
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3.6.2 Vegetation Index (Components)

In two or more spectral bands of the same image. Originating from the same sensor,
both bands are acquired at the same time. This effectively ensures that their spatial
resolution is identical and they cover the same ground area. Vegetation indices
enhance the conspicuousness of vegetation through subtraction of one spectral band
from another because of the differential reflectance of ground features over different
wavelength ranges.

NDVI — RNIR — Rred

- : 3.9
RNIR + Rred (39)

where Rnir and R4 represent spectral reflectance at the near-infrared (0.73—
1.10 pm) and red (0.58-0.68 um) wavelengths, respectively (Holben 1986).

NDVI image generated from red and near IR band images of IRS LISS-III
images is appended as Fig. 3.21.

NDVI has found wide applications in quantifying vegetative cover on the
ground (Bryceson 1989), monitoring land surfaces and vegetation canopies, and
estimation of leave area index, in addition to estimating grass cover, vegetation
biomass and quantifying percentage grass cover. Multi-temporal NDVI data are
routinely used to study vegetation health and seasonal variations. With a number of
concurrently collected in situ samples, it is possible to convert radiometrically
calibrated satellite data into absolute cover densities on the ground via this index
(Zha et al. 2003).

Fig. 3.21 Standard FCC of IRS-LISS-III (a) and corresponding NDVI image (Courtesy National
Remote Sensing Centre, Indian Space Research Organization, Department of Space, Government
of India)
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3.6.3 Image Transformation

3.6.3.1 Principal Component Analysis

The individual spectral bands in the multispectral digital images generally do not
have unique DN values. There is always some spectral information that is common
to other spectral bands too. The issue of data redundancy is addressed by trans-
forming the raw data into another domain using principal component analysis
(PCA). It can be used to ascertain the information content of each multispectral
band and to identify the most informative bands; to reduce the number of bands
needed to represent most of the information contained in the original spectral bands,
and to increase spectral separability of certain spectrally adjacent classes that par-
tially overlap each other in the original spectral domain. An example of the prin-
cipal efficacy of principal component analysis of Landsat-8 OLI data in reducing
the dimensionality of multispectral image is appended as Fig. 3.22. The first
principal component (PC1) accounts for 76.74% of the variance (information
content) followed by PC2 and PC34 with variance values of 19.99 and 2.38%,
respectively. The rest of PCs have variance in traces. Thus, the first three PCs
account for 99.11% image variance. This fact is vividly clear from Fig. 3.22 that
out of seven principal components the first three PC images carry maximum image
information. Other components contains mostly noise.

3.6.3.2 Tasseled Cap Transformation

The Tasseled cap transformation or the Kauth-Thomas (1976) transformation, was
developed specifically for transforming the four Landsat MSS spectral bands
deriving information on vegetation and soils. Essentially, the Kauth-Thomas
transformation is a rotation of axes so that the differences among the pixels are more
distinguishable along the new axes (Fig. 3.23). Pixels in a triangle formed by the
four-band feature space represent vegetation at various stages growth. The Tasseled
cap transformation optimizes viewing the original satellite data in the feature space
for certain particular purposes (e.g. maximization of vegetation difference).
Through rearranging the content of the output bands, it is possible to highlight the
subtle variations in crop types. The four bands of Landsat-MSS data were rotated to
a new space defined by four axes ‘brightness,” ‘greenness,” ‘yellowness,” and
‘None-such.” Each axis represents a unique aspect of the object of study. The
brightness axis reflects mainly variations in soil reflectance. The greenness axis
reflects the variation in vegetation vigour. The yellowness axis is indicative of
vegetation that has reached maturity (Fig. 3.23). The last axis, still orthogonal to the
previous three axes that are mutually orthogonal to one another, accounts for noise
in the data not related to soil or vegetation conditions.
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(a) (b)

(c) (d)

Fig. 3.22 PC Images
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Fig. 3.23 Kauth—-Thomas
transformation (Adapted from FOLD QF GREEN STUFF
Kauth and Tomas 1976)
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3.6.3.3 Digital Image Fusion Techniques

Various researchers have proposed different digital image merging methods using
principal component analysis (PCA), intensity—hue—saturation (IHS) transforms,
Brovey transform, multiplicative transform, wavelet transform, a statistics-based
fusion currently implemented in the PCI Geomatica® software as special module,
named ‘pansharp’, back propagated neural networks (BPNN), high-pass filters
(HPF), smoothing filters or local mean matching method and a modified IHS
method (Nikolakopoulos, 2008). Of these three techniques, namely IHS, Brovey
and wavelet transformation are briefly described hereunder.

Intensity—Hue—Saturation (IHS) Transformation

The IHS colour transformation effectively separates spatial (I) and spectral (H, S)
information from a standard RGB image. Colour is defined precisely by three
parameters, hue (H), saturation (S) and intensity (I). Hue refers to a specific colour,
like red, green and blue. It is related to the wavelength of light. For instance, blue
light has a rough wavelength range of 0.4-0.5 pm. Saturation is defined as the
purity of a colour, or the ratio of colour pigment to grey. Intensity refers to
brightness of a colour.

The transformation of pixel values in the RGB space into values in the IHS space
requires the establishment of a new reference system. In this system hue is defined
as proportional to the degree of rotation about the achromatic point. Saturation is
defined as the length of a vector from the achromatic point to the point (R, G, B).
Intensity is the vector length from the origin (Fig. 3.24). After the establishment of
this system, RGB can be translated to IHS using the following algorithms (Carper
et al., 1990). There are two ways of applying the IHS technique in image fusion:
direct and substitutional. The first refers to the transformation of three image
channels assigned to I, H and S (Rast et al., 1991). The second transforms three
channels of the data set representing RGB into the IHS colour space which sepa-
rates the colour aspects in its average brightness (intensity).

Quantification of colour through the RGB to HIS transformation provides direct
control over accurate portray and representation of colours. This useful means of image
enhancement is good at fusing data from multiple sensors with the data of different
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(a) Green (b)

Red

250 v

(d)

Fig. 3.24 Models of IHS colour spaces: (a) The colour cube model (b) The colour cylinder model
(¢) The hexacone colour model, and (d) The spherical colour model (Adapted from Al-Wassai, 2011)

spatial resolutions from the same sensors like panchromatic band with 15 m spatial and
other spectral bands with 30 m resolution except for thermal bands data from
Operational Linear Imager (OLI) aboard Landsat-8 mission (Fig. 3.25a, b and d). It is
also possible to differentially contrast enhance the saturation and intensity components
before they are transformed back to RGB.

Wavelet Transformation/multi-resolution image pyramids

Wavelet transform is a tool that cuts up data or functions or operators into different
frequency components, and then studies each component with a resolution matched
to its scale (Daubechies, 1992). This definition leads to a time—frequency repre-
sentation of the data under investigation. In the case of images, it refers to a
so-called scale—space representation (Ranchin et al., 2001). In the wavelet trans-
forms (Mallat, 1989), the raw image is decomposed into a series of wavelets.
Initially, a ‘mother wavelet’ is selected, and a series of wavelet functions are then
derived from it by ‘dilation and translation,” so as to fit the spatial patterns in each
row of the image. The process is then repeated for each column of the image.
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(a) | M)

Fig. 3.25 A model of colour space (https://arxiv.org/arxiv/papers/1107/1107.4396.pdf) Accessed
on 2 July 2016

In the context of wavelet transform, ‘dilation’ refers to the stretching or com-
pression of the wavelet, so as to represent higher or lower spatial frequencies, while
translation refers to the repositioning of the leading edge of the wavelet. Hence, the
wavelet transform enables the input signal to be decomposed on the basis of a series
of elementary functions—known as wavelets. The output of the transform is


https://arxiv.org/arxiv/papers/1107/1107.4396.pdf
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subsequently used to recompose the original image, starting with the coarsest levels
of detail and progressing to finer levels of detail. Numerous wavelet functions have
been described, of which those by Daubechies (1992) are among the most widely
used for image compression.

For merging two images with different spatial resolution, their wavelet coeffi-
cients are determined and a transformation model can be derived to determine the
missing wavelet coefficients of the lower resolution image. Using these it is possible
to create a synthetic image from the lower resolution image at the higher spatial
resolution. This image contains the preserved spectral information with the higher
resolution. This method is called ARSIS, an abbreviation of the French definition
‘Amelioration de la Resolution spatiale par Injection de structures’ (Ranchin et al.,
1996). An example of the fusion of Landsat-8 OLI green, red, near IR and PAN
band data is appended as (Fig. 3.25¢).

Brovey Transformation

The Brovey transform was developed to visually increase contrast in the low and
high ends of an images histogram. That is, to provide contrast in shadows, water
and high reflectance areas such as urban features, desert terrain snow-covered areas.
It is a combination of arithmetic operations and normalizes the spectral bands
before they are multiplied with the panchromatic image (Hallada and Cox, 1983). It
is very useful for generating RGB images with a higher degree of contrast in the
low and high ends of the image histogram and for producing ‘visually appealing’
images. In contrast to the IHS method, the Brovey transformation method is a ratio
fusion technique that preserves the relative spectral contributions of each pixel, but
replaces its overall brightness by the high-resolution panchromatic image. The
Brovey transform is intended to produce RGB images, only three bands at a time.
Following formula is used in Brovey transformation:

DNB| new = [DNBI /DNB] -+ DNp; + DNB3] * [DNhigh res. image]
DNB2 new — [DNBZ/DNBI + DNB2 + DNB3} * [DNhighre& image] (310)
DNB3 new — [DNB3/DNB1 + DNB2 + DNB3} * [DNhigh res. image] 5

Where p = band (http://imagefusiontechniques.blogspot.com/#!) Accessed on 18
July 2016. An example of the fusion of Landsat-8 OLI green, red, near IR and Pan
band data is appended as Fig. 3.25c.

3.7 Image Classification

Classification involves labelling the pixels as belonging to particular information
classes using the spectral data available. There are two broad classes of classification
procedure: unsupervised classification and supervised classification. At times hybrid
approach involving both the (unsupervised and supervised classification) are used.
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3.7.1 Unsupervised Classification

Unsupervised classification is the definition, identification, labelling, and mapping
of spectrally homogenous classes. It is a mean by which pixels in an image are
assigned to spectral classes without the user having fore knowledge of the features
on the ground. The procedure is useful in determining the number and location of
the spectral classes into which the data falls and to determine the spectral class of
each pixel. These spectral classes are subsequently labelled with information classes
by the analyst by associating a sample of pixels in each class with available ref-
erence data, which could include maps and information from the ground visits
(Richards and Jia, 2006). Various methods, namely moving cluster analysis,
Iterative Self-Organizing Data Analysis (ISODATA), AMOEBA, Agglomerative
Hierarchical Clustering have been developed. A brief description of these
approaches follows. The details of these approaches can be found in Gao, (2009)
and Richrds and Jia (2006).

3.7.1.1 Moving Cluster Analysis

Also known as K-means clustering, the moving cluster analysis approach requires
the total number spectral classes (e.g. k) to be clustered from the input data.
Subsequently the computer arbitrarily selects this number of cluster centres or means
as the candidates. The distance of every pixel in the input image to each of the
candidate clusters is calculated. Of all the euclidean spectral distances calculated, a
pixel is assigned to a candidate cluster to which the spectral distance is the shortest.

3.7.1.2 Iterative Self-organizing Data Analysis (ISODATA)

The Iterative Self-Organizing Data Analysis Technique ISODATA) is very similar
to the K-means clustering method except for the fact that it has three additional
steps to optimize the clusters: (1) Deletion after a certain number of iterations, a
particular cluster may be deleted if its number of member pixels falls below the
pre-specified threshold, (2) Merging during clustering the spectral distance between
any two clusters is constantly monitored. They are merged if their spectral distance
falls within the predefined threshold, and (3) Splitting new clusters may be created
by splitting an existing cluster if its variance is too large or if it contains a large
contingent of pixels exceeding the specified threshold.

3.7.1.3 Agglomerative Hierarchical Clustering
In contrast to K-means clustering and its variants, the agglomerative hierarchical

grouping algorithm does not require specification of the number of clusters prior to
classification. Instead, all pixels present in an image are treated as potential clusters.
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The distance among all pixels is then calculated. Those pixels that have the shortest
spectral distance among themselves are considered to belong to one cluster. They
are merged to form a cluster if their distance falls below the specified threshold. The
means of all newly formed clusters are then calculated, and these clusters are treated
as individual pixels in subsequent calculation of spectral distance between any two
clusters, or from one cluster to individual pixels. This process continues until all
pixels belong to one cluster.

3.7.14 Histogram-Based Clustering

Histogram-based image clustering relies on an n-dimensional (n being the number
of spectral bands used) graphic histogram constructed from the input data. A local
peak in this histogram represents a cluster.

3.71.5 AMOEBA

AMOEBA classification operates in the manner of usual unsupervised classifica-
tion, with the addition of a contiguity constraint that considers the locations of
values as spectral classes are formed (Bryant, 1979). A tolerance limit that governs
the diversity permitted as classes are formed needs to be specified. As a class is
formed by a group of neighbouring pixels, adjacent pixels belonging to other
classes are considered as prospective members of the class if it occurs as a small
region within a larger, more homogeneous background. If the candidate pixel has
values that fall within the specified tolerance limits the pixel is accepted as a
member of the class despite the fact that it differs from other members. Thus
locations as well as spectral properties of pixels form classification criteria for
AMOEBA and similar algorithms.

3.7.2  Supervised Classification

In contrast to unsupervised classification where classification is performed without
a priori knowledge of the information classes, supervised classification uses sam-
ples of known identity to classify pixels of unknown identity. Samples of known
identity are those pixels located within training areas, or training fields—a group of
image pixels with known ground cover or information class.

3.7.2.1 Parallelepiped Classification

Parallelepiped classification, sometimes also known as box decision rule, or
level-slice procedures, is based on the ranges of values within the training data to
define regions within a multidimensional data space. The spectral values of



154 3 Digital Image Processing

unclassified pixels are projected into data space. Those spectral values that fall within
the regions defined by the training data are assigned to the appropriate categories. The
procedure can be extended to as many bands, or as many categories, as necessary. In
addition, the decision boundaries can be defined by the standard deviations of the
values within the training areas rather than by their ranges. Advantages of this pro-
cedure for classification are accuracy, directness and simplicity. Some of its disad-
vantages are mixing of information classes and training sets may underestimate actual
ranges of classification thereby leaving large areas unclassified.

3.7.2.2 Minimum Distance Classification

Minimum distance classification uses the mean values of the spectral data that form
the training data as a means of assigning pixels to informational categories. The
spectral data from training fields can be plotted in multidimensional data space in
the same manner illustrated previously for unsupervised classification. Values in
several bands determine the positions of each pixel within the clusters that are
formed by training data for each category. These clusters may appear to be the same
as those defined earlier for unsupervised classification. However, in unsupervised
classification, these clusters of pixels were defined according to the ‘natural’
structure of the data whereas in minimum distance classification, these groups are
formed by values of pixels within the training fields defined by the analyst. Each
cluster can be represented by its centroid, often defined as its mean value.

3.7.2.3 Maximum Likelihood Classification

The inherent assumption of the maximum likelihood classifier is Gaussian distri-
bution or normal distribution of the data to be classified. Such a situation seldom
encountered in case of natural features. The classification strategies considered thus
far do not consider variation that may be present within spectral categories and do
not address problems that arise when frequency distributions of spectral values from
separate categories overlap. The maximum likelihood classification uses the training
data as a means of estimating means, variance and covariances of the classes, which
are then used to estimate the probabilities. Maximum likelihood classification
considers not only the mean, or average, values in assigning classification but also
the variability of brightness values in each class. Using maximum likelihood
decision rule, it is possible to quantitatively consider several classes and several
spectral channels simultaneously, which makes it a powerful classification tech-
nique (Fig. 3.26). For details readers may refer Richards (2013).

3.7.2.4 Classification and Regression Tree Analysis

Classification and regression tree analysis (CART; Lawrence and Wright, 2001)
allows the incorporation of ancillary data into image classification processes. Tools
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Fig. 3.26 Maximum likelihood classification. Training sets identified in FCC image during
classification (leff), and classified image (right)

for applying CART are available in many statistical packages, which then can be
employed in image processing packages. CART requires accurate training data,
selected according to usual guidelines for training data delineation, but does not
require a priori knowledge of the role of the variables. An advantage of CART,
therefore, is that it identifies useful data and separates them from those that do not
contribute to successful classification. CART applies a recursive division of the data
to achieve certain specified terminal results, set by the analyst according to the
specifics of the particular algorithm employed.

In a CART analysis, the dependent variable is the menu of classification classes,
and the independent variables are the spectral channels and ancillary variables.
Application of CART is sensitive to variations in number of pixels. It performs best
when number of pixels in training data sets are approximately equal.

3.7.2.5 Fuzzy Clustering

In the conventional classification approaches each pixel is labelled with a single
label (category/class), and the output is a single image labelled with the identity of
the hardened class. It is well known, however, that many processes contribute to
prevent clear matches between pixels and classes. Therefore, the focus on finding
discrete matches between the pixels and informational classes ensures that many
pixels will be incorrectly or illogically labelled.

The fuzzy logic applies a different classification logic in order to alleviate the
limitations of hard classifiers. Membership of a given pixel to information class
grades typically from O (non-membership) to 1.0 (full membership), with
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Fig. 3.27 (a) Original image of GeoEye covering part of Hobart city Australia; (b) Classified
using crisp borders; (¢) Classified using fuzzy functions. Red, green, magenta, blue and yellow

colours represent shadow, vegetation, building, road and bare land classes, respectively (Jabari and
Zhang, 2013)

intermediate values signifying partial membership in one or more other classes.
A fuzzy classifier assigns membership to pixels based on a membership function. In
case of remote sensing data classification, membership functions are derived from
experimental (i.e. fraining) data for each specific scene to be examined.
A membership function describes the relationship between class membership and
brightness in several spectral bands. Programs designed for remote sensing appli-
cations provide the ability to adjust the degree of fuzziness and thereby adjust the
structures of classes and the degree of continuity in the classification pattern
(Bezdek et al., 1984). An example from Hobart city, Australia using GeoEye data is
shown in Fig. 3.27.

3.7.2.6 Artificial Neural Networks

Artificial neural networks (ANNs) are computer programs that are designed to
simulate human learning processes through establishment and reinforcement of
linkages between input data and output data. It is these linkages, or pathways, that
form the analogy with the human learning process in that repeated associations
between input and output in the training process to reinforce linkages, or pathways,
that can then be employed to link input and output in the absence of training data.

ANNGs are often composed of three elements viz., input layer, output layer and a
hidden layer. An input layer consists of the source data, which in the context of
remote sensing are the multispectral observations, perhaps in several bands and
from several dates. The output layer consists of the classes required by the analyst.
During the training phase, an ANN establishes an association between input and
output data by establishing weights within one or more hidden layers (Fig. 3.28).

In the context of remote sensing, repeated associations between classes and
digital values (DN values), as expressed in the training data, strengthen weights
within hidden layers that permit the ANN to assign correct labels when given
spectral values in the absence of training data. Further, ANNs can also be trained by
backpropagation (BP). If establishment of the usual training data for conventional
image classification can be thought of as ‘forward propagation’, then BP can be
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Fig. 3.28 The concept of an Hidden
artificial neural network. Each N
circular node represents an (
artificial neuron and an arrow
represents a connection from
the output of one neuron to
the input of another

Input | |

thought of as a retrospective examination of the links between input and output data
in which differences between expected and actual results can be used to adjust
weights. This process establishes transfer functions, quantitative relationships
between input and output layers that assign weights to emphasize effective links
between input and output layers. For example, such weights might acknowledge
that some band combinations may be very effective in defining certain classes and
others effective for other classes. In BP, hidden layers note errors in matching data
to classes and adjust the weights to minimize errors.

3.7.2.7 Contextual Classification

The image texture usually refers to spatial interrelationships among unclassified
pixels within a window of specified size, whereas context is determined by posi-
tional relationships between pixels, either classified or unclassified, anywhere
within the scene (Gurney and Townshend, 1983; Swain et al., 1981). Although
contextual classifiers can operate on either classified or unclassified data, it is
convenient to assume that some initial processing has assigned a set of preliminary
classes on a pixel-by-pixel basis without using spatial information. The function of
the contextual classifier is to operate on the preliminary classification to reassign
pixels as appropriate in the light of contextual information. Context can be defined
in several ways. In each instance the problem is to consider the classification of a
pixel or a set of pixels (represented by the shaded pattern) using information
concerning the classes of other related pixels.
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3.7.2.8 Object-Oriented Classification

Object-oriented classification applies a logic intended to mimic some of the higher
order logic employed by human interpreters, who can use the sizes, shapes and
textures of regions, as well as the spectral characteristics used for conventional
pixel-based classification. It is a two-step process, viz. segmentation and classifi-
cation. Each step is composed of many intermediate processes. The segmentation of
the image involves identification of the edges of homogeneous patches that sub-
divide the image into interlocking regions based on the spectral values of their
pixels, as well as analyst-determined constraints. Segmentation is implemented
hierarchically—regions are defined at several scales that nest within each other.
These regions are the ‘objects’ of objected-oriented classification. These regions
form the ‘objects’ indicated by the term object oriented, to be classified.

The second process is classification, using conventional classification proce-
dures, usually nearest-neighbour or fuzzy classification. Each object or region is
characterized by the numerous properties developed as a result of the segmentation
process that can then be used in the classification process. The analyst can examine
and select those properties that can be useful in classification. An example of
object-oriented classifier is given as Fig. 3.29.

(@ M)

Fig. 3.29 Object-oriented classification. Raw Resourcesat-2 LISS-IV data (a), segmented image
(b) and classified image (c). Blue colour represents fallow/barren land and different shades of grey
background (Courtesy National Remote Sensing Centre, Department of Space, Government of
India) (Color Online)
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3.7.2.9 Iterative Guided Spectral Class Rejection

Iterative guided spectral class rejection IGSCR) (Wayman et al., 2001; Musy et al.,
2006; Phillips et al., 2009) is a classification technique that minimizes user input
and subjectivity characteristic of many other image classification approaches. The
approach is based on training data, provided by the analyst, that represent the
classes of interests and the application of unsupervised classification strategies. The
unsupervised classification groups pixels together to define uniform spectral clas-
ses; IGSCR then attempts to match the spectral classes to classes (information class)
as defined by the training data.

The IGSCR algorithm evaluates each of the spectral classes with respect to the
training data and accepts or rejects each spectral class based on the closeness of
each spectral class to the training data. The spectral classes that do not meet set
thresholds (often 90% homogeneity, with the minimum number of samples deter-
mined by a binomial probability distribution) are rejected. Rejected pixels are
regrouped into new spectral classes and again considered during the next iteration.
The rejection process ensures that (i) all pixels that enter the classification meet
criteria set by the analyst and omits others at each iteration, and (ii) all classes in the
final classification will meet the analyst’s criteria for uniformity. Classification
process continues until user-defined criteria are satisfied. Those remaining pixels
that cannot meet criteria to enter the classification are left unclassified. The version
described by Wayman et al. (2001) was designed to implement a binary (two-class)
classification decision, such as forest—nonforest. The authors have since developed
a multiclass version.

3.7.2.10 Other Classifiers

Apart from digital image classifiers mentioned here there are other classifiers used
for classification of digital remotely sensed data. These include decision tree
classifier, support vector classifier, classification of mixed pixels, integrated anal-
ysis of remote sensing and legacy data and multi-temporal image analysis for
change analysis. Readers may refer to Gao (2009) and Richards (2013) for details
of these techniques.

3.8 Accuracy Assessment

The digital analysis and visual interpretation of satellite/aerial images is employed
to generate information on various themes like mineral resources, forest resources,
land use/land cover, soil resources. The maps, thus prepared, are used for various
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purposes including sustainable agriculture, urban planning, land use planning, etc.
These activities call accurate information in terms of the theme and position or
location and themes. There are two terms accuracy and precision which generally
used interchangeably. Accuracy refers to the closeness of a measured value to the
actual (true) value whereas precision indicates closeness of the measured values to
each other. Positional accuracy determines how closely the position of discrete
objects shown on a rectified image (map) or in a spatial database agree with the true
position on the ground, while thematic accuracy refers to the non-positional char-
acteristic of a spatial data entity, the so-called attributes (which are derived from
radiometric information). Positional accuracy determines how closely the position
of discrete objects shown on a map, or a spatial database agrees with the true
position on the ground (Zanin and Vieira 2012).

Accuracy is determined empirically, by selecting a sample (desirably an inde-
pendent random sample) of pixels from the thematic map and checking their labels
against classes determined from reference data, desirably collected during field
visits or ground truth collection mission.

Often reference data is referred to as ground truth, and the pixels selected for
accuracy estimation are called testing pixels. From these checks the percentage of
pixels from each class in the image labelled correctly by the classifier can be
estimated, along with the proportions of pixels from each class erroneously labelled
into every other class. These results are then presented in tabular form, often
referred to as a confusion or error matrix or contingency matrix (Table 3.1).

The table represents the number of ground truth pixels, in each case, correctly
and incorrectly labelled by the classifier. Generally, the average of the percentage of
correct classification is taken and it is regarded as the overall classification accuracy
(in this case 83%). Although a better measure of accuracy would be weight, the
average is according to the areas of the classes in the map. Inaccuracy in thematic
maps are due primarily to types of errors. The errors of omission which correspond
to those pixels belonging to the class of interest that the classifier has failed to
recognize, whereas the errors of commission are those that correspond to pixels
from other classes that the classifier has labelled as belonging to the class of
interest. The former refer to columns of the confusion matrix, whereas the latter
refer to row (Richards and Jia 2006).

Table 3.1 Illustration of a confusion matrix

Thematic classes Reference classes Total
Cropland Forests Water bodies

Cropland 30 5 4 39

Forests 15 38 7 60

Water bodies 5 2 40 47

Number of reference classes 50 45 51 146
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Overall classification accuracy refers to the number of correctly classified pixels
in all classes with respect to total number pixels in a thematic map. The number of
correctly classified pixels is the sum of the diagonal entries (also called the trace).
Dividing this value by the total number of pixels examined gives the proportion of
samples that have been correctly classified. For example, in Table 3.1 the overall
accuracy can be computed as

4 1
w — _ﬁ x 100 = 73.97%

Overall accuracy = 146 = —Tag

However, the overall accuracy does not provide any indication of the magnitude
of the error contributed by individual classes, and also whether the error is due to
commission or omission. To address this issue there two other measures of accu-
racy, viz. producer’s accuracy or error of omission and user’s accuracy or error of
commission.

When the total number of correct pixels in a category is divided by the total
number of pixels that were classified in that category, then this result is a measure of
commission error. This measure is, called ‘user’s accuracy’ or reliability. In this
example, out of 45 pixels (column total) belonging to category forests, 38 have
been correctly classified. Hence producer’s accuracy (Congalton and Green 1999)
is 38/45 = 84.44%. While referring to Table 3.1 again we note that out of 60 (row
total) pixels mapped as forests only 38 pixels have been correctly labelled. This
represents 38/60 = 63.33% of the ground truth pixels for the class. This is referred
to as user’s accuracy or error of commission. An overview of the classification
accuracy of remotely sensed data can be found in Congalton and Green (1999) and
Foody (2002).

Kappa coefficient (Khat) is another measure of map accuracy (Congalton and
Green 1999).

Nzr:xii— i(xi—k)(x—i—i)
K="= = , (3.11)
N 2—§(xi+)(x+i)

where ‘r’ is the number of rows in the matrix, xii is the number of observations in
row i and column i (the ith diagonal elements), xi+ and x+i are the marginal totals of
row ‘r’ and column i, respectively; and N is the number of observations.
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3.9 Conclusion

The spectral measurements made by air-and spaceborne sensors suffer from
inherent geometric and radiometric distortions due to sensors and platform-related
characteristics. Several techniques have been developed to process these spectral
measurements in order to create a more faithful representation of the original scene.
Once spectral measurements are corrected for their radiometric and geometric
distortions, various image manipulation techniques are applied to improve the
detectability of the features of interest while analysing these data. An attempt has
been made in this chapter to provide a brief overview of various facets of digital
image processing including image restoration, image enhancement/transformation
and image classification/analysis that are commonly used today. The kind of pro-
cessing step (s) required for a given region and application needs to decided by the
image analyst. With regard to digital image analysis, several methods are available
now. However, Gaussian maximum likelihood continues to be the most commonly
used classier. Which classifier is most suitable for a particular application is very
difficult to decide due to variations in terrain conditions and the complexity of a
particular theme. Continued developments in the field of digital image processing
may introduce newer and more efficient techniques that may help in deriving more
meaningful information on natural resources including soils and environment.

In the context of soil resources mapping through digital analysis of remotely
sensed data, the spectral information that is provided by the air-and spaceborne
spectral measurements from the soil surface is not adequate since characterizing
soils the information on third dimension is also required. For improving the
accuracy soil resources maps the information on factors of soil formation, viz.
lithology, landforms and vegetation cover need to be suitably integrated along with
spectral information in the image analysis algorithm. Furthermore, towards digital
soil mapping endeavour (discussed in Chap. 7), further research is required to
operationalize the Classification and Regression Tree Analysis (CART) approach.
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Chapter 4
Image Interpretation

4.1 Introduction

The term interpretation is derived from old French term interpretation or Latin
interpretatio(n), and from the verb interpretari, literally means the action of
explaining the meaning of something. In the context of remote sensing it is used to
indicate deriving information from an image or aerial photographs. From our
childhood we have been practicing photo-interpretation in our day-to-day life, be it
our own photograph, natural scene, animal’s or bird’s photos, for instance. Using a
photo-element or a combination of several photo-elements we are able to recognize
and identify the features. What is a photograph or an image? Basically, it is a faithful
record of reflected/scattered or emitted electromagnetic radiation. In the context of
remote sensing of Earth resources, the reflected/scattered/emitted electromagnetic
radiation that is captured by the sensors aboard aircrafts/satellites contains the
information about Earth’s features, viz. vegetation, soils, water bodies, settlements,
etc. As mentioned in Chap. 3 reflected/emitted/scattered electromagnetic radiation is
recorded as integer digital values (digital numbers or DN values) representing the
intensity of radiation. The higher the intensity of reflected/emitted/scattered radia-
tion, the higher the DN values. The array of DN values is organized in x-and y-axis
in the form of an image. The term image refers to digital images acquired using
airborne or spaceborne sensors.

The image could be a soft copy which could be analysed in an image analysis
system or a hard copy (photograph/image) that could be interpreted by a human
interpreter. The former is called image analysis or computer-assisted/aided digital
analysis wherein the DN value (spectral reflectance/emittance) is converted into an
information class, viz. different types of soils/land cover features. Information on
Earth’s features could also be derived by visual interpretation of image or pho-
tographs by human interpreter. Whether a satellite image or aerial photograph, as
long as DN values are not translated in terms of information class, it remains only
data, and after its interpretation or analysis it becomes information. The act of
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converting data into deriving information on an object or a group of objects or
natural resources from images by a human interpreter is called image interpretation.

Until early 70s only aerial photographs were available. Efforts were therefore
directed to develop the techniques of photo-interpretation/photographic interpreta-
tion. Photographic interpretation can be defined as ‘the act of examining photo-
graphic images for the purpose of identifying objects and judging their significance’
(Colwell 1997). There is another term called photo-reading, which is concerned
only with identification of features or objects. In fact, photo/image interpretation
encompasses both reading the lines and reading between the lines. In addition to
spatial expanse of various terrain features, the information on terrain’s relief, i.e.
height or depth, could also be derived the image or air photos. For the purpose of
interpretation, hard copies of aerial photographs and satellite images are generally
used. However, with the advancements in the image analysis techniques, it is now
possible for a human interpreter to display the images on-screen and derive the
information on the objects or features of interest. This approach offers several
advantages over interpretation of hard copy images. First, in case of multiband or
multi spectral photographs or multi spectral images, several band combinations
(three bands at a time) could be displayed, and the full advantage of multi spectral
or multichannel data can be realized in deriving thematic information on Earth’s
features. Features that are not discernible in a particular band combination could be
delineated in another band combination. Furthermore, working in digital domains
offers the advantage of applying several image enhancement/transformation tech-
niques for improving the discernibility of certain terrain features otherwise not
detectable. Apart from flexibility of using several image enhancement and trans-
formation techniques to improve the image contrast and the interpretability of the
image, other ancillary information like digital elevation model (DEM), topographic
information and relevant existing maps could also be used as additional spectral
bands for deriving improved information on the features of interest including nat-
ural resources and environment. A digital elevation model (DEM) is a digital model
or 3D representation of a terrain’s surface—commonly for a planet (including
Earth), moon or asteroid—-created from terrain elevation data.

We draw inferences from whatever we see around and in panchromatic or colour
photographs/images or videos by using our intuitive knowledge and experience.
However, the interpretation of remotely sensed data is quite different in the fol-
lowing three ways: First, remote sensing images portray an overhead view—an
unfamiliar perspective. Second, many remote sensing sensors use radiation beyond
the visible portion of the spectrum which offers additional advantage in the
detection/delineation of terrain features. Moreover, it demands additional efforts by
human interpreter because of the fact that even the most familiar features may
appear quite different in non-visible portions of the spectrum (infrared and
microwave regions) than they do in the familiar world of visible radiation. Third
and more important is the fact that remote sensing images often portray the Earth’s
surface at unfamiliar scales and resolutions. Some of the common objects and
features may assume strange shapes and appearances as scale and resolution change
from those to which we are accustomed (Campbell and Wynne 2011). While these
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factors may be insignificant to the experienced image interpreter, they can represent
a substantial challenge to the novice image analyst! Manual image/photo-
interpretation is discussed in detail by Philipson (1996), Paine and Kiser (2003),
Avery and Berlin (2003), Campbell (2005); Campbell and Wynne (2011) and
Chuvieco and Huete (2010). Other useful older references include Lueder (1959)
and the Manual of Photographic Interpretation (Colwell 1960).

4.2 Background

The image/photo-interpretation entails three basic steps, viz. detection, recognition
and identification, in sequence with progressive level of confidence. The detection
refers to determination of the presence or absence of a feature on an image or
photograph. The recognition implies a higher level of knowledge about a feature or
object, such that the object can be assigned an identity in general class or category.
Finally, identification is the last step wherein the identity of an object or feature can
be established with enough confidence.

When we are dealing with natural resources or environment we address the
spatial expanse of a particular type of soil (e.g. Haplusterts-black soil or any
man-made feature like settlement). In order to isolate one type of feature, say deep
black soil we need to draw a boundary with its adjoining features/background. The
image interpretation involves classification, enumeration measurement and delin-
eation (Campbell and Wynne 2011). Classification refers to the assignment of
objects, features or areas to classes/categories based on their appearance (spectral
response pattern) on the image/aerial photograph. Enumeration is the task of listing
or counting discrete items on the image. For instance, black soil can be further
categorized into Typic Haplusterts (deep black soil) and Vertic Ustochrepts
(medium deep black soil). Measurement/mensuration is an important function in
many image interpretation problems. Two kinds of measurements—the measure-
ment of distance and height and, by extension, of volume and area—exist. The
practice of making such measurements forms the subject of photogrammetry, which
applies knowledge of image geometry to the derivation of accurate distances.
A second form of the measurement is quantitative assessment of image brightness
(i.e. conversion of DN values to reflectance radiance). The science of photometry is
devoted to measurement of the intensity of light and includes the estimation of
scene brightness by examination of the image tone using special instruments known
as densitometers. If the measured radiation extends outside the visible spectrum, the
term radiometry is used.

Delineation refers to outlining regions or drawing their boundaries as they are
observed on remotely sensed images. This step calls for separating distinct areal
units that are characterized by specific tones/colours and textures and to identify
edges or boundaries between separate areas.

In order to achieve proficiency in image interpretation, three kinds of knowledge,
viz. the knowledge of the subject or theme, geographic region to be studied and the
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remote sensing systems in image interpretation, are a prerequisite (Campbell and
Wynne 2011). The knowledge of the subject for which information is to be derived
from the image or aerial photographs is of prime importance. For example, for
mapping soils resources from satellite images or air photos the interpreter needs to
have a thorough knowledge of soils with respect to their genesis, properties and
classification. Besides, the interpreter should have sound knowledge of lithology
(parent material/rock type), landform/physiography/geomorphology and general
land use pattern of the area. In a soil resources mapping team a geologist and a
geomorphologist is an ideal combination. Similarly, for deriving information on
crops/forests an image interpreter should have specialization in crop
husbandry/agronomy and forestry, respectively.

The intimate knowledge of the geographic region for which the information is to
be derived also plays an important role in image interpretation. Every
region/locality has its unique characteristics that influence the pattern recorded on
an image/aerial photograph. In unfamiliar regions intensive ground-truth/field check
and detailed field-level information, and maps/reports are required by an interpreter
to derive the desired information from an image or aerial photograph with rea-
sonable level of classification accuracy.

Since the information on natural resources or environment is generated basically
from remotely sensed data, the intimate knowledge of existing remote sensing
systems in terms of their imaging capability, viz. spatial, spectral, radiometric
resolution and the way each sensor portrays the landscape features, is a
pre-requisite. For instance, in order to generate detailed soil resources maps high
spatial resolution multi spectral data from Kompsat/WorldView-2/-3 or GeoEye-1
with 2.8, 1.8, 1.24 and 1.65 m spatial resolution, respectively, may be utilized.
Additionally, DEMs may be utilized for physiography/landform analysis.
Depending upon the scale of mapping freely downloadable DEMS like those from
Shuttle Radar Topography Mission (SRTM), Advanced Spaceborne Thermal
Emission and Reflectance (ASTER) Systeme Probatoir Observation de la Terre
(SPOT) may be used for precise delineation of landforms/physiography of the
area/region of interest.

Although soils do not exhibit any characteristic features in their spectral
response pattern except for water absorption bands at 1.4 and 1.9 pm, the spectral
response pattern of associated features like vegetation, water bodies, settlements,
etc. are manifested in visible, NIR and SWIR bands. So remote sensing data
acquired in these regions of the electromagnetic spectrum need to be utilized for
deriving information on soil resources.

4.3 Selection of Remote Sensing Data

Unlike during pre-Landsat mission era when photographs of different types, viz.
black and white, and colour/colour infrared, were the only source of remotely
sensed data for deriving information on natural resources/environment. Today, we
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have access to a wide variety of remote sensing data with varying spatial, spectral
radiometric and temporal resolutions. What kind of remote sensing data needs to be
used depends, to a large extent, on the purpose of study/project which ultimately
indicates the level of information, viz. regional-level, and reconnaissance and
detailed-level information, to be generated. For example, a regional-level soil
resources map required for regional land use planning could be derived from coarse
spatial resolution remotely sensed data like Advanced Wide Field Sensor (AWiFS)
on-board Resourcesat-2 data with 56 m spatial resolution. Soil resources maps at
1:250,000 scale could be generated that may form one of the inputs for land use
planning. Reconnaissance-level information on soils could be generated with data
from Resourcesat-2 LISS-III with 24 m spatial resolution, Landsat-7/-8 ETM+/OLI
data with 30 m spatial resolution. Detailed information on soils required for
implementation of various developmental plans can be generated from finer spatial
resolution data from Kompsat/World View-2/-3 or GeoEye-1 with 2.8, 1.8, 1.24
and 1.65 m (less than 5 m) spatial resolution data.

Another aspect the selection of remote sensing data is the season of data
acquisition. Since in a soil resources mapping programme our endeavour is to
derive information on soils, remote sensing data acquired during dry season, i.e. the
period during which the vegetation cover is least (summer season), is most pre-
ferred. However, the present vegetation cover also sometimes serves as a surrogate
measure of the quality of underlying soils. In rain-fed arid/semi-arid regions, optical
remote sensing data acquired during late rainy season and winter seasons are quite
useful.

The quality of air/spaceborne remote sensing data is also equally important for
generating precise information on natural resources including soil resources. For
delineating any feature on the image or aerial photograph it is the image contrast,
that is the relative brightness of the feature/(s) to be delineated with its/their
background plays very important role. For example a bright feature could be easily
delineated on the image with dark background. On the contrary, the same bright
feature may be difficult to delineate in the bright background. Brightness contrast
ratio, i.e. the ratio of brightness of any two objects co-occurring on an image or
photograph, is an important factor in deciding to what degree any two features can
be differentiated from each other by visual inspection. Sometimes contrast ratio is
also used to denote the ratio between the maximum and minimum brightness value
in any image. However, very often dynamic range is used to express the minimum
and maximum brightness values.

The radiometric quality is affected by terrain properties, environmental condi-
tions and sensor characteristics. Included in the terrain properties are lateral vari-
ations in the reflectivity and thermal properties (thermal inertia, emissivity, etc.)
including topography and slope aspects. Solar illumination and time of data
acquisition, atmospheric conditions (path radiance) and meteorological factors like
rain wind and cloud cover are environmental factors affecting the image quality.
The sensor system’s parameters affecting image quality include effects of optical
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imaging, and detection and recording system, shading and vignetting, image motion
and striping (Gupta 2003).

4.4 Elements of Image Interpretation

Analysis of remote sensing imagery involves the identification of various targets in
an image, and those targets may be environmental or artificial features which
consist of points, lines or areas. Targets may be defined in terms of the way they
reflect or emit radiation. This radiation is measured and recorded by a sensor, and
ultimately is depicted as an image product such as a satellite image or an air photo.
Recognizing targets is the key to interpretation and information extraction.
Observing the differences between targets and their backgrounds involves com-
paring different targets based on any, or all, of the visual elements of tone, shape,
size, pattern, texture, shadow and association. Visual interpretation using these
elements is often a part of our day-to-day lives, whether we are conscious of it or
not. Identifying targets in remotely sensed images based on these visual elements
allows us to further interpret and analyse.

Principles of image interpretation have been developed empirically for more
than 150 years. The most basics of these principles are the elements of image
interpretation. They are fone/colour, texture, shadow, pattern, association shape,
size and site. These are routinely used when interpreting an aerial photo or ana-
lysing an image. A systematic study of an image or photograph usually involves
several basic characteristics of features shown on an image. The exact character-
istics useful for any specific task and the manner in which they are considered
depend on the field of application. However, most applications consider the fol-
lowing basic characteristics or variations of them: shape, size, pattern, tone (or hue),
texture, shadows, site association and resolution (Olson 1960).

A well-trained image interpreter uses many of these elements during his or her
analysis without really thinking about them. However, a beginner may not only
have to force himself or herself to consciously evaluate an unknown object with
respect to these elements, but also analyse its significance in relation to the other
objects or phenomena in the photo or image. By tradition, image interpreters are
said to employ some combination of the eight elements of image interpretation,
which describe characteristics of objects and features as they appear on remotely
sensed images.

4.4.1 First-Order Elements

The first-order elements are those which explicitly seen on the image or aerial
photographs. Included in this category of image elements are tone or colour and
image resolution.
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4.4.1.1 Image Tone/Colour

Variation in the tone could be attributed to reflectance, absorption or transmission
characteristics of the feature. Real-world materials like vegetation, water and bare
soil reflect different proportions of energy in the blue, green, red and infrared
portions of the electromagnetic spectrum (Fig. 4.1). An interpreter can document
the amount of energy reflected from each at specific wavelengths to create a spectral
response pattern. These signatures can help understand why certain objects appear
as they do on black and white/colour images.

Tone and colour are the products of the target albedo and illumination. Tone
refers to the relative brightness of objects in an image. Generally, tone is the
fundamental element for distinguishing between different targets or features.
Variations in tone also allow the elements of shape, texture and pattern of objects to
be distinguished. Colour may be defined as each distinguishable variation on an
image produced by a multitude of combinations of hue, value and chroma. Many
factors influence the tone or colour of objects or features captured by the detector
elements recorded on photographic emulsions. But, if there is not sufficient contrast
between an object and its background to permit its detection, there can be no
identification. While a human interpreter may only be able to distinguish between
ten and twenty shades of grey interpreters can distinguish many more colours.

Tone (or hue) refers to the relative brightness or colour of objects on an image.
Tone (in the B&W image) allows for easy distinctions between roads, forests,

Fig. 4.1 The left image shows tonal variations: dark grey represents standing crop whereas those
in very light grey tone are fallow lands. In the right image red colour indicates agricultural crops
with good vigour, very light red colour fallow lands, and cyan and blue colours represent shallow
and deep water, respectively (Colour Online). Courtesy National Remote Sensing Centre, Indian
Space Research Organization, Department of Space, Government of India
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harvest areas, water and other elements. Colour (upper right image) allows for easy
distinction between coniferous trees, deciduous trees (in yellow fall colours),
senesced grasses and road surface types. Without tonal differences, the shapes,
patterns and textures of objects could not be discerned.

Figure 4.1a, b (in Sect. 4.16) shows a striking pattern of light-toned and
dark-toned soils where the tonal patterns vary according to the drainage conditions
of the soil (the lighter toned areas are topographically higher and drier; the darker
toned areas are lower and wetter).

4.4.1.2 Resolution

Resolution is defined as the ability of the entire photographic/imaging system,
including lens, exposure, processing and other factors, to render a sharply defined
image. An object or feature must be resolved to be detected and/or identified.
Resolution is one of the most difficult concepts to address in image analysis.
Resolution can be described for systems in terms of modulation transfer (or point
spread) functions; or it can be discussed for camera lenses in terms of being able to
resolve so many line pairs per millimetre.

Resolution depends on many factors, but it always places a practical limit on
interpretation because some objects are too small or have too little contrast with
their surroundings to be clearly seen on the image. Other factors, such as image
scale, image colour balance and condition of images (e.g. torn or faded photo-
graphic prints), also affect the success of image interpretation activities (Lillesand
et al. 2004).

Resolution of the image is also a key aspect in image interpretation. Sometimes
an image can be seen very clearly or sometimes it is too small in relation to nearby
feature; hence, identifying it clearly can be difficult. In low-resolution imagery a
city boundary can be delineated. However, delineating a building structure can be
difficult. In case of high-resolution imagery identifying a building structure can be
easy. Apart from above scale, colour balance and condition of the image (prints)
also play a role in image interpretation.

4.4.2 Second Order

4.4.2.1 Geometric Arrangements of Objects

Size

Relative size is helpful in identifying objects and mensuration—the absolute
measure of size is extremely useful in extracting information from image/
photograph (Fig. 4.2). Size of objects in an image is a function of scale. It is
important to assess the size of a target relative to other objects in a scene, as well as
the absolute size, to aid in the interpretation of that target. A quick approximation of
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Fig. 4.2 Visual interpretation using size of objects/features. Perth airport, Australia as seen by
Cartosat-2 (Courtesy National Remote Sensing Centre, Department of Space, Government of
India)

target size can direct interpreter to an appropriate result more quickly. For example,
if an interpreter had to distinguish zones of land use, and had identified an area with
a number of buildings in it, large buildings such as factories or warehouses would
suggest commercial property, whereas small buildings would indicate residential
use.

Most commonly, length, width and perimeter are measured. To be able to do this
successfully, it is necessary to know the scale of the image/photograph. Measuring
the size of an unknown object allows the interpreter to rule out possible alternatives.
It has proved to be helpful to measure the size of a few well-known objects to give a
comparison to the unknown object. For example, field dimensions of major sports
like soccer, football and baseball are standard throughout the world. If objects like
this are visible in the image, it is possible to determine the size of the unknown
object by simply comparing the two.

Shape

Shape refers to the general form, configuration or outline of individual objects. In
the case of stereoscopic images, the object’s height also defines its shape. Shape is
one of the most useful elements recognition. Shape can be a very distinctive clue for
interpretation. Straight edge shapes typically represent urban or agricultural (field)
targets, while natural features, such as forest edges, are generally more irregular in
shape, except in case of forest clearings and plantations. Farm or cropland irrigated
by rotating sprinkler systems would appear as circular shapes.
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Fig. 4.3 Visual interpretation using shape. Man-made features exhibit regular shape. Using shape
they can be identified. The top right is the Pentagon complex, Washington, D.C (http://www.
smithsonianconference.org/climate/wp-content/uploads/2009/09/Imagelnterpretation.pdf), and in
the left image there is a stadium (Arizona university football stadium)

A round or oval shape feature could be a stadium (Fig. 4.3). A straight line with
very few turns could be a railway track or a road. Roads can have right angle turns,
but railroads do not. An assimilation of various elements of recognition will help to
ascertain/identify the feature. A natural water body is more likely to have an
irregular shape.

4.4.2.2 Spatial Arrangement of Tone/Colour

Image Texture

Texture is defined as the characteristic placement and arrangement of repetitions of
tone or colour in an image. Texture is produced by an aggregation of unit features
that may be too small to be discerned individually on the image, such as tree leaves
and leaf shadows. It is a product of their individual shape, size, pattern, shadow and
tone. It determines the overall visual ‘smoothness’ or ‘coarseness’ of image fea-
tures. Texture is the spatial arrangement of objects that are too small to be dis-
cerned. It is described as smooth (uniform, homogeneous), intermediate and rough
(coarse, heterogeneous), and is a product of image/photo-scale (Fig. 4.4). On a
large-scale depiction, objects could appear to have an intermediate texture. But, as
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Fig. 4.4 Image textures-(1) smooth, and (2) coarse in Landsat-8 Operational Land Imager
(OLI) panchromatic image covering part of Karnataka, southern India (Courtesy USGS)

the scale becomes smaller, the texture could appear to be more uniform or smooth.
A few examples of texture could be the ‘smoothness’ of a paved road, or the
‘coarseness’ a pine forest or smoothness of a water body.

The relative coarseness or smoothness of a surface becomes a particularly
important visual clue, especially with radar data. Rough textures would consist of a
mottled tone where the grey levels change abruptly in a small area, whereas smooth
textures would have very little tonal variation. Smooth textures are most often the
result of uniform, even surfaces, such as agricultural fields, asphalt or grasslands.
A target with a rough surface and irregular structure, such as a forest canopy, results
in a rough textured appearance.

Pattern

The repetition of certain general forms or relationships is characteristic of many
objects, both natural and constructed, and gives objects a pattern that aids the image
interpreter in recognizing them. Pattern refers to the spatial arrangement of visibly
discernible objects. Typical adjectives used in describing pattern are random, sys-
tematic, circular, oval, linear, rectangular and curvilinear, to name a few. Orchards
with evenly spaced trees and urban streets with regularly spaced houses, and
parceling pattern of agricultural fields are good examples of pattern. Furthermore, a
river with a spatial arrangement of a number of tributaries joining it and resulting in
a characteristic drainage pattern is an example of natural pattern (Fig. 4.5).

Pattern can also be very important in geologic or geomorphologic analysis. For
example, dendritic drainage patterns develop on flat-bedded sediments; radial
patterns on/over domes; linear or trellis in areas with faults or other structural
controls.
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Fig. 4.5 Agricultural fields with parceling pattern in the upper left of the image, and circular
fields with pivotal irrigation are conspicuous on either side of the river: Landsat TM image of
eastern Colorado (left), and Mango orchards with a typical checkerboard pattern as seen in
QuckBird data in part of northern India (right)

4.4.3 Third Order

4.4.3.1 Locational or Positional Elements

Site/Location

Site refers to the topographic or geographic location and is a particularly important
aid in the identification of certain features like vegetation types. Site is the rela-
tionship between an object and its geographic location or terrain. For example,
certain tree species, e.g. casuarinas, occur along the east coast of India on sandy
uplands while mangroves are confined to low-lying areas (wetlands). Similarly,
salt-affected soils are, generally, confined to lower element of the slope/low-lying
areas and valleys. And ravines/gullied lands occur along the rivers. In India oaks
(evergreen tree species) occur on upper Himalayas while deciduous species like sal
and teak are found at lower altitude and valleys. Also, some tree species occur only
in certain geographic areas (e.g. redwoods occur in California).

Site has unique physical characteristics which might include elevation, slope,
and type of surface cover (e.g. grass, forest, crop, water, bare soil). Site can also
have socio-economic characteristics such as the value of land or the closeness to
water.

There are two primary methods to obtain precise location in the form of coor-
dinates: (1) survey in the field using traditional surveying techniques or global
positioning system instruments, or (2) collect remotely sensed data of the object,
rectify the image and then extract the desired coordinate information. Most
image/photointerpreters who opt the former option use relatively inexpensive GPS
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instruments in the field to obtain the desired location of an object. If option 2 is
chosen, most aircrafts/commercial high-resolution satellites collecting remotely
sensed data have a GPS receiver. This allows the aircraft/satellite to obtain exact
latitude/longitude coordinates each time a photo/an image is taken.

Association

Association is the spatial relationship of objects and phenomena, particularly the
relationship between scene elements. Association refers to the occurrence of certain
features in relation to others. Certain objects are genetically linked to other objects,
so that identifying one tends to indicate or confirm the other (Fig. 4.6). Association
is one of the most helpful clues for identifying cultural features. Salt-affected soils
are associated with plains, low-lying areas and valleys, sands/sandy soils with the
coastal areas, river banks (levees) and deserts. Snow cover is confined to very high
altitudes on mountains, and clouds invariably have accompanying shadow.
Thermal-power plants will be associated with large fuel tanks or fuel lines.
Nuclear-power plants tend to be near a source of cooling water, though this can also
be considered an example of site or location.

Three elements of photo-interpretation are related to context, or the relationship
between objects in the scene to each other and to their environment. These elements
are site, association and time. Certain objects are genetically linked to other objects,
so that identifying one tends to indicate or confirm the other. Association is one of
the most helpful clues for identifying cultural features. Thermal power plants will
be associated with large fuel tanks or fuel lines. Nuclear power plants tend to be

Fig. 4.6 The distinctive curved shape of the object in this image, the apparent difference in height
of the dark surfaces on either side of it, and other details all suggest that it is a dam. In that context,
the open lattice structure along the botfom of the images is much more likely to be recognized as a
transformer yard electrical station than it would be if it were not seen in association with a nearby
source of hydroelectric power. (www.smithsonianconference.org/climate/wp-content/uploads/
2009/09/Imagelnterpretation.pdf) Accessed on 15 July 2016
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near a source of cooling water (though this can also be considered an example of
site or location).

Association takes into account the relationship between other recognizable
objects or features in proximity to the target of interest. Salt-affected soils, sand,
snow and cloud all look white in the colour image—natural colour
photograph/infrared colour photograph/standard false colour composite print. While
snow cover is associated, on the other hand, with mountainous regions like Alps,
Andes and the Himalayas, clouds are invariably accompanied by their shadows.
Salt-affected soils are found in command areas with assured irrigation, whereas
sands are confined to riverbed/levees (river banks) and deserts. If the association is
not taken into account, an image interpreter would mistake one of these features
with the other.

4.4.3.2 Interpreted from Lower Order Elements

Height/Depth

Height and depth, also known as ‘elevation’ and ‘bathymetry’, is one of the most
diagnostic elements of image interpretation. This is because any object, such as a
building or electric pole that rises above the local landscape, will exhibit some sort
of radial relief. Also, objects that exhibit this relief will cast a shadow that can also
provide information as to its height or elevation. A good example of this would be
buildings of any major city (Fig. 4.7). Height is generally derived from shadows in
nadir-viewing imagery, but can be derived directly from more oblique views. Stereo
imagery has been used to distinguish height in aerial photography and the satellite
images. Now there are several alternatives available for height determination
ranging from measurements made by airborne Light Detection and Ranging
(LIDAR), stereo images from Earth observation satellites operating in optical and
microwave regions, namely Cartosat-1, SPOT-5, Terra and Shuttle Radar
Topography Mission (SRTM). Height can add significant information to many
types of interpretation tasks, particularly those that deal with the analysis of
landforms/physiography of an area.

Driveling information on height/Depth

Stereoscopy 1is the ability to derive distance information (or in the case of aerial
photography, height information) from two images of the same scene. Stereovision
contributes a valuable dimension to information derived from aerial photography.
Full development of its concepts and techniques is encompassed by the field of
photogrammetry (Wolf 1974). Here we can introduce some of its applications by
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Fig. 4.7 It is quite evident from the image that the shadow cast by a house, in the lower portion of
the image, provides a clue that the structure is elevated above the ground a house and the
illumination direction north east

describing some simple instruments. Stereoscopes are devices that facilitate
stereoscopic viewing of aerial photographs. This simplest and most common is the
pocket stereoscope (Fig. 4.8a). This simple, inexpensive, instrument forms an
important image interpretation aid that can be employed in a wide variety of sit-
uations, and introduce concepts that underlie more advanced instruments.

Other kinds of stereoscopes include the mirror stereoscope (Fig. 4.8b), which
permits stereoscopic viewing of large areas, usually at low magnification, and the
binocular stereoscope (Fig. 4.8c), designed primarily for viewing film trans-
parencies on light tables. Often the binocular stereoscope has adjustable magnifi-
cation that enables enlargement of portions of the image up to 20 or 40 times.

Shadow

Shadow is a silhouette caused by solar illumination from the side. Shadow is an
especially important clue in the interpretation of an object. Shadows are important
to interpreters in two opposing respects: (1) the shape or outline of a shadow affords
an impression of the profile view of objects (which aids interpretation) and
(2) objects within shadows reflect little light and are difficult to discern on an image.
The latter hinders interpretation of features occurring in the shadow region. For
example, the shadows cast by various tree species or cultural features (bridges,
silos, towers, etc.) can definitely aid in their identification on image/air photos.
Also, the shadows resulting from subtle variations in terrain elevations, especially
in the case of low Sun angle images, can aid in assessing natural topographic
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Fig. 4.8 a Pocket stereoscope b mirror stereoscope and ¢ binocular stereoscope

variations that may be diagnostic of various landforms (Fig. 4.9). As a general rule,
images are more easily interpreted when shadows fall toward the observer. This is
especially true when images are examined monoscopically, where relief cannot be
seen directly, as in stereoscopic images.

Shadows separate targets from background. Shadow is also useful for enhancing
or identifying topography and landforms, particularly in radar imagery (Fig. 4.10).
Virtually, all remotely sensed data are collected within 2 h of solar noon to avoid
extended shadows in the image or photo. This is because shadows can obscure
other objects that could otherwise be identified. On the other hand, the shadow cast
by an object may be key to the object or feature in question. For example, while
viewing Washington monument, in Washington, D.C from above it can be difficult
to discern the shape of the monument, but with a shadow cast, this process becomes
much easier. It is good practice to orient the photos so that the shadows are falling
towards the interpreter. A pseudoscopic illusion can be produced if the shadow is
oriented away from the observer. This happens when low points appear high and
high points appear low. Shadows can also inhibit interpretation, since the features
within the shadow are not discernible.

Time

The temporal relationships between objects can also provide information, through
time-sequential observations. Crops, for example, show up characteristic temporal
evolutions that uniquely define the harvest. Similarly, time-series analysis of
satellite images/aerial photographs may help delineating evergreen forest from
deciduous forests that shed their leaves during spring season. Change detection in
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Fig. 4.9 The shadow cast by the Eiffel tower (left image) extending into the river Sien vividly
provides the clue about shape of the monument as well as its shape. Similarly, the multi-storey
complex (right image) with shadow casting into the water help in the detection of high-rising
structure

Fig. 410 Washington
monument in Washington,
D.C. The shadow helps
discerning the height as well
as shape of the monument
(https://www.facebook.com/
Bibalndia?fref=ts) Accessed
on 15 July 2016

general is one of the most important tasks in remote sensing. Volume of water in
pond, river, etc. can be used to analyse the water supply of a city. Temporal images
of an agricultural field can be used to determine the health of the crop. Apart from
intra-annual changes related to vegetation physiology and the like, spaceborne
remote sensing provides a robust foundation for timely and reliable detection
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May 13,2013

Fig. 4.11 Seasonal changes in snow cover (Courtesy National Remote Sensing Centre,
Department of Space, Government of India)

inter-annual changes/long-term changes in various natural resources and environ-
ment, for example, seasonal changes in highly dynamic phenomenon like snow
cover (Fig. 4.11).

4.5 Collateral Information

Collateral information refers to non-image information used to assist in the inter-
pretation of an image. In fact, all the image interpretations use collateral information
in the form of implicit, often intuitive knowledge that every interpreter brings to an
interpretation in the form of everyday experience and formal training (Campbell
and Wynne 2011). While interpreting the image/aerial photographs for various
natural resources especially soils, it is always advantageous to utilize available
information (ancillary/legacy/collateral) in the form of meteorological and other
relevant data, published maps, reports/statistics including a variety of maps for
orientation, administrative boundary, property line cadastral data, geodetic control
(x, y, z), forest stand data, geologic data, hazard information, surface and
sub-surface hydrologic data, socio-economic data, taxonomic classification of soils,
topographic and bathymetric data, transportation features and wetland information.
Ideally, these data are stored in a GIS environment for easy retrieval and overlay
with the remote sensor data.
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Map showing various natural and cultural features is the basic requirement, not
only during interpretation/analysis of aerial/satellite data but also while indenting/
procuring satellite/aerial precise location of the area/region of interest is required. In
case topographic maps of the scale of interest are not available, nearest small-scale
maps need to be enlarged optically/or digitally. In case of the requirement for
precise scale natural resources/thematic maps, differential Global Positioning
System (DGPS) survey could be carried out. And the ground control points (GCPs)
collected during DGPS survey could be used for precise correction of the aerial
photograph/satellite image. The map thus generated could be used preliminary
interpretation of the image/photographs and planning ground truth campaign. The
same base map can be used later for transferring thematic boundaries (polygons of
natural/cultural features), i.e. polygons showing lithological (geological units) or
geomorphic or soil categories. The topographic map of appropriate scale is a
pre-requisite. For ascertaining soil moisture and temperature regime information on
meteorological conditions is required. Such information are available with
national/county/state-level meteorological observatory/national weather service.

High spatial resolution satellite image with the overlay of various cultural and
natural features, namely settlements, roads, railways, water bodies—rivers,
canals/reservoirs/tanks available from Google Earth (https://earth.google.com), may
aid substantially in interpretation and complement/supplement field check/ground
truth operation. For deriving information on various natural and cultural features,
local street maps, terrestrial photographs, local and regional geography books, and
journal and popular magazine articles about the locale and subject matter/theme are
also referred to. Discussions with the local people/stakeholders of the area/region
certainly help improving the quality of information that will be generated from
remote sensing data.

4.6 Convergence of Evidence

Image interpretation is basically a deductive process. Features/targets that can be
detected and identified lead the interpreter to the location and identification of other
features. This is convergence, and for many applications of image interpretation this
involves the activities of one or two individuals synthesizing a large amount of
information (http://www.r-s-c-c.org/node/186). For instance, salt-affected soils with
salt efflorescence/salt encrustation—a thick fluffy white to greyish brown layer on
the surface—are generally encountered in the irrigation command areas and do not
have crop/vegetation cover. The chemical analysis of soil samples such soils show
pH values of >8.5, electrical conductivity of saturation extract (ECe) values of
>4 dSm™" and exchangeable sodium percentage (ESP) values of >15. The presence
of barren land within the cropland, the presence of canal network and the evidence
of the preponderance of excess salt through chemical analysis make the interpreter
to categorize that piece of land as salt-affected soils.


https://earth.google.com
http://dx.doi.org/10.1007/978-3-662-53740-4_7
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4.7 The Multi-concept

The basic premise behind multi-concept is the fact that most often quite a good
number of features/targets/objects are not recognizable in a particular spectral band
image acquired on a particular day owing to physiological changes in the
object/target (e.g. crops/forest) or changes in atmospheric conditions. Furthermore,
certain themes like soil resources mapping or groundwater potential mapping
require the expertise of not only soil scientist but other thematic specialists too. For
instance, in a soil resource mapping team a geologist and a geomorphologist apart
from pedologist (soil scientist) is an ideal composition. Realizing the importance of
utilizing more than one spatial resolution remote sensing data acquired at different
time intervals Colwell in the 1960s (Philipson 1997; Colwell 1997) suggested the
multi-concept of scientific image interpretation involving multi-spectral, multidis-
ciplinary, multi-scale and multi-temporal approaches. The multi-concept has been
further elaborated upon by Estes et al. (1983) and Teng (1997). Colwell demon-
strated that measurements made in multiple discrete wavelength regions (bands) of
the electromagnetic spectrum (EM) were more useful than acquiring single
broad-band panchromatic images. The multi-scale (often called multistage) usage of
small-scale, medium-scale and large-scale images or aerial photographs or space-
borne, airborne and in situ/field/ground observations has been found to be more
effective in deriving information on natural resources/environment than either of
these alone. Furthermore, each scale of imagery provides unique information that
can be used to calibrate the other.

Since the real world consists of soils, surface and sub-surface geology, vege-
tation, water atmosphere, and man-made features, it is very difficult for any image
interpreter to be able to extract all the pertinent and valuable information present
within a remote sensor image. Therefore, input of other multidisciplinary scientists
in the image interpretation process needs to be utilized. Similarly, the usage of
multi-temporal remote sensing data has been advocated to derive information on
dynamic phenomena like floods, soil erosion by water and wind, salt-affected soils
and waterlogged areas. While single-date remotely sensed data can yield important
information, they do not always provide the information the process at work.
Conversely, a multi-temporal remote sensing investigation obtains more than one
image of an object. Monitoring the phenomena through time allows us to under-
stand the process at work and to develop predictive models (Lunetta and Elvidge
1998; Schill et al. 1999). Figure 4 shows the seasonal variations in the extent of
SNOW COVer Over.
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4.8 Context

Normally, our visual system expects the background to constitute the larger pro-
portion of a scene. The viewer’s visual system cannot resolve the ambiguity, so the
viewer experiences difficulty in interpreting the meaning of the scene. Although
such contrived images are not encountered in day-to-day practice, the principles
that they illustrate apply to situations that are frequently encountered. For example,
relief inversion occurs when aerial images of shadowed terrain are oriented in a
manner that confuses our intuitive expectations. Normally, we expect to see terrain
illuminated from the upper right (Fig. 4.12 left); most observers see such images in
their correct relief. If the image is oriented so that the illumination appears to
originate from the lower right, most observers tend to perceive the relief as inverted
(Fig. 4.12 right). Experimentation with conditions that favour this effect confirms
the belief that, like most illusions, relief inversion is perceived only when the
context has confined the viewer’s perspective to present an ambiguous visual
situation.

Image analysts can encounter many situations in which visual ambiguities can
invite misleading or erroneous interpretations. The human visual system has a
powerful drive to impose its own interpretation on the neurological signals it
receives from the eye and can easily create plausible interpretations of images when
the evidence is uncertain, confused or absent. Image analysts must strive always to
establish several independent lines of evidence and reasoning to set the context that
establishes the meaning of an image. When several lines of evidence and reasoning
converge, then an interpretation can carry authority and credibility. On the contrary,
when multiple lines of evidence and reasoning do not converge or are absent, then
the interpretation must be regarded with caution and suspicion.

(@) (b)

Fig. 4.12 Photographs of landscapes with pronounced shadowing are usually perceived incorrect
relief when shadows fall toward the observer. Left a when shadows fall toward the observer, relief
is correctly perceived. Right b when the image is rotated so that shadows fall in the opposite
direction, away from the observer, topographic relief appears to be reversed (Courtesy USGS)
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4.9 Geotechnical Elements

Geotechnical elements are very important for deriving information on Earth’s
surface features such as landforms, surface soil, vegetation, land use/land cover and
drainage. From the study and analysis of these surface features, which are referred
to as geotechnical elements, significant information on lithology, structure, mineral
occurrences, surface geology and soils may be derived (Gupta 2003). In some
image-/photo-interpretation studies, any one of these geotechnical elements could
itself from the objective of the study. For example, for deriving information on soil
—a 3-dimensional body derived from parent material conditioned by
topography/relief and vegetation over a period of time—the information on parent
rock/lithology, landform/physiography, vegetation needs to be integrated.

Surface geology. The tone/colour, texture, pattern and association can be helpful
in identifying the features associated with some parent materials, namely exposed
rocks, alluvium, colluviums aeolian material and moraines. For instance, moraines
are associated with the mountainous regions characterized by the presence of snow
cover. The tone/colour, shape, pattern, context and association as seen in the
image/aerial photos may help detection of moraines. Similarly, colluviums are
confined to foot slopes of hills/mountain with moderate to steep side
slopes/escarpments with characteristic drainage pattern. On image/aerial pho-
tograph tone/colour, texture, shape (fan-shaped), site/location and association may
help their identification.

Landforms. The shape, pattern and association of some landform features can be
helpful in identifying geological features. For example, sand dunes have peculiar
typical pattern and shape, and are produced by wind action. Alluvial landforms
such as ox-bow lakes, natural levees, etc. are quite characteristics and typically
produced by fluvial processes. Similarly, many marine landforms are distinctive in
shape and pattern. Erosional landforms resulting in linear ridge-and-valley topog-
raphy due to differential weathering are characteristics of alternating competent and
incompetent horizons. Therefore, a systematic study of landform is a prerequisite in
nearly all studies involving soil resources inventory and mapping.

Drainage. Drainage pattern is a spatial arrangement of streams. Drainage pat-
terns are characteristic of soil, rock type or structure. Several authors have described
drainage character and classified them on the basis of genetic and geometric con-
siderations (Zernitz 1932; Miller and Miller 1961; Howard 1967). Commonly six
drainage patterns have been considered as the basic types whose gross character-
istics can be readily distinguished from one another. They are dendritic, rectangular,
parallel, trellis, radial and annular (Fig. 4.13). Drainage is one of the most important
geotechnical elements for deriving information geology—one of the factors of soil
formation used in soil mapping, of a region from satellite images/aerial photos.
Included in the study of drainage are three aspects: (a) drainage texture, (b) valley
shape and (c) drainage pattern. The study of drainage texture comprises drainage
density (ratio of the total stream length within a basin to the area of the basin) and
drainage frequency (number of streams in a basin divided by the area of the basin).



4.9 Geotechnical Elements 189

(A} Dendnuc (B) Parallel (C) Trellis (D) Rectangular

3 - M < E Y \
AN I'. o {\;‘\" H iﬂ ‘{ﬁp( /'“_/
=M AN 3y P A~ Y
: [ e [1€ 5 (,\ % ‘{,

o . _:

e S A Y., ) D H "

NG A SR R

200 X (3 574 % &,\_/ 9.4

= // (> YA bt " \|lgg LD = D /< 2N
(E) Radial (F) Annular (G) Multibasinal (H) Contorted

Fig. 4.13 Drainage patterns (Adopted from Howard 1967)

Drainage texture is influenced by climate, relief and character of bedrock or soil
(porosity and permeability). Drainage density can be described as fine, medium or
coarse. Drainage is said to be internal when few drainage lines are seen on the
surface and drainage appears to be mostly sub-surface (commonly in limestones
and gravels). External drainage refers to cases in which the drainage network is seen
to be well developed on the surface. Low drainage (coarse-textured drainage)
density implies porous and permeable rocks, such as gravels, sands and limestones.
High drainage density (fine-textured drainage) implies impermeable lithology such
as clays, shales, etc.

Soil. As mentioned earlier in this section, soil is a three-dimensional body, what
information on soils we get using remote sensing data is only from the surface. Red
and black soils can be identified mostly by their colour that needs to be corrobo-
rated with the lithology and physiography. Basalt, limestones, shales, slate and the
alluvium derived therefrom support the development of black soils. Within acidic
rock region, black soils occur in local depressions with intrusions of basic material.
Contrastingly, red soils of varying depths and texture are encountered over acidic
rocks (e.g. granite) in the uplands/upper elements of the slope. Other soil features
manifested on the surface on images/aerial photos include soil erosion by water
(gullies/ravines) and wind (sand dunes/sand sheets) which manifest typically on the
image/aerial photographs, salt-affected soils and soils with surface ponding of
varying time length.

Vegetation. Vegetation in an area is controlled by climate, altitude, microclimate
(local conditions), geological/soil factors and hydrological characteristics. The
occurrence of plant association in different climate and altitude conditions is well
known; height, foliage, density, crown, vigour and plant association depend on the
soil-hydrological conditions present. Spaceborne multi-spectral images with
varying spatial resolution provide a sound base for identification of different types
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of vegetation. The intimate relationship between natural vegetation and soils is well
known. Chernozems of Russian (erstwhile USSR), Prairie, podzols of temperate
regions with broad-leaved vegetation are a few typical examples.

4.10 The Image Interpretation Process

There is no single, ‘right’ way to approach the image interpretation process. The
specific image products and interpretation equipment available will, in part, influ-
ence how a particular interpretation task is undertaken. Beyond these factors, the
specific goals of the task will determine the image interpretation process employed.
Many applications simply require the image analyst to identify and count various
discrete objects occurring in a study area. For example, counts may be made of such
items as motor vehicles, residential dwellings, recreational watercraft or animals.
Other applications of the interpretation process often involve the identification of
anomalous conditions. For example, the image analyst might survey large areas
looking for such features as failing septic systems, sources of water pollution
entering a stream, areas of a forest stressed by an insect or disease problem, or
evidence of sites having potential archaeological significance.

Many applications of image interpretation involve the delineation of discrete
areal units throughout images. For example, the mapping of land use, soil types or
forest types requires the interpreter to outline the boundaries between areas of one
type versus another. Such tasks can be problematic when the boundary is not a
discrete edge, but rather a ‘fuzzy edge’ or gradation from one type of area to
another, as is common with natural phenomena such as soils and natural vegetation.

For example, in mapping land use the interpreter needs to decide firmly the
specific characteristics of a feature to be delineated as ‘residential’ ‘commercial,” or
‘industrial.” Similarly, the forest-type mapping process must involve the clear
definition of what constitutes an area to be delineated in a particular species, height
or crown density class.

Two extremely important issues must be addressed before an interpreter
undertakes the task of delineating separate areal units on aerial or space images. The
first is the definition of the classification system or criteria to be used to separate the
various categories of features occurring in the images. The second important issue
in delineation of discrete areal units on images is the selection of the minimum
mapping unit (MMU) to be employed in the process. This refers to the smallest size
a real entity to be mapped as a discrete area. Selection of the MMU will determine
the extent of detail conveyed by an interpretation.

Experience suggests that it is advisable to delineate the most highly contrasting
feature types first and to work from the general to the specific. For example, in a land
use mapping effort it would be better to separate ‘urban’ from ‘water’ and ‘agri-
culture’ before separating more detailed categories of each of these feature types
based on subtle differences. In certain applications, the interpreter might choose to
delineate photographic regions as part of the delineation process. These are regions
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Fig. 4.14 Schematic of the image interpretation process

of reasonably uniform tone, texture and other image characteristics. When initially
delineated, the feature type-identity of these regions may not be known. Field
observations or other ground truth can then be used to verify the identity of each
region. Regrettably, there is not always a one-to-one correspondence between the
appearance of a photomorphic region and a mapping category of interest.
A schematic of the interpretation process is appended as shown in Fig. 4.14.

However, the delineation of such regions often serves as a stratification tool in
the interpretation process and can be valuable in applications such as ‘vegetation
mapping’ (where photomorphic regions often correspond directly to vegetation
classes of interest).

4.10.1 Image Preparation

Before undertaking any visual image interpretation task, there are several other
factors that need to be considered. These range from collecting any relevant col-
lateral sources of information (e.g. maps, field reports, other images) to identifying
what viewing equipment is available. Good lighting and access to equipment
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yielding a range of image magnifications are essential. Beyond this, the interpreter
will also want to be sure the images to be viewed are systematically labelled and
indexed, so cross-referencing to other data sources (e.g. maps) is facilitated.
Boundary delineations might be made directly on the images or interpretations
might be made directly in a digital format if the required equipment is available.
Often, delineations are made on either a clear acetate or Mylar overlay affixed to the
images. In such cases, it is important to mark a number of points (e.g. fiducial
marks, road intersections) on the overlay to be used to ensure proper registration of
the overlay to the image during interpretation (and if the overlay and image are
separated and then need to be reregistered). When the interpretation involves
multiple overlapping photographs along a flight line or series of flight lines, the
interpreter should first delineate the effective areas for the photo coverage before
commencing the interpretation. The effective area is typically defined as the central
area of each photograph bounded by lines bisecting the area of overlap with every
adjacent photograph.

Interpreting only within these areas ensures that the entire ground area included
in the image is covered, but with no duplication of interpretation effort. Likewise,
because the effective area of a photograph includes all areas closer to the centre of
that photograph than to the centre of any other, it is the area in which objects can be
viewed with the least relief displacement. This minimizes the effect of topographic
displacement when data interpreted from the individual photos are transferred to a
composite base map areas that can be established by drawing lines on one photo of
a stereo pair which approximately bisect the end-lap and side-lap and transferring
three or four points stereoscopically to the adjacent photo (usually at the high and
low points of the terrain) along the original line. The transferred points are then
connected with straight lines. In areas of high relief, the transferred line will not be
straight (due to relief displacement).

Sometimes, effective areas are delineated on every other photograph, rather than
on each photograph. In this case, photos without effective areas are used for
stereoscopic viewing but are not used for mapping purposes. The advantage of
mapping on every photo is the minimization of relief displacement. The disad-
vantages include the need to delineate, interpret and transfer twice as many effective
areas. In any case, the interpreter should make certain that interpretations crossing
the boundaries between effective areas match both spatially and in terms of the
identification of the interpreted unit.

4.10.2 Interpretation Strategies

Interpretation strategy refers to the disciplined procedure that enables the interpreter
to relate geographic patterns on the ground to their appearance on the image. The
following categories of image interpretation strategies have been defined (Campbell
1978).
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Direct recognition

Direct recognition is the application of an interpreter’s experience, skill and
judgment to associate image patterns with information classes. The process is
actually qualitative, subjective analysis of the image using the elements of image
interpretation as visual and logical clues.

Interpretation by inference

Interpretation by inference is the use of a visible distribution to map one that is not
itself visible on the image. The visible distribution acts as surrogate or proxy (i.e. a
substitute) for the mapped distribution. For example, soils are defined by vertical
profiles that cannot be directly studied by remotely sensed images. But soil dis-
tributions are sometimes closely related to patterns of landforms and vegetation that
are recorded on the image. Thus, they can form surrogates for soil patterns; the
interpreter infers the otherwise not visible soil pattern from those that are visible.

Probabilistic interpretations

Probabilistic interpretations are efforts to narrow down the range of possible
interpretation by formally integrating attribute information into the classification
process often by means of quantitative classification algorithms. For example,
knowledge of the crop calendar can restrict the likely choices for identifying crops
of a specific region. Often such knowledge can be expressed as a statement of
probability.

Deterministic interpretation

Deterministic interpretations are based on quantitatively expressed relationships
that tie image characteristics to ground conditions. In contrast with the other
methods, most information is derived from the image itself. Image interpreter, of
course, may apply a mixture of several strategies in a given situation. For example,
interpretation of soil patterns may require direct recognition to identify a specific
class of vegetation, then by application of interpretation by proxy to relate the
vegetation pattern to the underlying soil pattern.

4.10.3 Development of Interpretation Keys

An image interpretation key is simply a reference material designed to permit rapid
and accurate identification of objects or features represented on aerial images.
A key usually consists of two parts: (1) a collection of annotated or captioned
images or stereograms and (2) a graphic or word description, possibly including
sketches or diagrams. These materials are organized in a systematic manner that
permits retrieval of desired images by, for example, date, season, region or subject.

Image interpretation keys are valuable aids for summarizing complex informa-
tion portrayed as images. They have been widely used for image interpretation (e.g.,
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Coiner and Morain 1972). Such keys serve either or both of two purposes: (1) they
are a means of training inexperienced personnel in the interpretation of complex or
unfamiliar topics, and (2) they are a reference aid for experienced interpreters to
organize information and examples pertaining to specific topics.

An image/a photo-interpretation key is a set of guidelines used to assist inter-
preters in rapidly identifying image or photographic features. Keys are valuable as
training aid for beginning interpreters and as reference or refresher material for
more experienced interpreters. Depending on the method of presenting diagnostic
features, photo/image interpretation keys may be grouped into two general classes
—selective keys and elimination keys (Avery and Berlin 1992).

Selective keys are usually made up of typical illustrations and description of
objects in a given category. They are organized for comparative use; the interpreter
merely selects the key example that most nearly coincides with the features to be
identified. By contrast, elimination keys require the user to follow a step-by-step
procedure, working from the general to the specific. One more common form of
elimination keys is the dichotomous type. Here, the interpreter must continuously
select one of two contrasting alternatives until he/she progressively eliminates all
but one item of the category—the one being sought. The determination of the type
of key and method of presentation to be used depends on (1) the number of objects
or condition to be recognized and (2) the variability normally encountered within
each classification. As a general rule, keys are much more easily constructed
applied in identification of cultural features than in identification of natural features
like rock and soil types, vegetation and landform.

4.10.4 Field Observations

Field observations, as an approach to image interpretation, are required when the
image and its relationship to ground conditions are so imperfectly understood that
the interpreter is forced to go to the field to make an identification. In fact, in case of
soil resources, mapping field observations in terms of recording terrain conditions
and studying soil profiles and auger bores is an integral part of the interpretation
process. It will be discussed in detail in Chap. 7.

4.10.5 Interpretive Overlays/Data Integration

Often in resource-oriented interpretations, it is necessary to search for complex
associations of several related factors that together define the distribution or pattern
of interest. For example, often soil patterns may be revealed by distinctive rela-
tionships between separate patterns of vegetation, slope and drainage. The inter-
pretive overlays approach to image interpretation is a way of deriving information
from complex interrelationships between separate distributions recorded on
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remotely sensed images. The correspondence between several separate patterns may
reveal other patterns not directly visible on the image. The method is applied by
means of a series of individual overlays for each image to be examined. The first
overlay might show the major classes of vegetation, perhaps consisting of dense
forest, open forest, grassland and wetlands. A second overlay maps slope classes,
including perhaps level, gently sloping and steep slopes. Another shows the drai-
nage pattern, and still others might show land use and geology. Thus, for each
image, the interpreter may have as many as five or six overlays, each depicting a
separate pattern. By superimposing these overlays, the interpreter can derive
information presented by the coincidence of several patterns. From his or her
knowledge of the local terrain, the interpreter may know that certain soil conditions
can be expected where the steep slopes and the dense forest are found together and
that others are expected where the dense forest matches to the gentle slopes. From
the information presented by several patterns, the interpreter can resolve informa-
tion not conveyed by any single pattern.

4.10.6 Data Transfer

Analysts often need to transfer information from one map or image to another to
ensure accurate placement of features, to update superseded information or to bring
several kinds of information into a common format. Traditionally, these operations
have been accomplished by optical projection of maps or images onto a working
surface, from which they could be traced onto an overlay that registered to another
image. Manipulation of the optical system permitted the operator to change scale
and to selectively enlarge or reduce portions of the image to correct for tilt and other
geometric errors. As digital analysis is generally employed for deriving information
on terrain features and natural resources, such devices are designed to digitize
imagery and match them to other data, with computational adjustments for posi-
tional errors.

4.10.7 Digital Image/Photo-Interpretation

Increasing use of digital images and softcopy photogrammetry has blurred a pre-
viously distinct separation between manual and digital photo-interpretation.
Analyses that previously were conducted by visual examination of image or pho-
tographic prints or transparencies can now be completed by examination of digital
images viewed on computer screens. Analysts record the results of their interpre-
tations as on-screen annotations, using the mouse and cursor to outline and label
images. Some systems employ photogrammetric software to project image detail in
its correct planimetric location, without the positional or scale errors that might be
present in the original imagery. Further, the digital format enables the analyst to
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easily manipulate image contrast to improve interpretability of image detail. Digital
photogrammetric workstations (Fig. 4.15), often based on the usual PC or UNIX
operating systems, can accept scanned film imagery, airborne digital imagery or
digital satellite data. The full range of photogrammetric processes can be imple-
mented digitally, including triangulation, compilation of digital terrain models
(DTMs), and feature digitization, construction of orthophotos, mosaics, and fly-
through. Analysts can digitize features on-screen (‘headsup’ digitization), using the
computer mouse, to record and label features in digital format.

4.10.8 Creation of Digital Database

The digital database with standard datum and map projection for various themes
like lithology, geomorphology, soils, surface water, groundwater, etc. is needed for
generating derivative information like land capability, land irrigability and suit-
ability of a piece of land for a particular use; delineation of groundwater potential
zones, for mineral exploration; and other developmental purposes. Traditionally,
such thematic maps have been generated using hard copy/copies of the aerial
photographs or satellite images as base. For developing the digital database the
maps are scanned and digitized. Now, with the development of on-screen visual
interpretation approach http://userpages.umbc.edu/ ~ tbenjal/umbc7/santabar/voll/
lec2/2-4.html, the digital thematic maps are generated which can be directly used
for organizing and developing the digital database. Digital Soilmap.net project
(discussed in Chap. 7) is an example of digital soil mapping which forms the base
for the generation of digital database (e.g. soil and terrain-SOTER) that leads
ultimately to the development of a soil information system (SIS) discussed in
Chap. 8.

4.11 Epilogue

Visual image encompasses deriving information on features of interest using var-
ious combinations of image elements, ancillary information and interpreter’s
experience. The fundamentals of manual image interpretation were developed for
application to aerial photographs at an early date in the history of aerial surveys,
although it was not until the 1940s and 1950s that they were formalized in their
present form. Image interpretation was once practiced using hard copies of the
image and transparencies, using equipment and techniques outlined in the pre-
ceding sections. With the development of digital image analysis techniques,
on-screen visual interpretation of digital image data with a provision of improving
its pictorial quality and utilizing full spectral information of the image and
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Fig. 4.15 Digital photogrammetric workstation (http://userpages.umbc.edu/ ~ tbenjal/umbc7/
santabar/voll/lec2/2-4.html)

integration of legacy data/information have been developed. Although such inter-
pretations are based on the same principles outlined here for traditional analogue
images, digital data have their own characteristics that require special treatment in
the context of visual interpretation. Despite the increasing significance of digital
analysis in all aspects of remote sensing, image interpretation still holds the key in
deriving information on soils. As we will see in Chap. 5 for deriving information on
soils information on the factors of soil formation especially lithology, physiography
and vegetation (land cover) and ancillary information need to be integrated. There is
a need to improve data integration techniques in terms of ease and efficiency for
deriving improved information on natural resources and environment including soil
resources using remote sensing data. The information on image interpretation
provided in this chapter is very general in nature, nevertheless it provides the basic
concept of and framework for interpretation of remote sensing data.
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