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Preface

Modern agglomerations face the challenge of changes arising from the needs and
requirements of their residents, and from either acceptance or rejection of the “smart
cities” vision. The consideration of these requirements and the acceptance of the vision
are a long-term process in which municipal decision-makers, city residents, and civic
organizations work out a compromise, which is often the result of merit-based deci-
sions by the authorities but can also result from political decisions on which the
residents only have an indirect influence. Such a complex city system – seen from the
perspective of the authorities, city residents, and organizations, and taking into account
many decision-making processes that are hard to control and analyze – represents a
complex environment for the implementation of information technology supporting
city management processes.

Owing to the aforementioned considerations, the process of IT implementation
represents a system of complex technology- and management-related mechanisms
(more focused on management-related ones), whose pre-implementation analysis
becomes crucial for building a successful strategy for the completion of such projects.
Therefore, a relatively large amount of information is published on the functioning of
cities in the context of their transformation to smart cities and on the technologies
applied both in system design and implementation; experiences are also presented of
cities that were, have been, or will be in some stage of such a transformation.

The set of papers presented here (prepared by the team) is part of the presentation of
descriptions of such transformation processes. It is based on the experiences of the
CAS design team (IBM Centre for Advanced Studies on Campus), making use of
IBM IOC (Intelligent Operating Centre) consisting of six members (Cezary Orłowski,
Tomasz Sitek, Artur Ziółkowski, Paweł Kapłański, Aleksander Orłowski, Witold
Pokrzywnicki). The technology framework of smart cities systems (where IOC may be
given as an example) shows the opportunities and constraints for the implementation of
city processes. It also enables a broader model-based analytical view of city processes
and the specific information technologies applied in order to model and implement
these processes. Taking into account this form of presentation, the papers consider
three perspectives of the design and implementation of smart cities systems.

The first perspective is the client perspective, i.e., of the city and its organizational
processes and the possibilities of applying measurements to these processes. In the first
paper, “High-Level Model for the Design of KPIs for Smart Cities Systems,” two
points of view are considered: a high-level view within which the city processes are
discussed and confronted with measurements in the form of key performance indicators
(KPIs) and a low-level one showing to what degree the available indicators may be
applied to measure the city’s processes. Within this perspective in the second paper,
“Implementation of Business Processes in Smart Cities Technology,” the model of the



city processes is presented and the authors’ own measurements for assessing
the maturity of these processes are suggested. Moreover, opportunities for enhancing
the KPIs through creating integrated or dynamic KPIs are indicated. These two papers
aim (a) at showing to what extent the present approaches based on KPIs may be applied
in the design framework delivered by software developers and (b) at suggesting
measurements for assessing the maturity of these processes.

The second perspective is the project perspective, on which two papers are presented.
In the paper “Designing Aggregate KPIs as a Method of Implementing Decision-
Making Processes in the Management of Smart Cities,” a low-level view of the project
in the context of management processes is described. The fourth paper, “Smart Cities
System Design Method Based on Case Based Reasoning,” illustrates an approach
resulting from the need to treat both the development process management method and
system implementation as components that may be used by any city. Both of these
papers provide methodology-based support for the management and implementation
processes of smart cities systems.

The third perspective is the provider’s perspective. Here, two papers are presented
that describe low-level and high-level approaches. In the fifth paper of the volume,
“Model of an Integration Bus of Data and Ontologies of Smart Cities Processes,” the
high-level approach to using an ontology for supporting the construction of a high-level
architecture is presented. The construction of such an architecture becomes necessary
in the case of an agile approach to project management. The authors’ experiences
connected with use of agile methods show that the availability of an ontology of
concepts (objects and processes, both development-related and management-related
ones) significantly simplifies the design of sprints and the prioritizing of backlog tasks.
In the sixth paper, “Ontology of the Design Pattern Language for Smart Cities Sys-
tems,” the second low-level perspective, the significance of building an integration bus
for a joint view of development processes, technology, and artifacts, as well as the
products of the design and implementation of smart cities are described.

Additionally, we include two papers concerning the dynamic and semantic assess-
ment of systems. In their contribution, Vo Thanh Vinh and Duong Tuan Anh propose
two novel improvements for minimum description length-based semisupervised clas-
sification of time series: an improvement technique for the minimum description
length-based stopping criterion and a refinement step to make the classifier more
accurate. In the eighth paper by B. John Oommen, Richard Khour, and Aron Schmidt,
the problem of text classification is explained using “anti”-Bayesian quantile statistics-
based classifiers.

The papers presented are the result of shared projects on organizational solutions,
carried out together with IBM, such as the 10-year period of collaboration within the
Academic Initiative, Competence Centre and Centre for Advances Studies on Campus,
and also research projects carried out at the Gdańsk University of Technology and
CAS. During 2011–2015, the international research project Eureka E! 3266 (EURO-
ENVIRON WEBAIR) “Managing Air Quality in Agglomerations with the Use of a
www Server” was carried out. The Armaag Foundation, IBM, DGT, Gdańsk City
Council, and the Marshall’s Office in Gdańsk all took part in the project. The project
objective was to create an IT system supporting decisions with regard to dust pollution
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and noise in Gdańsk. Hence the project was addressed to City Council analytical units,
which deal with the conditions of such decisions.

The second project was the PEOPLE MARIE CURIE ACTIONS project carried out
within the International Research Staff Exchange Scheme called: FP7-PEOPLE-
2009-IRSES “Smart Multipurpose Knowledge Administration Environment for Intel-
ligent Decision Support Systems Development,” and continued until the end of March
2015. The goal of the project was the development by the Australian partner
(University of Newcastle) of an environment for the building of intelligent decision
support systems based on SOEKS (Set of Experiences). The data/cases for the verifi-
cation of the environment were provided by the partners, namely, the Gdańsk
University of Technology and Vicomtech from Spain. In the schedule of the project,
three verification cases had been envisaged, and one of them was the data concerning
the design of a smart cities system for Gdańsk within the Eureka project.

The synergy of these two projects and the experience of many business partners
collaborating in both projects, as well as the close cooperation between CAS and IBM
Polska, created the conditions for such a comprehensive assessment of smart cities
systems. The three perspectives presented in the work – i.e., that of the client of the
city, the smart cities for the Gdańsk project, and the provider, CAS Gdańsk – close the
first stage of experiences covering system design and implementation. The papers on
this work (covering the three perspectives) were prepared so as to have a generic and
component-specific dimension and may serve as guidelines in both the design and
implementation of smart cities systems for a number of cities.

September 2016 Cezary Orłowski
Artur Ziółkowski
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Abstract. The main goal of the paper is to build a high-level model for the
design of KPIs. Currently, the development and processes of cities have been
checked by KPI indicators. The authors realized that there is a limited usability
of KPIs for both the users and IT specialists who are preparing them. Another
observation was that the process of the implementation of Smart Cities systems
is very complicated. Due to this the concept of a trigger for organizational-
technological changes in the design and implementation of Smart Cities was
proposed. A dedicated Model for City Development (MCD) was presented. The
paper consists of four main parts. First the structures of both city and business
organizations were presented. Based on that, in the second part, the processes
existing in cities and business organizations were presented to show how dif-
ferent they are. The third part presents the role of KPIs and their limitations with
the example of the IOC. The last part consists of the presentation of the model
and its verification based on two city decision-making examples. The proposed
design model presented herein takes into account both the city indicators and
their aggregate versions for the needs of city models.

Keywords: Smart cites � Knowledge base � Knowledge management � Fuzzy
logic � Process modeling � Decision support

1 Introduction

Currently, 54 % of the people who live in the world live in city areas. According to the
United Nations this is 3,5 billion people and is supposed to grow to 7 billion in 2045
[1]. The process might be most visible especially in North America (84 % of the
population living in urban areas) and Europe (73 %).

The data shows that managing city areas is, and is going to be, more important with
the growing number of inhabitants and limited area in which the cities might and
should (e.g. because of economic reasons) grow. It should be noted that it is not only a
process of fast-growing cities, there are many examples (with the best-known: Detroit),
where the number of inhabitants is rapidly dropping. In both cases pure managerial
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decisions have to be taken. There is a need to make managerial decisions but it is not
obvious what kind of decisions are going to be taken because a city is a type of
organization in which different attitudes to the same problem are seen. This might be
illustrated by one of the typical problems: should a city build more highways in the city
centers, which is very expensive for the city and devastates the surrounding areas plus
increases congestion but is expected by local inhabitants and therefore has a strong
political influence?

If there is a need to manage cities more effectively because of the growing number
of inhabitants and there are no clear rules/values according to which decisions are taken
it seems to be necessary to help cities in the process of effective management. How this
can be done and what kind of limitations are observed will be presented in this paper.

2 A City and a Business Organization

A city and a business organization are two types of organization. An organization is a
“formalized intentional structure of roles and positions [2].” Although they are types of
organization there are several differences between them and in managing them because
“Management applies to any kind of organization [2].” These aspects will be presented
below.

A business organization (also known as an enterprise) is an entity formed for the
purpose of carrying on commercial enterprise. Such an organization is based on sys-
tems of law governing contract and exchange, property rights, and incorporation [3].
Management was originally dedicated to business organizations starting from Henry
Fayol and Fredric Winslow Taylor at the end of XIX centry. The main goal of a
business organization is to generate surplus. While managing the enterprise the interest
of owners/shareholders, employees and business partners should be taken into
consideration.

The enterprise might offer products or services as the main result and both might be
offered either to individuals (B2C) or business customers (B2B). Most current
knowledge in management is concentrated on managing business organizations with
dedicated models supporting that process, special indicators used for this and many
scientific methodologies. Because this is so obvious it will not be presented in this
paper.

A city is “an inhabited place of greater size, population, or importance than a town or
village [4].” “Cities should be seen in terms of networks stretching in time and space [5].”
There are many different attempts at the definition of a city. Here, one might present the
idea of “The Ideal-Type City” byMaxWeber or the IRN (Inter-Representation Network)
Cities.

There are several other descriptions of a city, “The city is a network of networks,
embedded in broader networks, and within it are the values flows between network
participants [6].” A city can be presented as a social area but also a physically existing
area, and it is often also described as a cultural area with socio-economic processes.

The process of analyzing a city from the managerial point of view has a long
history. In 1970 the NYC-RAND Institute used urban statistics, modeling and com-
putation developed for wartime and typical corporate management to determine

2 C. Orłowski et al.



resource allocation, especially for New York City’s Fire Department [7]. After more
than 40 years the question should be asked, will new technologies help manage cities in
a better way? To answer that it seems to be necessary to present the procedures that
should be supported by technologies in the current cities.

City management is normally seen from two perspectives: managing the city hall
and managing the whole city. Managing the whole city consists of aspects such as city
strategy creation, and the control, coordination and assessment of departments which
are implementing the city’s strategy and policy.

The result of city management is a city product which is different from a typical
commercial product offered by enterprises. The main differences between these two
types of products consist of:

• High complexity of the city product
• Limited market influence on the product
• Consumption of the product in one, defined, location
• Very complicated process of pricing parts of the product (social climate, image)

which strongly influences how attractive the product is [8].

It is important to mention that today’s developed cities ‘are social and technical
complex systems characterized by historically unprecedented levels of diversity and
temporal and functional integration [7].” There is a growing individual specialization
and interdependence which makes large citie ‘extremely diverse and crucially relies on
fine temporal and spatial integration and on faster and more reliable information flows.’
Because of that cities are the economic and cultural engines of all human societies.”

3 Types of Processes in a City vs Processes in a Company

As it was presented in previous paragraphs a city and a company while both being
types of organization are defined differently. It also means that the processes which are
used in both city management and managing a company are different. In this section the
differences will be presented.

As a result of every process it is believed that the better it fulfills the process
requirements the better the whole organization exists. However, when cities are dis-
cussed, an important statement should be referred to: “The world’s most vibrant and
attractive cities are not usually the same places where buses run impeccably on time.
While improvements in infrastructure and urban services are absolutely necessary for
cities to function better, they are not the fundamental sources of social development or
economic growth [7].”

Current cities, as described above, are unique examples of organizations. Besides
the description, it seems to be important to present how cities work, how they are
organized and what type of processes might be observed.

Typical cities in Poland are divided into departments. A department is “a distinct
area, division, or branch of an organization over which a manager has authority for the
performance of specified activities.” While discussing business organizations there
might be several types of departments presented (e.g. sales department, production
department). Companies try to adapt departmentalization into their main type of
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business: it might be departmentalization by time (when shifts are in use), depart-
mentalization by geography (when a company tries to adapt to several markets in
dfferent geographic locations), customer departmentalization (when different types of
customers seem important to be represented in organization structure) or several others.
When taking cities into consideration they are typically divided by enterprise functions
so there are departments representing functions of the city such as financial department,
architecture and urbanistic department, social department, etc. Such departmentaliza-
tion has several advantages presented in the theory of organization from which it is
worth mentioning that it follows the principle of job specialization, simplifies training
and seems to be logical and, because of this, easy to create that type of structure.

This type of departmentalization has also disadvantages, from which the most
important is that people working in one department have problems with seeing the
organization as a whole. It creates ‘walls’ between departments; employees mostly do
not know what is done in other departments.

It is also important to mention wicked problems which are found in city man-
agement. The essential character of wicked problems is that they cannot be solved in
practice by a central planner. This is based on two types of problems (a) the knowledge
problem (b) the calculation problem [7].” Calculation can be easily done by today’s
computers but ‘the knowledge problem refers to the information that a planner would
need to map and understand the current state of the system; the city, in our case. While
still implausible, it is not impossible to conceive information and communication
technologies that would give a planner, sitting in a ‘situation room’, access to detailed
information about every aspect of the infrastructure, services and social lives in a city.
Privacy concerns aside, it is conceivable that the lives and physical infrastructure of a
large city could be adequately sensed in several million places at fine temporal rates,
producing large but potentially manageable rates of information flow by current
technology standards’ which will mean it is not a problem in city management.

It is also necessary to define when it is possible to conclude that a city is properly
managed. In a business organization the results are normally presented in crisp values
(such as a financial result at the end of the fiscal year, the growth/drop in the number of
sold products, the growth of stock value). When the same question is posed for cities
the answer is not clear. From the city mayor’s perspective the main indicator of city
management is the result of the election. But it cannot be concluded that the results are
based only on crisp results of the city (such as city debt, level of infrastructure
development, etc.). It is often based only on feelings or personal opinions which might
be (and many times are) very different from real results.

Even if the assumption can be made that city managers will not follow political
needs (to win the election) but will concentrate on the needs of the city, a similar
question might be posed – what are the needs of the city? The needs are defined by
different actors (inhabitants, investors, politicians, public organizations). One of the
suggestions of how to answer that question is the idea of Smart Cities.

The Smart City notion is a concept that started to emerge approximately two
decades ago and was originally used to describe a city that applied technological
solutions to the everyday problems of the city and its inhabitants, through the intensive
use of information and technologies [9]. This can be prested as a definition of smart
cities but the question arises as to when the current existing city might be called a

4 C. Orłowski et al.



smart city. “…when investments in human and social capital, transport and ICT fuel
sustainable economic growth and a high quality of life, with a wise management of
natural resources, through participative governance [10]”. There are also more general
definitions as the one from the European Smart Cities Model that states that a Smart
City is a city that performs well in six areas: Economy, Mobility, Environment, People,
Quality of Living and Governance [11]. So a Smart City is more than an intelligent city
because it creates and uses feedback.

To answer the question of ‘how to manage effectively’ it is necessary to present the
type of methodologies that might support decision making. It seems to be necessary to
refer here to the concept of Smart Cities (presented above). These days the Smart Cities
2.0 concept is becoming popular as an idea in which departments are connected
through digital strategies which helps to integrate and build bridges between the current
‘silos’ (represented as different departments) [12].

Because a city cannot be seen as the same type of organization as a company
(business organization) it means that it should be managed also in a different way. As
presented in previous paragraphs, it has different goals and because of this another
logic of existence and the way is it managed. It also means that different tools for
supporting management processes should be used. Even if the logic and goals are
different and the whole process of managing the city is more complicated than in a
typical business organization, it still has to be supported.

3.1 Examples of City Management Processes

As it was presented in the previous section, cities are divided into partly independent
departments. This presents just the organizational structure which by itself should not
impact directly on city management. It is important to present how different processes
organized by each department influence the process of city management. Next, the
examples ill be presented.

The process of investing money in the transport infrastructure influences several
different areas such as the location of schools, land value, pollution and economic
development. One of the major decision-making problems of this kind is the project of
Podwale Przedmiejskie Street in Gdansk. Today, Podwale Przedmiejskie Street is seen
as a major spatial barrier and a burden to its neighbours. It was built 40 years ago as a
transit road through the historical city centre and consequently divided the city. As an
effect, one side is still perceived as a high quality district, a popular tourist destination
with all the famous landmarks, and functions as a city centre. The other side, however,
is considered a dangerous, impoverished district even though it has a lot of valuable,
historical urban tissue which - unlike most of the rest of the city - survived the 2nd
World War. Because of this there is an idea to rebuild the street, narrow the whole
street and build a pedestrian crossing. There are several sides interested in this topic:
car owners are against it, city and non-profit organizations hope that it will ‘bring back
to life’ a huge part of the city, and several other factors from different areas have to be
taken into consideration (like air pollution, noise but also access to shops and services
located in this area and the total cost of constructions). These areas cover the interest of
several city departments and in the end the city, as a whole, has to make the decision.
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The key question is who is going to assess the influence on the different areas and how
to calculate the final results from several areas.

Another case is the changes in the network and location of schools in the city. The
changes are normally organised by the department of education and are mostly based
on data such as demography in the neighbourhood, the market needs, the school
facilities (gym, swimming pool). Based on this kind of data, decisions about closing,
opening new or relocating schools are made. Several examples might be presented here
but one of the most noticeable was a few years ago in one of the cities in Poland. There
was a relocation of schools and slight changes in the school timetable made by the
department of education. At the same time, the department of transportation noticed
high changes in the transportation system of the city (congestion on some bus lines
whereas others rapidly became empty) and traffic jams in new places and times. Special
research was done and based on the results the department realised that there were
changes in the school network made by other departments of the same city.

The examples described above present the main problem existing in the current
process of city management – how to support decision-making processes in the whole
city (where normally decisions are made at the level of departments).

To answer that question it is necessary to define the proper way of city develop-
ment. It was defined in the first section of this paper. When it is known in what
direction the city should go it is possible to think of how it might be done.

4 Key Performance Indicators and Their Significance
for Estimating Cit Processes in IOC

In the previous sections the problems of managing cities were presented. Based on the
examples, current trends and main problems, it seems to be important from one side,
but also complicated, to manage cities efficiently. Besides managing cities, it is
important to find a technology that might support that process. The last great tech-
nological advancement that reshaped cities was the automobile (and the second in
importance was the elevator). In both cases, these technologies reshaped the physical
aspects of living in cities – how far a person could travel or how high a building could
be. But it did not change the fundaments of the city because it was connected only with
technology. Currently, when personal computers, mobile phones and the Internet are in
use, there is the ability to influence also the social organization of cities and empower
everyday citizens with the knowledge and tools to actively participate in the policy,
planning and management of cities [13]. This is what the Smart Cities concept tries to
use. Besides having just a concept there is a need to have tools that might be practically
used by cities. An example of these tools, which is going to be presented next, is IBM’s
Intelligent Operations Center for Smarter Cities (IOC).

The IOC is able to receive, transform and use the data gathered from many different
sources to support city management processes. It is a big system (big data) that consists
of a lot of features and extensions.

The main element of the IOC are Key Performance Indicators (KPIs). A KPI “is a
measurable value that demonstrates how effectively a company is achieving key busi-
ness objectives. Organizations use KPIto evaluate their success at reaching targets [14].”
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KPIs include Data Source, Model and KPI itself. They help an organization define and
measure progress towards organizational goals. Here the key question should appear:
what is the main goal of the city?

Several answers might be given here:

• Build 2 new roads
• Reduce the unemployment rate in the city by x percent
• Build 3 new schools

This reflects the discussion presented in the first part of this paper in trying to answer
the question of what a successful city looks like. Based on the current knowledge, it is a
mix of socio-economic aspects. Here the second feature of KPIs should be presented:
every KPI must be measurable. Several examples of KPIs used in business might be
presented:

• A business may have as one of its Key Performance Indicators the percentage of its
income that comes from return customers.

• A Customer Service Department may have it as a percentage of customer calls
answered in the first minute [15].

KPIs are mostly used in managing organizations but it seems to be important to
check if they can be used for city management. In systems like the IOC hundreds of
KPIs should be taken into consideration. In current cities the amount of collected data
is significant. Based on this the KPIs are built and might be presented to the system
operators. But still this concentrates only on measurable crisp values, which skips many
socio-economic aspects very important for the city.

The authors prepared two types of models: a model which will help in organizing
the KPIs in the IOC (by dividing the KPIs into categories) and a model of city
management processes (MCMP) which will present another view on the problem
analysis in the IOC.

5 High-Level Model for the Design of KPIs for Smart Cities

The starting point for the construction of a high-level model for the design of indicators
(WMPW) was to assess the management processes of cities and organizations
described in the previous section. It was assumed that this differentiation in the pro-
cesses of a city and an organization shows a limited application and design of KPIs
with a bottom-up approach. Also the integrated KPI models that are presented in a
different submitted paper indicate that they can be designed in conditions in which
while managing a team of designers one is aware of a high-level use of indicators.
While the paper entitled “Designing aggregate KPIs as a method of implementing
decision-making processes in the management of Smart Cities” discusses the design of
aggregate indicators with a view to the aggregation of these indicators, this work
discuss the need for the design of indicators with the model of city processes at its
basis. The research presented in this paper also shows that the indicators can/should be
designed from the top according to a top-down approach unlike that presented in the
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previously quoted paper. These two different approaches can be used depending on the
maturity of the project team and the representatives of cities.

In a situation in which this maturity is high, the indicator design process using a
bottom-up method appears to be more efficient. However, when taking a top-down
approach, the maturity of the team may be low, provided, however, that both teams are
familiar with detailed models of the city while building the metaphor of the system.

Therefore, this paper proposes an extended approach to building KPIs based on
models depicting how the city functions. It was assumed that the adoption of such a
model for implementation forms the basis for the design of indicators as well as for
their integration. It was also assumed that the adoption of such a model also acts as a
metaphor of the (constantly developing) city processes, readable for users of city
systems and also for system designers. Hence, the development of a high-levl model
for the design of indicators (WMPK) may provide a kind of trigger for changes in the
organization of cities and in the method of evaluating processes and their importance
for decision making.

The starting point for the design of indicators was the analysis of models of city
processes. Indeed it was assumed that the scope and number of these models will
indicate to what extent the approach to these models is important or integrated (attempt
at their aggregation) or to treat these models as independent entities and use them as
design patterns on the basis of defined KPIs. The top-dow approach was deliberately
used to indicate the importance of knowing the vision of the operation processes of the
city before the defining of indicators for this vision. This approach is commonly used in
the design processes of corporate architectures and can constitute a methodological
component used in the design of KPIs.

The analysis of city processes indicates that the number of models of the operation
processes of cities is limited. City processes and the need for their use and credibility in
the design of Smart Cities systems indicates that the suitability of these models for KPI
design processes must be evaluated in order to then generalize this process to assume
an approach under which initially (along with the city) a model of the operation
processes of the city is adopted and then KPIs are designed bearing in mind the
possibility of their aggregation for the needs of this model.

Figure 1 presents WMPW where there are three visible layers (city models,
aggregate indicators and KPIs, which are the basis for measuring those processes of the
city that are important from the point of view of city models). The feedback vector
visible in this figure and the controller on the right-hand side indicates the direction and
area of the design processes. This city model represents specific kind of data necessary
for the design of indicators. Based on the city models, processes are selected and
measurements are assigned to these processes. Then the aggregation of indicators takes
place based on the processes isolated within the models and they are assigned to the
corresponding measurements.

Because of the situation presented above there are currently thousands of KPIs in
the IOC system. Some of these are pure business KPIs (which cannot be used in the
city management process), the others might be used, all are put together and the new
KPIs are added in the same way. The authors propose to add extra levels to the extent
in which all data representation in the IOC is based on KPIs. It is suggested to first to
add aggregate KPIs which will accumulate KPIs in order to meet important issues.
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This idea is presented in detail in the next paper and therefore will not be presented
here. The authors suggest adding one more level: models of city management processes
(Fig. 2), which will be presented further.

As presented in Fig. 2 the top part is the model of city management processes. The
model represents the main idea to be implemented in the city (for example a model for
sustainable development or a model for effective transportation). So first the model is
described. Next to that model aggregate KPIs are assigned which will represent the
main areas of interest of the model (such as all important aspects of transportation in
the transportation model). The aggregate KPIs consist of many individual KPIs nec-
essary to describe the model. Every KPI that will be created will be assigned to one or

Fig. 2. Three layer architecture of the KPI design (additional layer of the city project
management model)

Fig. 1. High-level KPI design model (WMPW) for the needs of smart cities
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many models so there will be no ‘independent’ KPIs which are not assigned to any
model (which would mean it is not used). It solves one of the main current problems in
the current existing systems: lots of data is measured but not used which is expensive,
time-consuming and makes the process of finding proper data more complicated.
Because of that, it is also very complicated to implement the system in other cities –
because there is no knowledge of which KPIs are necessary to answer the main
problems (which are presented in the models).

As it was stated above, currently there might be billions of KPIs defined for every
city. In view of this it seems necessary to organize them to make it possible not only to
manage them. Because a city is a fast changing organization, managing current existing
KPIs might be seen from different perspectives:

• Some KPIs after some time might not be needed any more (and due to this it will be
necessary to delete them which lowers the cost and gives order.

• When a new decision-making process is going to be made, very often it is possible
to base it on current existing KPIs. As there are very many of them in the city, it is
required to make it possible to find them.

• When the aggregate KPIs are built, they should cover all KPIs from the necessary
area. Due to this, proper organization of KPIs is required.

The authors propose the creation of a dedicated model, a model for the organization
of KPIs (WMPW) which will help to organize KPIs. This will be based on the function
of eery KPI and will be used in the creation of the process of solving city problems.
The main idea of the model is based on the document prepared by the United Nations
Conference on Sustainable Development. In the created Agenda 21 (chapter 40) [16]
the importance of information in the decision-making process (on the level of country
government) was discussed. According to the United Nations ‘there is a general lack of
capacity (..) for the collection and assessment of data, for their transformation into
useful information and for their dissemination [16].” Based on long-term experiments a
model was proposed for the sustainable development of cities, which consists of 130
factors divided into three areas: causes of the problem, current state of the process and
proposed reaction. The authors suggest using a similar idea for organizing KPIs in the
city management processes (Fig. 3).

Fig. 3. Model of the city management process
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The main idea of the model for the organization of KPIs is to solve the problems
presented above. In this respect the model is divided into three parts: causes, state and
reaction.

The proposed construction will not only help organizing the KPIs (their place in the
system) but mostly should help in the main process for which KPIs are used: building
the procedure in the decision-making process. As presented in the first section of the
paper, there are different needs placed by different groups in cities. The first level of the
model (Causes) will help in defining the potential needs/problems proposed by different
groups in the city. When the needs are seen (and measured, for example, how important
the need is) the KPIs from Causes will lead us to the State part in which the KPIs
presenting different areas of the city are presented. Here all the everyday measures are
presented (e.g. traffic, pollution, budget). For the declared needs one (or a group) of
KPIs will reflect the current state of the city in the area in which the problem might
occur. This will lead the user to the third part called Reaction. It will consist of the KPIs
that will measure the potential reaction of the city to the presented problem, taking into
consideration the current state.

It is suggested that:

• ‘Causes’ consists of all KPIs which are defined as people’s needs; pressure on
several processes that should happen according to people’s beliefs. These KPIs will
measure those needs.

• ‘State’ consists of KPIs presenting the current values of processes (all measured in
the city).

• Reaction should consist of the reaction to negative trends that might appear, also for
that, KPIs are necessary.

The proposed construction of the model supports the model of city management
processes presented in the first part of this section. The presented organization of KPIs
supports the process of building aggregate KPIs because the potential user can easily
find the KPIs needed for the aggregation. It also shows that KPIs do not have to be
described (and assigned) to the categories based only on the area in which they exist
(such as management, pollution, transportation).

6 Verification of City Models

In the previous section the idea of the model was presented. This section will present
the verification of the presented model.

The usage of the model will be verified on the example of a model built for sus-
tainable development for Warsaw. Therefore, it is the model for sustainable develop-
ment for Warsaw that consists of four aggregate KPIs (urban/environment, economic,
social, management/political). Each of the aggregate KPIs consists of a certain number
of KPIs. For better understanding there was a sub-category added and called Area (each
aggregate KPI consists of a certain number of KPIs which are grouped into Areas in
view of their main goal).

Table 1 present the sustainability of the city there must be in total 297 KPIs taken
into consideration. These represent several different areas. Keeping in mind that this is
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just one model (out of many others in the city) it shows the scale of usage of KPIs in
the city. Because every KPI is assigned to a model in which it is used, it is possible to
verify and maintain the usage of every KPI (which also means the need to monitor the
factors used in each KPI). It helps to avoid the situation in which there are KPIs which
are not used at all (not used in any model). Even more important seems to be the fact
that because of the structure it is possible to easier implement the IOC in another city –

copying the model means that there is a list of necessary KPIs to be used to make it
possible to receive the necessary model.

7 Conslusions

This paper presents a high-level model of the design of indicators for smart cities. The
starting point for their design was the negative experience of the authors in the design
of indicators for the evaluation of individual processes of city management. It was
proposed to use, in the design of indicators, city operating models for which areas for
the aggregation of indicators are determined in order to, on this basis, design individual
indicators for city processes.

The paper presents the main issues connected with managing cities and the prob-
lems due to different factors when compared with managing business organizations.
First the differences between a city and a business organization were presented. Next
the processes in both types of organization were presented. Based on the processes it
was possible to present the KPIs which measure and represent the processes. There is
also an important difference in the type of KPI used in a business organization and in

Table 1. Aggregate KPIs, areas & number of KPIs

Aggregate KPI Area Number of KPIs

Urban/environment Water management
Waste water management
Rubbish management
Green areas management
Land management

74

Economic Number of companies/unemployment
Structure of companies
Availability of services/media
agriculture

42

Social Demography
Labor market
Housing
Culture and tourism
Education and science
Environmental protection

73

Management/political Management
Budget (income)
Budget (expenses)

108

Total 297
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cities. Because of this the authors proposed to create a dedicated model which will help
in adapting to the needs of cities. In the last section the model was verified.

The proposed model organizes the KPIs by adding two extra levels in the structure.
It helps cities to better manage the KPIs (those which are not used) and makes it
possible to easily implement the system in other cities. The model was verified based
on the case representing the idea of sustainable development in Warsaw.

Now it is necessary to implement the proposed changes into the software (IOC) and
verify it based on the bigger amount of data.

The proposed solution can be applied for cities in which city management models
are used. Then, the design process is a top-down one as described in the paper. In the
absence of these models it is necessary to create them or use those existing in a
high-level management model of other cities. Then city models become a specific kind
of component used in the design process.

Because of this it seems expedient to modify the design processes of indicators in
the IOC, a departure from the typical indicators of an organization, and the introduction
of those which respond to city management processes set out in the models of city
processes. This approach can be applied both at te level of tools supporting the IOC
such as the Business Modeler or the Advanced version or also directly in the IOC.
Then, the system designer has the ability to provide an ongoing relationship between
indicators, their aggregation and the indicators necessary for the evaluation of the city
processes included in the models of city processes.

It seems also to be necessary for the design process to be supported by metaphors of
processes and their indicators contained in the libraries both of tools supporting the
design process as well as of the IOC. Then, due to the low level of the maturity of city
processes it will be possible to acquire those indicators from the libraries and directly
introduce them for use in the evaluation of the processes of cities models.
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Abstract. The goal of the paper is to present the results of studies concerning
the development of a method of implementation of business processes in Smart
Cities systems. The method has been developed during studies carried out within
the building of a Smart Cities system for Gdańsk, and is based on basic develop‐
ment project management mechanisms (drawing from best practices, and in
particular from the RUP methodology) and business-oriented development prin‐
ciples, where the role of business process modeling is crucial for the implemen‐
tation of functionalities of IT systems.

Keywords: Smart cites · Business process modelling · Decision support
systems · Knowledge management

1 Introduction

The progress in smart information technology implies growing market interest in
systems conforming to the so-called smart cities concept. Large urban agglomerations
such as London, Singapore or Rio de Janeiro use IT systems to manage key processes
in the city, such as road traffic management, decision-making for strategic projects or
ensuring safety for residents.

Such an approach allows an urban agglomeration to be treated as an organization,
in which a number of business processes occur, and these processes require the support
of IT systems. A business process is usually defined as a set of operations which lead to
the accomplishment of a specific goal or fulfilment of a specific business need [2]. The
processes which have strategic significance for a city usually come from legislation,
which provides the legal foundation for the processes carried out by a city. Among such
processes, particular attention (and consequently special IT support) is attached to
processes crucial for the safety and wellbeing of residents. Typically, certain procedures
and guidelines which require immediate measures to be taken and the simultaneous
absorbing of resources subordinate to key public order enforcement agencies such as
police, fire brigade or healthcare are connected with such processes.
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Key IT system providers strive to deliver software (“smart cities” systems) which
supports the management of certain processes in urban agglomerations and their subsid‐
iary units, such as crisis management centres. It should be noted that a crisis management
centre is not an ad hoc organization, but an organization which constantly monitors
certain (critical) statuses. This organization’s activity intensifies when critical values
defined for KPIs (Key Performance Indicators) [1] assigned to specific processes are
exceeded. Also, “smart cities” systems are designed not only to support decision-making
in a critical situation, but also to constantly support the control and monitoring of certain
aspects of life in urban agglomerations. As an example of a status which may be moni‐
tored and which requires a response by a crisis management centre we may include the
concentration level of pollutants in the air, the water level in a river, the noise level for
a given location, etc.

Hence this paper aims to show how the modeling of processes is relevant for their
subsequent implementation in the form of specific functionalities of smart cities systems.
To that end, the current methodology knowledge supporting aspects of business
modeling and architecture modeling for the purpose of IT systems has been presented.
Next, the recommended model of steps leading to the implementation in smart cities
systems of specific business processes carried out by the city council has been presented.

Such an approach allows the implementation and deployment of smart cities systems
to be perceived from the perspective of an IT project [5], in which the implementation
of system functionality is preceded by a number of activities in the area of business
analysis and modeling [6]. This in turn allows a city (city council) to be treated as the
client of an IT project, who has specific expectations (business needs) which should be
satisfied by the functionalities of the developed smart cities system.

2 Business Modeling Issues in the Development of IT Systems

Business modeling [4, 6] is one of the main disciplines of software engineering, and is
particularly emphasized in such development approaches as Rational Unified Process
(RUP), but is also relevant for currently popular agile approaches [12, 13] (Fig. 1).

The disciplines in the area of business modeling (RUP includes process modeling,
requirement management and architecture modeling in these disciplines) serve to
analyze in detail the business needs, and consequently the business processes occurring
in the organization of the client of the IT project [7], i.e. the recipient of the IT system.
Business modeling as a discipline refers first of all to increasing the abstraction level of
a developed system through, inter alia, the graphical presentation of processes (process
modeling) and also the graphical presentation of system functionalities (use-cases
diagrams). Thanks to business modeling the communication between the client and the
development team is improved. Business analysts, who through their contacts with the
client visualize the processes and IT system’s functionalities required for subsequent
implementation, are usually in charge of the business modeling.
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3 Business Modeling in the Development of Smart Cities Systems

As noted in the introduction, each implementation of smart cities systems is a particular
case of an IT project, which means that the disciplines connected with business modeling
(business process modeling) are applicable also in the development and implementation
of such systems. The application of business modeling for the purpose of smart cities
systems has two main advantages.

Firstly, it allows better understanding of the functioning of the client’s organization
and their business needs, so that the developed/implemented IT system is properly tail‐
ored to the business processes occurring at the client. In the case of smart cities systems
such an approach seems especially important. The business processes of a client like the
city council are very often connected with the safety of a significant number of residents,
and ensuring appropriate living conditions and standard of living. The better these
processes are understood, the more likely it is that they will be properly supported by
the developed smart cities system.

The second advantage of business modeling is the improved collaboration between
the client and the development team (the team which develops/implements) through
creating a joint platform of communication based on models and the visualization of
individual items (functionalities) of the system to be built.

Another advantage, which is more and more often expected from the use of business
modeling for the purpose of the implementation of IT systems is the opportunity to make
the model independent from the implementation platform. This is particularly useful in
the current circumstances where technical debt (a phenomenon consisting of the lack of
opportunity to develop or adapt the software after some period of operation) is becoming
a serious threat. Technical debt also means the risk of being unable to develop or adjust
the software to the changing environment (for instance, the integration of systems in the

Fig. 1. Scope of business process modelling in RUP
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case of two organizations merging, or system modification(s) arising from legal require‐
ments). The application of business modeling and the representation of an individual
system’s tasks through business process models gives an opportunity to minimize the
risk of technical debt occurring, provided that appropriate conditions for the automatic
implementation of processes in the IT system are created. Therefore the use of high-
level business modeling should lead to a situation where any modification required to
be implemented takes place only at the model (business process model and/or system
architecture) level.

4 Advantages of Business Modeling for the Purpose
of Smart Cities Systems

The increased abstraction level and the application of high-level models in the construc‐
tion and implementation of smart cities systems brings about certain problems, however.
As noted in the introduction, one of the main problems arising from the implementation
of smart cities systems in cities is the need to tailor such a system to a specific city in
each case. This is due to the fact that each city is governed by individual specific formal
and legal principles. In addition, each city has a number of imposed guidelines, which
govern its operation in a crisis situation (these are local procedures in the case of an
accident being a threat to residents).

Due to such situations, when developing and implementing a smart cities system for
a particular city, the providers have to seriously take into account that it is necessary to
make adjustments with respect to specific procedures, guidelines, legal acts and other
instruments of a formal and legal nature. Another factor, which makes it necessary to
tailor a smart cities system to the city (client) may be the specific microclimate or
geographic location, which makes it necessary to modify the system’s functionalities
depending on the location of a particular city. Therefore, in order to avoid implementing
functionalities dependent on various factors in each individual case, smart cities system
providers should strive to apply appropriate components, developed, if possible, at a
higher abstraction level than the source code, i.e. at the business process model level.
Hence the role of business modeling leading to the presentation of individual guidelines
or procedures valid in a city in the form of process models, which may be later imple‐
mented in smart cities systems, becomes reasonable.

The above consideration allows the conclusion that in the application of business
modeling for the purpose of smart cities systems, reusable components should tend to
be provided. Such components, due to their relative independence from the system
proper, should allow unrestricted implementation based on procedures and guidelines
delivered or held by the client (the city). Therefore in the next section particular attention
is attached to a procedure model leading to the implementation of business processes
defined in formal and legal documents held by the city council (Fig. 2).
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Fig. 2. Role of business modelling in the implementation of smart cities systems

5 Model of the Implementation of Business Processes in Smart
Cities Systems

In connection with the above consideration it should be said that the implementation of
business processes in smart cities systems should be preceded by some business
modeling activities. It seems appropriate for software providers, when implementing
smart cities systems, to take into account a number of key aspects mentioned above,
such as the necessity to increase the system’s abstraction level through the visualization
of processes and functionalities. Hence the main mechanism leading to the realization
of business modeling principles [11] is the defining by the client of the needs which have
to be reflected (satisfied) in the smart cities system (Fig. 3).

Fig. 3. Collaboration loop for smart cities solutions

The client’s business need may be perceived both as a specific service provided by
a smart cities system and as a specific task, which may be supported by the system.
However, in order to implement such a service it is necessary to model it properly, and
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the best option here is modeling in the form of specific business processes with use of
a certain modeling standard such as BPMN or UML [3, 14]. It is true that business
processes in the case of city councils are quite different from business processes for a
manufacturing company or a typical commercial organization. However, a city’s activ‐
ities have obviously a process-related character and may, or even should, be presented
in the form of diagrams (process models) in order to facilitate their implementation in
smart cities systems.

A particular problem noticed in the case of a number of city councils is that
procedures and guidelines which should be implemented in smart cities systems are
usually only described in the documentation (expressed in natural language). This
means that those responsible for modeling have to devote some effort in order to
convert descriptions in natural language into business process models. Only when
this conversion has been effected, can these processes be implemented in smart cities
systems. Hence before implementing business processes in smart cities systems it is
necessary to analyze in detail (such analysis is mainly carried out by analysts in
collaboration with city council employees) relevant procedures and guidelines in
order to model them as process maps.

5.1 Issues Connected with the Implementation of Procedures and Guidelines
in Smart Cities Systems

The main problem potentially encountered during business modeling for the purpose of
smart cities systems is the non-typical character of business processes. In city manage‐
ment the processes which should be implemented in a smart cities system are different
from typical development processes. In city management, the activities (processes)
connected for example with responding to an exceeded critical threshold for the air or
water, consist of taking the appropriate measures directly with regard to guidelines in
relevant legal acts (which is shown in the corresponding diagram above). Hence the
question may be asked whether business process modeling may be applicable at all for
an organization like a city council.

It might seem that such modeling will be a redundancy of the knowledge which has
already been entered in the form of entries in dedicated regulations. However, one should
keep in mind that business modeling is to serve as a bridge between the development
team and the client (city council). Therefore in this situation process modeling should
be regarded as a platform enabling better communication between individual project
stakeholders [9].

On the other hand, the modeling of processes for the purpose of their implementation
in smart cities systems is connected with another problem arising from the formalization
of such processes. If business modeling is treated as an important factor for the devel‐
opment of reusable components, it becomes necessary to apply certain standards for the
modeling of such processes. BPMN may be mentioned as one among the most
commonly applied standards today for modeling such processes; however, although
users are increasingly familiar with this standard in provider organizations, this is not
always the case in organizations on the part of the client.
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However, the necessity to model business processes for the purpose of a city council
seems to be inevitable and falls into the category of typical “business-oriented software
development” principles [6], which are not only emphasized in individual IT project
management methodologies, but are slowly becoming a standard in the realization of
development processes. In response to these issues, a procedure model connected with
the implementation of business processes for the purpose of cities which use (buy/
implement) smart cities systems has been presented below.

5.2 General Model of the Implementation of Business Processes in Smart Cities
Systems

As noted above, the main problem connected with business process modeling for the
purpose of smart cities systems is the necessity to carry out a multi-aspect (multi-thread)
business analysis. On one hand, those responsible for modeling deal with the

Fig. 4. General model of the business processes in smart cities systems
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documentation (legal acts, standards, regulations), which must be reflected in the system.
On the other hand, good software engineering practices make it necessary to present
these aspects contained in the legal acts at a sufficiently high level of abstraction. Thus
it means that when intending to model business processes and implement them for the
purpose of smart cities systems, at least three organizational levels should be taken into
account, which influence the realization of modeling and implementation activities.

The first, and the highest level, is connected with best practices of procedure — both
for documentation management and best development practices. This level may be
called the knowledge level and it is designed to ensure methodological best practices of
procedure. However, it should be kept in mind that the implementation of smart cities
systems is a typical IT project, and thus a number of activities have to be carried out in
accordance with project principles (managing, control, monitoring progress) at the
operation level (project management). And finally, at the lowest level, individual activ‐
ities are carried out which enable the creation of process models and their implementa‐
tion in smart cities systems. Such an approach is in accordance with hierarchical project
management represented for example by PMBoK or PRINCE2 [9, 10].

These three key levels are reflected in the model shown in Fig. 4.
As noted above, the procedure model for the purpose of the implementation of busi‐

ness processes in smart cities systems takes into account three main levels, which are
interrelated. Each of these levels is a certain organizational level. Such an approach
makes it easier for the persons modeling business processes to analyse the knowledge
sources supporting specific activities (knowledge level) in the modeling area, and also
indicates the activities (project level), which should be effected during the development
of smart cities systems.

• METHODOLOGY (KNOWLEDGE) LEVEL is the highest layer of the model of
the implementation of business processes; this layer is to provide appropriate knowl‐
edge required in order to carry out modeling and implementation processes. Hence
the presence of this layer in the model gives the modeling persons and implementing
persons insight into necessary sources of substantive knowledge used in the manage‐
ment of development projects. This layer is aimed at ensuring, inter alia, best prac‐
tices applied in IT projects, with a recommendation to make use of approaches such
as PRINCE2 (for instance for documentation management), RUP (increasing the
abstraction level), LEAN (improving what was already created).

• The second level of the model is the PROJECT MANAGEMENT LEVEL, i.e. the
realization of particular organizational activities aimed at the delivery of the system’s
functionalities. The best practices from the higher level provide knowledge for this
management level, for which the project manager and/or the steering committee is
in charge. This level is aimed at the delivery of procedure patterns to be applied by
the development team creating smart cities solutions. The patterns, which are
supplied from the management level, have been divided into the following: document
control (i.e. the gathering and processing of legal acts, regulations and other sources,
from which the guidelines are derived), the provision of patterns to increase the
abstraction level (for instance BPMN, UML notations) and also the provision of
patterns for control, for example tools (in accordance with the TOOLS & TECHNI‐
QUES principle) for the verification of developed models. Finally, at the management

22 C. Orłowski et al.



level attention should be paid to design patterns (in RUP these is called capability
patterns), i.e. a recommendation to apply reusable components, which later may be
implemented autonomously in subsequent systems. Thus, the last set of management
activities is the realization of the implementation processes, reflecting the develop‐
ment level.

• DEVELOPMENT TEAM LEVEL, i.e. the model level dedicated to the development
team in order to deliver some procedures of operation (autonomously developed by
the authors and discussed in detail in a further section). At this level, firstly one should
refer to the interpretation of guidelines, which are to be modeled in the form of a
business process, which subsequently should be verified (the team has developed a
dedicated tool for verifying the conformity of the process map/model with the docu‐
mentation on the basis of ontologies). Next, when the process model is in accordance
with the guidelines (documentation), it may be converted into an interpretable form
by means of dedicated tools applied for the development of smart cities systems. Due
to the high degree of complexity of this level, it has been further extended as a detailed
model.

5.3 Detailed Model of the Implementation of Business Processes

The developed general model indicates the main layers which are required in order to
carry out correctly the business modeling for the purpose of the implementation of smart
cities systems. In addition, the modeling persons (business analysts, city council
employees) should take into account a number of additional activities (recommended
by the authors of this paper) enabling the correct modeling of procedures and guidelines,
which may be later implemented in smart cities systems. Hence the detailed model
considers the actors (participants) in individual activities carried out for the purpose of
the implementation of business processes in smart cities systems, presents the sequence
of activities, and also shows the processes which are of key significance for the model‐
ling, occurring within such areas as defining business needs, process modeling, the
verification and control of correctness, and implementation (Fig. 5).

The detailed concept of the model also contains, apart from the main areas connected
with process modeling and implementation, responsibility for individual activities
leading to the implementation of processes in smart cities systems. Hence a relevant city
council employee is responsible for providing documents with procedures and guide‐
lines necessary for the subsequent modeling of business processes, which will be imple‐
mented in the smart cities system. It should be noted that although the guidelines come
from legal acts (like charters, regulations) held by the city council, it is the particular
employee who defines their business need (i.e. which items the system should contain
so that employees are able to fulfil their duties arising from the legal acts).

When the guidelines have been prepared, the business process modeling stage takes
place. A process analyst (who may be indicated by the city council or may come from
the provider’s organization) through consultation/collaboration with the city council
employee begins the business process modeling. In a mature organization, processes
would be modeled by department employees, while in a less mature organization
competent consultants should also be involved. In the process modeling area indicated
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in the model, in the beginning, the relevant guidelines in the documentation provided
by city council employees are interpreted. The interpretation is a process strictly
connected with activities such as the analysis of the content of an act/ordinance, on the
basis of which the subsequent system functionalities are to be created. Next, all the
elements within the process, namely the entities (process participants), the actions taken
by the entities (process activities) and the conditions (process parameters) such as
permissible pollution concentration levels, etc. are identified (through an analysis of the
text). When all the elements within the process have been determined, the appropriate
modeling standard should be selected. A certain standard is necessary in order to avoid
disputes as to workflow within the process (hence the present standards such as BPMN
or UML are recommended). After having selected the modeling standard (notation) and
modeling tool (in accordance with best project management practices [9]), process
mapping can proceed, i.e. a graphical presentation of the process within the tool.

Fig. 5. Detailed model of the business processes in smart cities systems
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Another area in which the tasks required for the implementation of business
processes in smart cities systems are carried out, is the verification of the previously
developed business process model. In this paper a verification based on ontologies [8]
(based on the experience of the authors) is recommended. In the studies carried out by
the authors, mechanisms have been developed of automatic verification of business
process models on the basis of linguistic descriptions based on the dedicated ONTO‐
TRANSTOOL tool. This tool, on the basis of a description in natural language, identifies
all entities, i.e. process elements contained in legal acts/ordinances, and then it is checked
whether the processes modeled and generated by ontologies are convergent with those
modeled by the analyst on the basis of contacts with a representative of the city council.
This control is carried out expertly by the analyst. Should any discrepancy be found, the
process will be remodeled.

After having verified the process model the export file should be prepared (based for
example on XML standard) for the subsequent importing thereof by dedicated tools
integrating processes with smart cities systems, such as IOC. Therefore the last area of
the procedure model is connected with the integration and implementation of already
modeled business processes in the smart cities system. By means of a dedicated tool one
can import the process model written in xml format, and then send the model imported
from the integration tool to the person in charge of the implementation of business
models in the smart cities system (in the case of IOC it is the appropriate INTEGRATOR
and BUSINESS MONITOR). Only after having imported in the BUSINESS MONITOR
is it possible to generate the desired functionalities corresponding to the needs from the
BUSINESS NEEDS AREA, such as Key Performance Indicators (KPIs) or Standard
Operating Procedures (SOP).

6 Verification of the Model of the Implementation of Business
Processes in IBM IOC

In this section an example concerning a threat arising from exceeded PM10 concentra‐
tion in the air for the Tri-City agglomeration, the city of Gdańsk, Poland has been used,
on the basis of the guidelines provided by Gdańsk City Council, as an example to illus‐
trate the opportunities for the implementation of business processes in smart cities
systems. In connection with the prior considerations it should be noted that in the case
of urban agglomerations most activities showing symptoms of a business process arise
from guidelines and procedures being formal and legal constraints for the decision
makers and users of smart cities systems. This section aims to present how to automate
the implementation of guidelines, which are represented in the form of a business process
model, within smart cities systems.

EXAMPLE. During the work carried out for the purpose of the implementation of such
a system for the city of Gdańsk, a procedure was used describing certain measures to be
taken in a situation where one of two thresholds for PM10 concentration is exceeded.
When the lower threshold (in the analyzed case the threshold is 50 μg/m3) is exceeded,
it means the occurrence of the first threat level, and the action to be taken consists first
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of all of notifying the appropriate units. When the second threshold (200 μg/m3) is
exceeded, more units are notified and certain entities (such as the fire brigade) are alerted.
The entities to be notified and alerted are specified in the relevant regulations.

As can be seen in the description above, the guidelines (procedure of conduct)
include several main elements, which allow them to be treated as business processes.
Each procedure (guidelines) is composed of the following elements:

• actions (measures to be taken by the smart cities system operator when a critical
situation has occurred),

• parameters (critical values which stipulate defined measures to be taken),
• process participants (individual entities taking measures or notified after a critical

situation x has occurred).

The persons who have been notified by the crisis management centre (i.e. the entity
which manages the information flow) that a certain event has occurred, operate in
accordance with their charter-based duties and in-house procedures. Within the studies
carried out on the basis of the IBM IOC platform, the implementation of such processes
may take place only through such tools which may be integrated with the IOC platform.

Fig. 6. Model of the process in WEBSPHERE MODELER
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The IBM Websphere Modeler (Advanced version) is a tool dedicated for such purposes.
During the studies the guidelines concerning an exceeded PM10 concentration level
were modeled within this tool, in accordance with the process definition contained in
the documentation provided by the city council. The model of the above mentioned
procedure is shown in Fig. 6.

Next, the model developed within the tool is confronted with the process model
generated by the ONTOTRANSTOOL tool in order to verify correctness. In the case of
minor differences the modeling person could correct the already modeled process, if
necessary. At this stage of the studies, the checking of the conformity of the process
modeled by the analyst with the one generated automatically by the ontologies takes
place manually. The differences which have been noticed during the verification of the
developed procedure model for the implementation of processes could be for example
attributed to the fact that in the documentation a group of entities may be indicated as a
single participant in the project, while the tool based on the ontologies [8] treats these
entities as independent items (for example the notified group comprises directors of
schools and kindergartens). From the point of view of the person modeling the business
process, this may be a single track of the process, and from the point of view of the
ontology, directors of schools and kindergartens are separate items, and thus separate
tracks in the process. This does not influence the subsequent implementation of func‐
tionalities (both entities will be notified about a threat as defined in the relevant proce‐
dure), however, the suggestion to specify accurately the recipients of the information
may serve as a hint for persons who define procedures in the city council.

7 Summary and Recommendations

The goal of the above consideration was to indicate the role of business modeling in the
development of smart cities systems. The developed procedure model for the imple‐
mentation of business processes indicates the key areas for managing documents with
guidelines. On the basis of the guidelines it is recommended to develop a process model
which will reflect the procedure of conduct (for example in a crisis situation) contained
in the documentation. Next, it is recommended to verify the developed process model
(the authors have applied a dedicated tool based on domain ontologies) for correctness
with the formal and legal provisions in the documentation, and only afterwards to
proceed with the actual implementation.

Such a solution enables the correct implementation of business processes, and
consequently, the system functionalities would be better tailored to the users’ (clients’)
expectations. Also, when we use the process model, any modifications are made to the
model (and not in the code) and therefore the modifications are better understood by
both the client and the development team.

The application of business modeling for the purpose of smart cities may be a
response to the technical debt risk and may serve as a certain platform providing protec‐
tion against a shift in technology. When we use a modeling standard (for example BPMN
or UML) and later ensure a mechanism for the translation of the model in a specific
standard into integration tools (which is recommended by the authors), it is very likely
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that we will be protected against technical debt risk. Such an approach also means an
opportunity to make better adjustments to any changes in the law and provides more
opportunities to the software provider to reuse such previously created components (for
example when in another city the procedure is similar, but criteria values are different).

Further work on the developed model should be directed towards full automation of
the implementation of business processes, i.e. the transformation of the already modeled
process to the source code. The bridge solutions applied by the authors require at least
two additional tools — an integrator and a model management system. Full automation
would allow independence from other technologies; this would speed up the imple‐
mentation processes of the functionalities, and in the future might provide an opportunity
for the autonomous management of the system’s functionalities by the users (for
example city council employees, who by modeling the process themselves ensure its
realization in the smart cities system).

Is also seems reasonable to strive to unify modeling standards, and, in the case of
platforms such as the IBM IOC platform applied by the authors, a greater openness to
process models created in other notations than those contained in the related tools would
be welcome. Thanks to that there is a chance that the recipients (cities) that have already
modeled their processes in the BPMN standard will not have to transfer them to the
modeler’s own notation.
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Abstract. The aim of the paper is to present a concept of measuring the per-
formance of city management processes by use of a concept of aggregate KPIs.
In the management of organizations and, as a consequence of the use of a
common design framework also in the management of cities, silo KPIs are
commonly used to show the statuses of the processes of organizations/cities.
Thus the question arises as to what extent aggregate KPIs, as proposed in the
paper, can be used in the management processes of smart cities in place of the
silo ones typical for organizations. The work is divided into four main parts. The
first presents the problems of managing smart cities to introduce the reader to the
problems of measuring processes and the need for aggregated measurements.
The second section discusses KPIs and their place and role in management
processes. The third part contains a description of the model of aggregate KPIs
to support measurements of the status of city processes. In the fourth section the
developed model is verified, demonstrating its applicability for city management
processes. The summary includes a recommendation for the use of aggregate
KPIs in the city.

Keywords: Smart cites � Knowledge base � Knowledge management � Fuzzy
logic � Process modeling � Decision support

1 Introduction

Modern cities now occupy just 2 percent of the earth’s surface and are home to as many
as 50 percent of the world’s population. It is expected that by 2050 already 70 percent
of mankind will live in cities. According to data from the Central Statistical Office in
Poland, already today the number is about 60 percent [4]. In addition, the number of
people migrating from an urban to a metropolitan area is steadily increasing. All this
results in the management of large cities becoming a challenge of modern civilization.
It is dependent on experience, competence and above all available resources within the
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agglomeration. In many cities, decision-makers are widely supported by information
technology in the analysis of their decision-making processes [10].

Although in the context of different conditions of the functioning of cities and their
development many approaches and concepts of city management can be seen, they are
increasingly treated as manageable in the context of the application of intelligent
processes to manage their operation. A Smart (or Smarter) City can be described as an
idea the foundation of which is the implementation of these processes. There is no
single agreed definition of a Smart City. It should be assumed that it is rather a vision
based on two pillars - best management practices and opportunities to support city
processes with broadly defined information technology [6].

The implementation of IT in any large organization is an undertaking for which at
least three limitations should be determined: the scope of work, the schedule of the
project and its budget. From the point of view of such a large and complicated structure
as a city, what is particularly important is the scope of work that is desired by the
recipient - the functionality of the city system. The management of such a structure must
first and foremost require the functionalities to be systematized and described and the
most important ones to be selected. The identification of key functionalities for system
implementation may be problematic in the case of these processes, the implementation
of which involves several entities of the city. Then, the implementation of IT solutions is
not synchronised by particular entities at different levels of local government, leading to
a high degree of fragmentation of the processes and systems of the city.

The authors set themselves the goal of designing and implementing the system in
Gdansk. It was assumed that the aim will be to design the components of the IBM IOC
(Intelligent Operating Centre) project framework, which can be used in the case of
other cities [3]. This paper focuses on the design of one of the components - KPIs as a
measure of the status of the city’s decision-making processes.

2 Examples of City Decision-Making Processes Supported
by Silo KPIs

KPIs (Key Performance Indicators) are defined as measures of processes regarding the
achievement of an organization’s objectives. This concept appears most often in the
context of financial data and acts as a signal to decision-makers about the status of work
processes, their cost or quality. They may take the form of managerial control tools and
should create conditions to make decisions without burdening decision-makers with a
detailed analysis of the source data. In practice, many different KPIs are defined for
business use: financial indicators (e.g. the margin calculated per customer, the sales
value calculated per employee), in the customer service area (% of overdue deliveries
to customers), quality of service (number of complaints) and many more [8]. It should
be noted that a KPI is a function of any input data which is relevant in terms of the
decisions taken. What is important in the context is the scale predetermined for each
indicator identifying critical values (the exceeding of which should be treated as an
emergency situation) [7].

KPIs are an element of most information systems, which assist the management of
the organization at various levels (operational to strategic). They are implemented in
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systems such as ERP (Enterprise Resource Planning) or CRM (Customer Relationship
Management). They are also used in the systems of Smart Cities. In such systems, the
structure of KPIs covers the following sequence of processes:

• the identification of external data sources feeding the internal database of the system
of Smart Cities (including - establishing timetables for their acquisition),

• the construction of KPI models that define relationships between different input data
(one KPI model can be used to build a family of a number of KPIs),

• the development and definition of individual KPIs, which will be available on the
desktop of the system operator (including setting the scale presented by the system
through a range of several colors).

The above-described sequence of processes leads to the running of cyclic data flow
in the systems of Smart Cities. This sequence is illustrated in Fig. 1. The source data is
obtained from external sources which supply the internal database of Smart Cities
(process 1). Figure 1 shows a sample database implementation for the IBM IOC system.
This database itself is a source of data for KPI models (process 2). KPI models represent
logically (thematically) grouped data for the needs of specific KPIs (process 3). Each
defined KPI becomes an object accessible to the operator from his desktop. The oper-
ator, however - from the point of view of decision-making processes, becomes a “KPI
watcher”, and only then - a decision-maker [1].

The above-described indicator design process is an example of the design of
so-called silo KPIs. They work well for the implementation of procedures that do not
require immediate action. Much of the data may in fact be obtained from the city with a
delay with respect to measurements. Many measurements are not made in a continuous
cycle, so the operator does not receive them in the system in real time (e.g. meteo-
rological measurements from sensors). Such an approach is acceptable only for a part
of the city procedures. In the event of an incident posing a threat to human health and
life, the effectiveness of the relevant services coordinated by the operator directly
depends on the speed of obtaining data. Then support for decisions is understood as the
following sequence of processes:

• immediately providing the operator with information about the existence of the
threat (by launching the KPIs),

Fig. 1. Systems of Smart Cities - sequence of KPI design processes
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• supporting the operator in the rapid notification of the relevant services (in accor-
dance with the obligation that in a given crisis situation is imposed on the city by a
proper act of law),

• presenting options and suggestions for decision-making processes - in particular,
the allocation of resources such as ambulances, the fire brigade, etc.

In the cases described above, a KPI is a source of information (knowledge) related
to a specific single critical situation, which is easy to model. The system designer in the
creation of a model of a silo KPI needs specific (key for the process) data from external
sources, an established method of data processing and the determination of an item on
his desktop along with the presentation conditions of this element (the scale and limit
values). However, if we assume that in an organization like a city every day many
emergencies occur simultaneously, then it is a decision-making problem for the
operator when he receives e.g. two alerts (emergency notifications). He must then run
two parallel procedures, with the result that at the system level, there is a need to
integrate data from external sources which are unrelated. In the absence of such
integration, decision support must be implemented through many different KPIs. An
example diagram of the actions of an operator caused by two simultaneous KPI alerts is
shown in Fig. 2.

Figure 2 presents a situation in which the operator should make a decision (the
allocation of resources available in a limited amount) for two emergencies signaled by
two different KPIs. These two data sources, disjointed for the operator, mean that he
must perform an aggregation of both KPIs. Such a solution is a heavy burden for the
operator and at the same time increases the uncertainty of decision-making. However,
based on an analysis of the situation shown in Fig. 2 the following conclusions can be
formulated regarding the impact of a KPI analysis on the decision-making processes of
an organization (in particular - a city):

• a KPI, understood as a system interface element indicating a critical situation on the
basis of simple arithmetic, takes the form of a silo [2]. It acts as an alert to the
operator, but by itself does not support his decision. In situations where there is a
real threat to human life, this solution is therefore too “slow”.

• KPIs are tracked individually by the operator. A KPI performs a separate calcula-
tion of an incoming value in relation to the threshold value; similarly each indicator

Fig. 2. Diagram of operator actions caused by two simultaneous KPI alerts
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is displayed as a separate object. A screen with multiple KPIs available to the
operator may cease to be legible (see Fig. 3, which shows an example of a system
desktop with several KPIs defined).

• KPIs can thus be identified with so-called information silos - being an accurate
view, but only of a slice of the critical area of the city.

The above observations are well illustrated in Fig. 3, which is a screenshot of the
IBM IOC desktop. It shows the silo KPIs as a set of elements (rectangles) regarding
three different situations: the emergency landing of an airplane, exceeding PM10 and
the use of ambulances. The color range is set at the construction stage of the KPIs.

The above-mentioned KPIs represent status images of information silos and do not
depend on each other. They illustrate the statuses of processes, but in a detached way.
However, in such an organization as a city, the city processes are closely dependent on
each other, so the idea of the presented KPIs is not fully reflected in the city from an
analysis of the status of city processes [9]. Therefore, the aim of this work is to present
aggregate KPIs which fully, not in part, will be used in city decision-making processes.
They should be used by the operator/decision maker and their design should be based
on models of city processes. The model of aggregate KPIs is discussed in the next
section of this paper.

3 Models of Aggregate KPIs

In the previous section silo KPIs based on individual data were defined at the imple-
mentation stage of the Smart Cities system. Currently, the concept of integrated KPIs
will be presented based mainly on models of the city processes, which form a basis for
creating logical chains of KPIs designed in a Business Monitor. This type of KPI is
used to create dynamic structures to support decision-making processes. A generic
model of these indicators was developed for the implementation of decision-making
processes for any city.

3.1 Aggregate KPIs - Definition and Meaning

The silo KPIs which were presented in the previous section of this paper are subject to
procedures for processing data in information silos. Unlike them, aggregate KPIs are

Fig. 3. Silo KPIs of the IOC system for the emergency landing of an aircraft, exceeding PM10
and the use of ambulances.
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structures which operate further in a specific context of decision-making - being the
currently implemented decision-making processes of the city (activating specific
operating procedures). The launching of aggregate KPIs is determinant to a certain,
specific procedure, which constitutes a response to a detected threat (real or potential).

To further explain the concept of aggregate KPIs, it is necessary to clarify important
concepts. The paper considers aggregate KPIs as a sequence of processes, which include:

Decisions - as a consequence of choices faced by the operator; they affect the
processes of the city

Actions - which depend on the decisions taken and are seen as consequences of the
decisions and are depicted as results of KPIs which:

• induce procedures (hereinafter referred to as initiating KPIs - KPI_I) - exceeding the
critical values presented by them makes the first step in each of the procedures.
Examples of KPI_I: exceeding the safe levels of airborne concentrations of air
pollutants (e.g. PM10).

• provide information helpful in decision-making (called supporting KPIs - KPI_W)
and are necessary in the decision-making process. In the studied cases KPI_W was
identified with the number of available resources necessary to reduce or eliminate
the emergency. Examples of KPI_W: the number of available ambulances in the
city, the number of beds in public medical facilities.

Example initiating KPIs (emergency landing and exceeding PM10 levels) and
supporting KPIs (number of ambulances) are presented in Fig. 4.

The following presents the structure of a decision-making chain showing how
aggregate KPIs are constructed (Formula 1).

Fig. 4. Initiating and supporting KPIs as components of aggregate KPIs
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ð1Þ

It covers both the procedures (described above) as well as taking into account the
levels of risk. The condition for the recognition of a situation as dangerous and the
launching of the due process in this respect is the case of only one initiating KPI (KPI_I)
exceeding (e.g. the level of PM10). It is enough to receive a signal that the KPI values
have been exceeded to recognize a situation as dangerous. In the above procedure
(Formula 1) it becomes necessary to acquire the values of many supporting KPIs
(KPI_W). The model of the relationship between various types of KPI and the procedure
of conduct, which is a generalization of the processes shown in Figs. 3 and 4, is shown
in Fig. 5. In this Figure, the axis representing performance during the procedure to be
conducted presents initiating KPIs (at the beginning - this indicator starts a sequence of
actions) and supporting KPIs (during the procedure - when making decisions).

In the case of a single threat silo KPIs still seem to be sufficient - both in the role of
initiating and supporting. A silo KPI does not require the context of the processes
mentioned above, it is always launched in connection with one particular decision-
making process. However, it should be noted that in the case of a simultaneous
occurrence of two (or more) threats the simple operational model becomes inefficient,
and in fact, almost impossible to use. The operator receives two different suggestions of
decisions on the allocation of resources (e.g. the mentioned ambulances) from two

Fig. 5. Model of relationships between initiating KPIs and supporting KPIs and the procedure
of conduct developed on the basis of Figs. 3 and 4
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different procedures in the system. Unfortunately, neither of the procedures takes into
account the existence of the other. In extreme cases, it may be that for both threats the
operator will be prompted to allocate the maximum available resources (i.e. for example
sending all available ambulances to two different places). The decision support model
for the two processes supported by silo KPIs is shown in Fig. 6.

The solution for the problem presented in Fig. 6 is a decision support model that uses
aggregate indicators. Their essence and meaning will be described in the next section.

3.2 Model of Aggregate KPIs in Support of City Procedures

The most important premise at the basis of the structure of this model is the elimination
of independent decisions, being a consequence of the applied procedures. It is assumed
that procedures that the operator coordinates cannot be considered separately because
there are common factors of both decisions pictured by the aggregate indicator
(KPI_Z). KPI_Z will present the state of data taking account of many city processes
varied as to value and size. The functioning of aggregate KPIs is shown in Fig. 7.

Hence, the models presented in Figs. 6 and 7, although based on the same initial
assumptions, generate two different types of decision suggestions (two independent or
one cumulative), because:

• The operator, in both cases, faces two notifications (initiating KPIs).
• The operator uses two simultaneous decision suggestions (using two supporting

KPIs).

Fig. 6. Model of support for two simultaneously launched procedures by silo KPIs - two
independent decision suggestions

Fig. 7. The proposed city decision support model for several simultaneously launched
procedures integrated through the aggregate KPI_Z
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The cumulative decision is the result of the aggregation of initiating and supporting
KPIs. They form the integrated KPI_Z. As previously assumed, decision support is
understood here as the separation by the operator of scarce resources needed to
implement the accepted procedures (Fig. 7). Any procedure which is a response to a
critical situation in the city can be seen as a pair of (two) elements described as:

Px½KPI I1x; ðKPI W1x;KPI W2x; . . .;KPI WnxÞ� ð2Þ

where:

Px – procedure X
KPI_I1x - KPI initiating procedure PX
KPI_Wnx - KPI set to support procedure PX

It should be noted that in different procedures the same KPI_W (supporting) may
be used. Hence, the first step in the stages of the implementation of Smart Cities can be
the preparation of a KPI_W directory. In this way, the aggregate indicator KPI_Z will
be able to use an identical KPI_W for two analyzed procedures. This approach creates
conditions for the allocation of the same kind of resources (e.g. both procedures require
information on the number of ambulances, so for both, a decision must be taken
concerning the same resources). Such a catalog of KPIs can provide a basis for the
ontological description of KPIs.

The proposed aggregate indicator KPI_Z will therefore present the value (result)
dependent on the status of the indicators initiating all the procedures Px that are being
initiated at a given time. The process of formalizing indicators and procedures defined
in such a way creates conditions for the integration of all the threats that exist at the
same time and require decisions concerning the allocation of resources. The aggregate
KPI_Z is therefore a function dependent on the procedures P1, P2,… Pn that it inte-
grates. Thus, the KPI_Z indicator for a particular procedure Px will adopt a value which
depends on the number of resources that can be allocated to the procedure x.

KPI Z ¼ f ðP1;P2; . . .;PnÞ ð3Þ

It is important to clarify on what basis the KPI_Z indicator will adopt certain
values. These values may be adopted at the stage of the modeling and implementation
of each procedure with the use of a so-called KPI dependence matrix and during the
updating of the priorities matrix. Both of these matrices form a knowledge base to
complement the processes of modeling.

3.3 Dependence Matrices of Aggregate KPIs

KPI dependence matrices are objects that inherently contain knowledge about rela-
tionships between various indicators which a given procedure uses. Thanks to their
creation, a KPI designer will directly identify connections between KPIs and city
processes. This dependence becomes essential for the proper utilization of the KPI_Z
indicator. Therefore, in building a dependence matrix for each procedure, it will be
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necessary to determine which KPI_I and which KPI_W are necessary for the proper
operation of aggregate KPIs. An example KPI dependence matrix is shown in Table 1.

It is also assumed that:

ZXY 2 f0; 1g ð4Þ

where:
ZXY - a relationship between procedures X and Y expressed in a binary way;
A value of 0 indicates no correlation in the given procedure between KPI_I and

KPI_W indicators while a value of 1 means that such a correlation exists. A threshold
of acceptability of the value of this factor is not specified.

The KPI dependence matrix described in this section is designed to link existing
indicators of different procedures. The system will then be able to use that knowledge
at the stage of checking to what extent two critical situations require the same kind of
resources to be allocated. If it turns out that such a requirement exists, the operator will
face a decision concerning the allocation of a specific number of resources to be
directed to two different locations in the city. To determine which resources are of
higher priority it becomes necessary to construct a priorities matrix. The method of its
construction is detailed in the next section.

3.4 Priorities Matrix of Aggregate KPIs

If it turns out that there is a need to make a decision on the allocation of resources of the
same type, it should be determined which part of the resources should be assigned to
which procedure. Therefore it becomes necessary to define the rules for the determi-
nation of the KPI_Z indicator for each of the procedures. At the implementation stage
of the procedure, the priority must be specified with regard to other procedures. Such
knowledge is stored in the priorities matrix (Table 2).

At this stage it is assumed that for each procedure Px a weight relative to all other
procedures will be specified. It is a simplified assumption that certain critical situations
will arbitrarily have a higher priority than others at the resource allocation phase.

Table 1. Dependence matrix KPI_I - KPI_W for a single procedure

KPI_I1 KPI_I2 KPI_Im
KPI_W1 Z11 Z21 Zm1

KPI_W2 Z12 Z22 Zm2

KPI_Wn Z1n Z2n Zmn

Table 2. The priorities matrix for procedures running simultaneously

P1 P2 Pn
P1 0 W12 W1n

P2 W21 0 W2n

Pn Wn1 Wn2 0
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The WXY values included in the table represent the priority of procedure X with
regard to procedure Y. It is also assumed that the following conditions must be met:

WXY [ 0; gdyX\[ Y ð5Þ

WXY ¼ 0; gdyX� Y ð6Þ

WXY ¼ 1
WYX

ð7Þ

It is also assumed that the value of WXY is important and used to calculate the
KPI_Z, where at the same time two premises occur:

Both procedures X and Y are launched simultaneously.
Both procedures X and Y use the same KPI_W indicators (i.e. require resources of

the same type).
The value searched for an aggregate KPI_Z indicator for procedure X will then be

determined as follows:

KPI ZX PXð Þ ¼ WXY � KPI Wn ð8Þ

The indicator calculated according to the Formula (8) uses both pre-defined KPIs
and knowledge contained in both KPI matrices - dependence and priorities. It should be
emphasized that the presented method of determining the indicators should be verified.
For the purposes of this process, the occurrence in the city of two different threats was
assumed and it was shown how the aggregate KPI_Z indicator can be applied in this
case to support the decision maker - the operator of the Smart Cities system.

4 The Use of the Aggregate KPI Model in the Process
of Designing the Smart Cities System

In order to verify the model presented in this study, we analyzed the potential situation
of the simultaneous occurrence of two threats of a different nature. Despite the differ-
ences, both cases may pose a real threat to the residents of the city and both are defined
in the city procedures of conduct. The following two procedures were considered:

• Procedure P1: launched, if it is found that the concentration of hazardous substances
in the air (in particular - PM10) has exceeded a level safe for residents - the
appropriate KPI_I1 is triggered when one of the measuring stations (sensors) located
in the city provides a series of data regarding the concentration of PM10 higher than
the established threshold; such a situation may adversely affect the well-being and
health of the residents located in the area covered by the event. Recommended
actions/decisions for the operator: to proactively send ambulances to the site.

• Procedure P2: when a signal is received from airport services concerning problems
with an airliner approaching for landing (KPI_I2 launched); passenger lives in
danger. Recommended actions/decisions for the operator: to proactively send
ambulances to the airport (just as in procedure P1).
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The decision problem for the operator is therefore to select the adequate number of
ambulances to be sent to each place. For such a simplified example the following
variables will thus be specified, expressed in the IBM IOC system with KPIs:

• KPI_Z1 and KPI_Z2 - searched values - the number of ambulances suggested to be
sent respectively for procedures P1 and P2,

• KPI_I1 - the indicator initiating procedure P1, i.e. exceeding the permissible con-
centration level of PM10,

• KPI_I2 - the indicator initiating procedure P2, i.e. information about danger to the
aircraft,

• KPI_W1 - the number of ambulances available at a given time, information acquired
from the medical services. For this example, it is assumed that KPI_W1 = 100.

As both procedures use the same KPI_W indicator, the dependence matrix Z
between KPIs looks like that shown in Table 3.

For this case it is assumed that procedure P1 has a much higher priority than
procedure P2 in terms of the resource allocation (Table 4).

On the basis of data available in real-time and matrices prepared in the modeling
and implementation stage, the system calculates the value of the aggregate indicator:

KPIZ1 P1ð Þ ¼ 0; 25 � 100 ¼ 25 suggested number of ambulances for P1ð Þ ð9Þ

KPIZ2 P2ð Þ ¼ ð1� 0; 25Þ � 100 ¼ 75 suggested number of ambulances for P2ð Þ
ð10Þ

The above calculations for KPI_Z support the decision-making process for the
allocation of resources. They represent suggestions to the operator regarding the
allocation of resources.

Table 3. Dependence matrix Z for the test case

KPI_I1 KPI_I2
KPI_W1 1 1

Table 4. Dependence matrix W for the test case

P1 P2
P1 0 0,25
P2 4 0
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5 Summary

The paper focuses on the current issues of the use of KPIs as mechanisms to support the
management of an intelligent urban agglomeration (Smart City). The work was based
on conclusions pointing at the shortcomings of simple KPIs, built-in as standard in
many information systems that support decisions. Such indicators are independent of
each other. Thus they constitute information silos.

The quality of decisions taken in any organization - also in a city - depends on the
data available to decision-makers and the context of their use. In the studied case such a
context are the processes of the city and every decision has to be taken with regard to
their conditions and limitations. In the silo KPI approach, however, such context does
not exist. The decision support model proposed in this paper is the answer to this
problem. It introduces KPI_Z mechanisms, or aggregate KPIs. Such indicators should
be defined in the context of all procedures, by which data critical to the decision maker
is aggregated. The data that the model takes into account during the calculation of such
an integrated context are associated with each procedure by initiating (KPI_I) and
supporting (KPI_W) indicators and the matrices described in the previous section.

The presented model is a simplification. It assumes only those situations where two
phenomena occur simultaneously generating potential conflict regarding resources.
Hence a two-dimensional priorities matrix is proposed. Anticipating the need to
simultaneously launch n procedures, this matrix would need to be given n dimensions.
This complication, however, forces the expert team to identify and develop a much
larger number of dependencies between processes. But this raises similar concerns to
be faced by a knowledge engineer in the search for knowledge - should the knowledge
base be complete (such a goal is time-consuming and difficult)? Perhaps, conversely, it
should contain only knowledge sufficient to make most decisions (but easier to save)?

These questions result in another goal of research for the authors. That is an
extension in the model of the possibilities offered by the dependence and priorities
matrices. In the presented concepts they contain numerical values that indicate the
strength of relationships between KPI_I and KPI_W indicators respectively and the
procedures P themselves. These relationships in complex organizations, however,
might not be described so clearly. Therefore, the model should give the possibility to
include certain conditions in the matrices beyond the numerical values themselves.
These conditions are simple IF-THEN decision rules (implications), which the authors
are planning to include in the model as elements influencing the results generated by
the aggregate KPI_Z.

Aggregate KPI_Z indicators should be applied in any organization where the
number of operating processes is large and at the same time they are linked together
with the resources necessary to implement them. The above plans to develop the model
are a response to such a need. At the same time, they illustrate the complexity of the
problems of managing a Smart City as seen through the prism of the city processes.
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Abstract. The objective of this paper is to present the results of research carried
out to develop a design method for Smart Cities systems. The method is based
on the analysis of design cases of Smart Cities systems in cities, the selection of
the city appropriate to the requirements for implementation and application. The
Case Based Reasoning method was used to develop the proposed design
methodology, along with mechanisms of the conversion of project processes and
roles to Rational Unified Processes (RUP). The prerequisite for the proposed
method is that the enterprise manager must be knowledgeable about high-level
Smart Cities system architecture and the design framework applied. The authors,
being themselves knowledgeable about architecture of this kind and about
project environments which implement KPI models, propose a generic solution
applicable to any environments and system architectures.

Keywords: Smart cities � Case based reasoning method � Decision support
systems � Knowledge management

1 Introduction

Due to the complexity of their functions and because of the existing social pressure to
ensure comfortable living standards for their citizens, today’s agglomerations are
aiming towards creating management structures known as Smart Cities. These struc-
tures are generally defined as the systems which use Information and Communication
Technologies (ICT) for the purpose of augmenting the effectiveness of the city’s own
resources and its component factors in order to improve the living standards of resi-
dents [4].

The process of applying ICT for the design of these structures is a complex one,
due to the number of technologies used simultaneously. It is also a long-term process,
because of the need of the iterative application of these technologies, and it involves the
use of significant – and usually distributed – human, hardware and software resources
[1, 2]. Thus, the design of ICT systems of this kind usually represents projects charged
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with considerable execution risk, which require project management teams to make
difficult decisions concerning the selection and application of the already mentioned
resources. The analysis of IT-related projects where the purpose was to design systems
for Smart Cities, indicates three aspects critical for the success of the project: the design
method, the management of the teams that are implementing the selected design
method, as well as the methodology used to manage the ICT technologies used for the
design processes applied under the selected method [1, 4].

The application of a specific design method depends primarily on the first of the
management processes mentioned – managing the teams that participate in imple-
menting the selected design method. However, there is often a problem of the lack of
stability of project teams in the context of the long-term duration of the project and,
additionally, varied levels of knowledge among office personnel involved in the pro-
ject, not fully convinced that the project will be a success. An adjacent problem is also
the need to maintain continuous (as opposed to temporary) collaboration with spe-
cialists from multiple domains (office personnel and system designers).

Much can be said, relatively, concerning project teams with regard to their maturity
in terms of CMMI (Capability Maturity Model Integration), ITIL (Information Tech-
nology Infrastructure Library) [10, 11], or COBIT. When designing Smart Cities
systems, a question emerges as to how large the team is to be, who in the team will
represent the interests of the clients, and to what extent a measurement of team maturity
makes sense in the long-term perspective. One may also accept subjective measure-
ments of evaluating maturity, which aggregate the experience, knowledge and imple-
mentation method of production and management processes, such as the model of the
‘maturity capsule’ proposed in a previous paper [8].

In the second case of the selection of information technologies it is necessary that at
the process design phase one takes into consideration the fact that information tech-
nologies change over time along with the way in which they are applied to ensure the
integration of the design frameworks and tools used for system design processes [13,
14]. Quite a lot has been written about technology management processes, but the
subject of the integration of design technologies and IT resources in Smart Cities
systems is not widely known. Should these technologies be limited only to monitoring
events or should they offer a partial functionality, to not only provide definitions of
events and incidents (groups of events) but also determine key performance indicators?
One can also assume a full scope of system functionality, which means that, apart from
the previously mentioned functionalities, the system should also generate notices, alerts
and event rules, thanks to the creation of Standard Operating Procedures (SOP), and it
should be capable of analyses at the Business Intelligence level [5, 6].

The answer to these questions lies in the correct selection and application of
integration technologies when designing Smart Cities systems. If we take into account
Service Oriented Architecture (SOA) design with an integration bus, data warehouses
or ordinary integration of databases, then (with product information) we possess a
compendium of knowledge about integration technologies [2, 4]. Unfortunately, they
require comprehensive changes in the cities systems and the introduction of technology
with full awareness of the city’s needs with regard to these systems. The previous
experience of the authors indicates that this knowledge is limited and, given the
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constantly changing conditions in the functioning of urban environments, it fails to
create the conditions for a full-scope design of systems like these.

In today’s approach to Smart Cities systems design, the prevailing technology is the
‘top-down’ method, borrowed from the design mode used for corporate architecture,
where the city is analyzed as an entire organization, and then SOA architecture is
designed, and specific services are defined. The ‘bottom-up’ method is used relatively
rarely, which is a result of designing individual systems for cities without the vision of
the High-Level Architecture of the Smart Cities systems. In many publications
mixed-approach solutions are presented, where city processes are treated from the
perspective of enterprise architecture and the events and incidents are perceived from
the organizational silo perspective of city departments. To sum things up, there is a lack
of a uniform (reference) method for designing Smart Cities systems, whereas the
majority of cities strongly emphasize the need to design these systems in a compre-
hensive way, due to the long-term design perspective. In view of all this, the authors of
this paper propose a generic method which may be used as an organization process
component for the requirements of any city.

Therefore, in these days when architectures are based on microservices and the
microservice design process is supported by domain ontologies [3, 7, 8, 9] complete
knowledge of the city system architecture is not required, and the design process can be
carried out in an iterative way. This approach would not be possible with the high-level
approach to system architecture, without the need to take into account the SOA
approach.

2 Analysis of the Case Based Reasoning Approach
to Process Design

The characteristics of the methods used for designing Smart Cities systems, described
above, indicate that the majority of large cities depart from the approach based on
Enterprise Architecture and SOA [13, 14]. The reasons for this lie in the difficulties
with a consistent and comprehensive definition of city requirements with regard to
these systems. At the same time, talks with project managers responsible for the
implementation of Smart Cities systems indicate a considerable pool of experiences
which could be used by other project managers in other cities pursuing similar projects.
This assessment indicates a need for the analysis of specific design cases, in order to try
to generalize them so as to generate a consistent and/or case-based specific method of
designing Smart Cities systems for the requirements of a specific city.

With the aforementioned considerations in mind, the authors of this paper have
proposed a solution based on case analysis, with the proposed processing approach
being Case Based Reasoning (CBR). CBR is a method widely used when trying to
generalize cases or when selecting cases to support processes. A relatively large
number of cases are about the application of the CBR method to support design works
[12]. The analysis of these works prompted the authors of this paper to suggest the idea
of using CBR in the process of building the design method for Smart Cities systems.

This method is based on a sequential process of an analysis and selection of cases
for the needs of the proposed solution. What is required, is a formal or semi-formal
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description of the analyzed cases and the use of a consistent notation for both the
description of input cases and the description of the proposed solution(s). These
descriptions are subsequently stored in the case repository. There are three main formal
description methods:

• Representation of cases based on attribute sets
• Object-oriented representations
• Graphical representations

It is also necessary to determine the method to calculate the similarity of cases. In
this respect two methods should be mentioned. The first one is the identicalness test (1),
and the second, the bottom-limited symmetric similarity test (2) written as the fol-
lowing expressions:

Sðpp; pzÞ ¼ 1; dla pz ¼ pp
0; dla pz 6¼ pp

� �
ð1Þ

Sðpp; pzÞ ¼ 0 dla pp � pD

1� pp � pz
�� ��

maxðpp; pzÞ � pD
dla pp [ pD

8>>><
>>>:

9>>>=
>>>;

ð2Þ

where:
pp- is the parameter value for the designed case
pz- is the parameter value for the implemented case
pD- the bottom limit of the parameter value
The processing algorithm under CBR encompasses four processes (known as 4R).

The first process in the analyzed algorithm is Retrieval – searching in the Case Base
stored in the project repository for the most relevant cases as similar to the analyzed one
as possible. To make this possible, it is necessary to define the method by which the
similarity of cases is measured. The similarity may be determined on the basis of the
tests described above or proposed in the papers [12, 13]. The next step, Reuse, involves
the application of the closest case to the analysis of the problem at hand. Another step,
Revision, involves the verification and adaptation of the solution thus obtained to
include it in the case knowledge base. The final step of the CBR processing algorithm,
Retainment, is the process of saving the new/modified case in the CBR Case Base.

3 Requirements Concerning Smart Cities Systems

The first requirements discussed were those regarding Smart Cities systems. They were
a consequence of the project carried out for the city of Gdańsku under the Eureka
E! 3266 EUROENVIRON WEBAIR project. The purpose of the project is the con-
struction of fuzzy/intelligent decision-making models supporting the management of air
quality in agglomerations. At the stage of preparing the application it was not assumed
that it would be a Smart Cities system. The system was treated as a transactional system
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for the processing of pollution emissions data and presenting these data on the city
map. It was, however, assumed that the expansion of the existing system will be
appropriate in the future, where the specific transport infrastructure of Gdańsk and the
impact of its big enterprises (Lotos, Heat and Power Plant, Port of Gdańsk) will be
included in the formation of air pollution maps for the agglomeration area. Then the
developed solution will become an easily adaptable system for any agglomeration
facing environmental protection problems and industrial risks, as well as the conse-
quences of these risks for the residents.

It was also assumed that the WEBAIR system developed under the Eureka project
would create the conditions for the creation (by municipal authorities) of long-term
investment plans and development strategies. This will be possible thanks to the use of
fuzzy scenarios for the agglomeration development and the verification of these sce-
narios in an integrated IT environment, combining urban and environmental aspects. It
was believed that this approach would make it possible to verify the effectiveness of
environmental management systems, based on ISO 14000 and EMAS, applied in
enterprises, and that it would also allow for the fast identification of possible threats
resulting from road transport. Such widely defined requirements provided the basis of
the search for a project framework which would create the conditions for designing a
system meeting these requirements.

This is why, prior to commencing the development of the system for the City
Council, a decision was made concerning the selection of the architecture for the future
system. Taking into consideration the advantages of an Enterprise Service Bus (ESB),
it was decided that the solution would be SOA supported by ESB. Next, the require-
ments regarding the future system were determined, data architecture was designed
based on the MS SQL environment, and application architecture was designed based
on the Rational Software Architect (RSA) environment. The integration bus was built
on the basis of the WebSphere Message Broker Toolkit. The presentation layer was
presented in an Intelligent Operations Center (IOC) system. The primary advantages of
this solution are: dynamic data transformation and conversion, distributed communi-
cation, and intelligent service routing (Fig. 1).

Fig. 1. System integration bus ensuring data flow to an IOC system
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It has relatively quickly become known that even though it is possible to build a
system based on SOA, a comprehensive view of city processes and their implemen-
tation in IOC is rather unlikely. The reasons for this situation are: the risk related to
such a comprehensive implementation (and the city is not ready to take on this risk) and
a lack of conviction among the decision-makers that it is necessary to implement such a
system. Therefore, the proposed design method for the Gdańsk Smart Cities system (for
a comprehensive implementation of IOC) was the bottom-up method instead for the
top-down method. The bottom-up method is based on an iterative and incremental
approach. In order to create the conditions for the reuse of this method (i.e. use by other
cities interested in IOC design), the CBR approach was proposed for defining the
guidelines for the design method and its reuse for other cities.

The proposed approach is based on the experiences of the CAS Gdańsk design
team and it includes an iterative approach to both defining the guidelines of the city
processes and to the selection of design tools and design components for the needs of
the design process.

The starting point for defining the method is to gather experiences during designing
the system for Gdańsk (dust and noise records, and dust and noise simulation models,
as well as KPIs for dust and noise emissions) in the first project phase. Because the first
project phase ends with the delivery of the operating version to the city during a project
meeting, the city decision-makers expect a response to the question of whether a
positive case of designing only silo-type solutions concerning dust and noise may be
translated into the implementation of other silo solutions for the city. Taking into
consideration this question as well as the needs of other cities (Szczecin and Koszalin)
concerning IOC design, experimental design works were carried out on an analysis of
the possibility of designing any type of silo IOC functionalities. The work was done by
a team of six people, managed using the SCRUM methodology plus best practices. The
choice of SCRUM, including the duration of the two sprints, resulted from the high
level of maturity of the project team and collaboration with another team working on
the implementation of KPI models for the needs of the Business Monitor. IOC indi-
cators were defined within the framework of 31 design processes. The implementation
of the design processes was modeled as a sequence of tasks in the Business Modeler, as
shown in Fig. 2.

During the two sprints, process models were developed for defining an operational
KPI for excessive dust emissions, and a strategic KPI for the emergency landing of an
airplane. Limited resources that should be used in both cases were taken into con-
sideration (the number of ambulances, the number of hospital beds and the number of
fire brigades). KPIs were designed to notify the operator about the status of the
available resources. The details of the KPI development process, and the description of
the two guidelines are provided in other papers accompanying this work.
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4 Case Analysis of Designing Smart Cities Systems
for Gdańsk

Based on the requirements presented above, the project team developed a sequence of
design processes for the delivery of the requirements presented in the previous section.
The team did not manage to enter the design processes into the SCRUM product
backlog nor did they create a project schedule. The method of designing and setting the
priorities for individual design tasks was a result of the experience and expertise of
team managers rather than of the best practices of SCRUM or PRINCE 2 and/or RUP
(Rational Unified Process). Therefore, the description of design processes presented
below represents an ad post set and provides the basis for process generalization, which
in turn was the basis for formulating the Smart Cities design processes. In the processes
of generalization, attention was paid to the processes unified in RUP as well as to the
defined roles.

When analyzing the design processes for IOC, attention was paid to the inter-
penetration of products delivered in the design process and the supporting processes
and roles. Therefore, it was proposed that the design processes be split into two phases.
The first phase included the mapping of IOC processes and roles to RUP processes. In
the second phase, these processes were aggregated, according to the layers of the
high-level architecture of the Smart Cities system. This architecture was developed on
the basis of experiences in designing Smart Cities systems, the requirements of the city,
knowledge of technology, and expertise in designing complex systems. This was
necessary for the project manager and it seems that knowledge about this architecture is
essential, regardless of the team management methodology applied.

Below, the design processes are shown, based on the timeline along which they
appear. Next to the design process, the process identifier is provided as well as the
identifiers of the project team members who are responsible for process implementation.

Fig. 2. Method of the implementation of design processes
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The processes are also mapped to RUP. The identifiers of the tools used are: Business
Modeler (BM) and Business Monitor (Bm).

The presented processes (1–31) were subsequently entered into the BM (Fig. 2), in
order to visualize their sequence, meaning and possibility of being assigned business
measurements. At this phase of the experiment it was difficult to assign business
measurements to these processes, therefore the presentation was limited to displaying
the processes and the possibility of their shared verification by the project team.

Design processes were then classified from the viewpoint of product creation at the
levels of five layers of the Smart Cities systems architecture. They also provided, based
on the KPI design processes shown in Fig. 2, the basis for the aggregation of these
indicators for the purpose of a formal description of the production process case. The
architecture of Smart Cities systems for designing KPIs with the use of ontologies is
shown in Fig. 3.

Five process layers were identified and they were assigned to the production of
products for five layers of the Smart Cities systems architecture: building simple KPIs
for data (processes 1–3), guideline modeling (processes 4–6), building KPI models for
the guidelines (processes 7–18), designing ontologies for city processes (processes 19–
22) and designing guidelines for KPIs (processes 23–31). The choice of these five
process layers resulted from the experiences of the project team, managed with the use
of the SCRUM methodology and best practices drawn from other project management
methodologies. The application of SCRUM is possible only when the Product Owner
knows the High Level Architecture and defines the design processes on this basis.

The selection of these five layers was a consequence of the construction of IBM
WebSphere design tools and their philosophy of integration for the needs of the KPI
design process. It should be mentioned here that the creation of KPIs represents an
integral part of designing systems for companies. It seems that IBM used the experi-
ences of design tools for modeling KPIs for companies, for the needs of cities.

Fig. 3. Aggregated model of design processes
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Managing a city with the use of KPIs is still a subject of debate, yet it is the subject of
one of the papers accompanying this work, where city processes and formal objects are
analyzed in order to demonstrate to what extent a KPI-based solution may be used for
the needs of the management of smart cities.

5 Model Case of Designing Smart Cities Systems for Gdańsk

The gathered design processes, as well as the experiences related to the use of CBR,
provided the project authors with a basis to define a case for Gdańsk, which will
provide the basis to enter this case into the Case Base and later analyze it. In the
preparation of the Case Base a generic description was used in which processes were
mapped using a matrix description. The description and the treatment of aggregated
processes as a system with a feedback loop is shown in Fig. 4.

The aggregated design processes and roles have been saved as a matrix of processes
and roles:

A ¼ Aij
� �

B ¼ Bkl½ � C ¼ Cmn½ � ð4Þ

where for the analyzed case of the city of Gdańsk

i ¼ 1; 2; 3; j ¼ 1; 2; k ¼ 1; 2; 3; l ¼ 1; 2; m ¼ 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; n
¼ 1; 2; 3; 4

Fig. 4. Generic description of Smart Cities systems design processes, based on CBR
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A ¼ A11 A12 A13

A21 A22 A23

� �
ð5Þ

B ¼
B11 B12

B21 B22

B31 B32

2
4

3
5 ð6Þ

C ¼

C11 C12 C13 C14

C21 C22 C23 C24

C31 C32 C33 C34

C41 C42 C43 C44

C51 C52 C53 C54

C61 C62 C63 C64

C71 C72 C73 C74

C81 C82 C83 C84

C91 C92 C93 C94

C101 C102 C103 C104

C111 C112 C113 C114

C121 C122 C123 C124

2
6666666666666666664

3
7777777777777777775

: ð7Þ

In the description of the processes and roles for each of the designed layer of the
Smart Cities architecture the solution was used where an element of the matrix was
e.g.:

Aij
� � ¼ stringðname layerþ name processþ name roleÞ ð8Þ

The number of characters for each matrix element was limited to 9, assuming three
characters for each element of the description. For example, the first process from
Table 1 will be identified as: “dkpwdrdem” which means a simple layer of KPIs for
data “dkp”, the deployment process “wdr” and the role of the deployment manager
“dem”. All other processes and roles were mapped in a similar way.

Afterwards, these matrices were mapped to RUP roles and processes (Fig. 5)

ARUP ¼ Aij
� �

BRUP ¼ Bkl½ � CRUP ¼ Cmn½ � ð9Þ

where for the analyzed case of Gdańsk the number of processes and roles for each
group was defined on the basis of Table 1.

i ¼ 1; 2; j ¼ 1; 2; k ¼ 1; 2; 3; l ¼ 1; 2 m ¼ 1; 2; 3; 4; n ¼ 1; 2; 3; 4

Thus, RUP processes and roles provided the basis to define processes and roles for
the Smart Cities systems design methodology.

ARUP ¼ A11 A12

A21 A22

� �
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Table 1. Mapping of IOC processes and roles to RUP processes

Item
no.

IOC process IOC role RUP process RUP role

1. Deployment of a presentation
system for dust and noise data

Support
team

Deployment Deployment
Manager

2. Developing basic KPIs for dust
and noise (data)

Support
team

Implementation,
testing,
deployment

Tester Designer
Implementer

3. Developing SOP procedures for
dust and noise (data)

Support
team

Implementation,
testing,
deployment

Tester Designer
Implementer

4. Developing by experts two
guidelines for managing smart
cities: procedure guidelines for
operational data – dust, for
monitored data; and strategic
process for an aircraft
emergency landing

Domain
experts

Business modeling Business
Process
Analyst

5. Installing the integrator Technology
expert

Implementation Implementer

6. Building the models of the two
guidelines – BM

Technology
expert

Analysis and
design

Designer

7. Modification of both KPI models
in BM

Technology
expert

Analysis and
design

Designer

8. Building the decision KPI Technology
expert

Analysis and
design

Designer

9. Automated e-mail generation from
the KPI level

Support
team

Implementation,
deployment

Implementer
Deployment
Manager

10. Automated SOP generation from
the KPI level

Technology
expert

Implementation,
deployment

Implementer
Deployment
Manager

11. Switching the BM version to
advanced

Technology
expert

Implementation,
deployment

Implementer
Deployment
Manager

12. Converting the KPI model from
BM to Bm

Technology
expert

Implementation,
deployment

Implementer
Deployment
Manager

13. Modification of KPI models from
BM

Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

14. Modification of KPA [KPI]
models in Bm

Domain
experts

Business modeling Designer

15. Developing a basic KPI to verify
the migration from BM to Bm

Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

16. Entering data into Bm Support
team

Deployment Deployment
Manager

17. Supplementing the guidelines
with support team data for the
needs of Bm

Domain
experts

Business modeling Designer

(Continued)
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Table 1. (Continued)

Item
no.

IOC process IOC role RUP process RUP role

18. Creating ontologies to aggregate
entities from both guidelines by
an ontology expert

Ontology
expert

Business modeling Designer

19. Ontology modification Domain
experts

Business modeling Designer

20. Modification of guidelines
following the introduction of
the ontologies

Domain
experts

Business modeling Designer

21. Installing the new version of BM Technology
expert

Implementation,
deployment

Implementer
Deployment
Manager

22. Displaying the ontology in an *.
xml file with the concept
vocabulary for the verification
of guidelines

Ontology
expert

Business modeling Designer

23. Building collective KPIs Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

24. Naming the basic KPI Domain
experts

Business modeling Designer

25. Modification of the newly-named
KPI

Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

26. Aggregation of processes for the
needs of KPIs

Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

27. Assigning instances for the needs
of the aggregated processes
(ET)

Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

28. Determining KPIs for three
aggregated processes:
ambulances, dust and airplane

Technology
expert

Analysis and
design,
Implementation,
deployment

Designer
Implementer
Deployment
Manager

29. Sending three KPIs to Bm Technology
expert

Implementation,
deployment

Implementer
Deployment
manager

30. Implementing KPIs in Bm Technology
expert

Implementation Implementer

31. Verifying both models designed in
BM and Bm thanks to using the
integrator (ED)

Domain
experts

Deployment Deployment
Manager
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BRUP ¼ B11 B12

B21 B22

� �

CRUP ¼
C11 C12 C13 C14

C21 C22 C23 C24

C31 C32 C33 C34

C41 C42 C43 C44

2
664

3
775

The matrix description takes into consideration the number of processes and the
number of roles responsible for the execution of these processes. For example, the
processes of building simple KPIs for data (processes 1–3) take into account three
processes and two roles. The matrix description is necessary for the identification of
processes and roles. If we assume that the CBR process is launched, the sequence of the
case selection process will follow the proposed matrix description, as presented in
Fig. 5.

We consider a case of design process methodology described by aggregated pro-
cesses written as a case.

ARUP
0 ¼ Ai0j0

� �
BRUP

0 ¼ Bk0l0½ � CRUP
0 ¼ Cm0n0½ � ð8Þ

We also assume (Fig. 5) that for any of the matrices the number of elements does
not have to be larger than zero (the number of elements is derived during the design
process, and this means that a specific design process does not have to occur in each
case) and then we start the case knowledge base search procedure. Whenever we
encounter a case where all three matrices are present, we investigate the elements of
these matrices. If any of the matrices is not present, the analyzed case requires

Fig. 5. Diagram of the use of the CBR methodology for the description of a design case mapped
to RUP
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modification. In the search procedure, we also analyze the number of elements of an
individual matrix. If the analyzed process is not present, the case needs to be modified
by adding a specific element. The comparison of the analyzed case with those con-
tained in the knowledge database will use the identicalness test described by
algorithm 1.

6 Verification of the Developed Model - Obtaining Design
Process Data for Another City

The basis for the model verification were documents delivered by another city in
Poland, interested in the implementation of an IOC system. These documents repre-
sented the basis to determine the requirements for the system to be designed for the
city. In the requirement analysis the following documents were considered:

• Description of threats and an assessment of the risk of their occurrence, including
those concerning critical infrastructure. In this document the category of threat was
determined, the likelihood of its occurrence, its consequences and methods of action
should the threat materialize.

• Safety net – a document which presents threat categories and persons who should
be notified the moment these threats occur.

• Action launch – a document describing procedures of conduct the moment a threat
occurs.

• Short-term action plan – a document in which procedures of conduct are presented,
but only for specific threats such as dust and noise.

The set of documents presents, on the one hand, a formal description of threats and
actions launched when these threats occur and, on the other hand, a formal description
of the requirements set for the system. Based on the requirements, design processes
were worked out, necessary for developing a system for the needs of the city.

Because the City Council which presented these requirements expected a proposal
of the methodology for designing an IOC system, it was suggested that the case of
designing IOC for Gdańsk, saved in the Business Modeler, be used for the city which
provided these requirements. The simplest requirements (concerning dust and noise
emissions) were included in the “Short-term action plan” and, therefore, these
requirements were analyzed with a view to using a similar method of system design.
Similarities and differences between the system requirements in Gdańsk and those
proposed by the city were assessed. It turned out that, despite the similarity of pro-
cedures (regulations concerning PM10 are similar for all cities in Poland), the method
of implementation of these procedures on the basis of the “Safety net” is different. The
designing of KPIs is also different.

At the same time it was determined that the set of four documents provided deliver
a full picture of threats, procedures of conduct and decision-makers, which makes it
relatively easy to define ontologies for individual KPIs, KPI groups and the entire
system. Therefore it seems appropriate to include in the ontology layer the processes
related to the preparation of the full picture of threats and their significance, as is the
case in the city which provided the requirements. Thus, despite the existing process of
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creating ontologies for individual KPIs, the process of creating ontologies for all city
processes will be added to the ontology layer.

The authors had certain doubts concerning the placement of aggregated ontology
processes in the feedback loop, as was done in the process model in Fig. 3. From the
viewpoint of both the model (Fig. 2) and the presentation of objects that create the case
for CBS, the role of the feedback process is not completely clear. Attempts to deter-
mine this were made through verification procedures. Because verification procedures
provided information on the significance and role of this process, both the object
(ontologies of city processes) and its links with other processes were kept, assuming the
key importance of the ontology layer for the design process. It was also determined that
a modification of two processes would be appropriate for the simple KPI design layer
and the KPI model. The changes will be entered into the case base for designing Smart
Cities systems.

7 Conclusions

The paper presents the method of designing Smart Cities systems based on case
analysis. The presented method becomes effective in the situation of problems related
to designing systems of such complexity, where there is no possibility to use both soft
and hard project management methodologies. It is based on the analysis of cases, the
conversion of the saved design processes and their use again for designing systems in
any city. Thus the case base becomes a knowledge base in which methods of designing
systems for any cities are documented.

The paper has demonstrated that building such a knowledge base allows the
identification of design processes and design roles for designing specific architecture
layers for Smart Cities systems. The one presented in the paper is a consequence of
IBM technologies used in design processes. Those used in this work for the modeling
of processes and their integration, present the status of the city in the form of KPIs. It
should be noted that these indicators, typical for organizational management, were
adapted for the needs of smart cities management, and thanks to this it was possible to
use these indicators in designing architecture for Smart Cities.

Indicator design processes were carried out on the basis of organizational design
processes. To bring them closer to being realized a research experiment was carried
out, where a project team was created with the participation of actual system design
specialists. The experiment, the purpose of which was to work out a methodology
through the selection of two city management cases and later verification based on the
requirements of another city, demonstrated the applicability of the proposed method.

An essential role in designing the systems and supporting the high-level architecture
was played by the ontologies of city processes. In the case of Gdańsk data, the process of
the creation of ontologies was a complex one (limited quantity of data). On the other
hand, in the case of another city interested in the design process, a large volume of
documents brought order to the process of designing the ontologies, and equally brought
order to the design guidelines and the use of cases saved in the knowledge case base.

Using Case Based Systems for the processing of cases shows that, in a situation
where the development of top-down systems becomes impossible, and bottom-up
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systems strongly limited, the use of case analysis methodology for designing the
processes and selecting the roles and their conversion to the RUP format, and saving
them in the knowledge case base creates the conditions for selecting the design
methodology for the needs of cities. It should be noted that the use of this methodology
is limited by the knowledge of the system’s high-level architecture and the design
environment. The solution presented in this paper is free of these restrictions because it
creates a consistent processing framework and may be applied to any architectures and
project frameworks.
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Abstract. This paper presents a model of an integration bus used in the design
of Smart Cities system architectures. The model of such a bus becomes nec-
essary when designing high-level architectures, within which the silo processes
of the organization should be seen from the perspective of its ontology. For such
a bus to be used by any city, a generic solution was proposed which can be
implemented as a whole or in part depending on the requirements posed by
those cities with respect to the construction of such buses.
The work is divided into four main parts. The first part presents a model of

high-level architectural design processes, using ontologies and a data integration
bus, which constitutes the generalized experiences of the authors drawn from the
design processes of Smart Cities systems. The second part contains a description
of the environment in which Smart Cities systems are developed, illustrated with
two guidelines and the implementation processes of these guidelines. In the third
part, two components of that environment are identified: the data integration bus
and the ontologies of city processes. This is done to demonstrate how Smart
Cities systems are designed and to show the processes of the permeation of data
and the ontologies of city processes in the creation of a high-level architecture.
The fourth section contains a description of how the proposed model is applied
in the construction of a common integration bus for data and ontologies. The
paper summary presents recommendations concerning the applicability of the
proposed model.

Keywords: Smart Cities � Ontologies � Ontology driven architecture

1 Introduction

The architectures of IT systems are a major source of knowledge of the processes and
data (the structured approach) or the classes and objects (the object-oriented approach)
of a designed IT system. Within these architectures, a system is separated into indi-
vidual layers, of which there are fewer or more depending on the requirements. The
Three-Tier Architecture is the most common version of this architecture and it contains
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three physically isolated layers: of data, of logic and of presentation. Recently, more
and more often Service-Oriented Architectures, as well as those oriented at microser-
vices, are designed, in which each functionality is provided as a reusable service or
microservice, available both for the recipient and between the services themselves [3].
The designing of services or microservices depends on the complexity of the system,
the strategy of the organization and its tendency to take risks, as well as the
availability/lack of availability of an integration bus [4]. It also depends on the degree
of complexity of the organization’s processes and the possibilities of the implemen-
tation of the bus in the framework of IT projects.

Integration buses appeared at the time of the introduction of the Software as a Service
paradigm, in which the silo functionalities of an organization - here: the cells and
departments, as well as partners - can be integrated [1]. The paper expands the meaning
of the integration bus and refers to it not only as a service-oriented platform combining
both apps developed on the basis of differentiated technologies, incompatible formats,
data resources, and communication protocols, but also as organization processes subject
to implementation. The advantages of this solution include, above all, dynamic data
transformation and conversion, distributed communications and intelligent routing ser-
vices. It also seems necessary for the model of the integration bus to be such a generic
solution that in the creation of future architectures for future organizations/groups of
processes, it is possible to use all or part of the designed services.

In the case of complex systems and their realisation within the framework of IT
projects, high-level architectures are designed, which present a picture of the func-
tionalities of the systems necessary for the managers of such projects. The high-level
architecture then becomes a set of processes and potential functionalities on the basis of
which project tasks are prioritized [7]. The process of assigning priorities relies on the
knowledge of such an architecture and allows the project manager to decide which of
the functionalities are implemented first, e.g. in the first sprint. Designing such archi-
tectures requires either full knowledge on the part of the organization, or the
involvement of a business analyst in the design process. The authors suggest that the
process of designing high-level architectures should be supported by ontologies and
that in the design process, the knowledge regarding the integration bus be used to
support the development processes of ontologies and the design of high-level archi-
tectures. Ontologies are understood here as a formal representation of the stored
knowledge about the organization processes in the form of sets of entities and rela-
tionships between them. Thus, creating a self-permeating hybrid allows the high-level
architecture design process to have a component-based dimension, independent of the
knowledge of business analysts and project managers regarding the state of the orga-
nization processes [2].

This paper proposes combining the functionalities of the data integration bus to
support high-level architecture design processes with the use of ontologies. Such a
combination appeared during the design processes of the Smart Cities system. It was
incorporated into the design processes of high-level architectures in projects managed
with the use of agile approaches. Due to the architecture created with the help of
ontologies, as well as the knowledge regarding the data integration bus, it was possible
to generate models of the processes taking place in the organization or the applicable
procedures of the city in the design process. Since the integration bus aggregated not
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only data and the processes of the organization, but also technologies, thus a question
arose about how much the knowledge regarding the ingredients of the integration bus
affects the design process which uses ontologies. The paper focuses on showing these
relationships in order to help the designers of integration buses, as well as those
designing ontologies, in the selection of technologies and the use of expert knowledge
in the design processes of complex systems.

2 Model of High-Level Architecture Design Processes Using
Ontologies and the Data Integration Bus

The starting point for the presentation of the proposed approach is a model of high-level
architecture design processes using ontologies and the integration bus. Figure 1 presents
the requirements, ontologies of requirements and the data integration bus.

It is through the prism of ontologies that the consistency of the processes can be
assessed for their subsequent processing. It is through the prism of the data of the
integration bus that the appropriate technologies can be selected for modeling the
requirements. Then the requirements and the processes of the organization can be easily
represented as a feedback system, in which the ontologies of requirements tune the
system from the point of view of the efficiency of the organization processes.

Since high-level architecture provides information only about the organization
processes, and designing it requires the use of integrated (using the data integration bus)
information technologies, hence the integration bus design process will now be pre-
sented. Then it will be possible to generalize the chance of aggregating the design of the
integration bus as well as high-level architectures. It is assumed that in designing inte-
gration buses, the selection of technology derives from organization maturity, but there is
no direct relationship between the maturity of the team and the type of technologies used
[8]. Mature teams can in fact use less technologically advanced solutions (software tools
or programming languages), but can also use very sophisticated CASE (Computer Aided
Software Engineering) tools [1]. Similar trends can be observed also among teams with
low maturity. Unfortunately, this approach to the use of information technology is
reflected in a simple relationship. Those information technologies are applied which the
team specializes in and they are changed rather reluctantly. The range of available
technologies, however, allows both the choice of types (languages, tools, development
environment), as well as specific technologies (Java, .Net, Eclipse, J2EE, etc.).

Information technologies of development used by the development team are reflected
in a simple way in the way database technologies are used. While in the case of simple
systems the supplier imposes a standard of databases, in the case of heterogeneous

Fig. 1. Data integration bus
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systems (varied standards of databases) imposing a uniform standard can significantly
hinder both the design process as well as the development of the system. Therefore, the
use of data warehousing as a method of data integration is increasing, and properly
designed ETL (extract, transform, loading) processes enable the input and processing of
arbitrary data into the system. The question is, however, to what extent data warehouses
will allow the introduction of any given standards of databases in a changing environ-
ment (in the long term) typical in the design of Smart Cities systems. Similar questions
arise when determining the functionalities of the designed system. Namely, whether its
functionalities are limited only to monitoring events or whether the scope of these
functionalities is low (a linguistic measure), covering the defining of events and incidents
(groups of events), or it is average, covering the designing of key performance indicators.
It can also be assumed that the range of functionalities is high, which means that in
addition to those previously indicated, a system should also generate notifications, alerts,
and rules of events due to the creation of standard operating procedures (SOP). It should
also carry out analyses at the level of Business Intelligence.

If we include in the functionality design process, described in this way, the design
of high-level architectures, the integration bus, data warehouses, or the simple inte-
gration of databases, then (along with information about products) we have a com-
pendium of knowledge about integration technologies as well as the ontologies of the
organization requirements. Then what is left is the choice of appropriate technologies
for the requirements implementation processes. In such a case, it is possible to gen-
eralize the process shown in Fig. 1 to a general design of a high-level architecture with
the use of the integration bus. Figure 2 shows such a generalized model. For describing
the scope and the values of particular variables, a linguistic description can also be
applied preceded by an expert evaluation regarding the specified maturities/heights the
technologies belong to.

To describe the model, a scalar description was used (as simpler) and it was treated
in the same way as the general model (Fig. 1) was treated before, namely, as a control
system with control functions ft assigned to it.

sdt ¼ ftðtit; tbdtÞ ð1Þ

where:
ft – control function (rule-based function proposed in this paper)
sdt – object output response (the level of usability of a designed system),

sdt 2 \1; 5[
tit – control regulator maturity (requirements level), tit 2 \1; 5[

Fig. 2. Generalized model of high-level architecture design with the use of the data integration
bus
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tbdt – represents the maturity of the controlled object (the complexity of the
designed ontologies), tbdt 2 \1; 5[

zt – setpoint (the structure of the processes and the data integration bus),
zt 2 \1; 5[

t - time
Within the work on the generalization of the model, a vector description can also be

used taking into account the compendium of knowledge possessed about the built
model. Then the complexity vector of the designed ontologies can be expressed as a
formula (2)

tbdt ¼ mtbdt
ntbdt

� �
ð2Þ

where:
tbdt - complexity vector of the designed ontologies
mtbdt - refers to the variable of the ontology design method, mtbdt 2 \1; 5[
ntbdt - refers to the variable of the ontology design tools, ntbdt 2 \1; 5[
The full scalar and vector description (partly presented in the paper) creates con-

ditions for the implementation of the model. The function ft can have its representation
in the form of a rule-based function (for both the scalar and vector descriptions). In the
case of the scalar description, the rule-based description will include two input vari-
ables and one output variable. If the linguistic description applied in this work is
assumed, and later the fuzzy one (under consideration for use), the complete model of
the high-level architecture design processes will include 25 = 32 rules [12]. An
example of the model implementation with the use of a rule-based description is
represented by the Eq. (3).

IF the requirements level\tit [ is at\1[ and the ontology complex as

\tbdt [ is at\1[ ; then the usability of the system\sdt [ is at\1[
ð3Þ

The possibility of using both scalar and vector descriptions also means that the
general model (Fig. 2) can be used (due to the compendium of knowledge on the status
of the integration technology) for the selection of these technologies in the develop-
ment processes of Smart Cities systems. In this case we have the knowledge about both
the types and kinds of given technologies. If, in addition, we are able to present the
structure of the model (Figs. 1 and 2), then it can be justified in replicate and also
predictively. Therefore, the next stage of the presentation of the model is to demon-
strate its validity by presenting the environment in which the validity was researched.
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3 Project Environment for Examining the Validity
of the Model

The processes of examining the validity of this high-level architecture design model
were carried out in a project team working with the IOC (Intelligent Operations
Center) system. The team is responsible for two research projects (Eureka and SASD)
whose main objective is to create a system to support decision-making in situations
when the levels of particulate matter and noise in Gdansk are exceeded. Hence, the
presentation of the project environment was initiated with a discussion regarding the
guidelines and requirements of the system in relation to the decision-making systems
which are the main objectives of the two projects, as well as regarding the possibility of
their implementation. Due to limited access to knowledge on the functioning of all
processes, as well as due to limited time, a decision was reached to design a high-level
architecture model based on the analysis and implementation of two processes present
during emergency situations in Gdansk.

To begin with, the development team used the knowledge of domain experts, and
the experience gained in earlier phases of the implementation of both projects to collect
requirements in the form of guidelines [10]:

• operational, referring to decisions made on the basis of monitoring the level of air
pollution with PM10 (sending ambulances to kindergartens in the event of a sig-
nificant excess of PM10 levels),

• strategic, concerning decisions made on the basis of a notification about aircraft
emergency landing at Lech Walesa airport in Gdansk (sending ambulances to the
airport).

The selection of both types of procedures resulted from the need for a decision (the
creation of complex KPIs) where resources (the number of ambulances) were limited.
While presenting the guidelines, team experts used a document called “Short-term
action plan for Gdansk”. The document stated two alarm levels. In the case of the first
alarm level (24-h concentration of 50 ug/m3), the operator is obliged to inform the
following entities:

• crisis management centers of cities,
• the Board of the Pomeranian Region,
• the Provincial Inspectorate of Environmental Protection in Gdansk,
• authorities of the alarmed cities,
• local radio and television.

For the second alarm level (smog alarm) when the concentration exceeds
300 μg/m3, and the value of the 24-h concentration is higher than 200 μg/m3, the
operator is required to inform two more entities besides those mentioned above:

• directors of health care facilities and hospitals,
• directors of educational institutions and care facilities.

The representative of the client decided that the implementation will include data
regarding the second alarm level, and the crisis management center will take the

64 C. Orłowski et al.



decision to dispatch ambulances to a kindergarten. The second guideline included a
procedure which is triggered by the pilot of an airplane approaching the airport when a
fault has been detected, such as problems with releasing the landing gear and expected
problems when landing. The pilot informs the air traffic control tower, which in turn,
depending on the size of the aircraft, calls fire brigades and airport ambulances, and
also municipal services. Regardless of the size of the aircraft, the airline and the crisis
management center are informed. The representative of the client decided also that
standard data regarding emergency landing of an aircraft in Gdansk will be used in the
design processes, and the crisis management center will take the decision concerning
the dispatch of ambulances to the airport.

Due to the fact that both guidelines involve the same resources (the number of
ambulances) in decision-making, for the graphic representation of both guidelines they
have been formalized with the use of BPML (Business Processes Modeling Language).
The design tool called the IBM WebSphere Business Modeler Basic version has been
used. With the use of tags (similar to the BPML standard) [4, 5], it allows for both the
creation of pools which belong to the respective operating units, as well as nodes, loops
and conditions (Fig. 3). Such a presentation creates conditions for exporting data to the
IOC system. Due to the Business Modeler, it became possible to view the processes
creating both guidelines, the responsible entities within these guidelines and the
measurement of processes with the use of KPIs.

Knowing the methods of creating the measurements of the processes, the following
stage of the design process was to define the required key performance indicators and
their presentation in the IOC system. After creating the appropriate measures of KPIs,
the limit levels of air pollution with PM10 were defined [10]: 0–49 μg/m3 - appropriate
level, 50–299 μg/m3 –warning level for the first alarm level, 300+ μg/m3 - critical level
for the smog alarm. In addition, a color was assigned to each indicator: green - no
comments, yellow - warning, red - critical. Apart from designing KPIs the development
team also launched design processes of standard operating procedures (SOP). Their task
was to run the processes of sending e-mail messages to previously defined addressees or
starting other KPIs. An example of the KPI defining process is shown in Fig. 4.

Fig. 3. Example of modeling city processes using the WebSphere Business Modeler
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After the implementation of four key performance indicators (noise emissions
measurement, PM10, the number of available ambulances and an aggregate indicator of
the aforementioned three) is was concluded that only the Advanced version of Web-
Sphere Modeler rather than the Basic version used so far creates conditions for
modeling business processes, which can then facilitate the process of their creation at
the level of the Business Monitor. It was also noted that such a use of the Business
Modeler each time requires individual mapping of the existing infrastructure, proce-
dures and guidelines, which takes considerable time and resources [6]. Wanting to
achieve the greatest simplification of this process, as well as attempting to introduce the
principle of reusability of the created components and their modularity, a different
approach was considered. It was proposed to save the available knowledge about the
city, infrastructure, processes and operational units with the use of ontologies and then
use the ontologies in the design processes of the system.

4 Integration Bus and the Ontology of the Environment
Processes

The description of the design environment presented in the previous section did not take
into account the status of key parameters for verifying the model, such as the status of
the data of the integration bus and the advancement status of the description of city
processes with the use of ontologies. Therefore, in order to examine the validity of the
model, this section begins with a description of the status of the data of the integration
bus, to then move on to describing the processes of the city and the environment in
which these processes are implemented with the use of an ontology supporting the use of

Fig. 4. KPIs developed in the IBM Intelligent Operations Center (Color figure online)
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the integration bus. The starting point for the discussion on the status of the integration
bus was the IOC 1.5 WebSphere Message Broker (WMB) version of the service bus,
where the data undergoing the integration was obtained from many different database
resources. A data warehouse developed on the basis of WMB served as the data of the
bus. Power processes for both the warehouse and the decision-making system were
developed. The standard of the database warehouse was also analysed (with regard to
the applicability of the model developed in step 2). Two file standards *.SQL and *.DB2
were considered. In terms of the decision-making system (meeting the requirements of
the city) the DB2 database standard proved to be a better solution. However, when the
experience of team members who were not familiar with the DB2 standard was taken
into account, it was decided that the SQL standard would be used, despite the fact that
the DB2 standard seemed more evolutionary [9]. The decision to choose the
better-known standard rather than the more prognostic one stemmed from the need to
reduce project risk. Figure 5 shows the diagram of data integration processes with the
use of the integration bus developed on the basis of WMB (in line with the formal
description of the model introduced in Sect. 2 of this paper). WebSphere Business
Monitor presented in Fig. 6 took into account the conversion of database resources *.
db2, as well as *.SQL to the CAP protocol (common alerting protocol) via xml.

The design of the integration bus purely as a data bus stemmed from the experience
of the development team. When moving from version 1.5 to 1.6, the WMB tool was
replaced by the direct mapping of data without the need to queue at the CAP. Hence,
the development team used IOC as an environment ideal for the direct supply of the *.

Fig. 5. Data Warehouse as a data integration bus
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sql standard data. Therefore, the WebSphere Business Modeler and the WebSphere
Business Monitor, the tools which were made available for the design process, were
independent applications used in the design process [11].

In such a situation, creating models of the performance indicators with the use of
the WebSphere Business Monitor was an independent process resulting from installing
the IBM Integration Designer independent of IOC. This solution enabled the mapping
of the existing IT resources in the form of universal service components. In the case of
the implementation of indicators conducted by the development team, this tool could
only be used as a base for the Business Monitor - the implementation environment of
KPIs. Then, the KPI models could be directly exported from the WebSphere Business
Modeler to theWebSphere Business Monitor. As it turned out, this was only possible in
the Advanced version. It became necessary to incorporate this tool into the develop-
ment environment. After installing the Advanced version and importing the KPI models
previously created in the Basic version of the Business Modeler to the Advanced
version, it was possible to export them to the *.mm format and use them in the
Business Monitor for defining KPIs. The example of defining indicators in the
Advanced version is shown in Fig. 6.

After defining the data of the integration bus, the ontology of the city processes was
designed. First, a dictionary of concepts was defined in order to standardize the con-
cepts used and their definitions. Then it was possible to determine the actors, the
activities and the assignment of the activities to the actors. The example presented
below is of the ontology of guidelines for making an emergency landing (one of the
cases analyzed and described in Sect. 3 of designing Smart Cities systems).

Pilot is a notifying� body:
Airport is a notified � body:
Airline is a notified � body:

Airport � Fire� Brigade is� part � of Airport:

Fig. 6. An example of modeling KPIs in the WebSphere Business Monitor
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These concepts were saved in the rule base of the Protégé design tool. The example
of saving rules is shown in Fig. 7.

Files which were created during saving the above ontologies in the .entcl format,
have a purely textual structure, with a basic function for comments. However, they
were not consistent with the .mm file structure used by the WebSphere Business
Monitor based on XML in which the city processes were saved. To be able to use the
ontologies described above to support the description of the city processes, it became
necessary to convert knowledge stored in one format to another. To accomplish this,
and to support the design of other city processes with ontologies, it was decided to
create an own tool called OntoTransTool. A detailed description is given in the paper
on ontologies. It then became possible to define a required XML structure, on the basis
of a decoded .mm file generated by the WebSphere Business Modeler. With this
solution it was possible to translate text rules into the required format. An example of
the implementation of the rules using OntoTransTool developed for the design process,
is shown in Fig. 8.

Fig. 7. Window for introducing rules in Protégé

Fig. 8. Example of processing rules with the use of OntoTransTool developed for the design
process
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The use of ontologies in the design processes of the data integration bus as well as
in the design processes described in Sect. 3, created the conditions for the development
of generic sequences of design processes. They form the basis for building a model of a
common integration bus of data and ontologies for designing the high-level architecture
of the Smart Cities system. These processes include:

• the creation of ontologies of city processes (dictionaries, relationships, actors,
subjects) and their surroundings.

• the transformation of the saved ontology to define preliminary process models (the
main processes illustrating the functioning of an agglomeration)

• the modeling of city processes (detailed processes reflecting the functioning of the
departments and the implementation of procedures)

• the creation of KPI models (for data and procedures)
• the presentation of indicators in the IOC system (for data in procedures)

Then the design process of the integration bus (its KPIs) can be presented in the
form of sequences of the design processes described above. Figure 9 shows a sequence
of KPI design processes in which the city processes are identified, and their analysis,
modeling and implementation are supported by ontologies of these processes. Such an
approach to processes forms the basis for treating them as components.

The analysis of Fig. 10 shows that three groups of processes and their imple-
mentation technologies can be defined in supporting the design process: the modeling
of processes for data input, the integration of process modeling technologies and the

Fig. 9. Sequence of KPI design processes and their support with ontologies

Fig. 10. Akwilon database tables (a) and the data trigger (b), which enables operations on both
tables as an example of designing databases with diversified specific fields
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input of data and ontologies to support the modeling processes. Such a view on the
sequences of processes (in a situation where their technical implementation does not
exist in the form of a bus) should be seen by the designer of the system. That was the
case during the design of the IOC system (described in Sects. 3 and 4 of this paper) and
it formed the basis for the future implementation of these processes as an integrated bus
of data and ontologies. It seems that the described sequence of processes can be typical
in the design processes of Smart Cities systems and it can form the basis for the design
of high-level architectures.

5 Changes in the Ontology of Processes and Further
Development of the Data Integration Bus
of the Design Environment

The model of the high-level architecture design process with the use of ontologies and
the data integration bus (Sect. 2), the design environment to examine the validity of the
model (Sect. 3) and the description of the integration bus together with ontologies of
the environment processes, which were discussed in previous sections, provided the
basis for the development of a model of a common bus of data and process ontologies
and its implementation in the design process. Taking into account the implementation
processes, the first issue to consider was the possibility of changing the place and role
of the ontology and treating it as a service in design processes on the basis of expe-
rience gained during the implementation of the solution in Gdańsk. This approach was
a consequence of the question regarding the extent to which the adopted model of the
designing and implementation of ontologies to support the IOC design processes can be
reused. Can the diverse procedures and modeling processes for other cities be sup-
ported by previous experiences and services designed on the basis of these experi-
ences? In order to answer these questions, we need to identify the experiences which
unite rather than divide in the implementation of Smart Cities systems.

The first group of experiences are those which connect the diverse design processes
of a city, which is treated as an organization, with the resources that create it. The
diverse structures and resources, such as crisis management centers, departments of
government offices, airports, hospitals and educational units can be presented as a
system of connections and their hierarchies which is uniform for any given city or
varied for particular cities. Hence, it becomes possible to use common or diverse
ontologies and treat them as a group of or as individual services supporting the city
design process. It is also possible to combine the design processes/ontologies with
information technology used for the modeling of processes and implementation of
ontologies in order to understand the concept and the importance of these processes.
These entities (ontologies, processes, technologies) can also be considered as services
used in the design processes and be attached to the integration bus.

The second group of experiences are those which arise from the analysis and the
possible use of available city data. Each system designed for the needs of a city is based
on monitoring independent data or data which is linked to the bus. The data is used for
flows, simple transformations and operations, enabling the standardization and
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normalization of data, as well as the addition of simple processing procedures. The
example application of the integration bus as the data bus is presented in Sect. 4 of this
paper. An attempt to aggregate experiences referring to the use of data comes down to
the knowledge of the standards used in the implementation of KPIs. The experience
gained during designing KPIs suggests the use of *.db2 or *.sql standards or the
construction of converters. The construction of mechanisms that convert *.xml to sql
proved to be a relatively simple process. Experience acquired in the data usage process
focused also on the construction of triggers of processes of acquiring data from external
databases to supply the KPIs. An example of the structure of the trigger is shown in
Fig. 10a.

The flow of data starts with the Input node. It is checked whether there are lines in
the IOC_application table in the Akwilon2 database containing data from 85 stations
measuring noise (Fig. 10). If so, the IOCAPPL trigger of new records (insert com-
mand) is activated to create records with the same ID in the IOC_Event table. The
IOC_event and IOC_application tables are linked by the primary key ID. Figure 10b
presents a fragment of the code that allows the trigger to conduct operations on rows of
both tables.

The third group of experiences focuses on the use of the data of integration buses.
Experience from designing the IOC system version 1.5 was used, where it was nec-
essary to create an integration bus based on the WebSpere Business Monitor. Another
source of experiences was the generic ESB (Enterprise Service Bus) presented by IBM
and integrating both infrastructure services as well as development services to support
the construction of this bus, access services, business applications or process services.
The scope of these services, the connection to the ESB and the sequence of connecting
processes is a source of knowledge on how to design such a bus to then design smart
cities systems. If it is also assumed that the data of the bus can be the basis for the
design of the bus ontology (for streamlining design processes) then a collection of such
experiences supported by knowledge on integration buses is the basis for the con-
struction of a bus for designing the systems for smart cities.

Taking into account all the three groups of experiences which are common to most,
if not all Smart Cities systems, and which result from the model of the integration bus
adopted by the team, it can be assumed that we can create generic models of such
buses. Then, the saving of knowledge in the form of an ontology for the purpose of
designing a system for another city may be based on the previously created glossary of
terms, and it can be extended as a service of an integration bus. The information
technologies applied may be similar, which means that the processes and their
ontologies can be reusable. Any technologies similar to Protégé, such as FluentEditor
and WFLEditor can be used to create a common glossary. It is enough for the
mechanism connecting the developed service to the bus to meet the connection criteria
with the bus.

Figure 11 shows the construction of the integration bus as a result of experiences
which were the effect of design processes and the use of ontologies to support the
design of city processes. The figure has been divided into three parts. The upper left
section presents data regarding the integration bus which form the basis for the con-
struction of any integration bus (including previously designed integration buses for
cities that use them). These include data on the integration mechanisms and the
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subsequent use of the modeling technology of city processes, environments for pre-
senting the processes, KPIs, city processes, as well as data and access mechanisms of
databases. The upper right section of the figure presents data regarding the structure of
the ontology of the city processes to support the design processes. The designing of
ontologies is an integrated process of obtaining requirements concerning city systems,
data relating to city entities, procedures and relationships occurring both between
procedures as well as individuals. The lower section of the figure shows the structure of
the bus, taking into account the roles of data and knowledge about the structure of such
buses as well as the place and role of ontologies. This hybrid solution results from the
work and experience of the team designing Smart Cities systems.

6 Conclusions

The paper is a theoretical and practical study of the structure of integration buses. This
combination of theory and practice created conditions for the development of an
integration bus model which takes into account both the design experience as well as
the ontologies of city processes, modelled with the use of information technologies
connected to an integration bus. It was proved that combining the data of the inte-
gration bus with ontology processes facilitates designing/seeing the high-level

Fig. 11. Model of the integration bus designed on the basis of experiences resulting from the
design process and the ontologies of city processes
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architectures of Smart Cities systems, which are so important for those who design
these systems using agile approaches to project management.

The paper is divided into the theoretical section in which the architectures of
systems and buses were discussed and the practical one which constitutes a set of
experiences collected in the process of designing Smart Cities systems using ontolo-
gies. This division formed the basis for the presentation of the general model (Sect. 2),
and the detailed models containing groups of services connected to the integration bus
(Sects. 3 and 4).

The general model demonstrated the importance of both objects: the set of expe-
riences regarding the design of the buses and the ontologies of processes as the inte-
gration bus development regulators. Such an approach is necessary in the treatment of
the integration bus structures as component solutions, which can be used for any city
implementing Smart Cities systems. While working on the structure of the model of the
integration bus, it was shown that the approach to building Smart Cities systems should
focus on the analysis and use of models developed by partner cities (component
ontologies). In turn, on the basis of the developed KPI models built with dedicated IBM
tools, it was concluded that the proposed model of the integration bus can be used for
future Smart Cities systems (component buses).

The design process of the integration bus model showed that, due to the complexity
of the design work, cities which begin work on building Smart Cities systems will not
be able to deploy them consistently if they do not utilize the experience and knowledge
gained from previous projects of this type (the component nature of buses and
ontologies). For this reason it seems expedient to consider a case in which several cities
would implement Smart Cities systems simultaneously (using common data compo-
nents of buses and ontologies of city processes). Such an approach necessitates
cooperation between several cities. Thus, it seems reasonable for the design process of
Smart Cities systems to have a bottom-up nature both in terms of designing the inte-
gration bus model and in the implementation of the city processes.

The case study of designing the integration bus for Gdansk referred to the modeling
processes and the implementation of two guidelines, using the concept of the integration
bus in the IOC system. Problems emerging mainly with regard to the modeling pro-
cesses and the integration of processes and KPIs showed the importance of the bus and
the ontologies supporting the design processes. The awareness of this situation
demonstrated the need to change the modeling technology and to install an integrator
which improved the design processes. The design process became shorter, and the
number of errors in defining the city processes was lower. It seems that after the
implementation of the integration bus (as in Fig. 11), the design process (through the use
of ontologies) will not be burdened with such a significant number of errors and the
conversion of the measurement of these processes onto KPIs will not be as redundant as
is the case with data conversion from the Business Modeler to the Business Monitor.
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Abstract. The paper presents the definition of the design pattern language of
Smart Cities in the form of an ontology. Since the implementation of a Smart City
system is difficult, expensive and closely linked with the problems concerning a
given city, the knowledge acquired during a single implementation is extremely
valuable. The language we defined supports the management of such knowledge
as it allows for the expression of a solution which, based on best practices recorded
in the form of design patterns, is also tailored to the requirements of the city
seeking to implement the Smart City solution. The formal/ontological structure
of the language in turn allows the automatic management of the properties of a
solution recorded in this way. This final feature of the introduced language is
extremely important in the decision-making process regarding the choice of a
particular solution by the relevant authorities.

The work is divided into five main parts. In the first part we discuss the
implementation issue of the integration bus using the example of the IOC. In the
next part we talk about the validity of using semantic technologies in order to
expand the spectrum of potential implementations. Then we discuss the ontolog‐
ical implementation of the Smart City pattern language which we created, a
language which allows for both the saving of requirements and the validation of
solutions specified in it. We also present an example of usage, which at the same
time serves as a validation of the language in real-life conditions. In the last part
we discuss certain aspects of the pattern language and the possible ways to
develop research related to it.

Keywords: Smart cities · Ontologies · Semantics · Ontology driven
architecture · Design patterns · Controlled natural language

1 Introduction

The concept of a Smart City promises the achievement of a new quality of city manage‐
ment by integrating ICT structures available in the city and by their expansion into other
urban areas. The integration of these structures is carried out through the appropriate
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implementation of a common, scalable and highly-efficient integration bus, such as the
IBM Intelligent Operations Center [2]. Such a bus, being indirectly integrated with the
urban space becomes part of it and thus designing the implementation process for the
integration bus is highly complicated and expensive. To reduce the costs of further
implementations, it should be possible to repeat this process. Due to the diversity of
urban areas, such repeatability cannot, however, involve copying successful implemen‐
tations in full, but rather means the selection of the best combination of best practices,
adapted to particular specifics, and then the verification (a priori) of the resulting solution
as a whole. The desired selection method of the implementation of the Smart City inte‐
gration bus should allow for:

1. cataloging of previously developed best practices,
2. verification of the expected results of the implementation.

In this paper, we present a method we developed to manage the Smart City integra‐
tion bus implementation experience which meets both conditions. It is based on the so-
called Smart City pattern language, recorded in the form of an IT ontology. This
language is equipped with all language layers:

1. The syntactic layer (and grammar) is provided by a network of possible solutions,
which pattern language fits into, patterns become the words in the pattern language.

2. The semantics of the pattern language is defined by the limitations/opportunities of
the mutual interlacing (depending on each other) of patterns

3. The pragmatic layer is carried out by appropriately selected tools enabling work with
the language. For this reason, we have implemented a key tool (OntoTransTool)
allowing for the integration of the semantic technologies with the existing solution
for the configuration of the Smart City.

We also describe the verification results of the method using the example of imple‐
menting the Smart City integration bus based on the IBM IOC integration bus in Gdansk.

2 The Issue of Implementing the Smart City Integration Bus Based
on the Example of the IBM Intelligent Operations Center

In this section, we describe the implementation of the Smart City integration bus based
on the example of the IBM Intelligent Operations Center (IBM IOC). The IBM IOC
integration bus allows for highly efficient processing of data streams and provides tools
for their integration. The implementation of IBM IOC takes place on two levels, a low
level - the integration bus level (Fig. 1) and at a high level - the model level (Fig. 2).
The two-level process of implementation of IBM IOC, described in this section, is the
starting point for extending the implementation process with the ontology level that we
propose, which will eventually become the environment to which the proposed Smart
City pattern language refers.
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Fig. 1. Sample configuration of the Smart City at the integration bus level (in the M0 MOF layer).

Fig. 2. Sample Smart City configuration at the model level (M1 MOF layer)

The integration bus level allows direct access to the services provided by IBM IOC.
Figure 1 illustrates an exemplary implementation of IBM IOC seen from this level. We
can see here that the processing of data within the IBM IOC bus is carried out in real
time via data streams (DataSource) and the results of processing these streams become
the basis for determining key performance indicators KPIs. These indicators are
presented to bus operators in the form of an intuitive user interface (Client), both in the
form of reports (Report) as well as on a map (Spatial, GIS service) so that they can
support them in decision-making. The system also integrates the work of operators
through an integrated organization management system, such as workflow (carried out
by a set of procedures - Simple Operational Procedure - SOP) and through ICT tools for
the direct communication of operators (Messaging Service). A hierarchy of privileges
built into the system (Responsibility Matrix) together with the security system (Security)
allows the mapping of the actual hierarchy of responsibility.
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The integration bus level gives access to the greatest potential of configuration,
however, the target configuration is difficult to maintain from the perspective of this
level and thus requires skilled IT staff. A configuration of processes such as workflow
can be an example here: the flow of documentation and the implementation of the
responsibility escalation path at this level requires the entire process to be defined in the
form of single SOPs, one of which can launch others by generating chains of launching
rules. Amongst all the SOPs, the overall picture of the process is less visible.

In contrast to the bus level, the model level captures the IBM IOC configuration from
the perspective of the processes which it is to carry out. It is a natural method for analysts
and managers, allowing a certain degree of generality for capturing the holistic aspects
of implementation difficult to see from the integration bus level. Modeling at this level
takes place in the IBM Business Modeler tool in Business Process Modeling Notation
(BPMN) language [14]. The example of the IBM IOC configuration at this level is shown
in Fig. 2. This shows both the organizational structure (Organizations), report templates
and query definitions as well as (unlike at the bus level) the full structure of workflow
processes, together with assigning the relevant participants taking part in them, including
messages passing between them.

The model level, however, does not provide full configuration options available from
the integration bus level, such as the ability to connect any (external data sources), so
the most common configuration of the IOC bus consist of two phases (Fig. 3). The
perspective of the integration bus level, generated from the model level, is then supple‐
mented with necessary components and is ultimately implemented at the target IOC
infrastructure level. This process takes place according to the rules of model transfor‐
mation in terms of Model Driven Architecture (MDA). The MDA architecture called
Meta-Object Facility (MOF) was introduced in 2001 by the Object Management Group
(OMG) and is the result of the evolution of object-oriented modeling methods, in partic‐
ular based on UML.

Fig. 3. IOC bus configuration process: the transition from the model level through the integration
bus level

IBM IOC carries out the MOF architecture. MOF is designed as a four-layer archi‐
tecture of models, each of which is more general than the previous one. The layers are
called: M3, M2, M1 and M0. From the point of view of the IOC, the integration bus
level corresponds to layer M0, while the model level to layer M1 (Figs. 1 and 2). The
models are essentially networks of interconnected entities, which in turn (the entities)
refer to phenomena occurring in a particular domain [4]. Since the models in MOF are
represented by graphs, the languages allowing the processing of models are graph trans‐
formation languages [16]. In MOF, the transition from the meta-model (a model from
a higher layer) to the model occurs via model transformations called Queries/Views/
Transformations (QVT) indicated schematically in the figure (Fig. 3).
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To sum up: IBM IOC provides the infrastructures and supports the implementation
process of the above-mentioned integration bus infrastructure. The support takes place
on two levels. At the model level (M1 as referred to in MOF) and the integration bus
level (M0 in MOF). During the configuration of the IBM IOC implementation, from the
perspective of the model level, we are equipped with a powerful tool for modeling busi‐
ness processes. In addition, at this level we have the ability to model a high-level organ‐
izational structure. After the transformation from the model level onto the integration
bus level, a full spectrum of opportunities for integration opens up to us.

At this point, it is worth pointing out a serious limitation of the presented method to
support the implementation process of the integration bus. There is no possibility to save
the knowledge about the area/domain which a given implementation of IBM IOC refers
to and thus models of processes and organizations remain isolated from the specifics of
the problem described by them. This is a serious limitation, since it prevents the full
integration of knowledge about the implementation. The knowledge about the area/
domain/problem in the above-mentioned approach is the knowledge that needs to be
stored/processed in external systems.

In the next section we indicate an extension method of knowledge representation
used in IBM IOC at the ontology level and we will identify tools for its integration with
the existing solution.

3 Ontologies and a Controlled Natural Language in the Design
Process of Smart Cities Systems

In the previous section we discussed the current market approach to designing the
implementation of the Smart City based on IBM IOC. We have also pointed to an
important limitation of the above approach which prevents the full integration of knowl‐
edge about the solution with the knowledge of the area/domain/problem the solution
refers to. In this section, we show that the integration of semantic methods with a two-
level IBM IOC configuration process, can fill this gap. Thus, we will create another level
of the integration bus configuration - the ontology level. The section will be concluded
with an introduction to modern methods of expressing knowledge in the form of
(controlled) natural language, and we will describe a tool for integrating the ontology
level with the other two levels of implementation of the IBM IOC integration bus. The
resulting extension will become the tool basis for the Smart City pattern language
described in the next section - a language allowing for a component-based decomposi‐
tion of the combinatorial space of possible implementation solutions of the integration
bus.

In the previous section we spoke of the MDA architecture called MOF which comes
with IBM IOC, and we defined it as a four-layer architecture of meta-models. As shown
in the figure (Fig. 4), the metameta-model referred to as M3 is the most general descrip‐
tion of the world of models in MOF, it is the definition of the basic concepts of MOF.
The M2 layer is a model of modeling languages such as UML or BPMN. M1 refers to
models stored in the above-mentioned modeling languages, while M0 is the model
proper that relates directly to the modeled world.
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Fig. 4. General Meta-Object Facility architecture

The MOF M2 layer that defines the modeling languages (and concepts such as class,
attribute, relationship or process) and the M3 layer that defines the most abstract
concepts (such as the notion of being a subclass, the notion of being a relationship or
being a specific part of the class/set - an instance) appear to be common also for semantic
technologies from the W3C Semantic Initiative family. OWL [8] is integrated with MOF
through the assignment of UML elements (M2 layer) to the corresponding OWL
elements and the direct indication of the M3 layer representation in the basic OWL
concepts.

It is thanks to the existence of the appropriate concepts between MOF and OWL that
it is possible to extend the two-level IBM IOC configuration process (based on MOF)
with the OWL semantic methods - methods which enable the recording of knowledge
in the form of an ontology. Ontologies are tools to record knowledge about the area/
domain/problem described by the implementation of the IOC integration bus. Moreover,
in this way (having the above extension) we also extend our range of tools (until now
they were the graph transformation languages) with systems for proving theorems
(reasoners) operating in the formalism of the SROIQ narrative logic [7, 9]. An official
responsible for the implementation of a given solution, with the help of the reasoner,
may find the confirmation that a given solution is useful in the context of a given area/
domain/problem.

By applying a combination of MOF and OWL in the implementation of the IOC
IBM bus, we add another level of the IOC bus implementation - the ontology level (O),
while the implementation is extended with the model materialization stage on the basis
of the ontology (Fig. 5).
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Fig. 5. Materialization of the model level (M1) on the basis of an ontology (O)

Materialization is performed based on the reasoner and allows moving from the
ontology level to the model level similarly to the way the QVT transformation works in
the case of the transition from the model to the integration bus level in the standard
approach supported by IBM IOC. However, while during the transition from the model
level to the bus level we deal with a transformation of graphs, the tool we created for
carrying out the transformation (OntoTransTool) materializes the graph of the model
level on the basis of the theory (ontology) recorded in narrative logic (of the formal
database OWL). OntoTransTool, as input, accepts the ontology and on its basis generates
an input file for the IBM Business Modeler (see Fig. 6) - (IBM Business Modeler is a
tool, mentioned in the previous section, which is used to model the IBM IOC imple‐
mentation from the level of the model - see Fig. 2).

Fig. 6. Materialization of the M2 model from the ontology level (O) with the use of
OntoTransTool

The next step after the integration of the ontology level with the two-level imple‐
mentation process of the IOC integration bus is to select a tool for modeling ontology
this at level. The best known tool for modeling ontology is Protégé, developed by Stan‐
ford University [13]. Protégé enables the creation and debugging of an ontology. It is
equipped with a graphical user interface that allows the editing of an ontology in the
interaction mode. We tried to use this tool as a tool for modeling at the ontology level
(see Fig. 7). Unfortunately, its user requires the appropriate training. To understand the
knowledge the user needs to learn the knowledge engineering methods used in the tool
- which, unfortunately, in practice prevents the use of this tool in conducting dialogue
with people interested in the implementation of the Smart City solution (they are not
usually interested in the aspects of engineering knowledge).
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Fig. 7. Example configuration of the Smart City modeled on the ontology level (layer O) in
Protégé

On the other hand, the opportunity to consult the ontology with interested parties is
important for several reasons:

1. The client is involved in the configuration process - the client has a real impact not
only on the requirements but also on the shape of the solution - which increases the
chances of success

2. Ontology elements can be attached to the contract binding the person ordering a
given IBM IOC implementation with the provider of the platform

3. The client has a chance to verify solutions (a priori) and thus has some evidence
proving the correctness of decisions taken personally as early as at the design stage
of implementation.

The above mentioned communication barrier regarding tool support is largely
eliminated by so-called natural user interfaces - in particular, interfaces in the form
similar to a natural language. This seems obvious (all people regardless of their field
communicate in a natural language) and in the context of expressing an ontology,
through the use of controlled natural languages (CNL) this was pointed out, among
others, by Kuhn [11]; however, - as we will show in the section on implementation -
often the natural language loses to graphical knowledge representation languages. In
particular, graphical languages to record business processes such as BPMN - allowing
for the representation of a process in the form of a graph - are easier to acquire for
humans than their representation in a natural language. This graphical feature of
languages recording business processes made us realize that it is worth reusing arti‐
facts that naturally arise at the level of the model during the modeling of an ontology.
There was a need to develop bilateral transformation - both from the ontology level
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to the model level and from the model level to the ontology level which is also
provided by OntoTransTool, which we implemented.

Fluent Editor is a tool for modeling ontologies in a natural language [3]. Ontologies
stored in Fluent Editor are equivalent with ontologies stored in Protégé as both tools
operate in the OWL technology, although in Protégé we are dealing with a graphical
user interface, while in Fluent Editor ontologies are presented in the form of a document
in a natural language. Including Fluent Editor in the set of tools to support the IOC
configuration, we received the ability to record knowledge about the area/domain/
problem related to the implementation in a natural language (see Fig. 8). Figure 8 shows
Fluent Editor loaded with the ontology of an example which we will discuss later in this
paper.

Fig. 8. Sample configuration of the Smart City modeled at the ontology level (layer O) in the
Ontorion Fluent Editor tool.

To sum up: IBM IOC provides tools for the two-level integration bus implementation
but ignores the aspect of integrating knowledge about the area/domain which a given
implementation refers to and hence often (due to lack of tool support) models of
processes and organizations remain in isolation from the specifics of the problems they
describe. The third level we introduced - the ontology level - fills this gap. The modeling
on the ontology level is performed with the use of controlled natural language, allowing
for the direct use of ontologies saved in it to communicate with the client of the system.
The integration of the ontology level is accomplished due to a tool we created, called
OntoTransTool, which provides the possibility to materialize the ontology to the level
of the model.

In the next section we introduce an ontological Smart City pattern language, based
on the created tool database, which allows the decomposition of the combinatorial space
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of the possible implementation solutions of the integration bus and thus enables effective
reuse of best design practices emerging during the work of experts.

4 Implementation of the Pattern Language for the Smart City

In the previous section we introduced the ontology level to the two-level implementation
process of the IBM IOC integration bus. The ontology level allows the expression of
knowledge about the area/domain/problem which a given implementation of the IBM
IOC integration bus refers to in a manner consistent with the other two levels. The
question arises - how to construct ontologies at this level in an optimal way. In the
introduction, we set out to strive and create a tool which will enable the reuse of valuable
expert knowledge regarding implementations. The best tool for this purpose, as proven
by their growing popularity, are pattern languages.

Christopher Alexander [1] noted that cities are based on patterns. Currently, design
patterns are a commonly used structure for exchanging solutions to recurrent problems.
They are present in literature concerning urban planning (where they originated), infor‐
mation technology, pedagogy and many others. Alexander also notes that cataloging
patterns creates a new value in the form of a language of patterns. A language, the words
of which are names of individual patterns. At the same time, the pattern language
allowing the resolution of problems which are combinations of simpler problems
described by patterns-words, becomes a pattern: a pattern-language. A pattern is defined
today as a method of documenting a solution of a recurrent design problem within a
specific domain. In 1995, Gamma, Helm, Johnson and Vlissides [5] published the first
directory of software design patterns, applying the ideas of Alexander to the field of
software engineering.

One of the first attempts to formalize pattern languages can be found in a publication
by Meszaros [12], in which we can find a self-definition of pattern language, as a pattern
for creating more complicated patterns. This publication has become an inspiration to
us and as such has given us a strong foundation to create a formal meta-language of
patterns. We undertook to transpose the “patterns of writing patterns” described in the
work of Meszaros onto the formalism of saving an ontology. The vehicle which allowed
us to do so is controlled natural language.

It is worth focusing here on the language for recording an ontology - the controlled
language which takes the form of a text file in Fluent Editor. Individual assertions
(axioms) are separated with a period (.) and can be divided into a few basic groups:

1. Concept subsumption represents all cases where there is a need to specify (or
constrain) the fact about a specific concept or instance (or expressions that evaluate
the concept or instance) in the form of subsumption (e.g.: Every cat is a mammal,
Pawel has two legs or One cat that is brown has red eyes).

2. Role (possibly complex) inclusion specifies the properties and relationships between
roles in terms of the expressiveness of SROIQ(D) (e.g.: If X loves something that
covers Y then X loves-cover-of Y).
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3. Complex rules; If [body] then [head] expressions that are restricted to the DL-Safe
SWRL subset [Fig. 1] of rules (e.g.: If a scrum-master is-mapped-to a provider and
the scrum-master has-streamlining-assessment-processes-sprints-level equal-to 2
then the provider has-service-delivery-level equal-to 1 and the provider has-support-
services-level equal-to 2).

4. Complex OWL expressions; the grammar allows the use of parentheses that can be
nested if needed in the form of (that) e.g.: Every human is something (that is a man
or a woman or a hermaphrodite).

5. Modal Expressions allow the expression of “knowledge about the knowledge” with
CNL. This is to enforce fulfilling several properties of the knowledge. There are six
modal words that can be used: must, should, can, must-not, should-not, can-not. All
instances that are subject to validation against modal expressions are highlighted in
Fluent Editor. Green means all requirements are fulfilled. Red means there is some
requirement not met. Yellow means a warning. It appears when requirements with
the “should” expression are not fulfilled. Light yellow means there is nothing wrong
but it is marked just for informing the users. For example, regarding the statement
“Every man can have a wife.” - there is nothing wrong if there is a man that does
not have a wife. For each modal expression different colors will appear as below:

I. X must Y (e.g. Every X must also Y) – if not, it will be marked in red.
II. X should Y (e.g. Every X should also Y) – if not, it will be marked in yellow.

III. X can Y (e.g. Every X can also Y) – if not, it will be marked in light yellow.
IV. X can-not Y (e.g. Every X cannot also Y) – if it is, then it will be marked in

red.
V. X should-not Y (e.g. Every X should not also Y) – if it is, then it will be marked

in yellow.
VI. X must-not Y (e.g. Every X must not also Y) – if it is, then it will be marked

in light yellow.

The pattern language having the form of an ontology becomes a tool for managing
trust towards the considered solution which is stored in it. It allows the application of
computer methods as an important participant, which eliminates many errors generated
by the “human factor.” The ontology of the design pattern language should be self-
describing, thus we shall start with the definition of basic concepts. The following
example illustrates the use of a controlled language on the basis of a definition in the
form of a pattern ontology “pattern” as well as a pattern “pattern language.” The target
structure of the ontology of the design pattern language is schematically drawn in
Fig. 9. The pattern is defined here as a way to represent knowledge about solving the
problem, it works in a certain context and resolves certain strengths prioritized by the
above context. The pattern language meets the definition of a pattern (it is a pattern),
solving a complex issue through a network of interrelated patterns.

Let us move on to the detailed record of the ontology structure of the pattern
language, which is schematically illustrated in Fig. 9. Since we rely here on the taxonomy
introduced by Meszaros, direct quotations from [12] are placed within single quotation
marks. Please note the self-descriptive nature of the description of the structure in the
controlled natural language.
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§1. The problem that has-description equal-to ‘How do you share a recurring solution
to a problem with others so that it may be reused?’ is solved by Pattern-Pattern.

§2. Every pattern solves at-most one problem.

It is worth noting that the element describing the pattern-pattern solution requires
the use (after Meszaros) of another pattern: the pattern of mandatory elements - here
also direct quotations from [12] are included within single quotation marks.

§3. The problem that has-description equal-to ‘How do you make sure that all neces‐
sary information is covered in a pattern?’ is solved by Mandatory-Elements-
Present-Pattern.

The requirement as to the pattern format (which includes context, strength, solution
and problem) manifests itself in the line below, in which we indicate by means of a
modal expression that each model must carry out mandatory elements.

§4. Every pattern must realize Mandatory-Elements.

In turn, we point to the solution regarding the pattern of mandatory elements - indi‐
cating explicitly which elements must be included in the design pattern for it to be the
pattern of mandatory elements.

§5. If a pattern solves a problem and the pattern resolves a force and the pattern
has-name (some string value) and the pattern operates-in a context and the
context prioritizes the force then the pattern realizes Mandatory-Elements.

We shall write down the solution offered by the pattern-pattern using the modal
structure “should”. The limitation it poses onto knowledge is ambiguous (sic) - in other
words: we accept - as the creators of the specification - the possibility of breaking the

Fig. 9. Ontology structure of the design pattern language of the Smart City
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contract, leaving the language user the freedom of choice. The language user breaking
our recommendation will, however, be warned of the above violation:

§6. Every pattern should solve a problem.
§7. Every pattern should resolve a force.
§8. Every pattern should operate-in a context.
§9. Every pattern should have-name (some string value).

§10. Every context should prioritize a force.

The effect of the above recommendation will be demonstrated when defining the
pattern language of the Smart City, but before we define the abstract pattern language
(which is also a pattern) - direct quotations from [12] are included within single quotation
marks.

§11. Pattern-Language-Pattern solves the problem that has-description equal-to ‘How
do you describe the solution such that it is easy to digest and easy to use parts of
the solution in different circumstances?’.

Pattern “language-patterns” as defined above generate a class of language patterns
defined below, at the same time we require (it is mandatory) that it implements the pattern
“language-pattern”:

§12. Every pattern-language is a pattern.
§13. Every pattern-language must implement Pattern-Language-Pattern.

We require/ask (it is not mandatory) for the pattern language to be equipped with a
syntactic layer manifested through the dictionary:

§14. Every pattern-language should use a pattern-dictionary.

And so it solves (again it is not mandatory) a complex problem. In addition, we
define what we mean by the term “a complex problem”:

§15. Every pattern-language must solve a complex-problem.
§16. If a problem(1) is-part-of a problem(2) then the problem(2) is a complex-

problem.

And we indicate that compliance with our requests will result in the fulfillment of
the mandatory requirement.

§17. If a pattern-language uses a pattern-dictionary and the pattern-language solves
a complex-problem then the pattern-language implements Pattern-Language-
Pattern.

Having defined abstract concepts, which are on a high-level conceptual basis, we
can finally move on to the definition of a specific pattern language that will be adapted
to the needs of the ontology level of the design and implementation process of the IBM
IOC integration bus. And thus we define in the controlled language as follows:

§18. Smart-City-Pattern-Language is a pattern-language and operates-in Context-Of-
Smart-City-Pattern-Language and has-name equal-to ‘Smart City Pattern
Language’.
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§19. Context-Of-Smart-City-Pattern-Language is a context and has-description
equal-to ‘A single pattern is insufficient to deal with all Smart City problems at
hand.’.

§20. Smart-City-Pattern-Language solves the problem that has-description equal-to
‘How do you describe the solution for Smart City such that it is easy to digest and
easy to use parts of the solution in areas of: a)People-First b)Business-Attractive
c)Green d)Cheap (PBGC)’.

§21. The force that has-description equal-to ‘A single large Smart City solution may
be too specific to the circumstance and impossible to reuse in other circum‐
stances.’ is resolved by Smart-City-Pattern-Language and is prioritized by
Context-Of-Smart-City-Pattern-Language.

§22. The force that has-description equal-to ‘A complex Smart City solution may be
hard to describe in a single pattern. A “divide and conquer” approach may be
necessary to make the solution tractable.’ is resolved by Smart-City-Pattern-
Language and is prioritized by Context-Of-Smart-City-Pattern-Language.

§23. The force that has-description equal-to ‘Factoring the Smart City solution into
a set of reusable steps can be very difficult. Once factored, the resulting pieces
may depend on one another to make any sense.’ is resolved by Smart-City-
Pattern-Language and is prioritized by Context-Of-Smart-City-Pattern-
Language.

§24. The force that has-description equal-to ‘Other pattern languages may want to
refer to parts of the Smart City solution; they require some sort of “handle” for
each of the parts to be referenced.’ is resolved by Smart-City-Pattern-Language
and is prioritized by Context-Of-Smart-City-Pattern-Language.

§25. Smart-City-Pattern-Dictionary is a pattern-dictionary.
§26. Smart-City-Pattern-Language uses Smart-City-Pattern-Dictionary.

Above we defined the notion of the Smart City pattern language. The Smart City
pattern language is a pattern that allows complex problems to be solved, which cannot
be solved with a single pattern. The pattern language solves the problem of implementing
a complex Smart City solution. The knowledge engineer operating in the ontology layer
has the ability to use the Smart City pattern language, with concepts representing partic‐
ular patterns. He is “protected” from its misuse by modal expressions (mandatory orders,
requests or suggestions) included in the “pattern metalanguage”.

To illustrate the work of the pattern language in practice, we shall define two patterns,
and we will use them in an exemplary implementation. These will be patterns which
occur commonly and naturally in all the cities, responding to real, common problems.

(1) Hierarchy of responsibility
(2) Man In The Loop-Resource conflict solver.

Of course these are only two from a whole spectrum of design patterns. So far we
have managed to catalog ten patterns, however, a detailed description of all of the cata‐
loged patterns goes beyond the scope of this paper. We shall list them in name only:

(3) Agregate KPIs,
(4) Mapping the KPIs,
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(5) Predicting KPIs,
(6) Administrative SOP,
(7) Smart-Monitoring,
(8) Vectorization of streams,
(9) Social monitoring channel,

(10) Dynamic road sign.

Two patterns which will be described in detail were selected because of their subse‐
quent use in the validation of the pattern language in a sample real implementation of
the IBM IOC configuration bus.

4.1 Smart City Pattern: Hierarchy of Responsibility

The first pattern to be described here solves a key problem from the point of view of the
city - the problem of responsibility for decisions. In this section we will show how the
Smart City pattern language should be used for the purpose of expressing knowledge
about a known and commonly acceptable solution to a given problem, in the form of a
pattern. We operate at the ontology level of the extended configuration process of the
IBM IOC integration bus.

The city is managed by the relevant authorities. The most common approach to city
management is a hierarchy of responsibility. By establishing rules of communication
flow, the hierarchy improves delegating tasks. Below there is a “hierarchy of responsi‐
bility” pattern. It is a part of the Smart City dictionary and it is also a problem that is
solved by the Smart City Pattern Language Patterns:

§27. Context-Of-Hierarchy-Of-Responsibility-Pattern is a context and has-descrip‐
tion equal-to ‘Bez hierarchii przepływu oraz możliwości eskalacji problemu jest
trudno zarządzać miastem’.

§28. Hierarchy-Of-Responsibility-Pattern is a pattern and operates-in Context-Of-
Hierarchy-Of-Responsibility-Pattern and has-name equal-to ‘Hierarchy Of
Responsibility’ and solves the problem that has-description equal-to ‘Jak ułożyć
hierarchię przepływu decyzji oraz eskalacji problemów?’ and is-part-of Smart-
City-Pattern-Dictionary.

§29. The problem that is solved by Hierarchy-Of-Responsibility-Pattern is-part-of the
problem that is solved by Smart-City-Pattern-Language.

§30. The force that has-description equal-to ‘często kompetencje urzędow są zdupli‐
kowane lub niejednoznacznie określone’ is resolved by Hierarchy-Of-Responsi‐
bility-Pattern and is prioritized by Context-Of-Hierarchy-Of-Responsibility-
Pattern.

The solution to this pattern requires defining a few truths. And so:

§31. Every-single-thing that manages is a management.
§32. Every city must be managed by.
§33. Every smart-city is a city.
§34. Every smart-management is a management.
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We require that a Smart City is managed by a smart-management.

§35. Every smart-city must be managed by a smart-management.
§36. Every management that manages a smart-city must be a smart-management.

In addition, we show that the use of this pattern will result in the realization of the
mandatory requirement.

§37. If a management implements Hierarchy-Of-Responsibility-Pattern then the
management is a smart-management.

This sentence above (see §37) seems to be an oversimplification. Here, in order to
validate a mandatory part correctly it is enough to declare its implementation (e.g. by
stating: Management-X implements Hierarchy-Of-Responsibility-Pattern). However,
the person who enters such a sentence becomes responsible for the explanation of how
they managed to do it. Therefore it is also required that:

§38. Every management that implements Hierarchy-Of-Responsibility-Pattern must
provide-implementation-details (some ontology-reference value).

This forces the language user to justify the implementation of a given pattern. Going
further, we can expand our requirements regarding the conditions under which we agree
to the pattern being deemed as fulfilled: e.g. the verification of certain properties of the
pattern that it must meet. In this paper, however, we keep the current approach, which
is the simplest.

Let us add that a city managed using the pattern “Hierarchy-Of-Responsibility” is a
city where there is an escalation of problems. It will be important in view of the next
model, which requires that such an escalation is possible:

§39. If a management implements Hierarchy-Of-Responsibility-Pattern then the
management is a smart-management and the management is an escalator-
based-management.

The above example shows how patterns become interlaced in the pattern language.
Patterns are not dependent on each other directly, but conceptually - they are intertwined
at the level of concepts. As a result, some patterns “fit” to other patterns while others do
not, and using the pattern language (its pragmatics) looks like matching suitable blocks
from the set.

4.2 Smart City Pattern: Man-in-the-Loop-Resource-Resolver

Another significant problem that every city must face is the problem of limited resources.
In this section we will present a solution to this recurrent problem, which is most
commonly implemented. We also operate at the ontology level of the extended config‐
uration process of the IBM IOC integration bus.

Conflicts arising during emergencies are associated with attempts to use limited
resources in the context of the temporal coincidence of many emergencies. In particular,
the interweaving of the same resources among equal domains can (in the event of a
conflict) lead to a situation requiring the “best possible” decision to be taken swiftly.
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The Man-In-The-Loop-Resource-Resolver pattern solves this problem by inserting a
person into the decision-making process, who must assume responsibility for the deci‐
sion. The person, however, is not alone, since the pattern finds the existence of an envi‐
ronment to raise escalation mandatory - such an environment is for example created by
the Hierarchy of Responsibility pattern discussed earlier. This pattern is a part of the
Smart City dictionary that we created and is a problem that is solved by the Smart City
Pattern Language Patterns:

§40. Context-Of-Man-In-The-Loop-Resource-Resolver-Pattern is a context and has-
description equal-to ‘Smart-City wymaga zamodelowania kilku domen, wszystkie
ww. domeny współdzielą ograniczone zasoby’.

§41. Man-In-The-Loop-Resource-Resolver-Pattern is a pattern and operates-in
Context-Of-Man-In-The-Loop-Resource-Resolver-Pattern and has-name equal-
to ‘Man In The Loop Resource Resolver’ and solves the problem that has-
description equal-to ‘W jaki sposób współdzielić ograniczne zasoby między rózne
domeny?’ and is-part-of Smart-City-Pattern-Dictionary.

§42. The problem that is solved by Man-In-The-Loop-Resource-Resolver-Pattern is-
part-of the problem that is solved by Smart-City-Pattern-Language.

§43. The force that has-description equal-to ‘Efektywne zarządzenie zasobami
wymaga wiedzy eksperckiej’ is resolved by Man-In-The-Loop-Resource-
Resolver-Pattern and is prioritized by Context-Of-Man-In-The-Loop-Resource-
Resolver-Pattern.

§44. The force that has-description equal-to ‘Niekiedy decyzje o przydziale zasobów
wymagają zaangażowania wielu osób’ is resolved by Man-In-The-Loop-
Resource-Resolver-Pattern and is prioritized by Context-Of-Man-In-The-Loop-
Resource-Resolver-Pattern.

Below we present the definition of a city fragile to shared resources:

§45. Every-single-thing that is dealt-with by something is a domain.
§46. Every-single-thing that is used-resource by something is a resource.
§47. If a smart-city deals-with a domain(1) and the smart-city deals-with a

domain(2) and the domain(1) is-not-the-same-as the domain(2) and the
domain(1) uses-resource a resource(1) and the domain(2) uses-resource a
resource(2) and the resource(1) is-the-same-as the resource(2) then the smart-
city is a resource-fragile-smart-city.

It is required that the city management (which decides to deploy the above pattern)
could escalate problems:

§48. Every management that manages a smart-city that implements Man-In-The-
Loop-Resource-Resolver-Pattern must be an escalator-based-management.

§49. Every resource-fragile-smart-city can implement Man-In-The-Loop-Resource-
Resolver-Pattern.

We define a condition the fulfillment of which will balance the shared city resources.

§50. Every resource-fragile-smart-city must be a resource-balanced-smart-city.

92 C. Orłowski et al.



And we confirm the correctness of the solution provided by the above pattern. By
implementing the above pattern, the city will be a balanced city.

§51. Every smart-city that implements Man-In-The-Loop-Resource-Resolver-Pattern
is a resource-balanced-smart-city.

And as it was for the “Hierarchy of Responsibility” pattern, we require the details
of the implementation of the solution to be provided:

§52. Every smart-city that implements Man-In-The-Loop-Resource-Resolver-Pattern
must provide-implementation-details (some ontology-reference value).

To sum up, we presented the Smart City pattern language and presented two selected
patterns in detail. These patterns have been selected due to their subsequent use in the
validation of the pattern language. The validation will be conducted in the next section.

Examples of use of the Smart City pattern language.
The formalism presented above may be treated as a tool for selecting best practices-

patterns from a directory. The key element of the pattern (which determines its existence)
is the solution it has to offer. Patterns suggest these solutions and present their specifi‐
cation. The actual (real) implementation of a pattern must comply with the recommen‐
dation to be compatible with it. In other words: the art of using design patterns is the
ability to select them, and - more importantly - the ability to materialize them - to fulfill
them. Below there is an example of materializing the above-mentioned patterns.

We consider an example deployment of a Smart City in Gdansk. We declare as
follows:

§53. Gdansk is managed by Gdansk-Government.
§54. Gdansk is a smart-city.

And by verifying the received knowledge – Gdańsk shimmers red (Fig. 10).

Fig. 10. Verification errors of the declared need for implementing the Smart City for the city of
Gdansk

It turns out, in line with previous findings that: “Every smart-city must be managed
by a smart-management.”

We know that:

§55. Gdansk-Government is a local-government.
§56. Gdansk-Government implements Hierarchy-Of-Responsibility-Pattern.

Re-validation indicates the need to justify the implementation of the pattern (Fig. 11).
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Fig. 11. Declaration of the implementation of the Smart City for the city of Gdansk after the
information is provided about the type of pattern adopted for the management of the city

We will conduct the justification in a separate file describing the hierarchy and we
will identify this file as a place where the aforementioned justification can be found. The
first step is the correct location of the Smart-City management - in this case it is the
Gdansk-Municipal-Crisis-Centre

§57. Gdansk-Government is Gdansk-Municipal-Crisis-Centre[hier].

Going further:

§58. Voivodship-Executive-Board is-part-of Local-Government.
§59. Chief-Inspectorate-Of-Environmental-Protection is-part-of Voivodship
§60. Inspectorate-For-Environmental-Protection.
§61. Directors-Of-Health-Care-Facilities is-part-of The-“NZOZ”.
§62. Directors-Of-Health-Care-Facilities is-part-of Local-Government.
§63. Directors-Of-Educational-Institutions is-part-of Local-Government.
§64. Directors-Of-Care-Facilities is-part-of Local-Government.
§65. Airport-Fire-Brigade is-part-of Airport.
§66. City-Fire-Brigade is-part-of Provincial-Office.
§67. Airport-Medical-Care is-part-of Airport.

The hierarchy defined in such a way also requires the definition of methods regarding
the escalation of problems. For this purpose we will create two new entities:

§68. Every notified-body is an organization.
§69. Every notifying-body is an organization.

And we will assign them to the above-mentioned hierarchy along with other entities
taking part in a given scenario:

§70. Directors-Of-Hospitals is a notified-body.
§71. Pilot is a notifying-body.
§72. Airport is a notified-body.
§73. Airline is a notified-body.
§74. Police is a notified-body.
§75. Directors-Of-Health-Care-Facilities is a notified-body.
§76. Directors-Of-Educational-Institutions is a notified-body.
§77. City-Fire-Brigade is a notified-body.
§78. Voivodship-Crisis-Centre is a notified-body.
§79. Voivodship-Executive-Board is a notified-body.
§80. Chief-Inspectorate-Of-Environmental-Protection is a notified-body.
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§81. Local-Government is a notified-body.
§82. Local-Radio is a notified-body.
§83. Local-Television is a notified-body.

This pattern implementation is contained in the described ontology “hier‐
archy.encnl”. Typing in the above fact and subjecting the ontology to re-validation we
get the green light. Currently, all mandatory requirements imposed on the city and its
management are met, since only the city implements the “Hierarchy of Responsibility”
pattern (Fig. 12).

Fig. 12. Declaration of the implementation of the Smart City for the city of Gdansk after
supplementing the information about the type of pattern adopted for the management of the city
and indicating the means of its implementation

However, going further, it appears that in Gdansk we deal, among others, with an
airport and the problem of air pollution and both of these domains share the need for the
resource - Healthcare Facilities:

§84. Gdansk deals-with Airport-Domain.
§85. Gdansk deals-with Air-Pollution-Domain.
§86. Airport-Domain has-name equal-to ‘Gdansk Airport Domain’.
§87. Air-Pollution-Domain has-name equal-to ‘Gdansk Air Pollution Domain’.
§88. Airport-Domain uses-resource Healthcare-Facilities.
§89. Air-Pollution-Domain uses-resource Healthcare-Facilities.

And in result, Gdańsk becomes resource-fragile (Fig. 13).

Fig. 13. Further verification indicates that there is a resource conflict

The solution suggested by the validator is to implement the Man-In-The-Loop-
Resource-Resolver-Pattern. The protocols of procedure arise from respective laws and
are associated with respective domains. The protocols describe processes that are best
presented in the processes modeling language. At this point, we return to the IBM IOC
model level, as the modeled processes are at the level of M1 MOF - so it is best if it is

Ontology of the Design Pattern Language for Smart Cities Systems 95



supported by a tool for modeling in BPMN, such as the IBM Business Modeler. It
appears that the process of IOC configuration is not a one-way process but a process
operating in a feedback loop (Fig. 14).

Fig. 14. Feedback in the modeling process arising due to the need for process modeling

Of course, this protocol is equivalent to the following (completely unintelligible)
record in CNL:

§90. Ev-000 is a start-event.

Act-001 is a activity-pm-10-measure-a.
Act-003 is a activity-pm-10-measure-b.
…
Act-019 is a activity-send-ambulances.
Ev-020 is a end-event.
Ev-021 is a start-event.
…
Ev-007 follows-if-false Act-001.
Act-005 follows-if-true Act-003.
Act-006 follows-if-false Act-003.
…
Ev-020 follows Act-019.
Act-022 follows Ev-021.
Act-023 follows Act-022.
…

Natural language shows its weakness here. A weakness illustrated in the saying “a
picture is worth more than a thousand words”. In this case the saying appears to be true.
We can prove here the existing limits of the interface based on natural language - these
are the limits of usability, limits that are rediscovered. Richard Riehle in [15] states:
“look back at the fascination in all we had with our flowcharting as a gigantic waste of
time. Yet, there was a kernel of a linguistic concept in those templates that survives
today.” Unfortunately diagrams have a major drawback - they represent networks -
graphs - relationships between entities, while natural language sentences represent the
workings of the world - they represent the truth that is realized (materialized) in graphs.

Here are two diagrams:

1. The protocol of procedure in the case of excessive levels of PM10 (Fig. 15)
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Fig. 15. The protocol of procedure in the case of excessive levels of PM10 in BPMN

2. The protocol of procedure in the case of an emergency landing of an aircraft
depending on its size (Fig. 16)

Fig. 16. The protocol of procedure in the case of emergency landing depending on the size of
the aircraft

In constructing a “hierarchy of responsibility,” we had to designate a “trail” of prob‐
lems escalation. This trail is essential if we want to locate the person who can make
decisions in case of a conflict of resources. We assume that the person does it rationally.
Since, however, the person’s decisions are rational, they can be substituted by automatic
decisions. Proving this thesis requires the use of non-monotonic knowledge management
systems (allowing for the removal of conclusions depending on the circumstances), and
thus remaining beyond the scope of this paper. It is worth presenting examples of exper‐
imental rules written in the non-monotonic formalism. And thus, for our example:

§91. If an agent has-started-activity an activity and the activity is an activity-pm-10-
measure-a and the agent has-pm-10-measurement equal-to the value(1) then for
the agent and the activity and the value(1) execute

KnowledgeInsert("Comment:\'"+agent + " is executing " + activity+"\'.");
KnowledgeDelete(agent +" has-started-activity " + activity+".");
KnowledgeInsert(agent +" has-condition equal-to " + (value[1]>=50?"true":"false")+".");
KnowledgeInsert(agent +" has-finished-activity " + activity+".");

§92. Every activity-pm-10-measure-b is an activity.
§93. If an agent has-started-activity an activity and the activity is an activity-pm-10-

measure-b and the agent has-pm-10-measurement equal-to the value(1) then for
the agent and the activity and the value(1) execute

KnowledgeInsert("Comment:\'"+agent + " is executing " + activity+"\'.");
KnowledgeDelete(agent +" has-started-activity " + activity+".");
KnowledgeInsert(agent +" has-condition equal-to "+(value[1]>=300?"true":"false")+".");
KnowledgeInsert(agent +" has-finished-activity " + activity+".");

§94. Every activity-size-of-plane is an activity.
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§95. If an agent has-started-activity an activity and the activity is an activity-size-of-
plane and the agent has-size-of-plane equal-to the value(1) then for the agent
and the activity and the value(1) execute

KnowledgeInsert("Comment:\'"+agent + " is executing " + activity+"\'.");
KnowledgeDelete(agent +" has-started-activity " + activity+".");
KnowledgeInsert(agent +" has-condition equal-to "+(value[1]>=150?"true":"false")+".");
KnowledgeInsert(agent +" has-finished-activity " + activity+".");

Concluding our discussion and saving the above solution in the ‘man-in-the-
loop.encnl’ file and declaring in our ontology the above solution as an explanation of
the pattern implementation, the validator once more gives us the green light (Fig. 17).

Fig. 17. Declaration of the implementation of the Smart City for the city of Gdańsk after
supplying information about the type of pattern adopted for resolving the resource conflict and
indicating the means of its implementation

To sum up: in this section we presented the validation of the previously introduced
pattern language. This validation involved the creation of a configuration ontology of
the IBM-IOC integration bus on the basis of the pattern language. A full cycle of work
with the pattern language was shown. We found that the cascade model of transition
from the ontology (O) to the model level (M1) should be changed by adding a feedback
loop, which allows the supplementation of the range of tools with an adequate trans‐
formation.

5 Criticism of Design Patterns

Criticism of the design patterns conducted, among others, by Peter Norwig1 states that
design patterns are solutions to problems generated by the language itself (in which they
are stored or which they refer to). In other words - the pattern language tries to compen‐
sate for language problems of the language which it reaches - namely it solves the
imperfections that the language itself should eliminate. Norwig operates in the world of
software, but he is right to present most of the GOF patterns as “artificial problems” in
languages such as LISP and Dylan which do not generate such problems. It seems,
however, that Norwig, criticising the patterns of software, neglects the attributes of a
pattern and identifies the pattern with the solution. However, the pattern remained and
remains only a way to exchange experiences regarding solutions to recurring problems.
From this point of view, the programming language is an important part of the pattern
context and hence Norwig’s criticism can be fended off by stating – the context of GOF
patterns does not include languages such as LISP or Dylan.

1 http://norvig.com/design-patterns/.
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In our understanding, a pattern is a way of distributing experience. Its specific form,
and the number of implementations of the idea of design patterns leads us to believe that
the attributes of a pattern are a universal method. What is more - the Smart City pattern
language which we introduced is in the form of formal ontologies which can be proved,
though it remains only a means to exchange experiences about solutions to common
problems. A means - as we are trying to show - worthy of further research.

6 Summary

Designing Smart Cities in its essence is an issue of urban planning as urban structures,
the object of study of urban design, allow for the development of the concept of planning.
The Smart City implementation project is the realization of a planning concept so it is
in line with the aforementioned definition. The Smart City design patterns that we
propose are analogous to design patterns in urban planning. In other words, the archi‐
tecture of the old implementation of the Smart Cities integration bus, following the
architecture of the city in which it is implemented, remains the architecture of an IT
system. It is therefore a virtual extension of a given city. Applying the discovery of
Christopher Alexander in the context of the implementation of the Smart City integration
bus, we make a full circle - the patterns again refer to cities, this time, however, they
operate on a virtual model/extension of the city.

In this paper, we presented the solution to problems associated with the reuse of
extremely valuable knowledge that arises during the implementation of the Smart City
integration bus. We proposed the use of a natural language matched to the issue, formally
defined and equipped with adequate tools of the Smart City pattern language. What is
important, this language gives a very powerful tool to authorities responsible for deci‐
sions - the ability to verify the solution by reasoners. The formal methods based on
reasoners are the most powerful tool to build confidence in the proposed solution.

On the other hand, since making decisions - such as the decision to choose the
configuration of the Smart City integration bus - can be supported by a computer, the
question is: whether rational decisions can be made by a machine? Here, unfortunately,
for us humans, the answer seems to be positive. The maximum understanding of knowl‐
edge “at one time” by humans seems to be indicated by the problem of “driving”. Driving
a car requires the knowledge of the Highway Code, the application of that knowledge
as well as the ability to make quick operational decisions. On the other hand, as demon‐
strated by Nobel Prize winner Daniel Kahneman [10], analytical thinking costs people
a lot of energy. Assimilation of the “whole” knowledge in a given domain by a human
being reaches a certain limit determined by the time required for understanding the
knowledge, and the full depth of understanding becomes, in a way, unattainable. Math‐
ematicians can be proof of this, they reason deeply but mathematics itself (at least in
comparison with the soft sciences) develops slowly. Theoretically, for computers the
time to reach the depth of understanding is much shorter and the processing of knowl‐
edge seems to be limited only by the laws of logic. Here PCs gain an advantage over us
and the idea of equipping Smart Cities with a solution, such as IBM Watson would seem
to be interesting.
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Abstract. The problem of Text Classification (TC) has been studied for
decades, and this problem is particularly interesting because the features
are derived from syntactic or semantic indicators, while the classification,
in and of itself, is based on statistical Pattern Recognition (PR) strate-
gies. Thus, all the recorded TC schemes work using the fundamental
paradigm that once the statistical features are inferred from the syntac-
tic/semantic indicators, the classifiers themselves are the well-established
ones such as the Bayesian, the Näıve Bayesian, the SVM etc. and those
that are neural or fuzzy. In this paper, we shall demonstrate that by
virtue of the skewed distributions of the features, one could advanta-
geously work with information latent in certain “non-central” quantiles
(i.e., those distant from the mean) of the distributions. We, indeed,
demonstrate that such classifiers exist and are attainable, and show that
the design and implementation of such schemes work with the recently-
introduced paradigm of Quantile Statistics (QS)-based classifiers(The
foundational properties for CMQS (for generic and some straightfor-
ward distributions) were initially described in [17]. Their properties for
uni-dimensional distributions of the exponential family are included in
[9], and for multi-dimensional distributions in [18]. The authors of [17],
[9] and [18] had initially proposed their results as being based on the
Order-Statistics of the distributions. This was later corrected in [19],
where they showed that their results were rather based on their Quantile
Statistics.). These classifiers, referred to as Classification by Moments
of Quantile Statistics (CMQS), are essentially “Anti”-Bayesian in their
modus operandi. To achieve our goal, in this paper we demonstrate the
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power and potential of CMQS to describe the very high-dimensional
TC-related vector spaces in terms of a limited number of “outlier-based”
statistics. Thereafter, the PR task in classification invokes the CMQS
classifier for the underlying multi-class problem by using a linear num-
ber of pair-wise CMQS-based classifiers. By a rigorous testing on the
standard 20-Newsgroups corpus we show that CMQS-based TC attains
accuracy that is comparable to the best-reported classifiers. We also pro-
pose the potential of fusing the results of a CMQS-based methodology
with those obtained from a more traditional scheme.

Keywords: Text Classification · Quantile Statistics (QS) · Moments
of QS · Classification by the Moments of Quantile Statistics (CMQS) ·
Prototype Reduction Schemes

1 Introduction

Text Classification (TC) is the challenge of associating a given unknown text doc-
ument with a category selected from a predefined set of categories (or classes)
based on its content. This problem has been studied since the 1960’s [16], but
it has taken a special importance in recent years as the sheer amount of text
available has increased super-exponentially – thanks to the internet, text-based
communications such as e-mail, tweets and text messages, and the numerous
book-digitization projects that have been undertaken by the various publishing
houses. Over the decades, many approaches have been proposed to accomplish
this goal. When it concerns classification and Pattern Recognition (PR), the TC
problem is particularly interesting both from an academic and a research per-
spective. This is because, whereas the features in TC are derived from syntactic
or semantic indicators, the classification, in and of itself, is based on statistical,
neural or fuzzy strategies.

Statistical PR is the process by which unknown statistical feature vectors
are categorized into groups or classes based on their statistical components [3].
The field of statistical PR has been so well developed that it is not necessary
for us to survey the field here. Suffice it to mention that all the recorded TC
schemes work using the fundamental paradigm that once the statistical features
are inferred from the syntactic or semantic indicators, the classifiers themselves
are the well-established statistical, neural or fuzzy ones such as the Bayesian,
Näıve Bayesian, Linear Discriminant, the SVM, the Back-propagation etc.

The goal of this paper is to show that we can achieve TC using “Anti”-
Bayesian quantile statistics-based classifiers which only use information con-
tained in, let us say, non-central quantiles (which are sometimes outliers) of the
distributions, and also achieve this task by operating with a philosophy that is
totally contrary to the acclaimed Bayesian paradigm. Indeed, the fact that such
a classification can be achieved is, strictly speaking, not easy to fathom.



Text Classification Using “Anti”-Bayesian Quantile Statistics 103

1.1 Motivation for the Paper

To motivate this paper and to place its contribution the right context, we present
the following simple example. Consider the problem of distinguishing a document
that belongs to one of two classes, namely, Sports or Business. It is obvious that
one can trivially distinguish them if we merely considered those words which
occurred frequently in one class and not the other, for example, “football” and
“basketball” versus “dollars” and “euros”. Our hypothesis is that it is not merely
these truly “distinguishing” words that possess “discriminating” capabilities.
We intend to demonstrate that there are “outliers” quantiles of the words which
occur in both categories, and which also can be used to achieve the classification.
Hopefully, this would be both a pioneering and remarkable result.

It should, first of all, be highlighted that we do not intend to obtain a classifi-
cation that surpasses the behavior of the scheme that involves a Bayesian strategy
invoking the truly “distinguishing” words. Attempting to do this would be tan-
tamount to accomplishing the impossible, because the Bayesian approach maxi-
mizes the a posteriori probability and it thus yields the optimal hallmark classifier.
What we endeavor to do is to show that if we use the above-mentioned non-central
quantiles and work within an “Anti”-Bayesian paradigm using only these quantile
statistics, we can obtain accuracies comparable to this optimal hallmark! Indeed,
we demonstrate that a near-optimal solution can be obtained by invoking counter-
intuitive features when they are coupled with a counter-intuitive PR paradigm.

As a backdrop, we note that the basic concept of traditional parametric
classification is to model the classes based on the assumptions related to the
underlying class distributions, and this has been historically accomplished by
performing a learning phase in which the moments, i.e., the mean, variance etc.
of the respective classes are evaluated. However, there have been some families
of indicators (or distinguishing quantifiers) that were until recently, noticeably,
uninvestigated in the PR literature. Specifically, we refer to the use of phenomena
that have utilized the properties of the Quantile Statistics (QS) of the distribu-
tions. This has led to the “Anti”-Bayesian methodology alluded to.

It is expedient to examine how these two fields, namely those of statistical and
syntactic PR are “merged”. Before we embark on this, we shall briefly describe
some preliminary concepts used in TC and in fields that are related.

1.2 Preliminaries: Documents, Terms, BOWs and Similarity
Measurements

Detecting textual similarities is an important building block in the structuring
(for example, clustering) of collections of documents, in Information Retrieval
(IR), and in classification. The art relies on the computation of indices quanti-
fying textual similarities, and on measuring the distance between a given query
and documents, or the similarity between multiple documents. Detecting the
relevance of a document to a specific user’s query is a highly pertinent problem.
Ranking documents is also a task that can be done to prune a large collec-
tion of documents before presenting them to the user. To perform such actions,
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the system needs a metric to quantify the similarity/dissimilarity between the
documents. Furthermore, in order to be able to apply good measures, the doc-
uments must also be represented in a suitable model or structure. One of the
most commonly used models is the Vector Space Model (VSM) explained below.

The Vector Space Model: The VSM, (also called the vector model) was first
presented by Salton et al. [13] in 1975, and used as a part of the SMART1 Infor-
mation Retrieval System developed at Cornell University. The model involves an
algebraic system for document representation, where, in the processing of the text,
the model uses vectors of identifiers, where each identifier is normally a term or a
token. For the purpose of the representation of documents, the VSM would be a
list of vectors for all the terms (words) that occur in the document. Since a docu-
ment can be viewed as a long string, each term in the string is given a correlating
value, called a weight. Each vector consists of the identifier and its weight. If a cer-
tain term exists in the document, the weight associated with the term is a non-zero
value, commonly a real number in the interval [0, 1]. The number of terms repre-
sented in the VSM is determined by the vocabulary of the corpus.

Although the VSM is a powerful tool in document representation, it has
certain limitations. The obvious weakness is that it requires vast computational
resources. Also, when adding new terms to the term space, each vector has to be
recalculated. Another limitation is that “long” documents are not represented
optimally with regard to their similarity values as they lead to problems related
to small scalar products and large dimensionalities. Furthermore, the model
is sensitive to semantic content, for example, documents with similar content
but different term vocabularies will not be associated, which is, really, a false
negative match. Another important limitation that is worth mentioning is that
search terms must match the terms found in the documents precisely, because
substrings might result in a false positive match. Last, but not least, this model
does not preserve the order in which the terms occur in the document. Despite
these limitations, the model is useful, and can be improved in several ways, but
details of these improvements are omitted here.

A text classification algorithm, typically, begins with a representation involv-
ing such a collection of terms, referred to as the Bag-of-Words (BOW) repre-
sentation [16]. In this approach, a text document D is represented by a vector
[w0, w1, . . . , wN−1], where wi is the occurrence frequency of word i in that docu-
ment. This, so-called, “word” vector is then compared to a representation of each
category, to find the most similar one. A straightforward way of implementing this
comparison is to use a pre-computed BOW representation of each category from
a set of previously-available representative documents used for the training of the
classifier, and to compute for example, a similarity between the vector associated
with each category and the vector associated with the document to be classified.
The cosine similarity measure is just one of a number of “metrics” that can be used
to achieve the comparison. More refined methods replace simple word counts with
weights that take into account the typical occurrence frequencies of words across

1 SMART is an abbreviation for Salton’s Magic Automatic Retriever of Text.
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categories, in order to reduce the significance imparted to common words and to
enhance domain-specific ones.

Salton also presented a theory of “term importance” in automatic text analy-
sis in [14]. There, he stated that the terms which have value to a document are
those that highlight differences or contrasts among the documents in the corpus.
He noted that: “A single term can decrease the document similarity among doc-
ument pairs if its frequency in a large fraction of the corpus is highly variable or
uneven.” One very simple term weighting scheme is the so-called Term Count
Model, where the weight of each term is simply given by counting the number
of occurrences (also called the set of Term Frequencies) of the term2.

The TFIDF Scheme: The problem with a simplistic “frequency-based” scheme
is that it is inadequate when it concerns the repetition of terms, and that it actu-
ally favors large documents over shorter documents. Large documents obtain a
higher score merely because they are longer, and not because they are more
relevant. The Term Frequency-Inverse Document Frequency (TFIDF) weighting
scheme achieves what Salton described in his term importance theory by associ-
ating a weight with every token in the document based on both local information
from individual documents and global information from the entire corpus of doc-
uments. The scheme assumes that the importance of a term is proportional to
the number of documents that the term appears in. The TFIDF scheme models
both the importance of the term with respect to the document, and with respect
to the corpus as a whole [12,14]. Indeed, as explained in [15], the TFIDF scheme
weights a term based on how many times it is represented in a document, and
this weight is simultaneously negatively biased based on the number of docu-
ments it is found in. Such a weighting philosophy can be seen to have the effect
that it correctly predicts that very common terms, occurring in a large number
of documents in the corpus, are not good discriminators of relevance, which is
what Salton required in his theory of term importance.

Although the formal expression for the TFIDF is also given in a later section,
it is pertinent to mention that the TFIDF is computationally efficient due to
the high degree of sparsity of most of the vectors involved, and by using an
appropriate inverted data structure for an efficient representation mechanism.
Indeed, it is considered to be a reasonable off-the-shelf metric for long strings and
text documents3. Other alternatives, based on information gain and chi-squared
metrics [2], have also been proposed.

2 The formal definitions for the TF and the TFIDF are given in Sect. 4.3.
3 Since the static TFIDF weighting scheme presented above becomes inefficient when

the system has documents that are continuously arriving, for example, systems used
for online detection, the literature also reports the use of the Adaptive TFIDF. The
Adaptive IDF can be efficiently used for document retrieval after a sufficient number
of “past” documents have been processed. The initial IDF values are calculated
using a retrospective corpus of documents, and these IDF values are then updated
incrementally. The literature also reports other metrics of comparison, such as the
Jaccard similarity, but since this is not the primary concern of this paper, we will
not elaborate on these here.
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The question of how these statistical features (BOW frequency or TFIDF)
are incorporated into a TC that also uses statistical PR principles is surveyed
in more depth in Sect. 2.

1.3 Contributions of This Paper

The novel contributions of this paper are:

– We demonstrate that text and document classification can be achieved using
an “Anti”-Bayesian methodology;

– To achieve this “Anti”-Bayesian PR, we show that we can utilize syntactic
information that has not been used in the literature before, namely the infor-
mation contained in the symmetric quantiles of the distributions, and which
are traditionally considered to be “outlier”-based;

– The results of our “Anti”-Bayesian PR is not highly correlated with the results
of any of the traditional TC schemes, implying that one can use it in conjunc-
tion with a traditional TC scheme for an ensemble-based classifier;

– Since the features and methodology proposed here are distinct from the state-
of-the-art, we believe that a strategy that incorporates the fusion of these two
distinct families has great potential. This is certainly an avenue for future
research.

As in the case of the quantile-based PR results, to the best of our knowledge,
the pioneering nature and novelty of these TC results hold true.

1.4 Paper Organization

The rest of the paper is organized as follows. First of all, in Sect. 2, we present a
brief, but fairly comprehensive overview of what we shall call, “Traditional Text
Classifiers”. We proceed, in Sect. 3 to explain how we have adapted “Anti”-
Bayesian classification principles to text classification, and follow it in Sects. 4
and 5 to explain, in detail, the features used, the datasets used, and the experi-
mental results that we have obtained. A discussion of the results has also been
included here. Section 6 concludes the paper, and presents the potential avenues
for future work.

2 Background: Traditional Text Classifiers

Apart from the methods presented above, many authors have also looked at ways
of enhancing the document and class representation by including not only words
but also bigrams, trigrams, and n-grams in order to capture common multi-
word expressions used in the text [4]. Likewise, character n-grams can be used
to capture more subtle class distinctions, such as the distinctive styles of different
authors for authorship classification [10]. While these approaches have, so far,
considered ways to enrich the representation of the text in the word vector, other
authors have attempted to augment the text itself by adding extra information
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into it, such as synonyms of the words taken from a thesaurus, be it a specialized
custom-made one for a project such as the affective-word thesaurus built in [8],
or, more commonly, the more general-purpose linguistic ontology, WordNet [5].

Adding another generalization step, it is increasingly common to enrich the
text not only with synonymous words but also with synonymous concepts, taken
from domain-specific ontologies [22] or from Wikipedia [1]. Meanwhile, in an
opposing research direction, some authors prefer to simplify the text and its
representation by reducing the number of words in the vectors, typically by
grouping synonymous words together using a Latent Semantic Analysis (LSA)
system [7] or by eliminating words that contribute little to differentiating classes
as indicated by a Principal Component Analysis (PCA) [6]. Other authors have
looked at improving classification by mathematically transforming the sparse
and noisy category word space into a more dense and meaningful space. A pop-
ular approach in this family involves Singular Value Decomposition (SVD), a
projection method in which the vectors of co-occurring words would project
in similar orientations, while words that occur in different categories would be
projected in different orientations [7]. This is often done before applying LSA
or PCA modules to improve their accuracy. Likewise, authors can transform
the word-count space to a probabilistic space that represents the likelihood of
observing a word in a document of a given category. This is then used to build a
probabilistic classifier, such as the popular Näıve-Bayes’ classifier [11], to classify
the text into the most probable category given the words it contains.

An underlying assumption shared by all the approaches presented above is
that one can classify documents by comparing them to a representation of what
an average or typical document of the category should look like. This is immedi-
ately evident with the BOW approach, where the category vector is built from
average word counts obtained from a set of representative documents, and then
compared to the set of representative documents of other categories to compute
the corresponding similarity metric. Likewise, the probabilities in the Näıve-
Bayes’ classifier and other probability-based classifiers are built from a corpus of
typical documents and represent a general rule for the category, with the under-
lying assumption that the more a specific document differs from this general
rule, the less probable it is that it belongs to the category. The addition of infor-
mation from a linguistic resource such as a thesaurus or an ontology is also based
on this assumption, in two ways. First, the act itself is meant to add words and
concepts that are missing from the specific document and thus make it more like
a typical document of the category. Secondly, the development of these resources
is meant to capture general-case rules of language and knowledge, such as “these
words are typically used synonymously” or “these concepts are usually seen as
being related to each other.”

The method we propose in this paper is meant to break away from this
assumption, and to explore the question of whether there is information usable
for classification outside of the norm, at “the edges (or fringes) of the word
distributions”, which has been ignored, so far, in the literature.
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3 CMQS-Based Text Classifiers

3.1 How Uni-dimensional “Anti”-Bayesian Classification Works

We shall first describe how uni-dimensional “Anti”-Bayesian classification works,
and then proceed to explain how it can be applied to TC, which, by definition,
involves PR in a highly multi-dimensional feature space4.

Classification by the Moments of Quantile Statistics5, (CMQS) is the PR
paradigm which utilizes QS in a pioneering manner to achieve optimal (or near-
optimal) accuracies for various classification problems6. Rather than work with
“traditional” statistics (or even sufficient statistics), the authors of [17] showed
that the set of distant quantile statistics of a distribution do, indeed, have dis-
criminatory capabilities. Thus, as a prima facie case, they demonstrated how a
generic classifier could be developed for any uni-dimensional distribution. Then,
to be more specific, they designed the classification methodology for the Uniform
distribution, using which the analogous classifiers for other symmetric distribu-
tions were subsequently created. The results obtained were for symmetric distri-
butions7, and the classification accuracy of the CMQS classifier exactly attained
the optimal Bayes’ bound. In cases where the symmetrtic QS values crossed each
other, one invokes a dual classifier to attain the same accuracy.

Unlike the traditional methods used in PR, one must emphasize the fasci-
nating aspect that CMQS is essentially “Anti”-Bayesian in its nature. Indeed, in
CMQS, the classification is performed in a counter-intuitive manner i.e., by com-
paring the testing sample to a few samples distant from the mean, as opposed to
the Bayesian approach in which comparisons are made, using the Euclidean or
a Mahalonibis-like metric, to central points of the distributions. Thus, opposed
to a Bayesian philosophy, in CMQS, the points against which the comparisons
are made are located at the positions where the Cumulative Distribution Func-
tion (CDF) attains the percentile/quantile values of 2

3 and 1
3 , or more generally,

where the CDF attains the percentile/quantile values of n−k+1
n+1 and k

n+1 .
In [9], the authors built on the results from [17] and considered various sym-

metric and asymmetric uni-dimensional distributions within the exponential fam-
ily such as the Rayleigh, Gamma, and Beta distributions. They again proved that
CMQS had an accuracy that attained the Bayes’ bound for symmetric distribu-
tions, and that it was very close to the optimal for asymmetric distributions.
4 “Anti”-Bayesian methods have also been used to design novel Prototype Reduction

Schemes (PRS) [21] and new novel Border Identification (BI) algorithms [20]. The
use of such “Anti”-Bayesian PRS and BI techniques in TC are extremely promising
and are still unreported.

5 As mentioned earlier, the authors of [17], [9] and [18] (cited in their chronological
order) had initially proposed their results as being based on the Order-Statistics
of the distributions. This was later corrected in [19], where they showed that their
results were, rather, based on their Quantile Statistics.

6 All of the theoretical results of [17], [9] and [18] were confirmed with rigorous exper-
imental testing. The results of [18] were also proven on real-life data sets.

7 In all the cases, they worked with the assumption that the a priori distributions
were identical.
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3.2 TC: A Multi-dimensional “Anti”-Bayesian Problem

Any problem that deals with TC must operate in a space that is very high
dimensional primarily the because cardinality of the BOW can be very large.
This, in and of itself, complicates the QS-based paradigm. Indeed, since we are
speaking about the quantile statistics of a distribution, it implicitly and explicitly
assumes that the points can be ordered. Consequently, the multi-dimensional
generalization of CMQS, theoretically and with regard to implementation, is
particularly non-trivial because there is no well-established method for achieving
the ordering of multi-dimensional data specified in terms of its uni-dimensional
components.

To clarify this, consider two patterns, x1 = [x11, x12]T = [2, 3]T and x2 =
[x21, x22]T = [1, 4]T . If we only considered the first dimension, x21 would be
the first QS since x11 > x21. However, if we observe the second component of
the patterns, we can see that x12 would be the first QS. It is thus, clearly, not
possible to obtain the ordering of the vectorial representation of the patterns
based on their individual components, which is the fundamental issue to be
resolved before the problem can be tackled in any satisfactory manner for multi-
dimensional features. One can only imagine how much more complex this issue
is in the TC domain – when the number of elements in the BOW is of the order
of hundreds or even thousands.

To resolve this, multi-dimensional CQMS operates with a paradigm that is
analogous to a Näıve-Bayes’ approach, although it, really, is of an Anti -Näıve-
Bayes’ paradigm. Using such a Anti -Näıve-Bayes’ approach, one can design and
implement a CMQS-based classifier. The details of this design and implemen-
tation for two and multi-dimensions (and the associated conclusive experimen-
tal results) have been given in [18]. Indeed, on a deeper examination of these
results, one will appreciate the fact that the higher-dimensional results for the
various distributions do not necessarily follow as a consequence of the lower
uni-dimensional results. They hold by virtue of the factorizability of the multi-
dimensional density functions that follow the Anti -Näıve-Bayes’ paradigm, and
the fact that the d-dimensional QS-based statistics are concurrently used for the
classification in every dimension.

3.3 Design and Implementation: “Anti”-Bayesian TC Solution

We shall now describe the design and implementation of the “Anti”-Bayesian
TC solution.

“Anti”-Bayesian TC Solution: The Features. Each class is represented by
two BOW vectors, one for each CMQS point used. For each class, we compute the
frequency distribution of each word in each document in that class, and generate
a frequency histogram for that word. While the traditional BOW approach would
then pick the average value of this histogram, our method computes the area of
the histogram and determines the two symmetric QS points. Thus, for example,
if we are considering the 2

7 and 5
7 QS points of the two distributions, we would
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Fig. 1. Example of the QS-based features extracted from the histogram of a lower class
(light grey) and of a higher class (dark grey), and the corresponding lower and higher
CMQS points of each class.

pick the word frequencies that encompass the 2
7 and 5

7 of the histogram area
respectively. The reader must observe the salient characteristic of this strategy:
By working with such a methodology, for each word in the BOW, we represent
the class by two of its non-central cases, rather than its average/median sample.
This renders the strategy to be “Anti”-Bayesian!

For further clarity, we refer the reader to Fig. 1. For any word, the histograms
of the two classes are depicted in light grey for the lower class, and in dark grey
for the higher class. The QS-based features for the classes are then extracted
from the histograms as clarified in the figure.

“Anti”-Bayesian TC Solution: The Multi-Class TC Classifier. Let us
assume that the PR problem involves C classes. Since the “Anti”-Bayesian tech-
nique has been extensively studied for two-class problems, our newly-proposed
multi-class TC classifier operates by invoking a sequence of C − 1 pairwise clas-
sifiers. More explicitly, whenever a document for testing is presented, the system
invokes a classifier that involves a pair of classes from which it determines a
winning class. This winning class is then compared to another class until all the
classes have been considered. The final winning class is the overall best and is
the one to which the testing document is assigned.

“Anti”-Bayesian TC Solution: Testing. To classify an unknown document,
we compute the cosine similarity between it and the features representing pairs
of classes. This is done as follows: For each word, we mark one of the two groups
as the high-group and the other as the low-group based on the word’s frequency
in the documents of each class, and we take the high CMQS point of the low-
group and the low CMQS point of the high-group, as illustrated in Fig. 1. We
build the two class vectors from these CMQS points, and we compute the cosine
similarity between the document to classify each class vector using Eq. (1).
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The most similar class is retained and the least similar one is discarded and
replaced by one of the other classes to be considered, and the test is run again,
until all the classes have been exhausted. The final class will be the most similar
one, and the one that the document is classified into.

4 Experimental Set-Up

4.1 The Data Sets

For our experiments, we used the 20-Newsgroups corpus, a standard corpus in
the literature pertaining to Natural Language Processing. This corpus contains
1,000 postings collected from the 20 different Usenet groups, each associated with
a distinct topic, as listed in Table 1. We preprocessed each posting by removing
header data (for example, “from”, “subject”, “date”, etc.) and lines quoted from
previous messages being responded to (which start with a ‘>’ character), per-
forming stop-word removal and word stemming, and deleting the postings that
became empty of text after these preprocessing phases.

Table 1. The topics from the “20-Newsgroups” used in the experiments.

comp.graphics alt.atheism sci.crypt misc.forsale

comp.sys.mac.hardware talk.religion.misc sci.electronics rec.autos

comp.windows.x talk.politics.guns sci.med rec.motorcycles

comp.os.ms-windows.misc talk.politics.mideast sci.space rec.sport.hockey

comp.sys.ibm.pc.hardware talk.politics.misc soc.religion.christian rec.sport.baseball

In every independent run, we randomly selected 70 % of the postings of each
newsgroup to be used as training data, and retained the remaining 30 % as
testing data.

4.2 The Histograms/Features Used

We first describe the process involved in the construction of the histograms and
the extraction of the Quantile-based features.

Each document in the 20-Newsgroups dataset was preprocessed by word
stemming using the Porter Stemmer algorithm and by a stopword removal phase.
It was then converted to a BOW representation. The documents were then ran-
domly assigned into training or testing sets.
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The word-based histograms (please see Fig. 2) were then computed for each
word in each category by tallying the observed frequencies for that word in each
training document in that category, where the area of each histogram was the
total sum of all the columns. The CMQS points were determined as those points
where the cumulative sum of each column was equal to the CMQS moments when
normalized with the total area. For further clarification, we present an example
of two histograms8 in Fig. 2 below. The 1

3 and 2
3 QS points of each histogram are

marked along their horizontal axes. In this case, the markings represent the word
frequencies that encompass the 1

3 and 2
3 areas of the histograms respectively. The

histogram on the left depicts a less significant word for its category while the
histogram on the right depicts a more significant word for its category. Note that
in both histograms the first CMQS point is located at unity. To help clarify the
figure, we mention that for the word “internet” in “rec.sport.baseball”, both the
CMQS points lie at unity - i.e., they are on top of each other.

Fig. 2. The histograms and the 1
3

and 2
3

QS points for the two words “internet” and
“car” from the categories “rec.sport.baseball” and “rec.autos”.

4.3 The Benchmarks Used

We have developed three benchmarks for our system: A BOW classifier which
involved the TFs and invoked the cosine similarity measure given by Eq. (1), a
BOW classifier with the TFIDF features, and a Näıve-Bayes’ classifier.

To understand how they all fit together, we define the Term Frequency (TF)
of a word (synonymous with “term”) t in a document d as Freq(t, d), and for each
document this is calculated as the frequency count of the term in the document.
This is, quite simply, given by Eq. (2):

TF(t, d) = Freq(t, d), (2)

where Freq(t, d) is the number of times that the term t occurs in the document d.

8 The documents used in this test were very short, which explains why the histograms
are heavily skewed in favour of lower word frequencies.
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The BOW classifier computes an average word/term vector wc for each class
c, which contains the average occurrence frequency of each of the W terms in
that class (i.e., wtc). It computes this by adding together the frequency count
of each term as it occurs in each document of a class, and by then dividing the
total by the number of documents in the class (Nc), as per Eq. (3).

wtc =
1

Nc

Nc∑

d=1

TF(t, d). (3)

The quantity wtc defined in Eq. (3) can also be seen to be the TF value as
calculated per class instead of per document. Thus, to be explicit:

TF(t, c) = wtc, (4)

where wtc is specified in Eq. (3).
Classifying a test document, d′, is done by computing the cosine similarity

of that test document’s TF vector (which will likewise contain the occurrence
frequency of each word in that document, TF(t, d′)) with the TF for each each
class, TF(t, c), as per Eq. (1), and assigning the document to the most similar
class.

The IDF, or Inverse Document Frequency, is the inverse ratio of the number
of term vectors in the training corpus containing a given word. Specifically, if Nt

is the number of classes in the training corpus containing a given term t, and C
is the total number of classes in the corpus, the IDF(t) is given as in Eq. (5):

IDF(t) = log10
C

Nt
. (5)

Combining the above, we get the TFIDF value per document as the quantity
calculated by:

TFIDF(t, d) = TF(t, d) × IDF(t), (6)

where TF(t, d) is given by Eq. (2).
Analogously, the TFIDF value per class is the quantity calculated as:

TFIDF(t, c) = TF(t, c) × IDF(t), (7)

where TF(t, c) is specified in Eq. (4).
The Näıve-Bayes’ classifier selects the class c∗ which is most probable one

given the observed document, following Eq. (8). This is based on the prior prob-
ability of the class being independent of any other information, P (c), multiplied
by the probability of observing each individual word of the document t in the
class, P (t|c). This probability is computed as the frequency count of each word
in the class divided by its frequency count in the entire corpus of N documents,
as in Eq. (9). Finally, in order to avoid multiplications by zero in the case of a
term that was never before seen in a class, we set the minimal value for P (t|c)
to be one thousandth of the minimum probability that was actually observed.
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c∗ = arg max
c

[

P (c)
∏

t∈c

P (t|c)
]

. (8)

Also, since every class in the corpus had an equal number of documents and
equal likelihood, the term for the a priori probability P (c) in Eq. (8) was set to
be always equal to 1/20, and was thus ignored.

P (wi|c) =

Nc∑

d=1

wid

N∑

d=1

wid

. (9)

4.4 The Testing and Accuracy Metrics Used

The Metrics Used. In every testing case, we used the respective data to
train and test our classifier and each of the three benchmark schemes. For each
newsgroup i, we counted the number TPi of postings correctly identified by a
classifier as belonging to that group, the number FNi of postings that should
have belonged in that group but were misidentified as belonging to another
group, and the number FPi of postings that belonged to other groups but were
misidentified as belonging to this one. The Precision Pi is the proportion of
postings assigned in group i that are correctly identified, and the Recall Ri is
the proportion of postings belonging in the group that were correctly recognized,
and are given by Eqs. (10) and (11) respectively. The F score is an average of
these two metrics for each group, and the macro-F1 is the average of the F scores
over the all groups, and these are given in Eqs. (12) and (13) respectively.

Pi =
TPi

TPi + FPi
(10)

Ri =
TPi

TPi + FNi
(11)

Fi =
2PiRi

Pi + Ri
(12)

macro-F1 =
1
20

20∑

i=1

Fi (13)

Correlation Between the Classifiers. Since the features and methods used
in the classification are rather distinct, it would be a remarkable discovery if we
could confirm that the results between the various classifiers are not correlated.
In this regard, it is crucial to understand what the term “correlation” actually
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means. Formalized rigorously, the statistical correlation between two classifiers,
X and Y would be defined as in Eq. (14) below:

ClassifierCorrX,Y =

N−1∑

i=1

(
xi − x̄

)(
yi − ȳ

)

NσXσY
, (14)

where X and Y are the classifiers being compared, xi and yi are ‘0’ or ‘1’, and
are the assigned values for incorrect and correct classifications of document i by
X and Y respectively, x̄ and ȳ are the average performances of X and Y over all
the documents, N is the number of documents, and σX and σY are the standard
deviations of the performances of X and Y respectively.

However, on a deeper examination, one would observe that while Eq. (14)
yields the statistical correlation, it is only suited to classifiers that yield accu-
racies within the interval [0, 1]. It is, thus, not the best equation to compare
the classifiers that we are dealing with. Rather, since the classifiers themselves
yield binary results (‘0’ or ‘1’ for incorrect or correct classifications), it is more
appropriate to compare classifiers X and Y by the “number” of times they yield
identical decisions. In other words, a more suitable metric for evaluating how
any two classifiers X and Y yield identical results is given by Eq. (15) below:

ClassifierSimX,Y =
PosXPosY + NegXNegY

PosXPosY + PosXNegY + NegXPosY + NegXNegY
, (15)

where PosXPosY and NegXNegY are the count of cases where the classifiers X
and Y both return identical decisions ‘1’ or ‘0’ respectively, and where ‘0’ and ‘1’
represent the events of a classifier classifying a document incorrectly or correctly
respectively. Analogously, PosXNegY and NegXPosY are the counts of cases
where X returns ‘1’ and Y returns ‘0’ and vice-versa respectively. The reader
should observe that strictly speaking, this metric would not yield a statistical
correlation between the classifiers X and Y , but rather a statistical measure of
their relative similarities. However, in the interest of maintaining a relatively
acceptable terminology (and since we have previously used the term “similar-
ity” to imply the similarity between documents and classes as opposed to the
similarity between the classifiers), we shall informally refer to this classifier simi-
larity as their mutual correlation, because, it does, in one sense, inform us about
how correlated the decision made by classifier X is to the decision made by
classifier Y .

5 Experimental Results

In this section, we shall present the results that we have obtained by testing our
“Anti”-Bayesian (indicated, in the interest of brevity, by AB in the tables and
figures) methodology against the benchmark classifiers described above. There
are, indeed, two sets of results that are available: The first involves the case
when the “Anti”-Bayesian scheme uses only the TF criteria, and this is done
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in Sect. 5.1. This is followed by the results when the “Anti”-Bayesian paradigm
invokes the TFIDF criteria, i.e., when the lengths of the documents are also
involved in characterizing the features. These results are presented in Sect. 5.2.
A comparison and the correlation between these two sets of “Anti”-Bayesian
schemes themselves is finally given in Sect. 5.3.

5.1 The Results Obtained: “Anti”-Bayesian TF Scheme

The experimental results that we have obtained for the “Anti”-Bayesian scheme
that used only the TF criteria are briefly described below. We performed 100
tests, each one using a different random 70 %/30 % split of training and test-
ing documents. We then evaluated the results of each classifier by computing
the Precision, Recall, and F -score of each newsgroup, whence we computed the
macro-F1 value for each classifier over the 20-Newsgroups. The average results
we obtained, over all 100 tests, are summarized in Table 2.

Table 2. The macro-F1 score results for the 100 classifications attempted and for the
different methods. In the case of the “Anti”-Bayesian scheme, the method used the TF
features.

Classifier CMQS points macro-F1 score

“Anti”-Bayesian 1/2, 1/2 0.709

1/3, 2/3 0.662

1/4, 3/4 0.561

1/5, 4/5 0.465

2/5, 3/5 0.700

1/6, 5/6 0.389

1/7, 6/7 0.339

2/7, 5/7 0.611

3/7, 4/7 0.710

1/8, 7/8 0.288

3/8, 5/8 0.686

1/9, 8/9 0.264

2/9, 7/9 0.515

4/9, 5/9 0.713

1/10, 9/10 0.243

3/10, 7/10 0.631

BOW 0.604

BOW-TFIDF 0.769

Näıve-Bayes 0.780
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We summarize the results that we have obtained:

1. The results show that for half of the CMQS pairs, the “Anti”-Bayesian clas-
sifier performed as well as and sometimes even better than the traditional
BOW classifier. For example, while the BOW had a Macro-F1 score of 0.604,
the corresponding index for the CQMS pairs 〈13 , 2

3 〉, was remarkably higher,
i.e., 0.662. Further, the macro-F1 score indices for 〈25 , 3

5 〉, 〈 37 , 4
7 〉 and 〈 49 , 5

9 〉
were consistently higher – 0.700, 0.710 and 0.713 respectively. This, in itself,
is quite remarkable, since our methodology is reversed to the traditional ones.
This is also quite fascinating, given that it uses points distant from the mean
(i.e., moving towards the extremities of the distributions) rather than the
averages that are traditionally considered.

2. While the results obtained for extreme CMQS points very distant from the
mean were not so impressive9, the corresponding results for other non-central
QS pairs were very encouraging. For example, the corresponding index for
the CQMS pairs 〈 27 , 5

7 〉 was much higher than the BOW index, i.e., 0.611.
3. The results of the BOW and the “Anti”-Bayesian classifier were always less

than what was obtained by the BOW-TFIDF and the Näıve-Bayes’ classi-
fier. This result is actually easily explained, because while all the classifiers
compare vectors using cosine similarities, the BOW-TFIDF uses the more-
informed document-weighted features. We shall presently show that if we
use corresponding TFIDF-based features (that are more suitable for such
text-based classifiers) with an “Anti”-Bayesian paradigm, we can obtain a
comparable accuracy. That being said, the question of determining the best
metric to be used for an “Anti”-Bayesian classifier in this syntactic space is
currently unresolved.

Since the features/methodology used by the “Anti”-Bayesian classifier are
different than those used by the traditional classifiers, it follows that they would
perform differently, and either correctly or incorrectly classify different docu-
ments, as seen from a correlation-based analysis below. To verify this, we com-
puted the correlation, as defined by Eq. (15), between the results of the “Anti”-
Bayesian classifier in each of our 100 tests and the three benchmarks classifiers.
Observe that a correlation near to unity would indicate that the corresponding
two classifiers make identical decisions on the same documents – either correctly
and incorrectly, while a correlation around ‘0’ would indicate that their classi-
fication results are unrelated. The average correlation scores for the classifiers
over all 100 tests are given in Table 3. The following points are noteworthy:

1. “Anti”-Bayesian classifiers that use CMQS points that are farther from the
mean or median of the distributions show a lower correlation with the 〈12 , 1

2 〉
“Anti”-Bayesian classifier. This is, actually, quite remarkable, considering
that they sometimes give comparable accuracies even though they use com-
pletely different features. It also implies that two classifiers built from the same

9 Given that these extreme points give better results in the next experiment when we
classify using the TFIDF criteria (instead of merely the TF criteria), we hypothesize
that this poor behavior is probably due to noise from non-significant words that is
somehow amplified in the extreme CMQS points. But this issue is still unresolved.
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Table 3. The correlation between the different classifiers for the 100 classifications
achieved. In the case of the “Anti”-Bayesian scheme, the method used the TF features.

Classifier CMQS points AB at (1/2, 1/2) BOW BOW with TFIDF Näıve-Bayes

“Anti”-Bayesian 1/2, 1/2 1.000 0.648 0.759 0.810

1/3, 2/3 0.845 0.642 0.722 0.772

1/4, 3/4 0.738 0.625 0.646 0.676

1/5, 4/5 0.646 0.595 0.570 0.589

2/5, 3/5 0.902 0.643 0.747 0.806

1/6, 5/6 0.579 0.568 0.514 0.526

1/7, 6/7 0.537 0.549 0.478 0.487

2/7, 5/7 0.790 0.635 0.684 0.723

3/7, 4/7 0.925 0.643 0.755 0.816

1/8, 7/8 0.496 0.527 0.439 0.445

3/8, 5/8 0.882 0.642 0.738 0.794

1/9, 8/9 0.478 0.517 0.423 0.429

2/9, 7/9 0.695 0.613 0.612 0.637

4/9, 5/9 0.938 0.643 0.757 0.818

1/10, 9/10 0.462 0.509 0.408 0.414

3/10, 7/10 0.811 0.638 0.699 0.743

BOW 0.648 1.000 0.714 0.654

BOW-TFIDF 0.759 0.714 1.000 0.800

Näıve-Bayes 0.810 0.654 0.800 1.000

data and statistics but that utilize different CMQS points will have different
behaviours and also yield different results. This is all the more interesting
since, from Table 2, we can see that these classifiers will, in many cases, have
similar macro-F1 scores. This indicates that a fusion classifier that combines
the information from multiple CMQS points could outperform any single clas-
sifier, and be built without requiring any additional data or tools from that
classifier.

2. It is surprising to see that the “Anti”-Bayesian classifiers, almost consistently,
have higher correlations with the two benchmarks that performed better
than it. Indeed, the BOW-TFIDF classifier and the Näıve-Bayes’ classifier
show much larger correlations than the BOW classifier. In fact, the correla-
tion between our “Anti”-Bayesian classifier and the BOW classifier is, almost
always, the lowest of all the pairs, indicating that they generate the most
different classification results!

3. Figure 3 displays the plots of the correlation between the different classifiers
for the 100 classifications achieved, where in the case of the “Anti”-Bayesian
scheme, the method used the TF features. The reader should observe the
uncorrelated nature of the classifiers when the CMQS points are non-central,
and the fact that this correlation increases as the feature points become closer
to the mean or median.
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Fig. 3. Plots of the correlation between the different classifiers for the 100 classifications
achieved. In the case of the “Anti”-Bayesian scheme, the method used the TF features.

5.2 The Results Obtained: “Anti”-Bayesian TFIDF Scheme

The results of the “Anti”-Bayesian scheme when it involves TFIDF features are
shown in Table 4. In this case, the TF is calculated per document as per Eq. (6)
for the test document, and as per Eq. (7) for each of the classes it is tested
against. From this table we can glean the following results:

1. The results show that for all CMQS pairs, the “Anti”-Bayesian classifier per-
formed much better than the traditional BOW classifier. For example, while
the BOW had a macro-F1 score of 0.604, the corresponding index for the
CQMS pairs 〈13 , 2

3 〉, was significantly higher, i.e., 0.747. Further, the macro-
F1 score indices for 〈 14 , 3

4 〉, 〈 37 , 4
7 〉 and 〈 49 , 5

9 〉 were consistently higher – 0.746,
0.744 and 0.744 respectively. This demonstrates the validity of our counter-
intuitive paradigm – that we can truly get a remarkable accuracy even though
we are characterizing the documents by the syntactic features of the points
quite distant from the mean and more towards the extremities of the distri-
butions.

2. In all the cases, the values of the Macro-F1 index was only slightly less than
the indices obtained using the BOW-TFIDF and the Näıve-Bayes approaches.

Since the features/methodology used by the “Anti”-Bayesian classifier are
different than those used by the traditional classifiers, it is again advantageous to
embark on a correlation-based analysis. To achieve this, we have again computed
the correlation, as defined by Eq. (15) between the results of the “Anti”-Bayesian
classifier (using the TFIDF criteria) in each of our 100 tests, and the three bench-
marks classifiers. As before, a correlation near to unity would indicate that the
corresponding two classifiers make identical decisions on the same documents –
either correctly and incorrectly, while a correlation around ‘0’ would indicate
that their classification results are unrelated. The average correlation scores for
the classifiers over all 100 tests are given in Table 5.



120 B.J. Oommen et al.

Table 4. The macro-F1 score results for the 100 classifications attempted and for the
different methods. In the case of the “Anti”-Bayesian scheme, the method used the
TFIDF features.

Classifier CMQS points macro-F1 score

“Anti”-Bayesian 1/2, 1/2 0.742

1/3, 2/3 0.747

1/4, 3/4 0.746

1/5, 4/5 0.742

2/5, 3/5 0.745

1/6, 5/6 0.736

1/7, 6/7 0.729

2/7, 5/7 0.747

3/7, 4/7 0.744

1/8, 7/8 0.720

3/8, 5/8 0.746

1/9, 8/9 0.712

2/9, 7/9 0.745

4/9, 5/9 0.744

1/10, 9/10 0.705

3/10, 7/10 0.748

BOW 0.604

BOW-TFIDF 0.769

Näıve-Bayes 0.780

From the table, we observe the following rather remarkable points:

1. The first result that we can infer is that just as in the case when we used the
TF features, the “Anti”-Bayesian classifier using the TFIDF criteria, when
it works with CMQS points that are not near the mean or the median, has
lower correlation than the benchmark classifiers that works with CMQS points
that are near the mean or median, Indeed, they sometimes give comparable
accuracies even though they use completely different features.

2. Again, the “Anti”-Bayesian classifier actually has the highest correlation in
its results with the two benchmarks that performed better than it. This means
that although the classification algorithm is similar to a BOW classifier, its
results are more closely aligned to those of the more-informed TFIDF and
NB classifiers.

3. Even when the “Anti”-Bayesian classifier used points very distant from the
mean (for example, 〈 1

10 , 9
10 〉), the correlation was as high as 0.764. This means

that there were more than 76 % of the cases when they both used completely
different classifying criteria and yet produced similar results.
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Table 5. The correlation between the different classifiers for the 100 classifications
achieved. In the case of the “Anti”-Bayesian scheme, the method used the TFIDF
features.

Classifier CMQS points AB at (1/2, 1/2) BOW BOW with TFIDF Näıve-Bayes

“Anti”-Bayesian 1/2, 1/2 1.000 0.636 0.780 0.832

1/3, 2/3 0.946 0.635 0.784 0.836

1/4, 3/4 0.928 0.635 0.786 0.831

1/5, 4/5 0.913 0.634 0.785 0.824

2/5, 3/5 0.960 0.635 0.780 0.835

1/6, 5/6 0.898 0.632 0.781 0.817

1/7, 6/7 0.887 0.631 0.779 0.811

2/7, 5/7 0.936 0.635 0.785 0.833

3/7, 4/7 0.968 0.635 0.779 0.834

1/8, 7/8 0.873 0.626 0.771 0.800

3/8, 5/8 0.954 0.635 0.781 0.835

1/9, 8/9 0.862 0.625 0.768 0.794

2/9, 7/9 0.920 0.635 0.786 0.829

4/9, 5/9 0.974 0.636 0.779 0.834

1/10, 9/10 0.853 0.624 0.764 0.788

3/10, 7/10 0.939 0.636 0.785 0.834

BOW 0.636 1.000 0.714 0.654

BOW-TFIDF 0.780 0.714 1.000 0.800

Näıve-Bayes 0.832 0.654 0.800 1.000

4. Figure 4 displays the plots of the correlation between the different classifiers
for the 100 classifications achieved, where in the case of the “Anti”-Bayesian
scheme, the method used the TFIDF features. The reader should observe the
uncorrelated nature of the classifiers when the CMQS points are non-central.
This correlation increases as the feature points become closer to the mean or
median.

5.3 Correlation Between “Anti”-Bayesian TF Versus TFIDF
Schemes

The correlated/uncorrelated nature of the “Anti”-Bayesian TF and TFIDF
schemes with the other methods was explained in the earlier sections. It would be
educative to examine how uncorrelated the “Anti”-Bayesian TF and the “Anti”-
Bayesian TFIDF schemes are between themselves. In other words, even though
their accuracies may be comparable, it would be good to examine if the two
“Anti”-Bayesian classifiers are relatively uncorrelated in and of themselves. Thus,
if a particular pair of CMQS points yielded distinct classification decisions using
the two schemes, and if they, all the same, yielded comparable accuracies, the
potential of the paradigm is shown to be significantly more. This is precisely
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Fig. 4. Plots of the correlation between the different classifiers for the 100 classifications
achieved. In the case of the “Anti”-Bayesian scheme, the method used the TFIDF
features.

what we embark on achieving now – i.e., examining the correlation (or lack
thereof) of the “Anti”-Bayesian TF and TFIDF schemes.

Table 6 reports the correlation, as defined by Eq. (15) between the results of
the “Anti”-Bayesian classifier TF and TFIDF criteria in each of our 100 tests.
The table also include the corresponding Macro-F1 scores. Again, a correlation
near to unity would indicate that the two classifiers make identical decisions
on the same documents – either correctly and incorrectly, while a correlation
around ‘0’ would indicate that their classification results are unrelated. The
results tabulated in Table 6 are also depicted graphically in Fig. 5 whence the
trends in the correlation with the increasing values of the CMQS points is clear.

From Table 6, we observe that:

1. When the CMQS points are close to the mean or median, the correlation is
quite high (for example, 0.842). This is not surprising at all, since in such
cases, the “Anti”-Bayesian classifier reduces to become a Bayesian classifier.

2. When the CMQS points are far from the mean or median, the correlation
is quite high (for example, 0.659 for the CMQS points 〈29 , 7

9 〉). This is quite
surprising because although both schemes are “Anti”-Bayesian in their philos-
ophy, the lengths of the documents play a part in determining the decisions
that they individually make because the IDF values account for document
lengths.

3. From the values of the associated Macro-F1 scores, we see that a lower cor-
relation between these two classifiers is directly related to their difference in
accuracy. This means that when the accuracies of the two classifiers are lower,
each of them is classifying the documents on distinct criteria – which is far
from being obvious.

This naturally leads us to our final section which deals with how we can fuse
the results of the various classifiers.

On Utilizing Classifier Fusion. This section briefly touches on possible
exploratory work, where we consider how the various classifiers can be “fused”.
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Table 6. The correlation between the two “Anti”-Bayesian classifiers for the 100 clas-
sifications when they utilized the TF and the TFIDF features respectively.

Classifier CMQS points AB Macro-F1 AB TFIDF Macro-F1 Correlation of AB
and AB TFIDF

“Anti”-Bayesian 1/2, 1/2 0.709 0.742 0.842

1/3, 2/3 0.662 0.747 0.792

1/4, 3/4 0.561 0.746 0.699

1/5, 4/5 0.465 0.742 0.616

2/5, 3/5 0.700 0.745 0.833

1/6, 5/6 0.389 0.736 0.557

1/7, 6/7 0.339 0.729 0.523

2/7, 5/7 0.611 0.747 0.745

3/7, 4/7 0.710 0.744 0.845

1/8, 7/8 0.288 0.720 0.493

3/8, 5/8 0.686 0.746 0.819

1/9, 8/9 0.264 0.712 0.481

2/9, 7/9 0.515 0.745 0.659

4/9, 5/9 0.713 0.744 0.848

1/10, 9/10 0.243 0.705 0.472

3/10, 7/10 0.631 0.748 0.762

Fig. 5. The correlation between the two “Anti”-Bayesian classifiers for the 100 classi-
fications when they utilized the TF and the TFIDF features respectively.

Combined with the aforementioned fact that they use a completely differ-
ent set of features for classification, and that they are the two simplest of the
five classifiers we considered, let us consider how the BOW and “Anti”-Bayesian
scheme using the TF features can be fused. Indeed, it would be interesting to
see how they could be combined by incorporating a relatively simple data fusion
technique. As a preliminary prima facie experiment in that direction, we com-
bined the classification of the BOW classifier and our “Anti”-Bayes classifier
(using the TF criteria) in each of our 100 experiments. Since each classifiers
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measures the similarity between a document and the classes’ feature vectors and
then picks the maximum, we performed this combination simply by comparing
the winning (for example, the highest) class similarity value returned by each
of the two classifiers and picking the maximum one. We found that this clas-
sifier obtains an average macro-F1 score of 0.674, only marginally better than
the 0.671 macro-F1 score of the best “Anti”-Bayes classifier in our tests. Upon
further examination, we find that this is due to the fact that the similarity val-
ues generated by the “Anti”-Bayes classifier are on average three times higher
than those generated by the BOW classifier. Consequently, the “Anti”-Bayes
classification is the one picked in almost all cases! However, the few cases where
the BOW classifier’s similarity score beats that of the “Anti”-Bayes classifier
are also cases where the BOW correctly classified documents that the “Anti”-
Bayes classifier missed, leading to the small improvement observed in the results.
Moreover, our data shows that there are more than 1,000 documents (over 12 %
of the test corpus) that the BOW classifier correctly classifies with a similarity
that is less than that of the “Anti”-Bayesian’s erroneous classification.

There is thus clear room for improvements in the final classification, and
the main challenge for future research will involve developing a fair weighting
scheme between the two classifiers in order to compensate for the lower simi-
larity scores of the BOW classifier, without misclassifying the over 1,500 test
documents that the “Anti”-Bayesian classifier recognizes correctly but that the
BOW misclassifies.

Indeed, the potential of designing fused classifiers involving the BOW, the
BOW-TFIDF, the Näıve Bayes, the “Anti”-Bayesian using the TF criteria, and
the “Anti”-Bayesian that uses the TDIDF criteria, is extremely great considering
their relative accuracies and correlations.

6 Conclusions

In this paper we have considered the problem of Text Classification (TC), which
is a problem that has been studied for decades. From the perspective of classi-
fication, problems in TC are particularly fascinating because while the feature
extraction process involves syntactic or semantic indicators, the classification
uses the principles of statistical Pattern Recognition (PR). The state-of-the-
art in TC uses these statistical features in conjunction with the well-established
methods such as the Bayesian, the Näıve Bayesian, the SVM etc. Recent research
has advanced the field of PR by working with the Quantile Statistics (QS) of
the features. The resultant scheme called Classification by Moments of Quantile
Statistics (CMQS) is essentially “Anti”-Bayesian in its modus operandus, and
advantageously works with information latent in “outliers” (i.e., those distant
from the mean) of the distributions. Our goal in this paper was to demonstrate
the power and potential of CMQS to work within the very high-dimensional
TC-related vector spaces and their “non-central” quantiles. To investigate this,
we considered the cases when the “Anti”-Bayesian methodology used both the
TD and the TFIDF criteria.
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Our PR solution for C categories involved C−1 pairwise CMQS classifiers. By
a rigorous testing on the well-acclaimed data set involving the 20-Newsgroups
corpus, we demonstrated that the CMQS-based TC attains accuracy that is
comparable to and sometimes even better than the BOW-based classifier, even
though it essentially uses the information found only in the “non-central” quan-
tiles. The accuracies obtained are comparable to those provided by the BOW-
TFIDF and the Näıve Bayes classifier too!

Our results also show that the results we have obtained are often uncorrelated
with the established ones, thus yielding the potential of fusing the results of a
CMQS-based methodology with those obtained from a more traditional scheme.
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Abstract. Semi-supervised classification problem arises in the situation that we
just have a small amount of labeled instances in the training set. One method to
classify the new time series in such situation is that; firstly we need to use
self-training to classify the unlabeled instances in the training set. Then, we use
the output training set to classify the new time series. In this paper, we propose
two novel improvements for Minimum Description Length-based semi-
supervised classification of time series: an improvement technique for Mini-
mum Description Length-based stopping criterion and a refinement step to make
the classifier more accurate. Our first improvement applies the non-linear
alignment between two time series when we compute Reduced Description
Length of one time series exploiting the information from the other. The second
improvement is a post-processing step that aims to identify the class boundary
between positive and negative instances accurately. For the second improve-
ment, we propose an algorithm called Refinement that attempts to identify the
wrongly classified instances in the self-training step; then it reclassifies these
instances. We compare our method with some previous methods. Experimental
results show that our two improvements can construct more accurate
semi-supervised time series classifiers.

Keywords: Time series � Semi-supervised classification � Stopping criterion �
MDL principle � X-Means

1 Introduction

In time series data mining, classification is a crucial problem which has attracted lots of
research works in the last decade. However, most of the current methods assume that
the training set contains a great number of labeled data. Such an assumption is unre-
alistic in the real world where we have a small set of labeled data, in addition to
abundant unlabeled data. In such circumstances, semi-supervised classification is a
suitable paradigm.

To the best of our knowledge, most of the studies about semi-supervised classifi-
cation of time series follow two directions: the first approach bases on Wei and Keogh
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framework [8] as in [1, 6, 8], and the second approach bases on a clustering algorithm
such as in [10–12].

For the former approach, Semi-supervised classification (SSC) method will train
itself by trying to expand the set of labeled data with the most similar unlabeled data
until reaching a stopping criterion. Though several semi-supervised approaches have
been proposed, only a few could be used for time series data, due to its special
characteristic within. Most of the time series SSC methods have to suggest a good
stopping criterion. The SSC approach for time series proposed by Wei et al. in 2006 [8]
uses a stopping criterion which is based on the minimal nearest neighbor distance, but
this criterion can not work correctly in some situations. Ratanamahatana and
Wanichsan, in 2008 [6], proposed a stopping criterion for SSC of time series which is
based on the historical distances between candidate instances from the set of unlabeled
instances to the initial positive instances. The most well-known stopping criterion so far
is the one using Minimum Description Length (MDL) proposed by Begum et al., 2013
[1]. Even though this newest state-of-the-art stopping criterion gives a breakthrough for
SSC of time series, it is still not effective to be used in some situations where time
series may have some distortion along the time axis and the computation of Reduced
Description Length for them becomes so rigid that the stopping point for the classifier
can not be found precisely.

For the latter approach, Nhut et al. in 2011 proposed a method called LCLC
(Learning from Common Local Cluster) [11]. This method firstly apply K-means
clustering algorithm to obtain the clusters. Then, it considers all the instances in a
cluster belong to a class. According to Begum et al. [1], this method depends too much
on the clustering algorithm and it wrongly classifies many instances. In order to
improve LCLC, Nhut et al. in 2012 [12] proposed an extended version of LCLC called
En-LCLC (Ensemble based Learning from Common Local Clusters). This method
attempts to identify probability that a time series belong to a class. Since, the authors
proposed a fuzzy classification algorithm called AFNN (Adaptive Fuzzy Nearest
Neighbor) based on these probabilities. According to Begum et al. [1], this method
needs to be set up many initial constants. Marussy and Buza in 2013 [10] proposed a
semi-supervised classification method based on single-link hierarchical clustering
accompanying with must-link constraint and cannot-link constraint. Different from the
other methods, Marussy and Buza applied graph theory to tackle the semi-supervised
classification problem. In this method, the authors showed that semi-supervised clas-
sification problem is equivalent to finding the minimal spanning tree problem in a
graph. However, this method required to know all the classes before hand. For
example, in binary classification, we need to classify into two classes. Marussy and
Buza’s method requires that there must be two types of instances labeled positive and
negative as seeds at the beginning whereas the other methods only require one type of
instances (positive instances only).

In this work, we propose two novel improvements for binary SSC of time series in
the spirit of the first approach direction: an improvement technique for MDL-based
stopping criterion and a refinement step to make the classifier more accurate. Our first
improvement applies the non-linear alignment between two time series when we
compute Reduced Description Length of one time series exploiting the information
from the other. In order to obtain the non-linear alignment between two time series, we
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apply the Dynamic Time Warping distance. For the second improvement, we propose a
post-processing step that aims to identify the class boundary between positive and
negative instances accurately. Experimental results reveal that our two improvements
can construct more accurate semi-supervised time series classifiers.

The rest of this paper is organized as follows. Section 2 reviews some background.
Section 3 gives details of the two proposed improvements, followed by a set of
experiments in Sect. 4. Section 5 concludes the work and gives suggestions for future
work. Section Appendix shows some more experimental results.

2 Background

In this section, we review briefly Time Series and 1-Nearest Neighbor Classifier,
Euclidean Distance, Dynamic Time Warping, and the framework of semi-supervised
time series classification as well as some stopping criterion such as MDL-based
stopping criterion, Ratanamahatana and Wanichsan’s Stopping Criterion, and lastly we
introduce X-means clustering algorithm.

2.1 Time Series and 1-Nearest Neighbor Classifier

A time series T is a sequence of real numbers collected at regular intervals over a period
of time: T = t1, t2,…, tn. Furthermore, a time series can be seen as an n-dimensional
object in metric space. In 1-Nearest Neighbor Classifier (1-NN), the data object is
classified the same class as its nearest object in the training set. The 1-NN has been
considered hard to beat in classification of time series data among many other methods
such as Artificial Neural Network, Bayesian Network [16].

2.2 Euclidean Distance

The Euclidean Distance (ED) between two time series Q = q1, q2,…, qn and C = c1, c2,
…, cn is a similarity measure defined as follows:

EDðQ;CÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
ðqi � ciÞ2

q

Euclidean distance is one of the most widely used distance measure in time series,
its computational complexity is O(n). In this work, Euclidean Distance is applied only
in the X-means clustering algorithm which is used to support the Refinement process
described in Subsect. 3.2.

2.3 Dynamic Time Warping Distance

One problem with time series data is the distortion in the time axis, making Euclidean
distance unsuitable. However, this problem can be effectively addressed by Dynamic
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Time Warping (DTW), a distance measure that allows non-linear alignment between the
two time series to accommodate sequences that are similar in shape but out of phase [2].

Now we would like to show how to calculate DTW. Given two time series Q and
C which have length n and m respectively: Q ¼ q1; q2. . .; qn and C ¼ c1; c2. . .; cm.
DTW is a dynamic programming technique which calculates all possible warping paths
between two time series for finding minimum distance. To calculate DTW between the
two above time series, firstly we construct a matrix D with size m × n. Every element in
matrix D is cumulative distance defined as:

cði; jÞ ¼ dði; jÞþmin

cði� 1; jÞ
cði; j� 1Þ
cði� 1; j� 1Þ

8><
>:

where γ(i, j) is (i, j) element of matrix that is a summation between d(i, j) = (qi− cj)
2, a

square distance of qi and cj, and the minimum cumulative distance of three adjacent
elements to (i, j).

Next, we choose the optimal warping path which has minimum cumulative distance
defined as:

DTWðQ;CÞ ¼ min
XK
k¼1

wk

where wk is (i, j) at k
th element of the warping path, and K is the length of the warping

path.
In addition, for a more accurate distance measure, some global constraints were

suggested to DTW. A well-known constraint is Sakoe-Chiba band [7], shown in Fig. 1.
The Sakoe-Chiba band constrains the indices of the warping path wk = (i, j)k such that
j – r ≤ i ≤ j + r, where r is a term defining the allowed range of warping, for a given
point in a sequence. Much more detail about DTW is beyond the scope of this paper,
interested readers may refer to [3, 7].

Due to evident advantages of DTW for time series data, we incorporate DTW
distance measure into our proposed algorithm.

Fig. 1. DTW with Sakoe-Chiba band
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2.4 Semi-Supervised Classification of Time Series

SSC technique can help build better classifiers in situations where we have a small set
of labeled data, in addition to abundant unlabeled data. The main ideas of SSC of time
series are summarized as follows. Given a set P of positive instances and a set N of
unlabeled instances, the algorithm iterates the following two steps:

• Step 1: We find the nearest neighbor of any instance of our training set from the
unlabeled instances.

• Step 2: This nearest neighbor instance, along with its newly acquired positive label,
will be added into the training set.

Note that the above algorithm has to be coupled with the ability to stop adding
instances at the correct time. This important issue will be addressed later. The algorithm
for SSC of time series [1, 8] is given as follows:

Figure 2 illustrates the Semi-Supervised Learning process. The circled instances are
the initial positive/labeled instances. The triangle instances are the positive/unlabeled
instances, and the rectangle instances are the negative/unlabeled instances. Initially,
there are three positive labeled instances (circled instances); the process will assign all
the other unlabeled instances as well as their newly acquired labels into the positive set.
As we can see, the positive/unlabeled will be added into the training set in a chain
which is called the chain effect of this algorithm.

In this semi-supervised classification framework, to identify the point where neg-
ative instances are taken into the positive set is an important task as it affects the quality
of the final training set. There are some stopping criterions were proposed such as

Fig. 2. Semi-Supervised Learning on time series data, (a) Initial positive/labeled instances
(circled instances), (b) Select one nearest neighbor from unlabeled data (triangle instance) to
added in to positive/labeled set, (c) Continue taking more unlabeled instances into
positive/labeled set
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Ratanamahatana and Wanichsan’s Stopping Criterion [6] and Stopping Criterion based
on MDL Principle [1], which are depicted in the next two subsections.

2.5 Ratanamahatana and Wanichsan’s Stopping Criterion

In 2008, Ratanamahatana and Wanichsan [6] proposed a stopping criterion called SCC
(Stopping Criterion Confidence) for semi-supervised classification of time series data
which is based on the following formula:

SCCðiÞ ¼ MindistðiÞ �Mindistði� 1Þj j
StdfMindistð1Þ;Mindistð2Þ; . . .;MindistðiÞg
� NumInitialUnlabeled � ði� 1Þ

NumInitialUnlabeled

• Mindist: minimum distance in the positive/labeled set after each step of adding one
more instance into positive/labeled set.

• Std: standard deviation.
• NumInitialUnlabeled: the number of unlabeled data at the beginning of the learning

phase.

At the point, the value of SCC is maximal, i.e. at iteration i, the stopping criterion is
chose at i – 2.

In this work, we use this stopping criterion in order to test the effect of our
Refinement process (described later in Subsect. 3.2) for Semi-Supervised Learning.

2.6 Stopping Criterion Based on MDL Principle

The Minimum Description Length (MDL) principle is a formalization of Occam’s razor
in which the best hypothesis for a given set of data is the one that leads to the best
compression of the data. The MDL principle was introduced by Rissanen in 1978 [17].
This principle is a crucial concept in information theory and computational learning
theory.

The MDL principle is a powerful tool which has been applied in many time series
data mining tasks, such as motif discovery [18], criterion for clustering [19],
semi-supervised classification of time series [1, 15], discovery rules in time series [21],
Compression Rate Distance measure for time series [14]. In this work, we improve a
version of MDL for semi-supervised classification of time series which was firstly
proposed by Begum et al, in 2013 [1]. The MDL principle is described as follows:

• Definition 1. Discrete Normalization Function: A discrete function Dis_Norm is the
function to normalize a real-value subsequence T into b-bit discrete value of range
[1, 2b]. The maximum of the discrete range value 2b is also called the cardinality.
The Dis_Norm function is described as follows:
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Dis NormðTÞ ¼ round
T �min

max�min
� ð2b � 1Þ

� �
þ 1

where min and max are the minimum and maximum value in T respectively.
After casting the original real-valued data to discrete values, we are interested in
determining how many bits are needed to store a particular time series T. It is called
the Description Length of T.

• Definition 2. Description Length: A description length DL of a time series T is the
total number of bits required to represent it.

DL Tð Þ ¼ w� log2c

where w is the length of T and c is the cardinality (the number of values we
discretize the time series).

• Definition 3. Hypothesis: A hypothesis H is a subsequence used to encode one or
more subsequences of the same length.
We are interested in how many bits are required to encode T given H. It is called the
Reduced Description Length of T.

• Definition 4. Reduced Description Length: A reduced description length of a time
series T given hypothesis H is the sum of the number of bits required in order to
encode T exploiting the information in H. i.e. DL(T | H), and the number of bits
required for H itself, i.e. DL(H). Thus, the reduced description length is defined as:

DL T;Hð Þ ¼ DL Hð Þ þ DL T jHð Þ

One simple approach of encoding T using H is to store a difference vector between
T and H. Therefore: DL(T | H) = DL(T – H).

Example: Given A and H, two time series of length 20 as follows:

A ¼ 6 7 9 9 10 11 13 13 14 15 16 18 18 19 22 21 22 23 24 24½ �
H ¼ 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25½ �

Without encoding, the bit requirement to store A and H is 2 × 20 × log220 = 173 bits. The
difference vector A’ = |A –H| = [0 0 1 0 0 0 1 0 0 0 0 1 0 0 2 0 0 0 0 1]. And in the difference
vector, there are 5 mismatches. The bit requirement is now just 20� log220 þ
5� ðlog220 þ log220d eÞ ¼ 134 bits, which brings out a good data compression.

Assume that there exists only a single positive instance as the initial training set [1].
The SSC procedure using MDL-based stopping criterion can be outlined as follows.

First, it selects the seed positive instance as hypothesis. It selects the nearest
neighbor of any of the instance(s) in the labeled training set from the unlabeled dataset.
It encodes this instance in terms of the hypothesis and keeps the rest of the dataset
uncompressed. Then it computes the reduced description length of the whole dataset. If
it can achieve a data compression then the instance in question is a true positive. It
continues to test to see if unlabeled instances can be added to the positive pool by this
data compression criterion. Once the SSC module starts including instances dissimilar
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to the hypothesis, it no longer achieves data compression and the first occurrence of
such an instance is the point where the SSC module should stop.

Even though this stopping criterion is the best one for SSC of time series so far, it is
still not effective to be used in some situations where time series may have some
distortion along the time axis and the way of computing Difference Vector for them
becomes so rigid that the stopping point for the classifier can not be found precisely.

In this work, we improve this stopping criterion by applying a non-linear alignment
between two time series when calculating their Reduce Description Length (described
in Subsect. 3.1).

2.7 X-Means Clustering Algorithm

X-means was proposed by Pelleg and Moore in 2000 [5], which is an extended
clustering algorithm of K-means. X-means can identify the best number of clusters k by
itself based on the Bayesian Information Criterion (BIC) [20]. This clustering algorithm
requires setting up a more flexible k cluster than in K-means. At the beginning, we need
to specify a maximal value max_k and minimal value min_k of k clusters. X-means will
identify which value of k in the range [min_k, max_k] should be selected. In Fig. 3, we
show the outline of X-means which includes two steps. Step 1, called Improve-Params,
runs K-means until converging. Step 2, called Improve-Structure, decides whether a
cluster should be split into two sub-clusters or not basing on BIC. The algorithm stops
when the number of clusters reaches the maximum number of cluster max_k which was
set at the beginning.

In this work, we use X-means as a semi-supervised classification method, called X-
means-classifier. We apply X-means-classifier to support our refinement step to
identify the ambiguous instances which will be depicted later in Subsect. 3.2. For more
information about X-means algorithm, interested reader can refer to [5].

3 The Proposed Method

This work aims to improve the MDL-based stopping criterion and at the same time
improve the accuracy of the classifier. We devise an improvement technique for the
MDL-based stopping criterion and propose a Refinement step to make the classifier
more accurate.

X-means
1
2
3

Improve-Params
Improve-Structure

      If K > Kmax, return the best-scoring model. Otherwise, go to step 1.

Fig. 3. Outline of X-means clustering algorithm [5]

134 V.T. Vinh and D.T. Anh



3.1 New Stopping Criterion Based on MDL Principle

The original MDL-based stopping criterion is really simple, which finds mismatch
points by one-to-one alignment between two time series and then calculates Reduced
Description Length using the number of mismatch points. In fact, it is hard to find bit
saves in this method because the time series may have some distortion in the time axis
and a lot of mismatches will be found and there are not many bit saves.

We propose a more flexible technique for finding mismatch points. Instead of linear
alignment, we use a non-linear alignment when finding mismatch points. This method
attempts to find an optimal matching between two time series for determining as fewer
mismatch points as possible.

The principle of our proposed method is in the same spirit of the main characteristic
of Dynamic Time Warping (DTW). Therefore, we can modify the algorithm of com-
puting DTW distance between two time series in order to include the finding of
mismatch points between them.

Given an example, suppose we have two discrete time series H and A as follows:

H ¼ 2 6 6 8 5½ �
A ¼ 1 6 8 5 4½ �

By original method, the number of mismatch points is 4 because they have different
values at 4 positions (2 vs. 1, 6 vs. 8, 8 vs. 5, and 5 vs. 4). On the other hand, by using
our Count_Mismatch algorithm, the number of mismatch points is 2, less than in the
original method. This result can be easily seen in Fig. 4. The alignment between A and
H is shown in Fig. 4(a) through the warping path and the number of mismatch points
between them is shown in Fig. 4(b).

Figure 6 shows our proposed mismatch count algorithm based on the calculation of
DTW distance. There are two phases in this algorithm. At first phase, we calculate the
DTW distance. The second phase goes backward along the found warping path and
finds the number of mismatch points. In addition, at first phase, we use Sakoe-Chiba
band constraint (through the user-specified parameter r) for limiting the meaningless
warping paths between the two time series.

Fig. 4. Example of counting mismatch points in our proposed method
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In addition, for finding an efficient warping path, we also propose a method to
calculate the suitable value of Sakoe-Chiba band r with the algorithm given in Fig. 5.
At the beginning, the positive/labeled set must have at least two time series. We will
calculate the value of r by finding the lowest value of r that satisfies the condition
whereby one time series (seed) will accept the other as a positive instance. This
condition results in the following inequality that must be satisfied:

mismatch count� TS length� log2 card
log2 cardþ log2 TS lengthd e

where mismatch_count is the number of mismatch points between two positive/labeled
time series, TS_length is the length of two time series and card is the cardinality.

Now we will prove the above-mentioned condition.
Proof:
Time series T1 accept time series T2 as a positive/labeled instance, if and only if the

following inequality is satisfied:

DLðT1; T2Þ� DLðT1Þ þ DLðT2Þ
, DLðT1Þ þ DLðT2j T1Þ � DLðT1Þ þ DLðT2Þ

We can derive:

DLðT2 j T1Þ � DLðT2Þ
, mismatch count � ðlog2 card þ log2 TS lengthd eÞ � TS length � log2 card

So we can rewrite:

mismatch count � TS length � log2 card=ðlog2 cardþ log2 TS lengthd eÞ □

r = Find_Match_Range (T1, T2, card)
// T1, T2: positive/labeled sample time series, 
// card: the cardinality
// TS_length: the length of two time series
1
2
3
4
5
6
7
8

value = TS_length × log2(card)/(log2(card) + ceil(log2(TS_length)))
for i = 0 to TS_length

mismatch_count = Count_Mismatch (T1, T2, i)
if mismatch_count <= value

break
end

end
r = i

Fig. 5. The outline of Refinement process in SSC
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Based on the above inequality, we proposed the algorithm for finding the suitable
value for the Sakoe-Chiba band r, which is given in Fig. 5. Line 3 of the algorithm in
Fig. 5 invokes the procedure Count_Mismatch which is given in Fig. 6. This algorithm
can be easily extended for finding r with more than two initial positive/labeled samples.
One solution on this situation is to choose r as the average value of Match Range
between any two pairs of positive/labeled time series.

mismatch_count = Count_Mismatch (x, y, r)
// x: Time series, y: Time series, r: Sakoe-Chiba band constraint

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17

18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

// Phase 1: Calculate DTW with Sakoe-Chiba band constraint
matrix[1,1] = square(x[1] – y[1])
for i = 2 to length(y) do

matrix[1, i] = matrix[1, i – 1] + square(x[1] – y[i]) 
end
for i = 2 to length(x) do

matrix[i, 1] = matrix[i – 1, 1] + square (x[i] – y[1])
end
for i = 2 to length(x) do

for j = 2 to length(y) do
if |i – j| <= r then

min_val = MIN(matrix[i – 1, j], matrix[i, j – 1], matrix[i – 1, j – 1])
matrix[i, j] = min_val + square(x[i] – y[j])

else
matrix[i, j] = +INFINITY

end
end

end
// Phase 2: Finding minimum number of mismatch points
i = length(x); j = length(y)
mismatch_count = 0
if x[i] != y[j] then

mismatch_count = mismatch_count + 1
end
while i > 1 OR j > 1 do

value = MIN(matrix[i – 1, j],  matrix[i, j – 1], matrix[i – 1, j – 1])
if i > 1 AND j > 1 AND value = matrix[i – 1, j – 1] then

i = i – 1; j = j – 1
else if j > 1 AND value = matrix[i, j – 1] then

j = j – 1
else if i > 1 AND value = matrix[i – 1, j] then

i = i – 1
end
if x[i] != y[j] then

mismatch_count = mismatch_count + 1
end

end

Fig. 6. Mismatch-count algorithm between two time series with Sakoe-Chiba band constraint
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3.2 Refinement Step

In this work, we include to the framework of semi-supervised time series classification
algorithm given in Subsect. 3.2 a process called Refinement. The aim of this process is
to check again the training set and modify it in order to obtain a more accuracy
classifier. This process is based on the finding of ambiguous labeled instances, and
these ambiguous instances will be classified again using the confident true labeled
instances. The refinement process is iterated until the training set becomes stable, i.e.
the training set before and after a refinement iteration are the same.

Figure 7 shows our proposed refinement algorithm. In this algorithm, AMBI is the
set of ambiguous labeled instances, P is the positive set and N is the negative set. The
set AMBI consists of the instances which are near the positive and negative boundary.
This algorithm classifies the instances in AMBI basing on the current P and N. The
process of detecting AMBI and classifying the instances in P is repeated until P and
N are unchanged. Finally, the instances in AMBI that cannot be labeled will be clas-
sified the last time.

The ambiguous instance detection process is done under the following rules:

1. The instances in P which were classified as positive by SSC but their nearest
neighbors are in the negative set N, they and their nearest neighbors are ambiguous.

2. The instances in N which were classified as negative by SSC but their nearest
neighbors are in the positive set P, they and their nearest neighbors are ambiguous.

3. The instances which were classified as positive by X-means-classifier (explained
later) but are classified as negative by SSC, these are considered ambiguous.

The process of classifying instances in AMBI is done using One-Nearest-Neighbor
(1-NN) in which the instance in AMBI which is nearest to P or N will be labeled first.

In this work, we propose a method called X-means-Classifier that can be used as
SSC method for time series. This is a clustering-based approach which applies X-means
algorithm, an extended variant of k-means which was proposed by Pelleg and Moore in

Refinement (P, N)
// P: positive/labeled set (output of Improved MDL method)
// N: negative/unlabeled set (output of Improved MDL method)

1
2
3
4

5
6
7
8

AMBI = Find ambiguous instances in P and N
P = P – AMBI; N = N – AMBI
repeat

Classify AMBI by new training set P and N and then add each classified instance 
to P and N.
AMBI = Find ambiguous instances in P and N
P = P – AMBI;  N = N – AMBI

until (P and N are unchanged)
Classify AMBI by new training set P and N and then add each classified instance to 
P and N.

Fig. 7. The outline of Refinement process in SSC
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2000 [5]. One outstanding feature of X-means is that it can automatically estimate the
suitable number of clusters during the clustering process. The SSC method based on X-
means consists of the following steps. First, we use X-means to cluster the training set
(including positive and unlabeled instances). Then, if there exists one cluster which
contains the positive instance, all the instances in it will be classified as positive
instances, and all the rest are classified as negative. X-means-Classifier will be used to
initialize the AMBI in the Refinement process (Line 1 in the algorithm in Fig. 7).

In Fig. 8, we show an example to illustrate how the Refinement process works. In
Fig. 8(a), the circled/positive instances and squared/negative instances are obtained
from the Self-Learning process. The separate line which split the space into two areas
P and N indicates the true boundary between two classes P and N. As we can see from
Fig. 8(a), there are three wrongly classified instances, two squared instances indicate
that they belong to negative set but their true class is positive (they stand in area P), and
one circled instance indicates that it belong to positive set but their true class is negative
(because it locates in N area). When applying the Refinement process, some ambiguous
instances are identified because their nearest neighbors belong to another class as
shown in Fig. 8(b). Since, they are reclassified as shown in Fig. 8(c). In Fig. 8(d), the
Refinement process is continued, two more instances are identified as ambiguous
instances. They are finally reclassified as in Fig. 8(e). The Refinement step repeats until
there is no change in the positive set and the negative set.

4 Experimental Evaluation

We implemented our proposed method and previous methods with Matlab 2012 and
conducted the experiments on the Intel Core i7-740QM 1.73 GHz, 4 GB RAM PC.
After the experiments, we evaluate the classifier by measuring the precision, recall and

Fig. 8. An example of Refinement step, (a) positive set P and negative set N after applying
Self-Learning with improved MDL-based stopping criterion, (b) ambiguous instances are
identified (the two pair of instances marked), (c) the ambiguous instances are reclassified,
(d) continuing to identify ambiguous instances, (e) the final training set after Refinement step
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F-measure of the retrieval. The precision is the ratio of the correctly classified positive
test data to the total number of test instances classified as positive. The recall is the ratio
of the correctly classified positive test data to the total number of all positive instances
in the test dataset. An F-measure is the ratio defined by the formula:

F ¼ 2� p� r
pþ r

where p is precision and r is recall.

p ¼ # of correct positive predictions
number of positive predictions

r ¼ # of correct positive predictions
number of positive examples

In general, the higher the F-measure is, the better the classifier is.

4.1 Datasets

Our experiments were conducted over the datasets from UCR Time Series Classifi-
cation Archive [4]. Details of these datasets are shown in Table 1. Besides, we also use
two other datasets: MIT-BIH Supraventricular Arrhythmia Database, and St. Peters-
burg Arrhythmia Database that are used to compare the stopping criteria. These two
datasets are available in [9] and featured as follows:

• MIT-BIH Supraventricular Arrhythmia Database: This database includes many
ECG signals and a set of beat annotations by cardiologists. Record 801 and signal
ECG1 were used in our experiments as in [1] because we compared our method
with [1]. The target class in the 2-class classification problem is abnormal
heartbeats.

Table 1. Datasets used in the evaluation experiments

Datasets Number of classes Size of dataset Time series length

Yoga 2 300 426
Words synonyms 25 267 270
Two patterns 4 1000 128
MedicalImages 10 381 99
Synthetic control 6 300 60
TwoLeadECG 2 23 82
Gun-Point 7 50 150
Fish 7 175 463
Lightming-2 2 60 637
Symbols 6 25 398
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• St. Petersburg Arrhythmia Database: This database contains 75 annotated readings
extracted from 32 Holter records. Record I70 and signal II were used in our
experiments as in [1] because we compared our method with [1]. The target class in
the 2-class classification problem is R-on-T Premature Ventricular Contraction.

4.2 Parameters Setup

Cardinality for the MDL principle (described in Subsect. 2.6) is set to 8 (3-bit discrete
values). For all the methods, we use DTW as distance measure. Euclidean Distance is
applied only in X-means-classifier.

4.3 Comparing Two MDL-Based Stopping Criteria

We perform a comparison between our improvement technique and the previous
MDL-based stopping criteria [1] on four datasets: MIT-BIH Supraventricular
Arrhythmia Database, St. Petersburg Arrhythmia Database, Gun Point Training Set and
Fish Training Set in Figs. 9, 10, 11 and 12 respectively. In order to compare the
stopping criteria, we record the point when the truly negative instance is added into the
positive set of Self-Learning process, this point is consider as expected stopping point.
We compare the stopping criteria based on this expected stopping point as a baseline.

From Figs. 9, 10, 11 and 12, we can see that our improvement technique suggests a
better stopping point in most of the datasets. Detecting a good stopping point is very
crucial in SSC of time series. We attribute this desirable advantage of our improvement
technique to the flexible way of determining mismatches between two time series when
computing Reduced Description Length of one time series exploiting the information in
the other.

Fig. 9. In MIT-BIH Supraventricular Arrhythmia Database, the expected stopping point is 268.
(a) Stopping point by our MDL (Proposed Method) at iteration 262 (Nearly perfect). (b) Stopping
point by MDL (Previous Method) at iteration 10 (too early).
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Figure 9 shows the experimental results of our proposed MDL based stopping
criterion compared with the previous MDL based stopping criterion MIT-BIH
Supraventricular Arrhythmia Database. Our proposed stopping point is 268 which is
nearly the same as expected stopping point 262, and much better than that of the
previous method at 10.

Figures 10, 11 and 12 also reveal that our improvement can produce a more
accurate stopping point than the previous stopping criterion. In St. Petersburg
Arrhythmia Database (Fig. 10), the expected stopping point is 126; our proposed
method gives result 128, whereas the previous method gets 28 as stopping point.

Fig. 10. In St. Petersburg Arrhythmia Database, the expected stopping point is 126. (a) Stopping
point by our MDL (Proposed Method) at iteration 121 (Nearly perfect). (b) Stopping point by
MDL (Previous Method) at iteration 28 (too early)

Fig. 11. In Gun Point Training Set, the expected stopping point is 14th. (a) Stopping point by
our MDL (Proposed Method) at iteration 15th (Nearly perfect). (b) Stopping point by MDL at
iteration 3rd (too early).
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In Gun Point (Fig. 11), the expected stopping point is 14; our proposed method gives
result 15, whereas the previous method gets 3 as stopping point. And in Fish dataset
(Fig. 12), the expected stopping point is 18; our proposed method gives result 19,
whereas the previous method gets 3 as stopping point.

4.4 Effects of Refinement Step

In this subsection, we compare SSC by our new MDL-based stopping criterion with
and without Refinement step. Table 2 reports the experimental results (precision, recall
and F-measure) of this comparison. The results show that our proposed Refinement
step brings out better performance in all the datasets. In most of datasets, the

Fig. 12. In Fish Training Set, the expected stopping point is 18th. (a) Stopping point by our
MDL (Proposed Method) at iteration 19th (Nearly perfect). (b) Stopping point by MDL at
iteration 3rd (too early).

Table 2. Experiment results with and without Refinement (used proposed stopping criterion)

Datasets Without Refinement With Refinement
Precision Recall F-measure Precision Recall F-measure

Yoga 0.64 0.35036 0.45283 0.57609 0.38686 0.46288
WordsSynonyms 0.94737 0.3 0.4557 0.625 0.41667 0.5
Two patterns 1.0 0.41328 0.58486 1.0 0.68635 0.814
MedicalImages 0.57276 0.91133 0.70342 0.56587 0.93103 0.70391
Synthetic control 1.0 0.08 0.14815 1.0 0.98 0.9899
TwoLeadECG 0.88889 0.66667 0.7619 0.75 1.0 0.85714
Gun-Point 0.93333 0.58333 0.71795 1.0 0.625 0.76923
Fish 0.94737 0.81818 0.87805 1.0 0.86364 0.92683
Lightning-2 0.7619 0.4 0.52459 0.6875 0.55 0.61111
Symbols 1.0 0.75 0.85714 0.88889 1.0 0.94118
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performance of the proposed method is better, for example, on Two-Paterns F-measure
= 81.4 %, on Synthetic-Control F-measure = 98.99 %, on TwoLeadECG F-measure =
85.714 %, on Fish F-measure = 92.683 %, on Symbol F-measure = 94.118 %. Spe-
cially, on the Synthetic-Control dataset, SSC without Refinement gives F-measure =
14.815 %, while with Refinement, F-measure reaches to 98.99 %, a perfect result.
These experimental results show that the Refinement step in SSC can improve the
accuracy of the classifier remarkably.

Now we show the effect of Refinement step by using Ratanamahatana and
Wanichsan’s Stopping Criterion [6]. Table 3 indicates the precision, recall and
F-measure with and without Refinement. The results also reveal that our Refinement
step helps to bring better classifier. On Two Paterns dataset F-measure = 100 %, on
Synthetic Control F-measure = 98.99 %, on Fish F-measure = 88.372. On Yoga,
WordsSynonyms, and Symbols training set, the F-measure decreases with an insignif-
icant amount.

5 Conclusions

Existing semi-supervised learning algorithms for time series classification still have less
than satisfactory performance. In this work, we have proposed two novel improvements
for semi-supervised classification of time series: an improvement technique for
MDL-based stopping criterion and a refinement step to make the classifier more accu-
rate. Our former improvement applies the Dynamic Time Warping to find a non-linear
alignment between two time series when computing their Reduced Description Length.
The latter improvement attempts to identify wrongly classified instances by self-learning
process and reclassify these instances. Experimental results reveal that our two
improvements can construct more accurate semi-supervised time series classifiers.

As for future work, we plan to generalize our method to the case of multiple classes
and adapt it to some other distance measures such as Complexity-Invariant Distance
[13] or Compression Rate Distance [14]. Compression Rate Distance is a powerful

Table 3. Experiment results with and without Refinement (used Ratanamahatana and Wanich-
san’s Stopping Criterion [6])

Datasets Without Refinement With Refinement
Precision Recall F-measure Precision Recall F-measure

Yoga 0.6383 0.43796 0.51948 0.58654 0.44526 0.50622
WordsSynonyms 0.58696 0.9 0.71053 0.45669 0.96667 0.62032
Two patterns 0.99267 1.0 0.99632 1.0 1.0 1.0
MedicalImages 0.96078 0.24138 0.38583 1.0 0.24138 0.38889
Synthetic control 0.95918 0.94 0.94949 1.0 0.98 0.9899
TwoLeadECG 1.0 0.41667 0.58824 0.71429 0.83333 0.76923
Gun-Point 0.63636 0.58333 0.6087 0.68182 0.625 0.65217
Fish 0.9 0.81818 0.85714 0.90476 0.86364 0.88372
Lightning-2 0.62162 0.575 0.5974 0.69388 0.85 0.76404
Symbols 0.53333 1.0 0.69565 0.5 1.0 0.66667
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distance measure for time series data which we recently proposed. We also plan to
include some constraint in the Semi-Supervised Learning process as in [15] and extend
our method to perform semi-supervised classification for streaming time series.
Besides, we intend to apply another version of MDL such as in [14, 15, 19] which
computes the Description Length of a time series by its entropy. Although our method
helps to improve the F-measure of the output training set, there are still many instances
which were wrongly classified in the training set. This weakness could be solved by
removing the wrongly classified instances.

Acknowledgment. We would like to thank Prof. Eamonn Keogh and Nurjahan Begum for
kindly sharing the datasets which help us in constructing the experiments in this work.

Appendix A: Some More Experimental Results

This section shows the experimental results of X-means-classifier which was used to
support the Refinement step shown in Subsect. 4.4. Table 4 illustrates the precision,
recall and F-measure of X-means classifier. The experiments reveal that X-means
classifier gives good results in some datasets such as in Synthetic Control F-measure =
100 %, in Symbols F-measure = 94.118 %, in Gun Point F-measure = 71.795 %, in
Fish F-measure = 71.795 %. Specially, in Synthetic Control, the result is perfect
F-measure = 100 % (totally exact).

In Table 5, we show the execution time (seconds) of some algorithms: Refinement
with Improved MDL based stopping criterion, Refinement with Ratanamahatana and
Wanichsan’s stopping criterion, and X-means-classifier. Note that these figures do not
include the execution time of Self-Learning process.

Table 4. Semi-supervised classification of time series by X-means-Classifier

Datasets Precision Recall F-measure

Yoga 0.48421 0.33577 0.39655
WordsSynonyms 0.35632 0.51667 0.42177
Two patterns 0.28676 0.28782 0.28729
MedicalImages 0.71277 0.33005 0.45118
Synthetic control 1.0 1.0 1.0
TwoLeadECG 0.6 0.75 0.66667
Gun-Point 0.93333 0.58333 0.71795
Fish 0.82353 0.63636 0.71795
Lightning-2 0.75 0.525 0.61765
Symbols 0.88889 1.0 0.94118
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