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Abstract. It is increasingly common that computational devices with
significant computing power are underexploited. Some of the reasons for
that are due to frequent idle-time or to the low computational demand of
the tasks they perform, either sporadically or in their regular duty. The
exploitation of this (otherwise-wasted) computational power is a cost-
effective solution for solving complex computational tasks. Individually
(device-wise), this computational power can sometimes comprise a sta-
ble, long-lasting availability window but it will more frequently take the
form of brief, ephemeral bursts. Then, in this context a highly dynamic
and volatile computational landscape emerges from the collective con-
tribution of such numerous devices. Algorithms consciously running on
this kind of environment require specific properties in terms of flexibil-
ity, plasticity and robustness. Bioinspired algorithms are particularly well
suited to this endeavor, thanks to some of the features they inherit from
their biological sources of inspiration, namely decentralized functioning,
intrinsic parallelism, resilience, and adaptiveness. Deploying bioinspired
techniques on this scenario, and conducting analysis and modelling of the
underlying Ephemeral Computing environment will also pave the way for
the application of other non-bioinspired techniques on this computational
domain. Computational creativity and content generation in video games
are applications areas of the foremost economical interest and are well
suited to Ephemeral Computing due to their intrinsic ephemeral nature
and the widespread abundance of gaming applications in all kinds of
devices. In this paper, we will explain why and how they can be adapted
to this new environment.
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1 Ephemeral Computing: What and Why

This paper revolves around the notion of Ephemeral Computing (Eph-C) which
can be defined as “the use and exploitation of computing resources whose avail-
ability is ephemeral (i.e., transitory and short-lived) in order to carry out complex
computational tasks”. The main goal in Eph-C is thus making an effective use of
highly-volatile resources whose computational power (which can be collectively
enormous) would be otherwise wasted or under-exploited. Think for example
of the pervasive abundance of networked handheld devices, tablets and, lately,
wearables –not to mention more classical devices such as desktop computers–
whose computational capabilities are often not fully exploited. Hence, the con-
cept of Eph-Cpartially overlaps with ubiquitous computing, volunteer computing
and distributed computing. Due to these research fields deal with the concept of
ephemerality are explained in next section, but exhibits its own distinctive fea-
tures, mainly in terms of the extreme dynamism of the underlying resources, and
the ephemerality-aware nature of the computation which autonomously adapt to
the ever-changing computational landscape. These concepts not trying to fit to
the inherent volatility of the latter but even trying to use it for its own advantage.

In light of the computational context described above, it is clear that the
algorithmic processes deployed onto it should be flexible (to work on a variety
of computational scenarios), resilient (to cope with sudden failures and with the
phenomenon of churn [55]), (self-)adaptive (to react autonomously to changes in
the environment and optimize its own performance in a smart way), and intrinsi-
cally decentralized (since centralized control strategies cannot consistently com-
prehend the state of the computational landscape and decisions emerging from
them would lag behind the changing conditions of the latter). Some bioinspired
algorithms, like the Evolutionary algorithms (EAs) fit nicely into this scenario.
However, few works have previously considered the interest of endowing evo-
lutionary algorithms with the capability for coping with transient behaviors in
underlaying computer systems. Moreover, in the age when the term Big Data [35]
is present in many initiatives requiring large amount of computational resources
for storing, processing, and learning from huge amount of data, new methods
and algorithms for properly managing heterogeneous computing resources widely
distributed along the world are required. Energy consumption must also be con-
sidered from the point of view of both algorithms and hardware resources, given
the large differences among large computing infrastructures typically devoted to
running massively parallel algorithms when compared to smart devices optimized
for reducing battery consumption. It is of the foremost interest to research on the
basic features allowing to provide efficient and reliable ephemeral evolutionary
services.

The paper is structured as follows. Section 2 gives an onverview of Eph-C.
Then, we analyze an important parameter in Eph-C: the energy consumption.
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Next, the optimization criterion is presented by means of bioinspired algorithms.
Section 5 presents a short revision on bioinspired methods and applications that
could be affected by Eph-C characteristics. Finally, the conclusions are outlined.

2 Ephemeral Computing in Perspective

According to the Oxford Dictionary, the term ephemeral means “lasting for a
very short time”. It thus encompasses things or events with a transitory nature,
with a brief existence. A number of phenomena and resources in computer science
are endowed with that feature (e.g. in computing networking, an ephemeral
port is a TCP port, for instance, dynamically assigned to a client application
for a brief period of time, in contrast with well known ports) [10]. Ephemeral
behaviors can be also observed in the way users collaborate in volunteer networks
of computers.

Although ephemeral phenomena naturally arise in several areas such as ubiq-
uitous computing, volunteer computing or traditional research areas like dis-
tributed computing, some issues arise when dealing with ephemeral behavior.
In cloud computing [3], for instance, the opposite is usually looked for: per-
sistence. Although services are commonly associated with computations among
autonomous heterogeneous parties in dynamic environments, exceptions must
be handled to take corrective actions. Ephemeral services are thus commonly
seen more as a problem than a solution [28].

On the other hand, in ubiquitous computing the main goal is to leverage
computation everywhere and anywhere, so that computation can occur using
any kind of device, in any location, starting and ending at any time and using
any format and during any amount of time. The main efforts in this area have
been oriented to design and develop the underlying technologies needed to sup-
port ubiquitous computing [37] (like advanced middleware, operating systems,
mobile code, sensors, microprocessors, new I/O and user interfaces, networks or
mobile protocols). However, and in the same way it happens with cloud comput-
ing, the main target in ubiquitous computing is to allow stable and persistent
computation processes perform a complete execution of the programs. When
this area handles the concept of ephemeral devices, services or computation, the
main solution is to stop the process, or processes, and resume once new devices
are ready [59]. Previous hypothesis and assumptions can be extrapolated to dis-
tributed computing, where the concept of ephemeral services can be a problem
that could eventually generate a failure in the execution of the process [54].

As stated before, the main focus of Eph-C is different from the above
approaches: rather than trying to build layers onto the network of ephemeral
resources in order to “hide” their transient nature and provide the illusion of
a virtual stable environment, Eph-C applications are fully aware of the nature
of the computational landscape and are specifically built to live (and optimize
their performance) in this realm. Note that this does not imply the latter have
a lower-level vision of the underlying computational substrate, or at least not
markedly so. In fact, most low-level features can be abstracted without preclud-
ing attaining a more accurate vision of this fluctuating substrate.
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To some extent, some of these ephemerality issues are also present in areas
such as volunteer computing (VC) [53], whereby a dynamic collection of com-
puting devices collaborate in solving a massive computational task, decomposing
it into small processing chunks. Most VC approaches follow a centralized mas-
ter/slave scheme though, and typically deal with resource volatility via redun-
dant computation. A much more decentralized, emergent approach can be found
in amorphous computing [1], but that paradigm is more geared towards program-
mable materials and their use to attack massive simulation problems. Massive
problems are also the theme in ultrascale computing, where issues such as scal-
ability, resilience to failures, energy management, and handling of large volume
of data are of paramount importance [30,46]. Note however that Eph-C is not
necessarily exascale nor it is oriented towards supercomputing.

3 Energy Consumption of Algorithms

When dealing with Eph-C, a relevant parameter to be taken into account is energy
consumption, given that mobile devices frequently provide hardware resources
to run programs, and battery consumption is always a concern for this kind
of devices. During the last decades, researchers have focused on energy con-
sumption for some kind of algorithms; for instance, encryption algorithms, that
are frequently required in wireless communication, consume significant amount
of computing resources such as CPU time, memory, and battery power, which
affects every mobile device with wireless connection [51]. Sorting algorithms have
been also analysed from this point of view [11].

Researchers have been interested in finding a proper way to map energy
consumption to program structure [18]. But not always this mapping can be
easily found, particularly when dealing with stochastic algorithms. The focus has
been typically placed on the infrastructures behind the algorithms and the way
they are exploited and offered to companies, which is the case for cloud models
[8]; and not so frequently on the way algorithms can be optimized to better
exploit those infrastructures. Thus, the term Green Computing has emerged
when refering to the practice of using computing resources more efficiently while
maintaining or increasing overall performance [26].

But we are more interested in the relationship between algorithms and the
time and energy required to solve a problem. Although initially we could find a
direct relationship between CPU cycles and energy required to run an algorithm,
when optimization problems are faced by means stochastic algorithms affected
by a series of parameters, such a relationship is not so straightforward, especially
when different hardware architectures and operating systems can be chosen to
run the algorithms: x86 family based computers running Linux or Windows,
ARM based mobile devices with Android, etc. Moreover, even in a single platform
and a given algorithm, different data structures that could be employed within
the algorithm also affect energy consumed by some physical components of the
computer, such as cache memories, and therefore can also be optimized to save
energy, even when the time required to run an algorithm may not change [2].



Application Areas of Ephemeral Computing: A Survey 157

If we specifically deal with ubiquitous computing, and given that the com-
putation can occur using any kind of device, in any location, energy consump-
tion should be considered when deciding which of the available devices will be
employed. But also in a more standard setting, total energy consumed on a
given hardware platform could in the future decide which is the preferred one,
regardless of the time required to run the algorithm: sometimes the investment
applied when finding a solution could be more importantly considered than time
to solution.

4 Bioinspired Algorithms and Ephemerality

The term bioinspired algorithms usually refers to methods that draw some inspi-
ration from Nature to solve search, optimization or pattern recognition problems.
If we focus on optimization problems, the most prominent bioinspired paradigms
are evolutionary computation and swarm intelligence. We are particularly inter-
ested in this kind of population-based search and optimization algorithms, which
have a natural path to distributed computing by simply distributing the popu-
lation among the different computing nodes, the issue being how to do it in an
algorithmically efficient and scalable way. Eph-C, besides the obvious fact that
the contribution of a node might come and go at any time, adds several other
dimensions to the design of algorithms:

– Inclusion: all nodes should have a meaningful contribution to the final result,
and they should be incorporated to the distributed system in such a way that
they do.

– Energy Consumption: Different algorithm parameters influences time to result
which in combination with specific hardware architectures behind each node
implies a given energy consumption.

– Asynchrony: nodes communicate with the others without a fixed schedule due
to their different performance.

– Resilience: the sudden disappearance of computing nodes must not destabilize
the functioning of the algorithm.

– Emergence: the nature of the computational environment does not allow a
centralized control and requires decentralized, emergent behavior.

– Self-adaptation: the algorithm should adapt itself to the changing computa-
tional landscape.

This latter issue is particularly important, and encompasses a number of
self-� properties [4] the system must exhibit in order to exert advanced control
on its own functioning and/or structure, e.g., self-maintaining in proper state,
self-healing externally infringed damage [20], self-adapting to different environ-
mental conditions [48], and even self-generating new functionalities just to cite a
few examples, see also [14,16]. Quite interestingly, these properties are frequently
intrinsic features of the system, that is, emergent properties of its complex struc-
ture, rather than the result of endowing it with a central command. This also
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implies there is no need for a central control in the system; every node sched-
ules itself. This decentralization implies a certain fault-tolerance due to the lack
of a single point of failure, but it also means resilience must be built into the
algorithms present in each node so that their sensitivity to changes in the rest
of the system is minimal. This will include measures such as population sizing
and the conservation of diversity in each node, as indicated by Cantú-Paz in [13]
but taken to new meanings in this context. Indeed, models and algorithms have
to be designed to be fault-tolerant [47] so that inclusion of new nodes will be
done in a self-adaptive way, but also in such a way that its disappearance from
the network will not have a big impact on performance. In fact, VC systems,
which are an early example of Eph-C, have been proved to be fault tolerant to a
certain point [22], but this fault tolerance will have to be taken into account not
just at the implementation level (backing up solutions, for instance) but also at
the model and algorithm level, measuring the impact of different churn models
[33,49].

Regarding Energy Consumption and Bioinspired Algorithms, we know
that they have already been applied to optimize problems related to energy
management and consumption, such as HAVC (heating, ventilating and air-
conditioning) systems [19]. Yet, to the best of our knowledge, an analysis between
the different flavors of available EAs, the parameters affecting them, and the rela-
tionship with different available configurations, time to solution, and energy con-
sumed to reach the solution when different hardware architectures are employed
have not been addressed. We think that this issue provides a new perspective to
apply a multiobjective analysis of the algorithms considering time to solution,
energy required, hardware architectures available in relatinship with algorithms
configurations and main parameters. And this issue is particularly important
when Eph-C is available.

5 Ephemeral Computing-Based Applications

From a practical perspective, the application, development and even deploy-
ment of any application that should be executed in an ephemeral environment
will need to take into account those features described in Sect. 4. Therefore,
the application to ephemeral environments of traditional techniques and meth-
ods, as bio-inspired computation, will generate some interesting challenges and
opportunities that can be analyzed.

This section provides a short revision on some of those bioinspired methods
and applications that could be affected by Eph-C characteristics.

5.1 Big Data and Bio-Inspired Clustering

The data volume and the multitude of sources have experienced an exponential
growing with new technological and application challenges. The data generation
has been estimated as 2.5 quintillion bytes of data per day1. This data comes
1 http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html.

http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html
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from everywhere: sensors used to gather climate, traffic, air flight information,
posts to social media sites (i.e. Twitter or Facebook as popular examples), dig-
ital pictures and videos (YouTube users upload 72 h of new video content per
minute2), purchase transaction records, or cell phone GPS signals to name a few.
The classic methods, algorithms, frameworks or tools for data management have
become both inadequate for processing these amount of data and unable to offer
effective solutions to deal with the data growing. The management, handling
and extraction of useful knowledge from these data sources is currently one of
the most popular and hot topics in computing research.

In this context, Big Data is a popular phenomenon which aims to provide
an alternative to traditional solutions database and data analysis, leading to a
revolution not only in terms of technology but also in business. It is not just
about storage of and access to data, Big Data solutions aim to analyze data in
order to make sense of that data and exploiting its value. One of the current
main challenges in Data Mining related to Big Data problems is to find ade-
quate approaches to analyze massive data online (or data streams) [43]. Due to
classification methods requires from a previous labelling process, these methods
need high efforts for real-time analysis. However, due to unsupervised techniques
do not need this previous process, clustering becomes a promising field for real-
time analysis. Clustering is perhaps one of the most popular approaches used
in unsupervised machine learning and in Data Mining [25]. It is used to find
hidden information or patterns in an unlabelled dataset and has several applica-
tions related to biomedicine, marketing [24], or image segmentation [50] amongst
others. Clustering algorithms provide a large number of methods to search for
“blind” patterns in data, some of these approaches are based on Bio-inspired
methods such as evolutionary computation [21,27], swarm intelligence [9] or
neural networks amongst others.

In the last years, and due to the fast growing of large Big Data-based prob-
lems, new challenges are appearing in previous research areas to manage the
new features and problems that these types of problems produce. New kinds of
algorithms, as online clustering or streaming clustering are appearing to deal
with the main problems related to Big Data domains. When data streams are
analyzed, it is important to consider the analysis goal, in order to determine the
best type of algorithm to be used. We could divide data stream analysis in two
main categories:

– Offline analysis: we consider a portion of data (usually large data) and apply
an offline clustering algorithm to analyze this data.

– Online analysis: the data are analyzed in real-time. These kinds of algorithms
are constantly receiving new data instances and are not usually able to keep
past information. The most relevant limitations of these systems are: the
data order matters and can not be modified; the data can not be stored or
re-analyzed during the process; the results of the analysis depend on the time

2 http://aci.info/2014/07/12/the-data-explosion-in-2014-minute-by-minute-
infographic/.

http://aci.info/2014/07/12/the-data-explosion-in-2014-minute-by-minute-infographic/
http://aci.info/2014/07/12/the-data-explosion-in-2014-minute-by-minute-infographic/
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the algorithm has been stopped. The main problem of these algorithms is
that they need a specific space to update the information. This reduces the
possibilities of the new algorithm.

From our previous experience in different complex and industrial prob-
lems in different areas from Social Networks Analysis [6,7], Project Schedul-
ing, Videogames, Music classification, Unmmaned Systems, or Bio-informatics,
we have designed and developed several bioinspired algorithms for clustering
or graph-based computing with the aim to handle Big Data-based problems.
We can distinguish from two main types of algorithms, those that have com-
bined evolutionary strategies (mainly genetic algorithms) [42,44] and the second
ones which have been designed using swarm intelligence approaches (ant colonies
optimization algorithms) [23].

5.2 Social-Based Analysis and Mining

With the large number and fast growing of Social Media systems and applica-
tions, Social-based applications for Data Mining, Data Analysis, Big Data com-
putation, Social Mining, etc. has become an important and hot topic for a wide
number of research areas [5]. Although there exists a large number of existing
systems (e.g., frameworks, libraries or software applications) which have been
developed, and currently are used in various domains and applications based
on Social Media. The applications and their main technologies used are mainly
based on Big Data, Cloud or Grid Computing. The concept of Ephemeral com-
puting has been rarely considered.

Most of the current challenges under study in Social-based analysis and min-
ing are related to the problem of efficient knowledge representation, management
and discovery. Areas as Social Network Analysis (SNA), Social Media Analytics
(SMA) and Big Data, have as main aims to track, trends discovery or forecasting,
so methods and techniques from: Opinion Mining, Sentiment Analysis, Multime-
dia management or Social Mining are commonly used. For example, when anyone
tries to analyze how a Social Network is evolving using a straightforward rep-
resentation based on a graph, but ignoring the information flow between nodes
the information extracted from this analysis will be very limited. Other simple
example, based on SNA, is an application that could try to extract behavioral
patterns among users connected to a particular social network without taking
into account their connections, their strengthens, or how their relationships are
evolving through time. Social Big Data analysis, instead, aims to study large-
scale Web phenomena such as Social Networks from a holistic point of view, i.e.,
by concurrently taking into account all the socio-technical aspects involved in
their dynamic evolution.

Previous domains could be joined into a more general application area named
Social Big Data. This area, or application domain, comes from the joining efforts
of two domains: Social Media and Big Data. Therefore, Social Big Data will be
based on the analysis of very-large to huge amount of data, which could belong
to several distributed sources, but with a strong focus on Social media. Hence,
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Social Big Data analysis [12,38] is inherently interdisciplinary and spans areas
such as Data Mining, Machine Learning, Statistics, Graph Mining, Information
Retrieval, Linguistics, Natural Language Processing, Semantic Web, Ontologies,
or Big Data Computing, amongst others. Their applications can be extended to
a wide number of domains such as health and political trending and forecast-
ing, hobbies, e-business, cyber-crime, counter terrorism, time-evolving opinion
mining, social network analysis, or human-machine interaction.

Taking into account the nature of Social Big Data sources and the necessary
processes and methods that will be required for data processing, the knowledge
models, and possibly the analysis and visualization techniques to allow discover
meaningful patterns [29], the potential application of Eph-C features could gen-
erate a new kind of algorithms that would be suitably applied in ephemeral
environments.

5.3 Artificial Intelligence in Computer Games and Ephemerality

The application of artificial/computational intelligence to games (game AI/CI)
has seen major advancements in the last decade and has settled as a separate
research field [32,60]. One of the main focus of the research is to provide com-
puters with the capacity to perform tasks that are believed to require human
intelligence, and that results in a number of interesting sub-fields such as AI-
assisted game design, computational narrative, procedural content generation,
non-player-character (NPC) behavior learning, NPC affective computing, believ-
able bots, social simulation, and player modeling, among others [36]. Many of
the problems that arise in these areas require creativity [34] and cannot be solved
just proficiently but also in a human-like style; many interactions and relations
emerge naturally in games what creates a complex system that is usually not
easy to understand by a human but that can provide interesting results from
a human perspective [56]. Moreover, many games have an ephemeral nature,
hard to manage computationally. Some game assets (i.e., game contents, NPC
behavior/game AI, game goals and even game rules) can be seen as volatile in
the sense that one cannot guarantee they occur again. Thus, it does make sense
to consider creating them ephemerally.

Furthermore, the recent boom of casual games played in mobile devices pro-
vokes that both the design and gameplay of games demand resources that appear
and evaporate continuously during the execution of a game. This precisely occurs
in the so-called pervasive games (i.e., “games that have one or more salient fea-
tures that expand the contractual magic circle of play spatially, temporally, or
socially” [45]) where the gaming experience is extended out in the real world.
Playing games in the physical world requires computations that should be exe-
cuted on the fly in the user’s mobile device and having into account that players
can decide to join or drop out the game in each instant. This same situation
happens in most of the multiplayer games.

But we should not focus our attention just to this specific genre of games as
many areas of application for Eph-C can be easily found in the game universe.
So, it is not unreasonable to think about the concept of ephemeral games as
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those games that can be only placed once or that expires in some way; one can
find many reasons for their creation as for instance: economic intentions (e.g.,
the player will be supposed to demand extensions of the game in the future) or
creative aspects (e.g., provide unique game experiences by playing a game with
irreversible actions). In addition, one can think about ephemeral goals/events
that have temporary existence in games as these appear (and disappear) as con-
sequences of the actions and preferences of the players. These goals/events are
usually secondary (as the main goal is well-defined and related with the primary
story of the game) but help significantly to improve the game experience and thus
they are critical to increase user satisfaction (incidentally, the maximum objec-
tive of games). Other issue to consider is the reversibility of player’s actions:
most games provide the option to save the current state to reload it later, basi-
cally implying that players do not face the consequences of their acts as they can
go back to a previous state; while this is interesting (and desirable) in a num-
ber of games, it is also truth that it is inconvenient in certain types of games
as in multiplayer on-line games (e.g., first-person-shooter, real-time strategy, or
role-playing games, among others) where the actions of a player influence the
universe of the game and thus affect other players; goals, players? alliances, and
even rewards have to be rearranged according to the game progress what grants
temporality to the nature of game. This transitory essence of games produces
important problems that are difficult to manage computationally, and where and
how to create the volatile features of a game is a question that remains opens
and that Eph-C can help to solve/mitigate.

Other issue to consider is the energy consumption, specially from the hard-
ware resources. Videogames are played on a wide set of platforms including game
consoles, personal computers and mobile devices, and all of them consume a large
amount of kilowatt-hours per gaming session (not to mention the energy use of
the monitors or other pheripherical devices); moreover, even if the user leaves
the game for a while (perhaps hours), the gaming plaftform can consume as
much energy as in an active play. In mobile devices this issue particularly affects
battery consumption. Can Eph-Chelp to manage the energy cosumption in gam-
ing sessions without negatively affecting the player’s game experience, that is
to say, without turning off the game platform or enabling the automatic power-
down feature built into the device? This is the question that remains open and
provides interesting lines of research. Moreover, in games that demand physical
activity (such as dance games or pervasive games) it is important to manage
the physical effort of the player; in this context Eph-Cmight help to do it by
arranging the ephemeral goals wiht this goal in mind.

5.4 Computational Creativity

Computational Creativity has gained attention in the last few years [40]. The
idea is not to exclude human artists from creative processes, substituting them by
computer algorithms, but instead to extend human creativity by computer aided
processes. Although many approaches to the concept are possible, several models
arising from the Computational Intelligence (CI) area have been developed in
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the last decade. These models include the possibility of human interaction within
the algorithms [57]. Art, design and content generations are areas of interest for
both CI and audiovisual industry [58].

Interactive EAs (IEAs) as well as Human-Based Computational Intelligence
[31] are interesting starting points in the area. With the advent of IEAs, and
their possibilities for developing creativity (applications can be found in music
composition [15], videogames plot induction and story generation [41], automatic
poetry [39], etc.), a new problem arose: user fatigue due to multiple evaluations
required when the fitness function is substituted by a human in charge of aes-
thetic evaluations. It is thus required to improve available IEAs so that new
autonomous software tools can be developed and this implies a better under-
standing of human creative processes. Recently, a new proposal based on EAs
has tried to analyze creativity when developed by human artists [17]. Results
have provided clues that may lead in the future to new genetic operators or
algorithms. Yet, high computational costs are associated with computer based
creative processes [52], and distributed infrastructures are required. Among the
possibilities, Eph-C-based models share some features with the way a team of
artists can collaborate when developing evolutionary art following evolution-
ary approaches: highly asynchronous processes; completely distributed and fre-
quently isolated way of working with some interaction along the work: artists
work alone in their particular ?atelier?, and sometimes share their ideas in collec-
tive ephemeral activities, such as public exhibition, where the interaction with
the audience and critics is exhibited. Therefore, ephemeral behavior is inher-
ent to the way artists work and react to colleagues and the public. Previous
models [17] could be thus studied from this point of view to improve existing
methodologies.

6 Conclusions

Ephemeral computation provides an interesting new, and promising, research
area with significant differences when it is compared against other areas as grid
computing, or traditional distributed computing. Although Eph-C presents some
features close to volunteer computing or amorphous computing, the combination
of their main features: inclusion, asynchrony, resilience, emergence, and self-
adaptation, defines it more precisely.

Therefore, the main focus of Eph-C is different from the above approaches.
Rather than trying to build layers onto the network of ephemeral resources in
order to “hide” their transient nature and provide the illusion of a virtual stable
environment, Eph-C applications are fully aware of the nature of the computa-
tional landscape and are specifically built to live (and optimize their perfor-
mance) in this realm.

Related to the application of traditional methods and techniques from
Machine Learning to Big Data problems, our previous experience has shown
the high performance that bioinspired algorithms can achieve in huge, open and
dynamic problems, showing how bioinspired approaches can be used to improve
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the performance of unsupervised approaches. In the near future, and taking into
account the new restrictions and features imposed by Eph-C environments, a new
suit of algorithms able to efficiently handle the new challenges in data manage-
ment and knowledge discovery in large Big Data-based problems will be studied
and analyzed.
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