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Definition

Operation that, under specified conditions, in a first
step, establishes a relation between the quantity
valueswithmeasurement uncertainties provided
by measurement standards and corresponding
indications with associated measurement uncer-
tainties and, in a second step, uses this information
to establish a relation for obtaining ameasurement
result from an indication.

Note 1: A calibration may be expressed by a
statement, calibration function, calibration
diagram, calibration curve, or calibration
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table. In some cases, it may consist of an addi-
tive or multiplicative correction of the indica-
tion with associated measurement uncertainty.

Note 2: Calibration should not be confused with
adjustment of a measuring system, often
mistakenly called “self-calibration,” nor with
verification of calibration.

Note 3: Often, the first step alone in the above
definition is perceived as being calibration
(JCGM 200:2012, Definition 2.39).

Theory and Application

Basic Concepts
According to the definition given in the Inter-
national Vocabulary of Metrology (JCGM
200:2012, Definition 2.39), calibration establishes
a relation between the quantity value provided by
a measurement standard and the corresponding
indication provided by a measuring instrument
or system. Calibration also requires determination
of the uncertainties associated with the measure-
ments performed. A calibration can be executed
either on a measuring instrument (or system) or on
a measurement standard.

The calibration of a measuring instrument
allows determining the deviation of the indication
of the measuring instrument from a known value
of the measurand provided by the measurement
standard, with associated measurement uncer-
tainty. In other words, the deviation of the indica-
tion of an instrument from the conventional “true
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value” of the measurand is established and
documented. For example, this is the case of cal-
ibrating micrometers or other dimensional mea-
suring instruments using gauge blocks.

The calibration of a measurement standard
can be performed by comparing its quantity value
and associated measurement uncertainty to a ref-
erence indication (with associated measurement
uncertainty) obtained by a calibrated measuring
system. For instance, a measuring system cali-
brated by a primary reference standard can be
used to calibrate a secondary measurement stan-
dard. Also a comparison between two measure-
ment standards can be viewed as a calibration if
the comparison is used to check (and, if necessary,
to correct) the quantity value and measurement
uncertainty attributed to one of the two measure-
ment standards. This is, for example, the case of
the calibration of gauge blocks through compari-
son with other previously calibrated gauge blocks.

In certain fields, such as measurement of quan-
tities in biological samples and medical applica-
tions, a measurement standard used for calibration
can be called “calibrator” (see JCGM 200:2012,
Definition 5.12).

As explicitly stated in the International Vocab-
ulary of Metrology, calibration should not be con-
fused with verification nor with adjustment.
Verification in fact is the “provision of objective
evidence that a given item fulfils specified require-
ments” (JCGM 200:2012, Definition 2.44). For
example, this is the case of checking if a measur-
ing system achieves the performance properties
stated by the manufacturer. Adjustment, on the
other hand, is “the set of operations carried out
on a measuring system so that it provides pre-
scribed indications corresponding to given values
of a quantity to be measured” (JCGM 200:2012,
Definition 3.11). Calibration is a prerequisite for
adjustment, and after the measuring system has
been adjusted, a recalibration must usually be
performed.

Calibration is typically performed in metrolog-
ical laboratories under controlled environmental
conditions. The relation established by a calibra-
tion maintains its validity under the specified
operating conditions in which the calibration is
performed.
In general, for daily operation of a measuring
system in a company, a global calibration is usu-
ally not needed. A task-related calibration can be
performed, which is a calibration of only those
metrological characteristics that influence the
measurement uncertainty for the intended use
(see ISO 14978:2006).

Why Are Calibrations Necessary?
There are technical and legal reasons why calibra-
tion is performed. Four main reasons for having
an instrument calibrated are, e.g., outlined in the
EURAMET handbook “Metrology – in short”
(2008):

1. To establish and demonstrate metrological
traceability

2. To ensure readings from the instrument are
consistent with other measurements

3. To determine the accuracy of the instrument
readings

4. To establish the reliability of the instrument,
i.e., that it can be trusted

To guarantee interchangeability of parts, it is
fundamental to establish traceability of measure-
ments to national standards by means of calibra-
tion. In particular, suppliers and customers
producing and assembling parts with other com-
ponents must ensure valid measurement results
and need to measure parts with the “same mea-
sure.” For organizations with quality management
systems, calibration is also a requirement of ISO
9001, which states that “when necessary to ensure
valid results, measuring equipment shall be cali-
brated, or verified, or both, at specified intervals,
or prior to use, against measurements standards
traceable to international or national measure-
ments standards” (ISO 9001:2008).

Documentation of Calibration Results
The results obtained by a calibration are
documented in a calibration certificate or calibra-
tion report. The associated measurement uncer-
tainty must be stated.

Information gained with calibration may be
expressed by a statement, a function, an additive
or multiplicative correction of the indication, a
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calibration diagram, or a calibration curve. For
the latter ones, the International Vocabulary of
Metrology gives the following definitions.

Calibration diagram: graphical expression of
the relation between indication and corresponding
measurement result.

Note 1: A calibration diagram is the strip of the
plane defined by the axis of the indication and
the axis of measurement result that represents
the relation between an indication and a set of
measured quantity values. A one-to-many
relation is given, and the width of the strip for
a given indication provides the instrumental
measurement uncertainty.

Note 2: Alternative expressions of the relation
include a calibration curve and associated
measurement uncertainty, a calibration
table, or a set of functions.

Note 3: This concept pertains to a calibration
when the instrumental measurement uncer-
tainty is large in comparison with the measure-
ment uncertainties associated with the
quantity values of measurement standards
(JCGM 200:2012, Definition 4.30).

Calibration curve: expression of the relation
between indication and correspondingmeasured
quantity value.
Calibration,
Fig. 1 Illustration of a
calibration hierarchy
Note: A calibration curve expresses a one-to-one
relation that does not supply a measurement
result as it bears no information about the
measurement uncertainty (JCGM 200:2012,
Definition 4.31).

While a calibration curve needs a separate
statement for measurement uncertainty, a calibra-
tion diagram delivers a complete statement of the
information obtained with calibration, including
the measured value and the associated measure-
ment uncertainty.

Calibration Hierarchy
To ensure metrological traceability, a calibration
made at a local level, such as an industrial inter-
nal calibration (also called in-house calibration),
must be linked to a national standard by an
unbroken chain of calibrations, with each step
explicitly supported by appropriate documenta-
tion (ILAC P10:01/2013). The measurement
uncertainty necessarily increases along the
sequence of calibrations, starting from the
national level down to the local level. Therefore,
the prerequisite of metrological traceability is the
establishment of a calibration hierarchy as
shown in Fig. 1.

The calibration hierarchy is defined in the
International Vocabulary of Metrology as follows.
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Calibration hierarchy: sequence of calibra-
tions from a reference to the final measuring
system, where the outcome of each calibration
depends on the outcome of the previous
calibration.

Note 1: Measurement uncertainty necessarily
increases along the sequence of calibrations.

Note 2: The elements of a calibration hierarchy are
one or more measurement standards and
measuring systems operated according tomea-
surement procedures.

Note 3: For this definition, the “reference” can be
a definition of ameasurement unit through its
practical realization or a measurement proce-
dure or a measurement standard.

Note 4: A comparison between two measurement
standards may be viewed as a calibration if the
comparison is used to check and, if necessary,
correct the quantity value and measurement
uncertainty attributed to one of the measure-
ment standards (JCGM 200:2012, Definition
2.40).

Organizations Performing Calibration
Different organizations perform calibrations
(Fig. 1): national metrology institutes, accredited
calibration laboratories, and in-house calibration
laboratories (ILAC P10:01/2013). In each step of
the calibration chain, measurement standards are
used to calibrate measuring equipment of the next
step. For example, an accredited laboratory can
calibrate a company’s working standard against a
reference standard. Accredited laboratories must
fulfill the requirements of (ISO 17025:2005).

Above the national organizations, at the inter-
national level, decisions concerning the Interna-
tional System of Units (SI) and the realization of
the primary standards are taken by the Conférence
Générale des Poids et Mesures (CGPM). The
development and maintenance of primary stan-
dards is coordinated by the Bureau International
des Poids et Mesures (BIPM), which also orga-
nizes intercomparisons on the highest level. The
International Laboratory Accreditation Coopera-
tion (ILAC) promotes laboratory accreditation
and the recognition of competent calibration and
test facilities around the world.
Calibration Interval
Calibrations must be repeated at appropriate inter-
vals (ILACG24:2007). Ameasurement instrument,
for example, should be periodically recalibrated
because changes in its characteristics can occur
during its use and after some time. Recalibration
on appropriate intervals ensures detection of these
possible changes. The length of these intervals will
depend on a number of variables, such as:

• Uncertainty required
• Frequency of use
• Way of use
• Environmental conditions at use
• Stability of the equipment
Cross-References
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Synonyms

Productive volume planning
Definition

Capacity is defined, in the context ofmanufacturing,
as themaximum rate of production and the ability to
yield production. Capacity planning is concerned
with defining all resources and factors that affect
the ability of a manufacturer to produce including
equipment, labor, space, and time (i.e., number of
shifts). The outcome of capacity planning is an
investment strategy and resource utilization plan
defined based on optimal policies that try to fulfill
demand and its variation while considering various
system’s operational objectives and constraints.
Theory and Application

History
Capacity planning is motivated by manufacturers’
desire to meet customers’ demand. Uncertainty of
the customer’s demand increases the complexity of
capacity planning. Capacity planning is often con-
fused with scheduling since both deal with
managing production to meet demand. However,
a major distinction between both activities is that
capacity planning is focused on meeting the antic-
ipated demand on the strategic and tactical level,
while scheduling focuses on how to meet demand
on the shop floor operational level. This distinction
brings about different scope, strategies, models,
and tools used in meeting the capacity and resource
scheduling demands. A classic example of how a
scheduling is addressed as a capacity problem is the
typical formulation to solve an allocation problem
of a set of unrelated machines which process a
group of products by trying to determine the opti-
mal values of the allocation variables which assign
portion of each of the machine’s time to each of the
considered products to improve a specific perfor-
mance metric (a typical example can be found in
Leachman and Carmon 1992).

Capacity planning was classically addressed as a
problem of capacity expansion. However, modern
planning is concerned with both the reduction and
expansion of capacity given the turbulence in mar-
kets today. Another major difference between clas-
sical andmodern capacity planning is their enabling
technologies. The techniques used for planning
capacity expansion are classical techniques such
as adding work shifts, manpower, new production
facilities, and subcontracting, whereas for modern
capacity planning technologies such as modular
design, reconfiguration, open control architectures,
and changeability strategies are used, in addition to
classical approaches, to implement more scalable,
flexible, and successful capacity planning policies.

Theory

About the Capacity Planning Problem
The major decisions in any capacity planning
activity are:

• What is the best magnitude of capacity expan-
sion/reduction?

• When is the best time to expand/reduce pro-
duction capacity?

• What is the best type of capacity expansion/
reduction?

• What is the best location for expansion/
reduction?

https://doi.org/10.1007/978-3-662-53120-4_6550
https://doi.org/10.1007/978-3-662-53120-4_300549
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The word “best” (sometimes called optimal) in
the previous questions means satisfying the mar-
ket demand at a minimum cost, effort, and/or time.
A capacity planning policy should answer the
previous questions. However, in practice it is dif-
ficult to devise a capacity planning policy that
satisfies all questions at the same time in an opti-
mal manner.

The main inputs required to answer the previ-
ous questions are (a) the planning horizon, (b) the
costs of capacity expansion and/or reduction,
(c) the different system constraints and time
parameters, (d) the production strategic policies,
and (e) the demand forecast.

The demand pattern is a very important param-
eter in developing any capacity planning policy or
plan. It describes the demand over a certain time
horizon which is usually the capacity planning
period indicated by management. The demand
patterns can take deterministic or stochastic
forms depending on the desired accuracy in cap-
turing uncertainty-associated demand as well as
availability of information. Figure 1 illustrates the
main dimensions of the capacity planning
problem.

Capacity Planning in Various Manufacturing
Systems

Dedicated Mass Production Systems
Capacity planning for dedicated manufacturing
lines and mass production systems is carefully
optimized a priori to define the best size of
manufacturing facilities and resources given the
expected steady and large production volume.
Market Demand

Capacity

Which type?

When? Time

How much?

Capacity Planning, Fig. 1 Capacity planning problem’s
questions
These systems sometimes face the need to
expand or shrink production capacity due to
changes in market conditions. Such changes
beyond the initial design are not easy to imple-
ment in dedicated production systems and may
require duplication of the lines or of certain
machines in the line or even the expansion of
the whole facility into multiple facilities if justi-
fiable. It can be said that capacity planning in
these dedicated systems is normally done on a
macroscale at the system level and without con-
sidering potential capacity reduction/expansion
(except in very few cases). This is understand-
able since these dedicated mass production sys-
tems were economically justified and designed
for production of a specific part/product at high
volume without dealing with variety or mix of
products. Typically capacity expansion methods
in dedicated systems have the objective of min-
imizing the discounted costs associated with
expansion. These include expansion cost, con-
gestion, idle capacity, shortages, maintenance,
and inventory (examples include Kalotay
(1973) and Erlenkotter 1977). Figure 2 shows
the capacity planning approach in dedicated pro-
duction systems.

Flexible Manufacturing Systems
Capacity planning for flexible manufacturing
systems (FMS) is considered a complicated
task. Functionality planning usually receives
much more attention in FMS than capacity plan-
ning, and it is mainly accomplished by using
multipurpose, multiaxes CNC programmable
machines. The problem of capacity planning in
FMS arises from the great alternatives of iden-
tical and nonidentical machines available in
the system with multiple functionalities.
Capacity planning is very expensive in flexible
manufacturing systems since these systems are
planned for producing a product family defined a
priori in the mid-volume and mid-variety range
of products.

Capacity planning in these systems is viewed
as optimally satisfying the demand for multiple
products within the existing family boundary
using existing built-in capacity change alterna-
tives (programmable machines). The capacity
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Capacity Planning,
Fig. 2 Capacity planning
approach in dedicated
production systems
(Reprinted with author’s
permission from “Capacity
management via feedback
control in reconfigurable
manufacturing systems”, by
Asl and Ulsoy (2002))
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planner will aim to find the optimal control of
production flow (alternatives) within the FMS
systems to balance between investment cost and
lost sales cost (Kimemia and Gershwin 1983).

Reconfigurable Manufacturing Systems
Capacity planning in advanced manufacturing
systems such as reconfigurable manufacturing
systems (RMS) and changeable manufacturing
systems is usually referred to as “capacity scal-
ability.” ElMaraghy (2005) explains the dimen-
sions of capacity scalability in RMS by
identifying and classifying the scalability charac-
teristics into “physical scalability” and “logical
scalability” attributes. Examples of physical
capacity scalability enablers include the adding
or removing of material handling equipment,
machines, machine modules, such as axes of
motions or heads, as well as tools or other com-
ponents. Examples of logical capacity scalability
enablers include increasing or decreasing the
number of shifts or the number of workers as
well as outsourcing. Modular components’ design
and interfaces as well as open control architecture
are basic enabling technologies required for
“plug-and-play” cost-effective way of achieving
physical capacity scalability in RMS (Koren
et al. 1999). A good reference on capacity scal-
ability definitions, approaches, and examples can
be found in Putnik et al. (2013).

Modeling Capacity Planning Problems
The interest in modeling the capacity planning
problem goes back to the middle of the nineteenth
century. A capacity planning model typically uses
deterministic demand that grows linearly with
time and balances between the cost of installing
capacity before it is needed and the economies of
scale savings of capacity expansion/reduction.

The model determines the type and sizes of
facilities to be added/removed and when so that
the present worth of all capacity changes is min-
imized while meeting forecasted demand. Exam-
ples of such classical and static models can be
found in Manne (1967) and Freidenfelds (1981),
while a good review on classical capacity expan-
sion models can be found in Luss (1982).

Various researchers attempted to enhance such
basic notion and models by considering stochastic
demands and dynamic lot sizes, accounting for
various expansion costs, considering inventory
along with capacity, and finally implementing
different classical optimization techniques.

Modeling and formulating capacity planning
problems were further considered from a more
dynamic perspective due to the increased level
of uncertainty as well as the fast advancements
in manufacturing systems technologies. Dynamic
modeling approaches included the application of
control theoretic methods and feedback loops to
control capacity under uncertainty with real-time
information of both the market and production
system. Examples of this approach include the
work of Wiendahl and Breithaupt (2000), Duffie
and Falu (2002), and Deif and ElMaraghy (2006).
System dynamics was used to capture the dynam-
ics associated with the capacity planning or scal-
ability problem and the various parameters
influencing it. An example of this approach for
capacity planning includes the work of Deif and
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ElMaraghy (2009). Other approaches to under-
stand the dynamic nature of capacity planning
were through the application of nonlinear
dynamic analysis, chaos theory, dynamic optimi-
zation, simulation, and stochastic analysis
(examples include Radons and Neugebauer 2005
and Scholz-Reiter et al. 2002). More recently, the
dynamic capacity problem was modeled in the
emerging cloud-based manufacturing using sto-
chastic petri nets (Wu et al. 2015).

The common objective of all such methods and
models is to determine the best capacity planning
policies which advise manufacturers on which,
when, where, and how to expand/reduce capacity
in response to varying and often uncertain
demand.

Importance of Capacity Planning
Sound capacity planning models and strategies
are essential to maximize the potential of satisfy-
ing demands while minimizing cost and
remaining profitable. Any unmet demand is a
lost opportunity, and any unused production
capacity is a waste of money and resources. Effec-
tive capacity planning is needed more than ever
today to match demands to ability to produce and
to rationalize outsourcing and subcontracting.
Cross-References
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Cemented Carbides
Markus Groppe
Sandvik Coromant GmbH, Düsseldorf, Germany
Synonyms

Carbide; Hard metal; Tungsten carbide
Definition

The cemented carbides are a range of powder-
metallurgical composite materials, which consist
of hard carbide particles bonded together by a
metallic binder (Sandvik Hard Materials 2012).
The proportion of carbide phase is generally
between 70% and 97% of the total weight of the
composite and its grain size averages between 0.4
and 10 mm. In cemented carbides, these hard
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particles are mainly tungsten carbides (WC) com-
pared to cermets (TiC, TaC, NiC) or ceramics
where metal oxides or nitrites are used.
Theory and Application

Cemented carbide is one of the most successful
composite engineered materials. Its unique com-
bination of strength, hardness, and toughness sat-
isfies the most demanding applications.

History
The development of this highly optimized cutting
material is strongly connected to the history of the
industrial manufacturing. First important inven-
tion which had very practical impact on the cut-
ting technology was the invention of high-speed
steel (HSS). With the new cutting material 3�,
higher cutting speeds could be applied. High-
speed steel has even today importance as a mate-
rial for applications where tools with sharp cutting
edges are needed, e.g., in reaming or fine finishing
(Fig. 1).

The second important step was the invention
of the cemented carbides. This material was a
by-product of an entirely different technology.
William D. Coolidge had invented the so-called
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ductile tungsten, applied to manufacture the fila-
ments for the incandescent light bulbs. To form
these filaments, diamond drawing dies were
used which were very expensive. A research
institute in Germany “Osram Studienge-
sellschaft” got the order to find a replacement
material for the diamond tools. The idea was to
take the material cemented carbide and a bind-
ing material and have it sintered. In 1923, a
young scientist, Karl Schroeter, was given pat-
ent no. 498349A for “the process to manufac-
ture a hard, melting alloy for working tools
especially drawing dies.” This material was
not a melting alloy; it was sintered. The patent
started a new age of tool material (Schröter
1923). It was soon sold to a company who
was very interested in cutting materials,
namely, to the Krupp Company in Essen in
1926. They introduced it under the trademark
WIDIA (wie Diamant, like diamond). One year
after, in 1927, the new cutting material was
displayed at the Leipzig Exhibition. While this
was not primarily a material innovation, it was,
however, a great step forward in productivity
with 4� higher cutting speeds than HSS, which
is connected to a five times higher productivity
(Toenshoff and Denkena 2013).

Engineering Cemented Carbide
To fulfill the requirements of a high productive
cutting material, the tool must (Sandvik Coromant
and Society of Manufacturing Engineers 1996):

• Be hard to resist flank wear and deformation
• Have a high toughness to resist fracture
• Be chemically inert to workpiece
• Be chemically stable to resist oxidation and

dissolution
• Have good resistance to thermal shocks

The most commonly used materials are shown
schematically relative to their hardness and tough-
ness properties in Fig. 2. Diamond (PCD) is the
hardest, of all, followed by cubic boron nitride
(CBN) and ceramics (A1203, SiC, SIALON,
etc). The super hard materials all suffer from
lower toughness and poor resistance to sudden
fracture; the cemented carbides have a unique
combination of high hardness and good toughness
within a wide range and thus constitute the most
versatile hard materials group for engineering and
tooling applications.

A key feature of the cemented carbide is the
potential to vary its composition so that the
resulting physical and chemical properties ensure
maximum resistance to above-listed wear mecha-
nism. In addition, the wide variety of shapes and
sizes that can be produced using modern powder-
metallurgical processing offers tremendous scope
to design cost-effective cutting solutions
(Toenshoff and Denkena 2013).

The unique property of cemented carbide is
that it offers a safer and more dependable solution
than any other known material to one of the
toughest problems which engineers have to con-
tend with – reliability.

Reliability is often a problem of wear. Wear
resistance is the most outstanding feature of
cemented carbide. Cemented carbide can also
withstand deformation, impact, heavy load, high
pressure, corrosion, and high temperature – often
the only material that can fulfill these require-
ments satisfactorily. One restriction is the limited
capacity to withstand tensile stresses which has to
be considered for the application. Over the years,
cemented carbides have also proven their

http://www.allaboutcementedcarbide.com/01.html
http://www.allaboutcementedcarbide.com/01.html
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superiority in a great number of other tooling and
engineering applications than cutting.

Tungsten carbide (WC), the hard phase,
together with cobalt (Co), the binder phase,
forms the basic cemented carbide structure from
which other types of cemented carbide have been
developed. In addition to the straight tungsten
carbide – cobalt compositions – cemented carbide
may contain varying proportions of titanium car-
bide (TiC), tantalum carbide (TaC), and niobium
carbide (NbC). These carbides are mutually solu-
ble and can also dissolve a high proportion of
tungsten carbide. Also, cemented carbides are
produced which have the cobalt binder phase allo-
yed with, or completely replaced by, other metals
such as iron (Fe), chromium (Cr), nickel (Ni),
molybdenum (Mo), or alloys of these elements.

There are three individual phases which make
up cemented carbide. In metallurgical terms, the
tungsten carbide phase (WC) is referred to as the
a-phase (alpha), the binder phase (i.e., Co, Ni) as
the b-phase (beta), and any other single or com-
bination of carbide phases (TiC, Ta/NbC, etc.) as
the g-phase (gamma). Other than for metal cutting
applications, there is no internationally accepted
classification of cemented carbides (please see
section “Classification DIN ISO 513”) (Fig. 3).

The group of WC-Co grades contains WC and
Co only (i.e., two phases) and a few trace ele-
ments. These grades are classified according to
their cobalt content and WC grain size (Fig. 4).
Cemented Carbides, Fig. 3 Microstructure of cemented car
html [Date of access: 16.5.2013])
Grades of Cemented Carbide
The grades of cemented carbides in this group
contain WC and Co as the main elements,
although small additions or trace levels of other
elements are often added to optimize properties.
These grades are classified according to their
cobalt content and WC grain size and are often
called the “straight grades.” They have the widest
range of strength and toughness of all the
cemented carbide types and this is in combination
with excellent wear resistance.

There is no “official” grain size classification.
Figure 5 shows an industrial standard.

Nano, Ultrafine, and Submicron Grades
Grades with binder content in the range of
3–10 wt% and grain sizes below 1 mm have the
highest hardness and compressive strengths, com-
bined with exceptionally high wear resistance and
high reliability against breakage. These grades are
used in a wide range of wear parts applications
and in cutting tools and carbide drill bits designed
for metallic and nonmetallic machining for which
a combination of high strength, high wear resis-
tance, and sharp cutting edges are essential
(Fig. 6).

Today the trend is towards miniaturization:
digital cameras, laptops, and mobile phones are
becoming even smaller and are expected to
include more features. This has resulted in more
complex printed circuit boards with a greater
bides. (Source: http://www.allaboutcementedcarbide.com/02.

http://www.allaboutcementedcarbide.com/02.html
http://www.allaboutcementedcarbide.com/02.html
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Ultra fine
< 0.5 μm

Extra fine
0.5 − 0.9 mm

Fine
1.0 − 1.3 μm

Medium
1.4 − 2.0 μm

Medium coarse
2.1 − 3.4 μm

Coarse
3.5 − 5.0 μm

Extra coarse
> 5.0 μm

5 μm

Cemented Carbides, Fig. 5 Grain size classification (Sandvik Hard Materials 1997)
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Fig. 6 Nano, ultrafine, and
submicron grades. (Source:
http://www.allaboutcement
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Cemented Carbides, Fig. 7 Micro drills. (Source: http://
www.allaboutcementedcarbide.com/02_01.html [Date of
access: 16.5.2013])
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number of components per surface area. To meet
this demand, PCBmanufacturers are compelled to
drill more and smaller holes with smaller carbide
drill bits. This shift in drill size has increased the
demands on tool material. The smallest drill diam-
eter in carbide drill bits today is only 10–20 mm.
To realize those small diameters, the grain sizes on
cemented carbides have to be even smaller. To
facilitate the use of tiny carbide drill bits and
raise productivity, spindles with increasing rpm
are being developed. It is now possible to machine
with a standard NC machine with a maximum
speed of 300,000 rpm (Fig. 7).

Fine and Medium Grades
The grades with binder content in the range
10–20% by weight and WC grain sizes between
1 and 5 mm have high strength and toughness,
combined with good wear resistance.

The grades with binder contents in the range
3–15% and grain sizes below 1 mm have high
hardness and compressive strength, combined
with exceptionally high wear resistance.

Cubic and Cermet Grades
Cubic and cermet grades are one of the latest
developments of cemented carbide. This group
consists of grades containing a significant
proportion of g-phase, (i.e., TiC, TaC, NbC)
together with WC and Co.

The main features of the g-phase are good
thermal stability, resistance to oxidation, and

http://www.allaboutcementedcarbide.com/02_01.html
http://www.allaboutcementedcarbide.com/02_01.html
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high temperature wear. These grades are designed
to provide a favorable balance of wear resistance
and toughness, e.g., for high-speed cutting (HSC)
application or in can tooling applications that
generate high temperatures and have close contact
with ferrous materials.

If these grades are designed without any WC
phase, they are named cermets which give a
unique combination of high temperature hardness,
chemical wear resistance, and low density. Cer-
mets are traditionally avoided for wear parts
because of being more brittle than standard
WC-Co grades. New developments have allowed
toughness to be improved significantly and cer-
mets are now applied in a number of demanding
applications from advanced engineering compo-
nents to high-performance metal sawing blades
(Fig. 8).

Dual Property (DP) Grades
This group contains grades which have had the
distribution of their binder phase modified in such
a way as to create a material with different prop-
erties in the surface zone compared with the bulk.

This entirely new concept enables components
to be produced which contain distinct microstruc-
tural zones, each with different binder content.
Thus, each zone has different properties – hence
the term “Dual Property.”

For conventional cemented carbides, wear
resistance and toughness are related in such a
Cemented Carbides, Fig. 8 Microstructure of cubic and ce
com/02_05.html [Date of access: 16.5.2013])
manner that an improvement in one property
results in a deterioration in the other.

The company Sandvik has developed an
entirely new type of WC-Co cemented carbide in
which wear resistance and toughness can be
improved independently of each other. By means
of a controlled redistribution of the cobalt binder
phase, cemented carbide components can now be
made which contain three distinct microstructural
zones, each of which has different properties.
These gradients, together with the differences in
thermal expansion, redistribute the internal
stresses. For example, it is possible to create a
very hard and wear-resistant surface layer which
is simultaneously preloaded with compressive
stresses to prevent the initiation and propagation
of cracks.

Carbide having such a distribution of properties
has high wear resistance at the surface combined
with a tough core. These materials have therefore
been given the designation DP – Dual Property.

The Manufacturing Process
The manufacturing process begins with the com-
position of a specific Cemented carbide powder
mixture – tailored for the application. Scheelite or
wolframite are the tungsten-containing minerals.
Ammonium-Para Tungstate (APT) is the starting
raw material of the production. The first step is a
wet process involving a sequence of stepwise dis-
solutions, precipitations, and separations (Fig. 9).
rmet grades. (Source: http://www.allaboutcementedcarbide.
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After a hot reduction of the APT in hydrogen,
pure tungsten powder is obtained. By varying the
reduction process, the grain size of the tungsten
powder can be controlled within 1–20 mm.

Tungsten and carbon (soot) is mixed in exact
proportions. The mixture is heated at high tem-
perature in hydrogen under formation of
Cemented carbide powder (WC).

Different WC powder types and binder cobalt
(Co) powder are the raw material for the
manufacturing of cemented carbide. After
weighing-in of WC, Co and several additives to
prescribed composition, and cemented carbide
grade, the mixture is wet milled. The milling has
effect on both carbide grain size and homogeneity
of the slurry. The milling procedure is important
for achieving homogeneous cemented carbide
after sintering.

After milling, the slurry must be dried, e.g., by
spray drying to powder form. This “ready-to-
press” (RTP) powder consists of spherical
agglomerates of the constituents.

The pressing properties and the composition of
the powder are measured. Furthermore the pow-
der must have a good flow behavior in order to
uniformly fill the cavities of a press tool.
The production of cemented carbide starts by
pressing the compacts. Different methods of com-
paction of the powder (Fig. 10) are:

• Uniaxial die pressing (high fixed and low var-
iable costs)

• Cold isostatic pressing for products with
shapes unsuited for uniaxial die pressing (low
fixed and high variable costs)

• Extrusion: for cemented carbide rods (high
fixed and low variable costs)

In some cases the compacts are soft machined or
green shaped into a proper shape prior to sintering.

The sintering is the final process step in which
the cemented carbide gets its properties as a high-
strength engineering material. The sintering pro-
cess is performed at such high temperatures so the
molten binder could combine with the WC. The
sintering could be done with or without high iso-
static gas pressure (HIG).

After the sintering the compact has undergone
shrinkage of about 50 vol.%. The cemented car-
bide blanks are ready for dispatch after sintering
or they are machined by further processes like
EDM or grinding.

http://www.allaboutcementedcarbide.com/03.html
http://www.allaboutcementedcarbide.com/03.html
http://www.allaboutcementedcarbide.com/03.html
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A quality control in the end ensures the
approval of dimensions, shape, and physical
properties.

Classification DIN ISO 513
There are 3 main application groups: P for steel,
K for nonferrous metals and cast iron, and the
M group as a mixed group for alloyed ferritic
and austenitic steels and for alloyed cast iron.
Further classification is given by the toughness
and wear resistance described by numbers. With
higher numbers the toughness is increasing and
the hardness will be lower (DIN ISO 513 2005).
Please see Fig. 11.

Each manufacturer of carbide grades is free to
sort his product in any of the groups. Different from
common material standards, the classification is
not based on the material composition. The content
and the ingredients of the cutting material are not
described. In addition the coating of cemented
carbide is not taken in consideration.

Coating of Cemented Carbide
There is a dualism of cemented carbides; the sub-
strate can be either tough or wear resistant. In the
late 1960s, a remarkable enhancement was gained
by combining both positive effects. This was
reached by a kind of functional separation: Tough-
ness is necessary to bear mechanical loads particu-
larly dynamic loads.Wear resistance is necessary to
withstand tribological loading, but that is mainly
required in the surface of a cutting tool. This con-
sideration leads to hard coatings like titanium
carbide (TiC), titanium nitride (TiN), or aluminum
oxide (Al2O3) in combination with tough substrates
(Toenshoff and Denkena 2013) (Fig. 12).

http://www.allaboutcementedcarbide.com/03.html
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Definition

Centerless grinding is a cylindrical grinding pro-
cess variant without fixing the workpiece along its
axis between centers.

In external centerless grinding, the workpiece
lies between grinding wheel, workrest plate, and
control wheel which regulates the speed of the
workpiece. In internal centerless grinding, the
workpiece lies between rolls or shoes and is
driven by a control wheel or a faceplate.
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Theory and Application

Basic Principles
In 1853, Schleicher developed the first centerless
grinding machine for needle grinding. In 1917,
Heim introduced workrest plate and control
wheel, which improved the performance and
enlarged the field of application (Hashimoto
et al. 2012). Since then, centerless grinding is
highly applicable for large batch and mass pro-
duction. No clamping steps and no center holes on
the workpiece faces are required, which elimi-
nates process steps, reduces time, and diminishes
possible form errors (Marinescu et al. 2007).
Workpiece loading can be easily automated.
Moreover, the linear workpiece support through
workrest plate and control wheel enables machin-
ing of thin components or machining with high
removal rates and minimal deformations (Klocke
2009). Besides the advantages in process perfor-
mance, machine setup in centerless grinding is
complex and needs experienced and skilled
workers for highest efficiency.

The control wheel, also known as regulating
wheel, is a conventional grinding wheel or a steel
body with a cemented carbide coating. It slows the
workpiece down during grinding through friction.
Ideally tangential slipping is negligible, and work-
piece speed, vw, depends only on control wheel
speed, vcw, and control wheel tilt angle, acw (see
Fig. 1). Centerless grinding commonly works in
down grinding, i.e., grinding wheel speed and
front view

control wheel

workrest
plate

vw
grinding wheel

vcw

vgr

Centerless Grinding, Fig. 1 Centerless throughfeed grindi
workpiece speed are same directional in the con-
tact zone:
vw ¼ vcw � cos acw (1)

The workrest plate, also known as workrest
blade, work blade, or workplate, needs to be
highly wear-resistant and consists of tool steel or
cast iron with hardened surfaces, cemented car-
bide inserts or coatings of PCD, or other hard
material. Workrest plate angle is important for
grinding force directions and process stability.

A large workrest plate angle, b, results in com-
paratively high horizontal forces on the workrest
plate which can lead to deflection or resonance
vibrations (Meyer 2011). Small workrest plate
angles are therefore preferred for large grinding
forces, e.g., in the case of high material removal
rates. For too small workrest plate angles, how-
ever, the normal force between control wheel and
workpiece can get too small to controllably decel-
erate the workpiece (Meyer 2011). A typical value
for the workrest plate angle is b= 30� (Marinescu
et al. 2007).

If possible, control wheel and workrest plate
support the workpiece on the machined circum-
ferential area to avoid bending. However, this
three-point support can induce self-regenerative
roundness errors as explained in the next section.
In centerless grinding, the depth of cut is half of
that in grinding between centers, because the feed
workpiece

αcw

side view

vcw vw

vfa

ng, after (Klocke 2009)
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is relative to the workpiece diameter and the
workpiece center moves away from the grinding
wheel during centerless grinding (Marinescu
et al. 2007). Therefore, the depth of cut, ae, per
workpiece revolution can be calculated as

ae ¼ vfr
2nw

(2)

with radial feed rate, vfr, and number of workpiece
revolutions, nw.

Roundness Errors
In centerless grinding, the workpiece is machined
and supported on its circumferential area,which can
lead to roundness errors. If an error on the work-
piece comes into contact with the control wheel or
workrest plate, the workpiece center will move, and
the depth of cut at the grinding wheel will change.
The error regenerates itself at another position on
the workpiece circumference. Therefore, this phe-
nomenon is called “regenerative effect.”

Several causes of roundness errors in center-
less grinding can be identified (Rowe et al. 1989;
Marinescu et al. 2007; Klocke 2009):
• Geometric stability, also known as lobing sta-
bility (Dall 1946; Rowe 1964; Reeka 1967; etc.)

• Dynamic stability (Furukawa et al. 1971;
Hashimoto et al. 2000; Miyashita et al. 1982;
etc.)

• External disturbances, excited vibrations
grinding wheel

h

brel = b-l

Cw

Cgr

rgr

γgrλ

workrest plate

Centerless Grinding, Fig. 2 Grinding gap, after (Zeppenfe
However, these mechanisms are interrelated
and were analyzed by several researchers. A lot
of work has been done on workpiece rounding
mechanisms in centerless grinding and possible
implementation in software systems (Bhateja and
Levi 1984; Hashimoto et al. 2000; Friedrich 2004,
Zeppenfeld et al. 2008; Barrenetxea et al. 2009;
etc.).

Geometric Stability
The geometric position of the workpiece in the
grinding gap is crucial for the geometric form of
the workpieces. The connection between the
grinding wheel center, Cgr, and control wheel
center, Ccw, might be tilted with the angle, l, to
the horizon (Fig. 2). The distance of the workpiece
center, Cw, from the center connection is defined
as workpiece center height, h. Above-center
grinding, i.e., centerless grinding with positive
center heights, is generally advantageous against
below-center grinding with more theoretical areas
for geometric process stability. Workpiece change
is easier for above-center grinding, but it allows
workpieces to jump so that covers are necessary.
In below-center grinding, the workpiece is
enclosed from all sides, and more force can be
applied, but geometric stability is worse than
above-center.

The tangent angles, ggr and ggr, affect geomet-
ric stability strongly and, therefore, the likeliness
of wave formation on the workpiece circumfer-
ence (Dall 1946; Reeka 1967). Cloud diagrams or
rw
rcw

Ccw

gcw

b

brel

control wheel

workpiece

ld et al. 2008)
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software programs help to choose stable grinding
conditions (Fig. 3).

Dynamic Stability
Chatter occurs at frequencies near the machine
structural resonant frequencies. If it occurs, chat-
ter is typically more severe than geometric insta-
bility. Models on dynamic instability include the
contact deformation between grinding wheel,
control wheel, and workpiece (Hashimoto
et al. 2000).

Most research on stability focuses on center-
less plunge grinding as a two-dimensional setup.
However, Meis, Barrenextra, and others deducted
stability conditions for throughfeed grinding
adding a third dimension to the stability condi-
tions (Meis 1981; Barrenetxea et al. 2009; etc.).
Centerless Grinding, Fig. 3 Stability charts (Source: Scha
Both geometric and dynamic stability are
superimposed during centerless grinding and
should be modeled together (Brecher and Hannig
2008).

External Centerless Plunge Grinding
In centerless plunge grinding, the grinding wheel
moves with radial feed towards the workpiece.
This process produces cylindrical steps, profiles,
or tapers with a single grinding wheel or a set of
wheels (Fig. 4). To ensure the axial position of the
workpiece, the control wheel is tilted at a small
angle, acw (often below 0.5�), and a stop is
installed at the face of the workpiece. Centerless
plunge grinding includes roughing, finishing, and
a spark-out phase similar to cylindrical grinding
between centers. The control wheel is commonly
udt Mikrosa GmbH, reprinted with permission)



Centerless Grinding, Fig. 4 Parts manufactured by centerless plunge and throughfeed grinding (Source: Schaudt
Mikrosa GmbH, reprinted with permission)
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dressed with a stationary diamond dressing tool,
whereas the grinding wheel is either dressed with
a stationary or rotating tool depending on the grit
type.

External Centerless Throughfeed Grinding
In centerless throughfeed grinding, the work-
pieces move along the grinding wheel with axial
feed. Cylindrical, slightly conical, or slightly con-
vex form elements on the workpiece are generated
(Fig. 4). The control wheel is inclined along work-
piece feed direction with the control wheel angle,
agw (often between 1� and 3�) (Fig. 1). Without
axial slip, the control wheel generates a force on
the workpiece in axial direction. Therefore, work-
piece feed rate, vfa, results from control wheel
speed, vcw, and control wheel tilt angle, acw:
vfa ¼ vcw � sin acw (3)

The control wheel has a complex shape to realize
line support of the workpiece. The control wheel
profile is influenced by control wheel inclination
angle, workpiece center height, and workpiece
diameter. Dressing rulers or NC programs with
corresponding calculations help to profile the con-
trol wheel accordingly to the actual process setup,
commonly with a single-point diamond dresser
(Fig. 5). The control wheel profile affects the
workpiece speeds and can be optimized for max-
imum speed control and longevity of the control
wheel (Meyer 2011).

Moreover, the grinding gap must narrow in
axial feed direction to decrease the workpiece
diameter. This is achieved by profiling grinding
wheel into corresponding zones or pivoting the
control wheel. The grinding wheel is commonly
profiled and sharpened by stationary or rotating
diamond dressing tools. Dressing can happen
intermittently or during grinding, but in the latter
case, the respective parts will need to be scrapped.

Other Process Variants
Internal centerless grinding works with grinding
wheel, control wheel, support roll, and pressure
roll to fix the workpiece. The external workpiece



Centerless Grinding, Fig. 5 Centerless throughfeed grinding machine (Source: Schaudt Mikrosa GmbH, reprinted
with permission)
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Centerless Grinding, Fig. 6 Principle of ultrasonic shoe
centerless grinding (Reprinted from Journal of Materials
Processing Technology, Volumes 155–156, Wu Y, Fan Y,

Kato M, Kuriyagawa T, Syoji K, Tachibana T, Develop-
ment of an ultrasonic elliptic-vibration shoe centerless
grinding technique, ©2004 with permission from Elsevier)
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surface provides the reference for concentricity
and roundness of the inner diameter (Marinescu
et al. 2007).

Shoe centerless grinding can be applied to
external and internal cylindrical surfaces and is
especially important for small length-to-diameter
ratio. In shoe grinding, the component is posi-
tioned by metal plates, which are called shoes,
instead of control wheel and workrest plate
(Marinescu et al. 2007). This allows to apply
additional vibrations through the shoe (Fig. 6)
(Wu et al. 2004).
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Advanced ceramic; Ceramic machining tool;
Engineering ceramic; Fine ceramic (Japan);
Superhard cutting material; Technical ceramic
Definition

Ceramics are inorganic, nonmetallic materials.
The structure of ceramics may be crystalline or
partly crystalline (having intergranular amor-
phous phases). The definition of ceramic is often
restricted to inorganic crystalline materials.

Ceramics are primarily divided into two
classes: whiteware ceramic and technical ceramic
(refer to section “Synonyms”). Whiteware
ceramics typically possess poor mechanical prop-
erties. Technical ceramic materials are of high
purity and are designed for specific application
and use. Ceramics used in wear applications are
harder compared to metallic materials, maintain
strength and hardness, and are chemically inert at
high temperatures. The combination of hardness,
high-temperature strength, and chemical resistiv-
ity makes ceramics important cutting tool
materials.
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Theory and Application

Introduction
Ceramic cutting tools are becoming more and
more popular with rise in demand for higher pro-
ductivity, improvement in machine capabilities,
and growth of automotive, energy, and aerospace
markets. Also, recent developments in machine
technology leading to higher power as well as
higher cutting speed have enabled a wider use of
ceramic-based cutting materials.

There have been some excellent reviews of
ceramic cutting tools in the past (North 1987;
Kamanduri and Samanta 1989; Krishnamurthy
and Sivashankaran 1994; Casto et al. 1996). The
types of materials available today have not
changed significantly since then, even though var-
iations of the basic types that improve perfor-
mance have become available. Most significant
advancements have beenmade in processing tech-
niques enabling new geometries, cutting edge
quality, and lower cost.

Selection of a tool material for a machining
application depends on:

• Productivity demand
• Machine capabilities, such as spindle power,

spindle speed, and rigidity
• Type of material to be machined
• Tooling cost and tool reliability

Factors that positively affect performance of a
tool material are:

• High hardness, enhancing abrasive wear resis-
tance to maximize tool life

• Edge strength and toughness to prevent edge
chipping

• Absence of plastic deformation at cutting tem-
perature to prevent a dull edge

• Absence of chemical reactivity with workpiece

The popularity of ceramics is due to their high
hardness and abrasion resistance, ability to main-
tain hardness at high temperature, chemical sta-
bility at high temperature, and lower friction.
These enable ceramic tools to be run at much
higher speed than carbide tools, often without
any need of coolant. With new environmental
regulations, use of coolant may become an
issue in the future, making ceramics more attrac-
tive. Higher cutting speed and feed enable higher
material removal rates resulting in lower overall
machining cost.

One significant development in the last couple
of decades has been increasing use of superhards
(PCD, PcBN) in machining. Even though cBN is a
ceramic material, it will be discussed in the “super-
hard” section. In some applications cemented car-
bide, which used to be benchmark of performance,
is now replaced by superhards to define productiv-
ity. This dynamics will play an important role in
determining the role of ceramics in the future.

Tool Materials
Ceramic tool materials can be broadly categorized
in the following classes:

Oxides and Oxide Composites
One of the earliest classes of materials to be used
for industrial machining was alumina (Al2O3).
Alumina has high abrasion resistance and chemi-
cal resistivity toward materials being machined
but is also one of the most brittle cutting materials
available. Combined with its low thermal conduc-
tivity, a poor thermal shock resistance is ensured.
Today pure alumina occupies a relatively small
percentage of the cutting tool material market.
Improvements have been made in formulations
and processing to increase toughness and hard-
ness and reduce cost. Primary methods of
improvement have been:

1. Finer grain size and higher purity raw material
2. Additives and reinforcement (Osayande et al.

2008): SiC whisker, SiC particles, zirconia,
ZrO2, YAG, TiC, TiCN, ZrCN, TiB2 (Jianxin
et al. 2005), etc.

3. Better densification at lower cost

Today, majority of the oxide-based cutting
tools are composites. In spite of the development
of materials such as Si3N4 and Sialon, and the
inherent brittleness of oxide-based materials, the
popularity of these materials remained due to their
high abrasion and chemical resistance.
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Among the oxide composites, SiC whisker-
reinforced alumina deserves some discussion. It
was first introduced in the 1980s, and there was
high level of enthusiasm for whisker composites.
In addition to SiC whiskers, work had been done
with whiskers of TiC, TiCN, and TiB2 showing
improved performance in laboratory (Pettersson
and Johnsson 2003) (Fig. 1a), but these did not
get much commercial success due to lack of
significant differentiation in performance and
lack of whisker availability. Commercially avail-
able composites have used SiC as whisker for the
last two decades. Improvements have been made
in understanding the whisker-matrix relation-
ship. Whisker is the cost driver and is a health
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goal. It was found that the optimum whisker
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degrading properties. Surface quality of whis-
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A weak interface between matrix and whiskers
leads to a different fracture mechanism that
enhances toughness (Belcher et al. 1988; Garnier
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Ceramic Cutting Tools, Table 1 Summarizes the benefits and drawbacks of various ceramic tool materials

Table 1 Relative behavior of various ceramic cutting tool materials

Material Pro Con

Alumina Chemically inert, good abrasion resistance Brittle, poor thermal shock
resistance

Alumina-zirconia Greater toughness than pure alumina Lower hardness

Alumina-TiC Higher hardness. Some reported increase in thermal
conductivity and toughness

Relatively brittle

Alumina-TiCN

Alumina-SiC
whisker

Higher toughness from crack bridging by whiskers, higher
thermal shock resistance

Chemical affinity of SiC for Fe

Alumina-TiB2 Higher hardness and lubricity Chemical reactivity

Silicon nitride High toughness, high thermal shock resistance, and high
T strength

Interaction with Fe and Co
alloys

Sialon Combines high T properties with chemical stability Inferior thermal shock
resistance to Si3N4Wear resistance can be tailored

Ceramic Cutting Tools, Fig. 2 Structure of (a) low additive, (b) high additive Si3N4 showing elongate b grains
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Silicon Nitride (Si3N4)
Superior high-temperature properties of Si3N4

brought a lot of promise in the world of machin-
ing. One particular advantage of silicon nitride is
its high thermal shock resistance due to low coef-
ficient of thermal expansion, high thermal con-
ductivity, and toughness. Pure Si3N4 is very
difficult to sinter. Additives such as MgO and
Y2O3 are added to silicon nitride to make it
sinterable. The additives form a glassy phase
with the SiO2 present on Si3N4 grains, which
facilitates sintering. However, the glassy phase
that becomes intergranular also reduces high-
temperature strength. The best silicon nitride
grades used in machining have a small amount
of additives (Kamanduri and Samanta 1989;
Krishnamurthy 1994), and the final product is a
beta-Si3N4 with a small amount of glassy phase
and free silicon. Various other sintering aids,
including rare-earth oxides, have been tried to
tailor the grain morphology and improve tough-
ness (Becher et al. 2006; Belcher et al. 1998;
Kitayama et al. 2001; Kleebe et al. 1999; Park
et al. 1998; Santos et al. 2008; Satet et al. 2005;
Wang et al. 1996). Figure 2 shows microstructures
of a typical Si3N4 cutting tool materials.

Sialon
This class of materials was developed to combine
the chemical stability of alumina and properties of
Si3N4 with ease of sintering. A beta-Sialon is
formed by substitution of Al and O ions for Si



Ceramic Cutting Tools, Fig. 3 Structure of (a) 100% b-Sialon, (b) a-/b-Sialon, (c) 100% a-Sialon, and (d) Sialon with
electrical conductivity (Sialon-SiC-TiN composite)

m-ZrO2t-ZrO2+ impacting crack

ZrO2Al2O3

ba

Ceramic Cutting Tools, Fig. 4 (a) Schematic of transformation toughening, (b) structure of zirconia-reinforced
alumina
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Ceramic Cutting Tools, Fig. 5 (a) Structure of alumina-TiCN composite, (b) schematic of crack deflection by a hard
particle, and (c) crack deflection in alumina matrix by TiC particle (Yin et al. 2013)
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and N in Si3N4 lattice, as Si6 � zAlzOzN8 � z. The
resultant structure contains elongated beta-Sialon
grains, typically with some intergranular phase,
which could be amorphous or crystalline. Substi-
tution of alumina adds to the chemical stability
over pure silicon nitride. The structure can be
further altered by addition of a cation (m) with
valence v to form alpha-Sialon (Mm/vSi12 � (m + n)

Al(m + n)OnN16 � n) in a beta-Sialon matrix. The
alpha-Sialon grains are typically equiaxed but are
more wear resistant. Changing alpha to beta ratio,
various wear-toughness combinations can be
achieved. Formation of alpha-Sialon also con-
sumes the intergranular phase and improves
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Ceramic Cutting Tools, Fig. 6 (a) Schematic of crack bridging and (b) crack deflection and bridging in an Alumina-
SiC whisker composite
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Ceramic Cutting Tools, Fig. 7 Common processing routes for ceramic tools
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Ceramic Cutting Tools, Table 2 Processing routes of ceramic tool materials

Material
Green
shaping

Densification

Post sinteringProcess T (�C) P (MPa)

Alumina Press Air sintering 1,400–1,500 Ambient Grinding

SiCW-alumina – Hot press 1,800–1,900 35–45 Laser dicing,
grinding

TiCN-alumina Press Gas pressure
sintering

1,800 10–15 Grinding

Saw or laser
dicing

Hot press 1,800–1,900 35–45

Zirconia-toughened
alumina

Press Air sintering 1,400–1,500 Ambient Grinding

Si3N4 Press 1. Gas pressure
sintering

1,750–1,900 Gas pressure:
10–15

Grinding

2. Inert sintering +
HIP

HIP: 175–225

Sialon Press 1. Gas pressure
sintering

1,750–1,900 Gas pressure:
10–15

Grinding

2. Inert sintering +
HIP

HIP: 175–225

Ceramic Cutting Tools, Fig. 8 An alumina-SiCW hot-
pressed billet, laser diced in circular shapes to make RNG
inserts
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high-temperature behavior. However, the Sialons
have inferior thermal shock resistance to Si3N4,
and presence of alpha phase has a stronger nega-
tive effect on thermal shock resistance. Work has
been done to create 100% alpha-Sialon while
trying to elongate the grain morphology to
improve toughness. Addition of rare-earth oxides
increases tendency to alpha formation, whereas
larger RE ions tend to elongate the alpha grains
(Chen et al. 2003; Liu et al. 2008; Hoffman and
Holzer 2003; Mandal et al. 1999). The alpha-beta
ratio and morphology of the grains can also be
optimized by heat treatment (Carman et al. 2009;
Huang et al. 2012; Ye et al. 2003, 2004). How-
ever, a higher aspect ratio of grains does not
always translate to higher toughness due to strong
interfacial bond, which prevents effective
debonding and crack bridging. Very high alpha-
Sialons have found limited traction due to pro-
cessing difficulties and/or poor performance.
Figure 3 shows microstructure of various Sialon
materials developed for cutting applications.

Si3N4 Composites
Efforts have been made to combine the toughness
and high-temperature strength of Si3N4 with
improved abrasion resistance and electrical con-
ductivity by making composites with SiC parti-
cles (Kodama et al. 1990; Sajgalik et al. 2006),
SiC whisker (Kodama et al. 1990; Bradley et al.
1989), TiN (Blugan et al. 2005), zirconia (Markys
et al. 1993; Feng et al. 2006), etc. Distinct benefit
of these materials in machining is still not clear,
and these have found a relatively low level of
acceptance.

The toughening mechanisms in ceramics have
been reviewed by various authors (Hutchison
1989; Ighodaro et al. 2008). This section describes
the toughening mechanism utilized particularly
for development of cutting tool materials:
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1. Phase transformation toughening: This mech-
anism utilizes a phase transformation-induced
volume change. The most common method is
to incorporate tetragonal zirconia particles in a
brittle matrix, such as alumina. As a crack
approaches a t-zirconia particle, the stress at
the crack tip induces a phase transformation to
monoclinic form accompanied by an increase
in the volume of the particle. This puts the
surrounding matrix under compression and
helps stop the crack from propagating
(Fig. 4). Associated microcracking may also
contribute to increased toughness.

2. Crack pinning, deflection, and bowing: These
mechanisms are utilized by incorporating
harder particles, such as WC, TiC, and TiCN
in a brittle matrix. The reinforcing particles
could create a stress field around them from
thermal expansion mismatch and may be
weakly bonded to the matrix. An approaching
crack is either pinned by the particle or is
deflected in a different direction through inter-
facial debonding (Fig. 5).

3. Crack bridging and pullout: This mechanism
utilizes high aspect ratio of a phase in
the structure (whisker, beta-Si3N4, etc.).
A required condition for this mechanism to be
activated is a weak interface between the
matrix and the high aspect ratio phase. When
a crack approaches the elongated phase, the
interface debonds, and the crack goes around
the phase, instead of through it. In order for the
crack to extend, the crack faces must open up
against the needlelike phase, which consumes
energy, and for some period of time, the unbro-
ken needle bridges the crack preventing cata-
strophic failure, as shown in Fig. 6.
Processing
Processing of ceramic inserts traditionally has
taken one of the paths shown in Fig. 7. Table 2
summarizes typical processing conditions. Figure 8
shows a hot-pressed alumina-SiCW billet laser cut
to circular insert shape.

The primary component of cost of an insert
manufacturing could be the post-sintering finishing.
This is particularly critical for inserts with complex
geometries. The trends in processing have been to
find ways to reduce cost and exploring new tech-
niques to create new microstructure. Some avenues
explored are:
• Near net shaping to eliminate post-sintering
grinding. This is achieved by exercising con-
trol during pressing and sintering, minimizing
distortion.

• Hot isostatic pressing (HIP) to substitute for
hot press.

• Substitute HIP with pressure sintering, using
new sintering techniques such as micro wave
sintering (Chockalingam et al. 2009) and spark
plasma sintering (Belmonte et al. 2010;
Nishimura et al. 1995).
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Properties of Ceramics
Table 1 summarizes relative attributes of various
ceramic materials used in metal cutting. Figures 9,
10, 11, and 12 show the behavior of various
ceramics used in cutting in relation to cemented
carbide. In general, the primary advantage of
ceramics comes from higher chemical stability and
ability to maintain strength and hardness at high
temperature. Si3N4 and Sialon also possess higher
thermal shock resistance which enables use in
interrupted cutting.

Coating
Both PVD and CVD coatings are applied on
ceramics, even though CVD is more common.
PVD coating application requires electrical conduc-
tivity of the substrates, which limits the application
range, particularly for oxide ceramics. New PVD
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coating materials and technologies are overcoming
this limitation. Single or multilayer CVD coatings
on the other hand are quite common. Thickness of
CVD coating is generally higher than PVD. Since
ceramic inserts are typically honed, a thicker coating
is not a concern. However, for applications requiring
a sharp edge, PVD is preferred. The most common
PVD coating is TiN. CVD coatings include TiN,
TiAlN, alumina, TiB2, and multiple layers of these.

Coatings over ceramic substrates serve the fol-
lowing purposes:

• Reduce chemical reactivity with workpiece
material
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• Reduce friction resulting in lower cutting force
and lower heat buildup

• May facilitate as wear indicator
• Increase microhardness and abrasion

resistance

The benefits of coatings have been verified in
the field, and coated tools today are state of the art.
Figure 13 shows a double-layer coating on Sialon
substrate.

Geometries
Due to low strength and toughness of ceramics
compared to cemented carbide, simpler shapes
and negative geometries have been common. Pro-
cessing cost of inserts also plays a significant role
as some materials can only be made by hot press-
ing, and cost of grinding chip breaker forms
becomes prohibitive. Figure 14 shows the most
common geometries conforming to ISO/ANSI
norm used in ceramics with their relative edge
strength. Figure 15 shows various edge prepara-
tion methods and an actual insert with honed and
chamfered edge.

Mostly recommended ceramic inserts are of
negative style due to better force distribution
resulting in better edge retention. Negative style
edges require higher cutting forces and generate
higher temperature. Some of this heat is trans-
ferred to the workpiece, softening it and making
it easier to cut.

Honing and chamfering of the edge is almost
always recommended to minimize chipping ten-
dency. Some of these treatments may reduce
TSR
E

Kic

Kic fracture toughness

K thermal conductivity
E Young’s modulus
α thermal expansion coefficient
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sharpness of cutting edge and cutting efficiency
but is a good compromise.
Applications and Guidelines

Three machining parameters generally describe
the cutting process – cutting speed, feed rate,
and depth of cut. Ceramics are typically chosen
for high speed. For interrupted cuts with higher
feed, such as in rough turning or milling, high
strength and toughness are required from the tool
material. For high-speed finishing (low DOC),
high hot hardness is critical. Silicon-bearing mate-
rials, such as SiC, Si3N4, or Sialons, have reac-
tivity with Fe- and Co-based alloys. This can be
Ceramic Cutting Tools, Fig. 13 Multilayer CVD coat-
ing on a Sialon cutting tool

Ceramic Cutting Tools, Fig. 14 Common geometries for c
mitigated by using alumina additive (as in Sialon)
or a coating.

Figures 16 and 17 display some general tool
selection guidelines for a particular workpiece or
machining type. Development of coatings is
enabling wider application ranges for the tool
materials.

Some general guidelines for cutting speed are
shown in Table 3. Actual speed of operation
depends on the tool material characteristics, tool
holder, and machine rigidity as well as degree of
interruption.

Si3N4 offers a good balance of toughness and
hardness. For years silicon nitride has remained
the first choice of high-performance machining
of gray cast iron. Composite ceramics made of
alumina and TiN/TiCN are characterized by high
thermal stability and high hardness and are fre-
quently used in machining hardened steels or
chilled cast iron. Whisker composites are widely
used in cutting materials for aerospace and
defense applications. High-temperature hard-
ness and toughness have made whisker compos-
ites a unique solution in machining high-
temperature alloys. Alumina is still the most
economical solution in certain niche areas, such
as heavy machining of large components (e.g.,
train wheels).

Machining Ti
Ceramics have not found much success in
machining Ti alloys yet. Machining Ti and its
alloys involve high localized heat generation due
to poor thermal conductivity, chatter due to high
shear stress in chip formation, and chemical
eramic tools
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Alumina Based Ceramics Silicon Nitride Based Ceramics

Al2O3 – ZrO2 Al2O3 – TiC, TiCN Al2O3 – SiCW Sialon Si3N4

Hard Steel Machining

Cast Iron Machining Cast Iron Machining

High Temp Alloy Machining

Ceramic Cutting Tools, Fig. 16 Workpiece-dependent choice of ceramic tool

Ceramic Cutting Tools 211

C

reactivity with Ti. The characteristics of Ti
demands very sharp and high positive cutting
edges, requiring high toughness and rigidity
from tool material. Compared to cemented car-
bide, ceramics show insufficient toughness and
are therefore not applicable for Ti alloy machin-
ing. In addition, poor thermal conductivity of
ceramics and high temperature result in tempera-
ture gradient in the subsurface area of the tool,
leading to thermal cracks.
Case Studies
Following are a couple of case studies done in the
field. Results from similar tests may vary
depending on tool materials, geometry, cutting
conditions, etc.
Case Study I
Challenge: Improve tool life of silicon nitride
inserts machining ductile cast iron
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Ceramic Cutting Tools, Table 3 Speed recommenda-
tion for ceramic tools in turning

Workpiece material Speed (m/min)

Gray cast iron 500–1200

Ductile cast iron 150–500

High T alloy 120–300

Hard steel 60–180
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Tool materials: Low additive silicon nitride
and same silicon nitride coated with multilayer
CVD (alumina-TiCN/TiN)

Insert geometry: CNGA
Workpiece: Ductile cast iron with BHN

180–230, with casting scale on surface
Operation type: External face turning, heavily

interrupted
Machine: Rigid lathe
Results

Material Uncoated Si N Coated Si N
3 4
 3 4
Speed
 167 m/min
 167 m/min
Rpm
 1146
 1146
Feed
 0.2032 mm
 0.2032 mm
Depth of cut
 1.27 mm
 1.27 mm
Length
 228.3460 mm
 228.3460 mm
No of passes
 1
 1
(continued)
Material
 Uncoated Si3N4
 Coated Si3N4
Coolant
 Dry
 Dry
Pieces/edge
 5.00
 12.00
Tool life/edge
 4.90
 11.77
Primary failure
mode
Flank wear
 Flank wear
Case Study II
Challenge: Improve productivity in turning
Inconel 718

Tool materials: SiC whisker-reinforced alu-
mina and CVD-coated a-/b-Sialon

Insert geometry: RPG45
Workpiece: Inconel 718
Operation type: External facing, continuous
Machine: Rigid lathe
Results

Coated

Tool material
 SiCW-alumina
 Sialon
Speed
 230 m/min
 230 m/min
Rpm
 1146
 1146
Feed
 0.23 mm
 0.23 mm
Depth of cut
 1.5 mm
 1.5 mm
Length
 76.2 mm
 76.2 mm
Coolant
 Wet
 Wet
(continued)
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Tool material
 SiCW-alumina

Coated
Sialon
Pieces/edge
 1
 1
Tool life/edge
 3 min
 43 min
Primary failure
mode
Flank wear
 Flank wear
C
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▶Cutting Temperature
▶Coated Tools
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Ceramic/Metal Mixture
▶Cermets
Ceramic-and-Metal
Composite
▶Cermets
Ceramic-Metal Bond
▶Cermets
Ceramics
▶Cutting of Inconel and Nickel Base Materials
Cermets
Toshiyuki Enomoto
Department of Engineering, Osaka University,
Osaka, Japan
Synonyms

Ceramic/metal mixture; Ceramic-and-metal com-
posite; Ceramic-metal bond
Definition

A cermet is a composite material composed of
ceramic particles including titanium carbide
(TiC), titanium nitride (TiN), and titanium
carbonitride (TiCN) bonded with metal. The
name “cermet” combines the words ceramic
(cer) and metal (met). They are most success-
fully used for finishing and light roughing
applications.
Theory and Application

History
During the 1950s, cutting tool manufacturers
began to develop a new TiC/nickel alloy cermet
that contained molybdenum and carbon.
Although the cutting tool material was able to
perform well at high speed and high temperature,
the lack of toughness restricted the applications
to light finishing cuts with light feed rate. In
addition, machinists inevitably compared the
cermet tools to the tougher tungsten-carbide
tools that were available then, and they saw that
tungsten carbide performs satisfactorily for
use in rough cutting or interrupted cutting
applications.

On the other hand, Japanese tool manufac-
turers such as Sumitomo, Mitsubishi, and
Toshiba saw cermet had important advantages
as a cutting tool material because of its strength
at high temperature and began to sell cermet
inserts in the 1960s. Such acceptance of cermet
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cutting tools spurred manufacturers to develop
cermet inserts with improved toughness with the
addition of tungsten carbide (WC) and tantalum
carbide (TaC). The additional elements were not
able to make a cermet as tough as traditional
tungsten carbide, however, and so the use of
cermet inserts remained limited to light finishing
applications.

Other advances in cermet properties came in
the 1970s, Japanese producers found that a cer-
met with a considerably finer microstructure
could be created with the addition of titanium
nitride (TiN). This modification significantly
improved its oxidation resistance and high-
temperature strength.

These improvements enable cermet tools to
offer various advantages and spread into a broad
range of applications, and cermet manufacturers
are still actively pursuing further evolution. More-
over, a cermet is expected to serve as an alterna-
tive to tungsten carbide out of concern for the
steady supply of tungsten.
Coated HSS HSS

Toughness

Cermets, Fig. 2 Relationship between toughness and
hardness of various cutting tool materials
Characteristic Properties of Cermets
Typical cermet material is generally composed of
titanium carbide (TiC), titanium nitride (TiN),
titanium carbonitride (TiCN), tantalum (Ta),
nickel (Ni), cobalt (Co), tungsten carbide (WC),
molybdenum (Mo), and vanadium (V) (Byrne
et al. 2003).

The technology for producing cermets cor-
responds closely to that of conventional
WC-based cemented carbides. Cermets are pro-
duced by sintering the hard particles mixed
with powders for the binder phase. Figure 1
shows schematic diagram of structure of the
sintered TiCN-based cermet. As can be seen in
the diagram, the microstructure of cermets fea-
tures structured grains of a hard phase embed-
ded in a binder phase, often with a core-rim
structure. The black core is rich in titanium
carbonitride (TiCN) and is covered by a shell
composed of carbonitride solid solutions
including Ti, W, and Nb, with a binder phase
composed of Ni and/or Co.

Figure 2 compares the hardness and toughness
of TiCN-based cermet to other cutting tool
materials. It is found from its position near the
center of group of materials that cermet offers a
balance between hardness and toughness; it is
harder than WC-based cemented carbide and
HSS cutting tool and tougher than diamond and
ceramic tools.

In order to meet requirements of the cutting
task, the physical and mechanical properties of
cermets should be adjusted by considering the
relationship between the composition and its
properties as follows:
TiCN

• Increasing hardness
• Increasing high resistance to diffusion and

adhesive wear
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TaC/NbC

• Increasing hot hardness and thermal shock
resistance

• Increasing the resistance against plastic
deformation

MoxC

• Increasing the volume of the shell
• Decreasing the volume of the binder
• Increasing wettability of the carbides and

carbonitrides
• Increasing toughness

WC

• Increasing wettability between the binder and
the core

• Working as a binder element between
TaC/NbC and TiC

VC

• Increasing the shearing strength of the TiC by
creating a mixed crystal of TiC-VC

• Increasing fatigue strength

Ni/Co

• Creating a binder in a solid solution
• Increasing the resistance against plastic

deformation
Cermets, Fig. 3 Hardness
and toughness of cermet
cutting tools versus binder
composition
In addition, the Ni/Co ratio (weight ratio of
Ni/(Ni + Co)) also affects the mechanical proper-
ties of cermets. With increasing cobalt content, the
hardness increases slightly, while fracture tough-
ness values tend to decrease (see Fig. 3). When
both Ni and Co are added as the binder phase, the
ratio is preferably within 0.3–0.8 considering the
miscibility or affinity with a hard phase (Zhang
1993).

Through above-mentioned knowledge, a few
rules of thumb for cutting application have been
developed. For example, cermets usually have
high TiC contents with modest TiN additions
and low binder contents in the case that abrasion
and wear resistances are required; for milling
applications that requires high thermal and
shock-stress levels, the compositions feature
higher binder contents as well as higher nitrogen
and Ta/Nb levels in the hard phase (Ettmayyer
et al. 1995).

Key Applications
Users must understand that cermets are not
general-purpose cutting tool, although cermet
manufacturers have greatly improved their prop-
erties, which has enabled them to be used for
interrupted cutting. However, cermets show
excellent performances in particular applications
as below

High-Speed Machining
All of cermet’s characteristics have led to a cutting
tool that is ideal for users who want to realize
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high-speed machining (Schulz and Moriwaki
1992). When the cutting speed is increased, the
temperature at the cutting edge of cutting tool
increases; the friction between the cutting tool
surface and workpiece can raise the temperature
at the cutting edge to more than 1,000 �C. For
such applications, WC-based cemented carbide
cutting tools provide insufficient cutting perfor-
mances because such heat can quickly degrade
their mechanical properties. However, high tem-
peratures have less effect on a cermet’s hardness,
transverse rupture strength, and oxidation
resistance.

It is reported that, for instance, commercial
cermet insert (ISO IC-30) showed a great advan-
tage of lower wear than conventional WC-based
cemented carbide insert (ISO K-25) with TiCN
coating in the cutting of chromium molybdenum
steel (AISI 4140) for the speed range up to 250 m/
min, while both tools were almost identical in
their performance at lower cutting speed (Porat
and Ber 1990).

Finishing Machining
The cermet inserts can be used to produce mirror-
like finishes that can replace an additional grind-
ing process in the cutting of steel and cast iron,
due to their unique properties such as high wear
resistance, resistance to high-temperature
Cermets, Fig. 4 Structure of conventional cermet and T150
oxidation, and a low rate of interaction with
iron-based materials (Weinert et al. 2004).

There oxidation resistance reduces notching at
the cutting edge in finishing application, leading
to minimized damage to the workpiece surface.
Moreover, cermets are also able to resist built-up
edge with iron-based material cutting, because of
their low affinity with such materials, compared to
the WC-based cemented carbide cutting tools. In
finishing operation, this enables close tolerances
and results in shiny finished surfaces.

Near-Net-Shape Manufacturing
Light depth of cut applications with close toler-
ance requirements, such as near-net-shape parts,
are well suited for cermets because of their unique
performance characteristics. Technological
advances in the forging and casting industries
permit production of raw products that require
minimal material removal during machining oper-
ation. Near-net-shape manufacturing can benefit
from the capabilities including longer tool life and
higher-machining speeds of cermet cutting tools.

Outlook of the Cermet Development
Cermet tool manufacturers continue to modify the
structure and components of cermet materials, in
order to enhance their merits and eliminate their
weakness.
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A good example of recent advances is a new
cermet “T1500A” developed by Sumitomo Elec-
tric Hardmetal Corporation (Hirose et al. 2011).
T1500A was developed for steel turning tool,
which has been improved in stability of finishing
and the balance wear resistance and toughness
while utilizing the characteristics of the cermet
materials.

T1500A is characterized by its structure with
the following four types of hard phase with dif-
ferent particle size and compositions: (a) core-rim
structure with TiCN core, as observed in the con-
ventional cermet, (b) fine TiCN particle, (c) solid
solution carbonitride, and (d) core-rim structure
with W-rich core (see Fig. 4).
In the conventional cermet, the binder phase
region composed of Co and Ni existing around
hard phases is obvious and thick in some regions.
On the other hand, there is no region with a thick
binder phase in T1500A, because (b) fine TiCN
particles are scattered in the binder phase, which
enable the material to have higher wear resistance
and as well as higher toughness, owing to the
suppression of cracks. In addition, (c) solid solution
phase and (d) core-rim structure with W-rich core
phase further improve the toughness. As a result,
T1500A achieves longer tool life and excellent
finished surface quality (see Figs. 5 and 6).

Cermet tools account for 15–20% of all mate-
rials used for the tools, and it is expected that this
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ratio will remain unchanged in the future; cermet
tools that can realize high-quality finishing and
high-speed turning will hold a leading position
among the turning tools. These advances would
enable cermets to cover a wide range of metal
cutting applications and increase their market
penetration.
Cross-References

▶Ceramic Cutting Tools
▶Composite Materials
▶Cutting, Fundamentals
▶High Speed Cutting
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Synonyms

Adaptable manufacturing/production; Adjustable
manufacturing/production
Definition

Changeable manufacturing is defined as the ability
of a manufacturing system to economically accom-
plish early and foresighted adjustments of the
factory’s structures and processes on all levels in
response to change impulses. It is closely related
to “flexible” and “reconfigurable” manufacturing
which apply to the manufacturing equipment and
systems on the shop floor respectively – the differ-
ence being the level, degree, and scope of change.
Theory and Application

History
In the past, a steady production volume increase is
observed after releasing a new product and followed
by long stable production phases and finally a slow
ramp down. Nowadays, production volume climbs
much faster to the first peak then drops; it reaches a
second peak after promotion activities and often a
product face lift in subsequent releases.

Furthermore, the product life cycle was usually
within the range of the life cycle of the technolog-
ical processes and production machines. With
decreasing market life of the products and fast
changing technologies, the equipment is now
expected to produce more than one product gen-
eration. The factory buildings have to be
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adaptable to these product changes and the plant
site must also follow new requirements regarding
logistics and lean supply chains, etc.

In addition, increasing outsourcing, manufactur-
ing at different sites, and the multi-cooperation
in networks increase the complexity of the
production processes particularly as the operation
of global supply becomes reality formore andmore
manufacturing companies. The reliable delivery of
customized products nowadays has the highest pri-
ority in globally distributed markets.

Therefore, the ability of production processes,
resources, structures, and layouts as well as their
logistical and organizational concepts to adapt
quickly and with minimum effort is a prerequisite
for success in local and global production networks.
This “ability” is necessary to cope with the continu-
ous change and the turbulence surrounding produc-
tion companies and is described as “changeability.”

Theory

Objects of Changeability
It is important to define the objects, which have
to be changeable and the appropriate degree
of changeability. Figure 1 summarizes the main
influential factors (see also, ElMaraghy 2005;
Dashchenko 2006).

The impulse for a change is triggered by
change drivers, whose first category is the
demand volatility measured by volume
Change Driver

Ch

Change Strategy

• Volatility

• necessary
• sufficient

• competitive

• strategy
• Variety

Changeable
Manufacturing,
Fig. 1 Factors affecting the
change objects
fluctuation over time. Variety is the span width
of the product variants. A major change driver is
introducing a new business strategy such as the
decision to enter a new market, to sell or buy a
product line, or to start a turnaround program.

The change focus can be external or internal.
The external focus targets the added customer’s
value for instance by offering a product with lower
life cycle cost or faster delivery. The internal focus
is typically addressed if the performance of the firm
is not satisfactory mainly with respect to profit loss
caused by badly organized business processes.

A change strategy should be devised on the
operational, tactical, and/or strategic levels as appro-
priate. Operational change strategies are more
defensive in nature to target immediate needs.
They are typically performed within existing pro-
duction structures and procedures such as installing
or replacing machinery. Tactical change strategies
are aimed to fulfill needs in the foreseeable future.
These change strategies are more proactive and
occur typically in business processes such as order
fulfillment or service. Strategic change strategies
involve investments in changeability enablers to
be prepared for a future optional position.

Obviously the selected change potential deter-
mines very much the change extent. First, the
level of the factory on which the changeability
has to be ensured must be determined. The levels
are station, cell/segment, sector, factory, and net-
work (s. Sect. C). Secondly, the expected change
ange Object

Change Focus

Change Extension

Performance
Measurement

System
• process
• volume

• level
• time and frequency

• effort

• mix

• product

• external
• internal
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frequency and the time allowed for each change
has to be estimated. Thirdly, the necessary effort
in equipment, manpower, knowledge, and time
are determined as the cost of a change. Typically
changeability beyond the immediate necessity
requires additional investment. Therefore, there
is always a trade-off between the effort and cost
of achieving the desired level of changeability and
the expected benefits.

The change object(s) can be a product or prod-
uct family both of which can change with respect
to type, volume or mix, technological or logistical
processes, the part of the manufacturing facilities,
or the firm organization to be affected.

Finally a performance measurement system has
to be installed in order to measure the impact of the
implemented changeability on the factory output
performance. Typical performance indicators are
delivery time, due date performance, turnaround
rate, inventory, days of supply, and overhead cost.

Changeability Classes
If the five levels of a factory are combined with the
associated product levels, a hierarchy emerges
that allows the definition of five types of change-
ability (Wiendahl and Hernández 2001;
ElMaraghy 2009a, Chapter 2) as shown in Fig. 3.

The hierarchy of product levels starts from the
top with the product portfolio a company offers to
the market. Then the product or a product family
Product level

Reco

Change-
over

ability

Product portfolio

Product

Sub product

Work piece

Feature

Station

Changeable
Manufacturing,
Fig. 2 Classes of factory
changeability
follows downwards. The product is usually struc-
tured into subproducts or assembly groups that
contain workpieces. The workpieces themselves
consist of features.

The hierarchy of a factory starts with a station,
which is performing amanufacturing task with the
result of one or more features of a workpiece. One
or more stations form a cell or manufacturing
system to produce complete workpieces. On the
next level not only machines and workplaces but
also storage and transportation devices are
arranged in a layout to form a section. Sectors
produce subproducts like assemblies or subas-
semblies, which fulfill subfunctions of a product.
The site (or factory) delivers whole products and
includes not only the manufacturing and assembly
equipment but also the buildings with their tech-
nical infrastructure. At the highest level the pro-
duction network supplies a product portfolio from
different locations to various markets.

Five classes of changeability evolve from this
matrix where any changeability type at a higher
level subsumes those below it (Wiendahl and
Heger 2004) (Fig. 2).

• Changeover ability is the operative ability of a
single machine or work station to perform par-
ticular operations on a known workpiece or
subassembly at any desired time with minimal
effort and delay.
Production level

Agility

Transformability

Flexibility

nfigurability

Cell / System Segment Site Network
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• Reconfigurability is the operative ability of a
manufacturing or assembly system to switch
with minimal effort and delay to a particular
family of workpieces or subassemblies through
the addition or removal of functional elements.

• Flexibility refers to the tactical ability of an
entire production and logistics area to switch
within reasonably little time and effort to new,
albeit similar, families of components by
changing manufacturing processes, material
flows, and logistical functions.

• Transformability indicates the tactical ability
of an entire factory structure to switch to
another product family. This calls for structural
intervention in the production and logistics
systems, the structure and facilities of the
buildings, the organization structure and pro-
cess, as well as in personnel.

• Agility means the strategic ability of an entire
company to open up new markets, to develop
the requisite products and services, and to build
up necessary manufacturing capacity.

In the context of this definition, the changeover
ability needs no special attention for changeable
manufacturing since this aspect is an ongoing
concern of machine tool and assembly systems
design. Agility is beyond the factory level and is
treated as a strategic setting for the design of a
Product

RMS

Reconfigurable
Manufacturing

Systems

Changeable
Manufacturing,
Fig. 3 Scope of
changeable manufacturing
changeable factory. Different types of flexibility
have been defined and are relevant to the various
levels in the changeability in Fig. 2 (ElMaraghy
2005; Chryssolouris 2006).

Scope of Changeable Manufacturing
Changeability serves as an umbrella concept
applicable to all levels of manufacturing
(Wiendahl et al. 2007). Figure 3 depicts the con-
stituents of such a changeable manufacturing and
their specific properties. Product design may be
influenced by the requirements of the physical and
logical manufacturing changeability level.

On the physical level, the manufacturing and
assembly systems have to be reconfigurable
(RMS and RAS), and the factory with its technical
infrastructure including building should be trans-
formable (TRF). The logical level is necessary to
operate a factory and calls for process planning
systems able to react to changes in the product
design or manufacturing resources from the phys-
ical level and is therefore called reconfigurable
process planning (RPP) (ElMaraghy 2007). The
production planning and control has to react to
changes in product volume, mix or reconfigured
process plans. Therefore, it is called adaptive pro-
duction planning and control (APC). A specific
additional component is a control loop to monitor
external or internal change drivers and to trigger
RPP

RMS TRF

APC

Logical Level

Physical Level

Control Loop

Reconfigurable
Process Planning

Reconfigurable
Assembly
Systems

Transformable
Factory

Adaptive
Production
Planning
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change activities either on the physical or the
logical level. Finally an evaluation procedure is
necessary to justify additional expenses due to the
changeability of the physical and logical objects.

Physical Changeability Enablers
A factory that is designed to be changeable must
have certain inherent features or properties called
changeability enablers. They enable the physical
and logical objects of a factory to change their
capability towards a predefined objective within a
predefined time and are not to be confused with the
flexibility types or its objectives. Figure 4 provides
an overview of the enablers of the physical and
logical subsystems of changeable manufacturing.

Manufacturing Level
On this level reconfigurable manufacturing sys-
tems are assumed to be the appropriate answer to
changeability. Koren states that in order to achieve
exact flexibility in response to fluctuation in
demands, an RMS must be designed considering
certain qualitative and quantitative properties,
the so-called key RMS characteristics:
Process Planning

Manufacturing Assemb

• Cognitivability
• Evolvability

• Scalability
• Convertibility
• Customization

• Adjustability
• Granularity

• Modularity
• Scalab
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• Mobility
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• Automation Ability

Changeable Manufacturing, Fig. 4 Enablers of changeab
modularity, integrability, customization, scalabil-
ity, convertibility, and diagnosability (Koren
2005; ElMaraghy 2007). They can be interpreted
as enablers of reconfigurability. These character-
istics can be divided into essential and supporting
RMS characteristics. Therefore, customization,
scalability, and convertibility are seen as essential
RMS characteristics, while modularity, integrabil-
ity, and diagnosability constitute supporting RMS
characteristics.

Assembly Level
On the assembly level mainly the same enablers for
reconfigurable manufacturing systems are applica-
ble. Two specific enablers should be added. The
first is mobility, which is important to reconfigure
single stations or modules of an assembly system
or even tomove thesemodules or the whole system
to another location. The second is the ability to
upgrade or downgrade the degree of automation.
For assembly operations, in contrast to machining
operations, assembly can be performed manually,
automatically, or in a hybrid combination
depending on various factors like production rate
PCC
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and wages level. Hence, automatability allows for
adapting the ratio of manual and automated work
content in an assembly system.

Factory Level
On the factory level the change of objects itself
can mainly take place through five transformation
enablers which contribute to the fulfillment of a
transformation process. Furthermore, the enablers
characterize the potential of the ability to trans-
form and become active only when needed.
The characteristics of an enabler influence posi-
tively or negatively the ability of a factory to
adapt. Figure 5 illustrates the main five enablers
that may be used for purposes of attaining change-
ability by design.

Universality represents the characteristic of fac-
tory objects to be dimensioned and designed
to be capable of carrying out diverse tasks,
demands, purposes, and functions. This enabler
stipulates an over-dimensioning of objects to
guarantee independence of function and use.

Scalability provides technical, spatial, and person-
nel extensibility. In particular this enabler pro-
vides for spatial degrees of freedom, regarding
expansion, growth, and shrinkage of the fac-
tory layout.
Universality

A B C

Scalability Modularity Mobility

Compatibility

Changeable Manufacturing, Fig. 5 Enablers of factory
changeability
Modularity follows the idea of standardized, pre-
tested units and elements with standardized
interfaces and also concerns the technical facil-
ities of the factory (e.g., buildings, production
facilities, and information systems) as well as
the organizational structures (e.g., segments or
function units). Modules are autonomously
working units or elements that ensure a high
interchangeability with little cost or effort (i.e.,
plug and produce modules).

Mobility ensures the unimpeded mobility of
objects in a factory. It abolishes the classical
division between immobile and mobile objects
and covers all production and auxiliary facili-
ties including buildings and building elements,
which can be placed, as required, in different
locations with the least effort.

Compatibility allows various interactions within
and outside the factory. It especially concerns
all kinds of supply systems for production
facilities, materials, and media. It also facili-
tates diverse materials, information, and per-
sonal relationships. Besides the ability to
detach and to integrate facilitates, this enabler
allows incorporating or disconnecting prod-
ucts, product groups and workpieces, compo-
nents, manufacturing processes, or production
facilities in existing production structures and
processes with little effort, by using uniform
interfaces.
Logical Changeability Enablers

Process Planning Level
As shown in Fig. 4, there are certain key logical
enablers for achieving and supporting changeabil-
ity including (1) reconfigurable process plans and
(2) reconfigurable production plans and commen-
surate techniques for their efficient regeneration
when needed. Enablers of reconfigurable process
plans are:
Cognitivability: the ability to recognize the need
for and initiate reconfiguration when prerequi-
site conditions exist.

Evolvability: the ability to utilize the multi-
directional relationships and associations
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between the product features, process plan ele-
ments, and all manufacturing system modules
capable of producing them.

Adjustability: the ability and representation
characteristics that allow implementing opti-
mally determined feasible and economical
alterations in process plans to reflect the
needed reconfiguration.

Granularity: the ability to model process plans at
varying levels of detail to readily and appro-
priately respond to changes at different levels
(e.g., in products, processes, technologies, and
systems).

Automation ability: the availability of complete
knowledge bases and rules for process plan-
ning reconfiguration, accurate mathematical
models of the various manufacturing process
at macro- and microlevels, as well as meta-
knowledge rules for using this knowledge.

Production Planning and Control Level
There are five enablers of PPC changeability (Fig. 4):

Modularity: workable functions and methods or
clearly defined objects, e.g., “plug and pro-
duce” modules, exist.

Scalability: applicability is independent of prod-
uct, process, and customer and supplier rela-
tionship complexity.

Adjustability: design for different demands of the
functional logic of order processing, e.g., order
generation or release algorithm, and/or weight
of the PPC targets.

Compatibility: networkability regarding object,
method, and process, e.g., different IT tools
use the same object “resource” to plan mainte-
nance and production.

Neutrality: design of the workflow of order pro-
cessing for different requirements making the
definition of the process status independent of
the structural and process organization and the
enterprise size.

With these basic definitions the implementa-
tion of changeability on the various levels of a
factory can be started. Implementation examples
can be found in Wiendahl et al. (2007) and
ElMaraghy (2009b).
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Synonyms

Machine tool vibrations; Self-excited vibrations
in metal cutting
Chatter, Fig. 1 Chatter marks left on a machined surface and
chatter)
Definition

Chatter is one of the most important limitations
in machining processes causing poor surface fin-
ish, decreased tool life, and damage to the
machine tool. Additional operations are required
to clean the marks left on the surface; however
this may not be possible in cases of severe chat-
ter. In short, chatter vibrations result in reduced
productivity, increased cost, and inconsistent
product quality.

Chatter is a self-excited vibration type
resulting from the dynamic interaction between
the cutting tool and the work material (Tobias
1965; Koenigsberger and Tlusty 1967). For
forced vibrations arising in mechanical systems,
the excitation is independent of the response, i.e.,
the vibrations do not affect the forces. In self-
excited chatter vibrations, on the other hand, the
chip thickness becomes modulated due to the
vibration marks left on the surface in a previous
pass and the present vibrations causing oscillatory
cutting forces which vary at the same frequency
with the vibrations. This process is called regen-
eration of waviness or chip thickness (or simply
regeneration) and is responsible for instability and
chatter as shown in Fig. 1. Thus, in regenerative
chatter, vibrations and cutting forces are coupled
through the process where increase in one of them
causes the other to increase resulting in instability.
For a stable cutting process, on the other hand,
vibrations, and thus the dynamic part of the forces,
will diminish in a short time although the process
effect of chatter on tool wear (S stable,C chatter, SC severe

https://doi.org/10.1007/978-3-662-53120-4_6629
https://doi.org/10.1007/978-3-662-53120-4_6552
https://doi.org/10.1007/978-3-662-53120-4_300387
https://doi.org/10.1007/978-3-662-53120-4_300599
https://doi.org/10.1007/978-3-662-53120-4_300599
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may start with the existence of vibrations due to
impacts, step forces, and transients. Modulation in
the chip thickness depends on the phase between
ba

ε = π/2ε = 0

Chatter, Fig. 2 Modulated chip thickness in dynamic cutti
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The modulation in the chip thickness disappears if
the phase angle e is zero in which case the vibra-
tions diminish and the system becomes stable.
Theory and Application

Chatter Stability
Experimental and theoretical studies performed
on machining chatter have shown that structural
dynamics, tool geometry, and cutting conditions
play important roles on stability of the process
(Tlusty 1978; Altintas andWeck 2004). In orthog-
onal chatter stability theory developed by Tlusty
(Tlusty and Polacek 1963; Koenigsberger and
Tlusty 1967), the stable depth of cut, blim, is
obtained as follows:
blim ¼ �1

2Kf GR jwð Þ

In the above equation, Kf and GR (jw) are the
cutting force coefficient and the real part of the
transfer function in the chip thickness direction,
respectively. When the maximum (algebraic min-
imum) value of GR is substituted, the minimum
or absolute stability limit is obtained. Absolute
stability is the minimum stable depth of cut
which can be removed without chatter regardless
of the cutting speed. However, since the chatter
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frequency, and thus the transfer function, varies
with the cutting speed, so does the stable depth of
cut. This can be observed in stability diagrams
which show variation of the stability limit with
cutting speed.

Although orthogonal theory demonstrates fun-
damentals and basic relations of chatter, dynamic
cutting and chatter stability of industrial machin-
ing operations require multidimensional analysis
due to their complex geometry. Figure 3 shows the
chip thickness variation under the effect of vibra-
tions in two directions. In these cases, components
of each dynamic displacement in the chip thick-
ness direction must be considered. These vibra-
tions may come from the tool or workpiece side in
more than one direction. The stability analysis
must take the total dynamic variation of the chip
thickness into account. Thus, the transfer func-
tions of the tool and workpiece are added in
respective directions, and then they are oriented
in the chip thickness direction. In some practical
cases, however, one of the component’s flexibility
may be much higher than the others. For example,
in boring processes, the tool is much more flexible
in the radial direction compared to its high axial
rigidity. In those cases the formulation and the
solution may become one-dimensional.

In two- or three-dimensional turning chatter
analysis, the characteristic equation of the system
results in an eigenvalue problem solution of which
provides the stability limit (Budak and Ozlu
2007). In case of milling, the solution becomes
more complicated due to rotary tool which results
in a time-varying dynamics system. The solution
is obtained by using Fourier series expansion of
the periodically varying directional coefficients
matrix (Altintas and Budak 1995). The solution
includes the effects of radial depth of cut and
number of cutting teeth in addition to the param-
eters involved in turning stability.

Stability Diagrams
Stability limits can be solved for a range of chatter
frequencies corresponding to different rotational



Chatter, Fig. 6 Effects of cutting conditions and tool
geometry on process damping and stability limits at low
cutting speeds

230 Chatter
speeds to generate stability diagrams. Figure 4
shows examples of stability diagrams obtained for
turning and milling. As it can be seen from the
diagram, in milling, there are much wider and
deeper stable pockets compared to turning. These
pockets provide stable high material removal rates
in high-speedmachining operations. At low cutting
speeds, the vibration waves become shorter caus-
ing narrow and closely located lobes. As a result of
this, high stability pockets, in general, cannot be
obtained in turning operations, and the absolute
stability limit is usually taken as the criteria.

Process Damping
Another important factor affecting chatter stabil-
ity is the process damping which is generated
due to the contact between the flank face of the
tool and the material under vibratory cutting con-
ditions as shown in Fig. 5. The contact volume
and the indentation force, and thus the process
damping, increase as the wavelength decreases
resulting in higher stability at slower cutting
speeds.

Stable depth of cuts obtained in chatter tests
can be used to determine the process damping and
the indentation force coefficients between the
flank face of the tool and the material (Budak
and Tunc 2010). In addition to the cutting speed
and the vibration frequency, which determine the
wavelength, clearance angle and edge hone radius
also affect process damping, and thus the stability
limits substantially, due to their impact on the
interference volume. Figure 6 shows the effects
of cutting conditions and tool geometry on stabil-
ity limits and identified process damping coeffi-
cients for different cases (Budak and Tunc 2010).
As it can be seen from this figure, chatter stability
significantly increases due to process damping at
low cutting speeds which are commonly used for
low machinability materials such as titanium and
nickel alloys. Therefore, for cases where higher
speeds cannot be used due to material or machine
tool limitations, stability of the process can be
increased by utilizing process damping. For
those cases tool edge and flank geometry become
very important.
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Synonyms

Process stability analysis
Definition

The term chatter prediction describes a range of
simulation methods, which are used to predict
chatter vibrations (instabilities). These methods
are based on the dynamic compliance of the
machine tool structure as well as on the dynamics
of the machining process. The whole machine
behavior can be expressed in terms of mathemat-
ical descriptions (coupled structure-process
models), from which stability lobe diagrams can
be derived.
Theory and Application

Chatter
In the context of chatter prediction, chatter
describes a self-excited vibration occurring during
a metal-cutting machining process. Its vibration
frequency is close to the eigenfrequency of the
most compliant eigenmode of the excited machine
structure. According to Totis (2009), chatter can
be classified as primary or secondary. Primary
chatter (e.g., friction on contact surfaces, stress
distribution on the normal rake face, thermoplas-
tic behavior of the chip material, and mode cou-
pling) occurs at low spindle speeds and secondary
chatter (e.g., regeneration of waviness) at higher
spindle speeds. Tobias and Fishwick (1956)
named the regeneration of waviness and the cou-
pling of modes as the main sources of self-excited
chatter vibrations.

Regeneration of Waviness
Starting with a small disturbance, which causes
the machine to oscillate in its eigenfrequency, the
cutting edge will leave a wavy surface behind. For
some processes (e.g., turning, milling of boring)
the tool cuts over these waves repeatedly, which
results in an excitation of the machine tool in its
eigenfrequency. Depending on the phase differ-
ence between the waves on both sides of the chip,
regenerative chatter (or regeneration of waviness)
occurs.

Mode Coupling
Mode coupling implies a high-order system with
at least two degrees of freedom (DOF). If two of
the eigenfrequencies with different directions of
oscillation (different eigenvectors) are in the same
frequency range, both can affect each other and
mode-coupling chatter occurs.

Modeling of Chattering Systems

General
As shown above, the cause of chatter is associated
to the machining process and its history as well.
However, the intensity of chatter vibrations is
characterized by all components within the force
flux (tool, machine tool, and workpiece structure)

https://doi.org/10.1007/978-3-662-53120-4_300535
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respectively their compliance. To determine the
stability of the coupled overall system (see Fig. 1),
both subsystems have to be modeled.

Usually, such models are based on a mathe-
matical description with ordinary differential
equations (ODE). This kind of model will be
used here.

For the purpose of simplification, an ideal rigid
workpiece and fixture should be assumed. Conse-
quently, the highest compliance is usually located
on the tool-side of the machine tool.

Structural Model
The description of the machine tool structure is
based on an approximation with a second-order
ODE of motion (Eq. 1):

M � €x tð ÞþD � _x tð ÞþC � x tð Þ50 (1)

M is the mass matrix, D is the damping matrix,
C is the stiffness matrix, and x(t) is the displace-
ment vector.

These three matrices (nodal matrices) can be
obtained in two various ways in practice: with an
experimental measurement or with a simulation
(e.g., finite element or finite-difference method) of
the tool center point’s (TCP) compliance.
Experimental Measurement The experimental
examination of the TCP’s compliance is achieved
by exciting the machine structure at this point with
a defined force Fi(o) (pulsed or continuously) and
by recording its response signal xi(o). This pro-
cedure occurs analogously for all three directions
in space 1, 2, and 3. From Eq. 2, the dynamic
compliance aij(o) can be determined.

aij oð Þ ¼ xi oð Þ=Fi oð Þ (2)
By means of various methods (Ewins 1984),
the respective frequency response aij(o) can be
approximated by the superposition of several
(n) adapted harmonic oscillators (so-called
modal harmonic oscillators). Their parameters,
the modal eigenfrequency on, the associated
eigenvector ’n, as well as the modal damping
yn, correspond to the modal matrices Mm, Dm,
and Cm (Gawronski 2004), but they are not com-
parable with a real mass, damping, or stiffness.
Those modal harmonic oscillators only describe
an arbitrary multi-degree-of-freedom (MDOF)
system in modal space, whose frequency response
complies with the measured one.

Modeling In this case, the matrices describing
the system can be determined based on a model
of the machine tool structure, which can be
expressed as a numerical finite element model
(FEM) or a finite-difference model (FDM).

FEM or FDM uses these nodal matrices in
principle, but their dimension is highly correlated
to the level of the model’s discretization. With fine
discretization, the dimension of the matrices
becomes huge. Therefore, the calculation of sta-
bility will be very time-consuming. Furthermore,
the determination of stability lobe diagrams only
requires a fraction of all information within the
FEM or FDM: the dynamic compliance of the
TCP. Under this premise, the dimension of the
model is usually reduced with a so-called modal
reduction, which encompasses the following
steps:

1. Transforming the ODE from nodal to modal
space

2. Reducing the system of equations with a modal
reduction
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3. Calculating the system response within the
modal space

4. Transforming the modal system response to the
nodal space

5. Calculating the TCP’s dynamic compliance by
means of Eq. 2

Process Model
Normally, the machine structure gets excited by
the machining process, in other words by occur-
ring process forces F(t) (Eq. 3):
M � €x tð ÞþD � _x tð ÞþC � x tð Þ5F tð Þ (3)

To model the regeneration of waviness
inside the process model, history information
about the cut is required. Generally, such rela-
tions are described by delayed differential equa-
tions (DDEs) in literature and within this article
as well.

Altintas (2012) used an orthogonal turning
process (see Fig. 2) to explain the modeling of
process forces in consideration of the regenera-
tion of a waviness. Mode coupling cannot be
described by this model, because in this simple
case, only a single-degree-of-freedom (SDOF)
system is required to describe the machine
tool’s behavior.

In this example, h0 is the intended chip thick-
ness, which is defined by the machine’s feed rate.
Due to resonant vibrations, the process leaves a
wavy surface on the workpiece. The resulting
chip thickness h(t) is now calculated from the
w

Chatter Prediction,
Fig. 2 Regenerative
chatter vibrations occurring
during an orthogonal
cutting process with one
SDOF x1
difference between the present and the previous
tooth period (Eq. 4):
h tð Þ ¼ h0 � x1 tð Þ � x1 t � Tð Þ½ � (4)

Within this equation, t represents the current
time, whereas T defines the period of time, needed
for one workpiece revolution.

One approach to model the radial cutting force
Ff (t) was proposed by Altintas (2012):

Ff tð Þ ¼ Kf � ae � h tð Þ
¼ Kf � ae � h0 þ x1 t � Tð Þ � x1 tð Þ½ � (5)

Kf is the cutting coefficient, which should be
assumed as a constant value (to consider, e.g.,
process damping, the cutting coefficient may
also be variable), and ae is the width of cut.
Thus, the control-oriented block diagram consid-
ering the regeneration of waviness can be illus-
trated as shown in Fig. 3.

In this picture, m specifies the degree of overlap
between two consecutive cuts (e.g., groove turn-
ing: m = 100%; thread turning: m = 0%) (Weck
and Brecher 2006).

This approach, applied on the turning opera-
tion above, is freely transferable to other metal-
cutting processes. A two-dimensional milling pro-
cess (see Fig. 4) is explained below as a further
example conducted by Altintas (2012).

Now, the intended chip thickness h(Fj) (Eq. 6)
is depending on the instantaneous angular immer-
sion Fj of the milling tool’s tooth j and on the
orkpiece

tool

n

Ff

h0

h(t )

c1

d1

x1



Chatter Prediction, Fig. 3 Control-oriented block diagram of the coupled overall system considering the regeneration
of waviness

Chatter Prediction,
Fig. 4 Regenerative
chatter vibrations occurring
during a two-dimensional
milling process with two
DOF x1 and x2. (Yusuf
2012, reprinted with
permission)
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dynamic displacements (Dx1, Dx2) of the whole
structure at the present and previous tooth period:
h Fj

� �¼ Dx1 � cos Fj

� �þDx2 � sin Fj

� �� �
� g Fj

� �
(6)

Since milling is not a continuous but an
interrupted process, start (Fst) and exit (Fex)
immersion angles of each tooth must be consid-
ered within Eq. 6 by multiplying h(Fj) with the
function g(Fj). The function g(Fj) is defined as a
unit step function:
g Fj

� � ¼ 1 Fst < Fj < Fex

0 Fj < Fst;Fj > Fex

�
: (7)

Analogously to Eq. 5, the tangential (Ft, j) and
radial (Fr, j) cutting forces of tooth j are expressed
by the cutting coefficients Kt and Kr as follows:
F t,j ¼ Kt � ae � h Fj

� �
F r,j ¼ Kr � ae � h Fj

� �
(8)

The total milling forces Fx1 and Fx2 (Eq. 9) are
resulted by transforming the cutting forces (Eq. 8)
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into the global coordinate system x1, x2 and sum-
ming them up over all teeth:
C

Fx1

Fx2

� �
¼ 1

2
� ae � Kt �

a11 a12
a21 a22

" #

� Dx1
Dx2

� �
(9)

with a11, a12, a21, and a22 as directional
dynamic milling force coefficients.
Methods to Determine Chatter Stability

General
The stability of the system, in other words the
solution of the ordinary differential equation
(Eq. 3), can be calculated, based on the models
of the machine tool’s structure and the machining
process. According to Altintas (2012), such prob-
lems are mainly solved with numerical methods,
which could be time-domain, frequency-domain,
or DDE-based methods (Totis 2009).
Time-Domain Methods
The time-domain methods enable a very realistic
prediction of the behavior of the machine tool,
since the effective kinematics of the machining
process as well as nonlinear effects (e.g., tool
jumping) are taken into account (Totis 2009).
Adversely, such simulations cause a lot of
Chatter Prediction, Fig. 5 Free vibrations of a linear, visc
(b) the marginally stable case, and (c) the unstable case
computation time, due to the high complexity.
Furthermore, the identification of the whole sta-
bility lobe diagram requires its complete simula-
tion for each combination of process parameters.
To determine the limit of stability, changes of the
vibration response or of the force amplitudes are
detected during each run of simulation.

Sims (2005) uses a method, based on the the-
ory of viscously damped systems. Depending on a
damping ratio ζ, this method distinguishes
between a still stable and an already unstable
process parameter combination. Three different
cases can be distinguished by examining the oscil-
lation amplitude over time:

• ζ > 0: stable (see Fig. 5a)
• ζ = 0: marginally stable (see Fig. 5b)
• ζ < 0: unstable (see Fig. 5c)

Especially the determination of the marginally
stable vibration (system is close to the limit of
stability in the stability lobe diagram) requires
long simulation periods in order to register slow
drifting into stable or unstable areas.

Another approach to estimate the limit of sta-
bility is to analyze the cutting forces. A diagram
like Fig. 6b results by simulating these forces and
plotting their maximum amplitudes for various
combinations of the spindle speed n and the
depth of cut ap. In order to compare its character-
istic with an ordinary stability lobe diagram,
Fig. 6a shows a small part of that type of diagram.
ously damped system, where (a) represents the stable case,
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The previously explained method is called peak-
to-peak (PTP) method. It was invented by Smith
and Tlusty (1990) and is intended to be used for
high-speed milling processes.

Within Fig. 6b, a sharp increase of the force
level emerges, which corresponds to the stability
limit shown in Fig. 6a. For stable regions, the PTP
force is constant regardless of the spindle speed.
Based on these criteria, a stability lobe diagram
can be derived from the simulated forces.

Frequency-Domain Methods
The disadvantage of time-domain-based methods
is the high computation time. To counteract this
deficit, Altintas and Budak (1995) developed a
frequency-based approach, which is called
zeroth-order approximation (ZOA). Further
approaches of frequency-domain methods are
mainly based on it.

The ZOA provides a time-invariant formula-
tion of the dynamic part of the cutting forces,
which is time variant due to the rotation of the
cutting tool. This is done by approximating the
time varying part by means of a Fourier series,
truncated at the zeroth-order constant term. There-
fore, a single-frequency solution results, which is
limited to slot milling processes. To determine the
stability of milling processes with a lower width
of cut, higher-order terms of the Fourier series are
to be considered (Merdol and Altintas 2004). In
addition, the cutting thickness modulation shows
a time-invariant part. This can be expressed
according to the lowest eigenfrequency oc as
well as to a constant time period T, which is
defined as the time period between the present
and the previous cut.

However, all time-variant terms of the coupled
process-structure model are now formulated to be
time invariant. By applying a stability criterion
and by solving the characteristic equation, the
stability lobe diagram can be determined.

DDE-Based Methods
Beyond these previously mentioned methods to
determine the stability lobe diagram, also analyt-
ical approaches are used to solve DDEs. Bymeans
of different forms of time discretization, the DDE
is being transformed into an ODE. Two of these
methods are explained within the following: the
semi-discretization method (SDM) and the quick
chatter prediction method (QCPM).

The SDM, which was developed by Insperger
and Stépán (2004), provides an equally spaced
time discretization. Within these time steps, the
coefficients of the cutting force as well as the
dynamic part of the cutting depth are assumed to
be piecewise constant, comparable to Fig. 7.

The accuracy of this method is highly depen-
dent on the length of the chosen time intervals:
the finer the discretization, the better the
prediction accuracy. But in terms of calculation
speed, this approach is disadvantageous,
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because a fine discretization is not necessary at
each time step.

Kuljanic et al. (2007) take up this deficit by
adapting the time step size to signal changes of the
cutting force coefficients or the cutting depth.
Furthermore, these time steps were no longer
assumed to be constant but are interpolated by
polynomials within their range (see Fig. 8).

Stability Lobe Diagram
Previous chapters mentioned the main methods to
predict the stability of metal-cutting machining
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Fig. 9 Qualitative stability
lobe diagram of a milling
process. (Weck and Brecher
2006. With permission of
Springer)
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processes. By varying the cutting parameters, like
depth of cut ap and spindle speed n, a classical
stability lobe diagram (see Fig. 9) can be obtained.
This can be used to configure a desired cutting
process concerning a stable cut and a high pro-
ductivity simultaneously.

Nevertheless, such a diagram is only valid for a
specific milling tool, tool wear, radial immersion,
and machine tool. To compare two milling tools,
for example, two stability lobe diagrams have to
be calculated in consequence.
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Definition

Chemical vapor deposition (CVD) is a process
whereby a solid material is deposited from the
reaction of vapor-phase chemical reactants on or
close to a substrate surface. The solid material is
obtained as a coating, a powder, or single crystals.
A reaction chamber is used for the process, into
which the reactant gases are introduced to decom-
pose and react. By varying the environmental
conditions such as substrate material and temper-
ature, composition of the reaction gas mixture,
total pressure gas flows, etc., materials with dif-
ferent properties can be grown (Martin 2010).
Theory and Application

Process Description
Chemical vapor deposition (CVD) is a widely
used materials-processing technology. It is a syn-
thesis process capable of producing high-purity,
high-performance solid materials through chemi-
cal reactions in vapor phase. CVD is commonly
used to deposit conformal films to surfaces essen-
tial in the manufacture of semiconductors and
other electronic components; in the coating of
tools, bearings, and other wear-resistant parts;
and in many optical, optoelectronic, and corrosion
applications (Pierson 1999). CVD is also used to
produce high-purity bulk materials and powders.
With CVD it is possible to process most metals,
many nonmetallic elements such as carbon and
silicon, as well as a large number of compounds
including carbides, nitrides, oxides, etc. Around
70 % of elements in the periodic table have been
deposited by the CVD technique, either in the
form of the pure element or the compound mate-
rials (Yan and Xu 2010).

The base of CVD involves in flowing a precur-
sor gas or gases into a chamber containing one or
more heated objects to be coated. On and near the
hot surfaces chemical reactions occur in the vapor
phase, resulting in the deposition of a thin film,
while chemical by-products and unreacted precur-
sor gases are exhausted out of the process chamber.
Because of the large variety of materials deposited
and the wide range of applications, many variants
of CVD exist (Park and Sudarshan 2001).

Process Technology
A generic CVD reactor consists of three basic
features: (1) the reaction gas dispensing system;
(2) the reactor, including components for defining
the gas flows; and (3) the exhaust system
containing a total pressure controller, vacuum
pump, scrubber, and/or reactant recycle system.
Processes working at atmospheric pressures do
not require vacuum pumps and total pressure con-
trol. Each CVD system can have additional or
adapted features affected by a number of factors
such as the reactants used in the process, the
maximum acceptable leak rate for air into the
system, purity of the deposit, size and shape of
the substrate, process economy, etc. A schematic
overview of a generic CVD reactor is shown in
Fig. 1 (Dobkin and Zuraw 2003).

During the basic CVD process, a predefined
mix of reactant gases and an inert carrier gas is
introduced into the reaction chamber. A mass flow
controller is used to keep a specified inward gas
flow rate. While the gas flow moves over the
substrate, the reactants get absorbed on or near
the surface of the substrate where they undergo a
chemical reaction to form a film. Reactions at the
substrate surface itself are called heterogeneous
reactions and are selectively occurring on the
heated surface. Reactions that take place in the
gas phase itself are known as homogeneous reac-
tions and should be avoided since they form
gas-phase aggregates of the depositing material
which poorly adhere to the surface and could
cause low-density films with lots of defects. The
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Chemical Vapor Deposition (CVD), Table 1 Overview of CVD processes

Type Description

Atmospheric pressure CVD
APCVD

Processes at atmospheric pressure

Low-pressure CVD
LPCVD

Processes at subatmospheric pressures

Ultrahigh vacuum CVD
UHVCD

Processes at very low pressure

Aerosol-assisted CVD
AACVD

Precursors are transported to the substrate by means of a liquid/gas aerosol,
which can be generated ultrasonically

Direct liquid injection CVD
DLICVD

Precursors are in liquid form (liquid or solid dissolved in a convenient
solvent). Liquid solutions are injected in a vaporization chamber toward
injectors (typically car injectors). Then the precursor’s vapors are transported
to the substrate as in classical

Remote plasma-enhanced CVD
RPECVD

Utilizes a plasma to enhance chemical reaction rates of the precursors and
allows deposition at lower temperatures

Atomic layer CVD
ALCVD

Deposits successive layers of different substances to produce layered,
crystalline films

Hot wire CVD
HWCVD

Also known as catalytic CVD (Cat-CVD) or hot filament CVD (HFCVD).
Uses a hot filament to chemically decompose the sources gases

Metal-organic CVD
MICVD

Based on metal-organic precursors

Hybrid physical-CVD
HPCVD

Vapor deposition processes that involve both chemical decomposition of
precursor gas and vaporization of a solid source

Rapid thermal CVD
RTCVD

Uses heating lamps or other methods to rapidly heat the wafer substrate
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gaseous by-products are evacuated from the reac-
tion chamber and often have to be neutralized. To
remove them before exhaust, scrubbers are used.

Process Classification
There is a large variety in CVD processes, differ-
entiated by their application, the process and reac-
tor used, or the precursor and chemical reactions.
For that reason, different ways of classification are
possible, such as classification by operating pres-
sures, by excitation techniques, or by precursor
type and feeding procedure. Table 1 gives an
overview of a selection of CVD processes
(Martin 2010).

Thermally activated CVD (TACVD) is the
conventional process in which the chemical
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reactions are initiated by thermal energy in a
hot-wall or cold-wall reactor using inorganic
chemical precursors. In a hot-wall reactor a
heating system is used that heats up the walls of
the reactor itself, an example of which is radiant
heating from resistance-heated coils. A major
downside of hot-wall reactors is that they need
frequent wall cleaning, because films are depos-
ited on the walls in much the same way as they are
deposited on the substrate. With thicker films on
the reactor walls, there is a risk that particles will
break loose, fall down on the surface of the grow-
ing film, and introduce pinholes in it. The film
growing on the reactor walls might also be a
source of contamination because of the reaction
between the material of the reactor wall and the
vapor. Cold-wall reactors use heating systems that
minimize the heating up of the reactor walls and
only intent to heat the substrate, an example of
which is heating via IR lamps inside the reactor.
Using a cold-wall reactor reduces the risk of par-
ticles breaking loose from the walls and contam-
inating vapor/wall reactions, but the steep
temperature gradients near the substrate surface
may introduce severe natural convection resulting
in a nonuniform film thickness and microstructure
(Choy 2003).

The simplest reactors in design are atmo-
spheric pressure CVD (APCVD) reactors, which
operate at atmospheric pressure. Low-pressure
CVD (LPCVD) reactors operate at medium vac-
uum (30–250 Pa) and at higher temperatures than
APCVD reactors. Other types of CVD reactors
operating under low pressure are, e.g., plasma-
enhanced CVD (PECVD) reactors. PECVD reac-
tors do not depend completely on thermal energy
to accelerate the reaction processes, as thermal
activated CVD (TACVD) reactors do, but also
transfer energy to the reactant gases by using an
RF-induced glow discharge. By applying an RF
field to the low-pressure gas, free electrons are
created within the discharge region. The electrons
are sufficiently energized by the electric field that
gas-phase dissociation and ionization of the reac-
tant gases occur when the free electrons collide
with them. Energetic species are then adsorbed on
the film surface, where they are subjected to ion
and electron bombardment, rearrangements,
reactions with other species, new bond formation,
and film formation and growth. In photo-assisted
CVD (PACVD) a light source, i.e., a lamp, CO2

laser, Nd-YAG laser, excimer laser, or argon ion
laser, is used to raise the surface temperature
which causes thermal decomposition of the pre-
cursor in the gas phase and/or substrate surface.
Flame-assisted CVD (FACVD) is another variant,
whereas the combustion of liquid or gaseous pre-
cursors injected into diffused or premixed flames
will decompose and undergo chemical reactions
and/or combustions in the flame. This provides
the required thermal environment for vaporiza-
tion, decomposition, and chemical reaction and
helps to heat the substrate to enhance the diffusion
and surface mobility of the absorbed atoms on the
substrate surface during deposition of the films
(Choy 2003).

Other variants of CVD include metal-organic
CVD (MOCVD) which uses metal-organic as the
precursor, i.e., compounds containing metal
atoms bonded to organic radicals, rather than the
inorganic precursor used in conventional CVD
processes. Variants such as pulsed injection
MOCVD and aerosol-assisted CVD (AACVD)
use special precursor generation and delivery sys-
tems unlike conventional CVD processes.

Advantages and Limitations of the Process
One of the primary advantages of CVD is that it is
not restricted to a line-of-sight deposition which is
a general characteristic of sputtering, evaporation,
and other physical vapor deposition (PVD) pro-
cesses. The deposited films are generally quite
conformal, meaning that the film thickness on
the walls of features is comparable to the thickness
on the top. This means that films can also be
applied to freeform objects, including the insides
and undersides of features, and that high-aspect-
ratio holes (10:1) and other features can be
completely filled. Another advantage of CVD is,
in addition to the wide variety of materials that can
be deposited, they can be deposited with very high
purity. This results from the relative ease with
which impurities are removed from gaseous pre-
cursors using distillation techniques. Other advan-
tages include relatively high deposition rates
which make it possible to form thick coatings
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(in some cases centimeters thick) and the fact that
CVD often does not require as high a vacuum as
PVD processes (Pierson 1999).

CVD also has a number of limitations. One of
the primary disadvantages lies in the properties of
the precursors. Ideally, the precursors need to be
volatile at near room temperatures. This is non-
trivial for a number of elements in the periodic
table, although the use of metal-organic precur-
sors and the development of plasma CVD have
eased this situation (Park and Sudarshan 2001).
Another limitation is the requirement of having
chemical precursors with high vapor pressure
which are often hazardous and at times extremely
toxic. The by-products of the CVD reactions can
also be toxic and corrosive and may need to be
neutralized, which could be a costly and environ-
mentally controversial operation. The other major
disadvantage is the fact that the films are usually
deposited at elevated temperatures. This puts
some restrictions on the kind of substrates that
can be coated. More importantly, it leads to
stresses in films deposited on materials with dif-
ferent thermal expansion coefficients, which can
cause mechanical instabilities in the deposited
films.

Applications
CVD is a versatile and dynamic technology which
is constantly expanding and improving. Many of
the early applications involved refining or purifi-
cation of metals and a limited number of non-
metals from their carbonyl or halide precursors.
Powders of TiO2, SiO2, carbon black, and other
materials such as Al2O3, Si3N4, and BN have been
routinely made by CVD. Most of the recent R&D
effort is aimed at thin-film deposition (Park and
Sudarshan 2001). Two major areas of application
of CVD have rapidly developed, namely, in the
semiconductor industry and in the so-called
metallurgical-coating industry which includes
the manufacture of coated cemented carbide cut-
ting tools. The semiconductor industry is esti-
mated to comprise three-quarters of all CVD
production.

CVD has been a critical enabling technology in
silicon-based microelectronics and is even used at
the earliest stage of refining and purification of
elemental silicon. CVD techniques can be used
for depositing thin films of the active semiconduc-
tor material (e.g., doped Si), conductive intercon-
nects (e.g., tungsten), and/or insulating dielectrics
(e.g., SiO2).

In cutting tool fabrication a wear-resistant coat-
ing of a refractory compound is applied on tung-
sten carbide-cobalt alloys by CVD. Commonly
used coatings include TiC, TiN, and Al2O3 and
their combinations (Tracton 2005).

The communications revolution also relies
on a diverse set of CVD technologies for the
manufacturing of components such as solid-state
diode lasers. Even fiber-optic cables are
manufactured using CVD techniques to achieve
the desired refractive index profile by coating the
inside of a fused silica tube with oxides of silicon,
germanium, boron, etc. After deposition the fused
silica tube is collapsed to a rod and the rod is than
drawn into a fiber. CVD techniques used to grow
optoelectronic material also have many applica-
tions outside of the communications industry. One
example is high-brightness blue and green LEDs
based on group-III nitride alloys, e.g., InGaN,
which are grown on sapphire substrates (Park
and Sudarshan 2001).

CVD processes are also used in the production
of microelectromechanical systems or MEMS.
Most MEMS devices are manufactured from
polycrystalline silicon (polysilicon) films depos-
ited on silicon wafers, with intermediate sacrificial
SiO2 layers that are later removed by chemical
etching. Both the polysilicon and oxide are depos-
ited by CVD or PECVD. The CVD steps define
the structure of the device perpendicular to the
silicon substrate, while numerous lithographic
and etching steps define the structure in the other
two dimensions (Park and Sudarshan 2001).

Also powders of nuclear fuel materials from
the fuel rods used in nuclear reactors have been
coated in a fluidized bed with coatings of
SiC, graphite, and ZrC for containment of fission
products.

Another interesting application of the CVD
technology is the deposition of whiskers of
metals and refractory compounds. Whiskers are
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needle-shaped single crystals of materials, typi-
cally 1 mm or less in diameter and several micro-
meters long. They are being used in the
development of composites. Adding whiskers to
ceramics, which are inherently brittle, signifi-
cantly improves their fracture toughness. Today,
composites have become a very important new
class of engineering materials in, e.g., aerospace
structural applications (Tracton 2005).
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Definition

The chip formation in abrasive processes defines
the local interaction between abrasive grains and
workpiece material in combination with the sur-
rounding fluid media (cooling lubricant or air). It
can mainly be distinguished between brittle and
ductile removal mechanisms.
Theory and Application

The common removal mechanisms in grinding can
be divided into ductile material removal and brittle
material removal. For ductile materials, the chip
formation can be distinguished in three zones
beginning with zone one, where elastic deforma-
tion takes place (see Figs. 1 and 2 left). Because of
the shape of the grain, the rake angle is very small at
the beginning of the engagement. As the grain
continues to penetrate the material, the stress
exceeds the yield strength which results in a devel-
opment of plastic strain. This is labeled as zone two
on the left side of Fig. 1. In zone three, the grain
penetrates deeper until the chipping thickness hcu
corresponds to the grain cutting depth Tm, where
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material separation starts. The depth of cut Tmmight
be considered as the minimal chip thickness. The
value of Tm is influenced by the applied coolant and
the friction coefficient between the grain and the
workpiece material (Klocke 2009).

The machinability of brittle materials (e.g.,
glasses, high-performance ceramics) significantly
differs in contrast to the machining of metallic
materials. When machining brittle materials with
increasing penetration depths, material separation
is dominated by the characteristic behavior of
brittle materials. Elastic and plastic deformation
is little. Chip formation is dominated by crack
initiation and crack growth. As the grain cutting
edge penetrates into the brittle material, radial and
lateral cracks occur (see Fig. 2, right). In this case,
the chip removal takes place by means of lateral
cracks, which causes spalling of the material on
the one hand. On the other hand, axial cracks lead
to permanent damage to surface layer (see
Marshall et al. 1983; Saljé and Möhlen 1987;
Bifano et al. 1991; Klocke 2009).

For brittle materials, Bifano confirmed the
hypothesis that even hard and brittle materials
could be ground at a ductile regime as long as
the chip thickness remains below the critical chip
thickness hcu,crit (Fig. 2, left). His experiments
showed a certain relation between the results and
Eq. 1 (see Bifano 1988; Bifano et al. 1991).
hcu,crit ¼ b � E

H

� 	
� KIC

H

� 	2

(1)

where

hcu,crit: critical undeformed chip thickness [mm]
b: tool-specific constant
E: elastic modulus [N/mm2]
H: Vickers hardness [GPa]
KIC: fracture toughness [MPa�m1/2]
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Chip control involves efficient breaking and effec-
tive removal of chips.
Theory and Application
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Significance
Chip control is an essential aspect of automated
machining. The basic functional elements of chip
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control are efficient breaking and effective
removal of chips. The former helps to facilitate
the latter; hence much of the fundamental work in
the past has been on finding ways and means to
break chips efficiently to enable effective removal
from the machines and the subsequent recycling/
disposal. Figure 1, which shows the most
influencing factors on chip breaking, demon-
strates the complex nature of the chip-breaking
process. Each of the eight factors shown has a
profound effect on chip breaking. Greater under-
standing of these influencing factors and their
interactions would be essential for achieving effi-
cient chip breaking and hence chip control.

The need for chip breaking is significant in
continuous operations (such as turning and dril-
ling). Unbroken chips can cause numerous prob-
lems in machining including damage to the
machined surface, cutting tool, and machine tool
itself and can be harmful to machine operators and
shop floor workers. All of these effects may lead
to added costs, due to scrap parts, lost machining
time, and delay in the delivery of parts, in addition
to the unplanned health-care costs. In general, it
has been shown that efficient chip control in
machining contributes to the following:
Ch
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Chip-Forms, Chip
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Control, Fig. 1 Most
influencing factors on chip
breaking and disposal.
(Adapted from Jawahir and
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Chip-form and chip breakability, in combina-
tion, indicate the degree of chip control. Unfortu-
nately, no single computer-aided process planning
(CAPP) system currently can predict the level of
achievable chip control adequately, even though
the cutting tool industry continues to develop
and promote “chip chart” methods for increased
marketability of their cutting tools. In modern
unattended machining applications, lack of chip
control is a chronic source of unplanned interrup-
tions and problems leading to (a) loss of production
time, (b) out of specification sizes and finishes,
(c) rapid tool wear, and even (d) catastrophic tool
failure. Thus, a better understanding on the mech-
anisms of chip formation, chip curl, and breaking
processes is essential for machining process
planning operations. Also, the knowledge of the
mechanics of the chip-breaking process and the
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chip material properties are necessary to establish
any meaningful chip breakability criterion.

Figure 2 shows typical 2D and 3D chip-
breaking processes. The precursor to chip break-
ing is the most desirable chip flow and curl. While
each of the eight factors identified in Fig. 1 would
be expected to influence the chip flow and curl,
their combined effect needs to be studied for
designing the chip-forming process for optimal
chip-breaking performance. There has also been
considerable effort to understand the optimal level
of chip breaking. In order to plan for the most
desirable type of chip-forms in machining, it is
essential to understand the categories of chips that
are attainable from combinations of conditions.

Figure 3 shows a simplified, ISO-based chip-
form classification chart, which can be used for
quantitative evaluation of the size and shape of the
chips being produced from machining operations.
This chart shows that the most commonly pro-
duced chips can be classified into eight groups in
terms of their size and shape (Jawahir 1986).

Chip-Forming Tool Inserts
For over the last several decades, the cutting tool
industry has been developing and introducing a
wide variety of chip-control devices, known as
chip breakers (also known as chip formers) –
namely, tool inserts with varying chip-groove
designs and configurations. With the never-ending
market competition, the cutting tool industry groups
Chip-Forms, Chip Breakability, and Chip Control, Fig.
(Courtesy: Kennametal, Inc.)
compete with each other in developing more and
more functional chip-breaking tool inserts, largely
using empiricalmethods, with little research involv-
ing fundamental studies to understand the basic
mechanisms for chip-forms and chip-breaking
modes. Figure 4 shows a representative sample of
chip-forming tool inserts currently used in a variety
of machining operations.

As seen, the complex 3D chip-groove geome-
try, coupled with advanced coatings, offers the
functionality for these tool inserts. A closer look
at the chip-forming tool geometry (Fig. 5) reveals
the extremely complex geometric patterns includ-
ing variable groove size and obstruction backwall
configurations in a typical grooved tool insert.

Figure 6 shows the variation of chip-forming
mechanisms when machining of a given work
material with the same tool insert but under dif-
ferent cutting conditions and on different geomet-
ric features of the workpiece. Unfortunately,
predictive knowledge is still largely lacking for
chip breaking due to the large number of complex
variables involved in the machining process,
including the complex tool geometry, tool mate-
rial types (tool grade and coating), work material
properties, and the interacting cutting conditions.

Cutting Edge Preparation and Chip-Groove
Designs
The design of cutting edge and the chip-forming
groove configurations play a significant role in
2 (a, b) Typical 2D and 3D chip-breaking mechanisms.
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developing chip-forms and the subsequent chip-
breaking process in machining. While there are no
universally acceptable standards as yet for these
design features, the cutting tool industry continues
to develop a large range of designs to suite specific
Chip-Forms, Chip Breakability, and Chip Control,
Fig. 5 Complex chip-groove geometry in a cutting tool
insert

Chip-Forms, Chip
Breakability, and Chip
Control, Fig. 6 Variation
of chip-forming
mechanisms in machining
with the same tool insert
(Sandvik 1996)
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applications involving various work materials,
tool materials, and cutting conditions. Figure 7
shows a range of cutting edge designs (straight,
chamfered, and rounded edges), tool face designs
for chip curling (obstruction type and narrow
restricted contact configurations), conventional
groove designs (standard and raised backwall
designs), and complex groove designs with vari-
able groove geometry for 3D chip-form (Jawahir
and van Luttervelt 1993).

When a combination of these geometric config-
urations is incorporated into a tool insert design, the
usual result is an ideally developed 3D chip-form
with chip breaking as shown in Fig. 8.

Commonly known geometric parameters in a
typical 2D chip groove are shown in Fig. 9. Proper
design of a chip groove for a given application
would employ suitably selected combination of
these geometric parameters.

With the growing emphasis on product quality,
reliability, and cost-effectiveness, it has become
even more important to develop a comprehensive
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understanding of the machining process to help
process planners select the optimum cutting tool
inserts and cutting conditions for given work mate-
rials for the most desirable chip-breaking levels.
The wide range of empirically designed cutting
tool inserts by the cutting tool industry demon-
strates complex chip-groove geometries to attain
an effective optimal level of chip control. However,
in order to enable more effective design and selec-
tion of cutting tool inserts, a better understanding of
the chip flow and chip curl mechanisms would be
required. Nakayama and his colleagues (Nakayama
1962, 1984; Nakayama and Ogawa 1978) and
Spaans (1971) made significant early contributions
on chip flow, chip curl, and chip breaking. Results
from the CIRP’s international cooperative work on
chip control were also reported in two major CIRP
keynote papers: Kluft et al. (1979) and Jawahir and
van Luttervelt (1993).

Chip Morphology
The basic chip morphology results from chip flow
and chip curl mechanisms. Three-dimensional
chip-form can be characterized in terms of chip
side-flow (chip motion from perpendicular to the
fed direction), side-curl (chip curl in the plane of
the cutting edge), and up-curl (chip curl out of
the plane of the cutting edge) as illustrated in
Fig. 10.

More general 3D chip flow and curl patterns
were identified by Jawahir and Fang (1995). Chip
flow in a grooved tool basically consists of
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side-flow and backflow whereas chip curl consists
of up-curl and side-curl. Figure 11 shows the
combined effects of chip side-flow (�s) and chip
backflow (�b) on 3D chip flow.
Chip-Forms, Chip Breakability, and Chip Control,
Fig. 8 3D chip breaking from optimally designed cutting
edge configuration and chip groove (Sandvik 1996)

h
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These four parameters are needed for a com-
prehensive assessment of the 3D chip-form.

Slip-Line Models for Curled Chip Formation
Dewhurst (1978) showed an inherent predictive
capability of curled chip formation in orthogo-
nal machining with flat-faced tools using slip-
line field theory. He showed that the machining
process is not uniquely defined by any given set
of steady-state cutting conditions. A new uni-
versal slip-line model and the associated
hodograph for machining with restricted con-
tact tools, which take account of chip up-curl
and backflow and provide nonunique solutions
to machining processes, were recently proposed
by Fang et al. (2001). With appropriate assump-
tions, this model can be decomposed to six slip-
line models previously developed for machin-
ing by Shi and Ramalingam (1993), Dewhurst
(1978), Kudo (1965), Usui and Hoshi (1963),
Johnson (1962), Lee and Shaffer (1951), and
Merchant (1944).

The universal slip-line field model offers a
predictive capability for the following machining
variables. The nondimensionalized cutting forces
(Fc/kt1w and F t/kt1w), where Fc and Ft are the
cutting and thrust force components, k is the shear
flow stress, t1 is the undeformed chip thickness,
and w is the width of cut, and chip up-curl radius
(Ru), chip thickness (t2), and the chip backflow
angle (�b) are determined using this model.
h:     primary land

g
1
:    primary rake angle

GW: groove width

BH:  backwall height

BS:   backwall slope  angle

GD:  groove depth

GD

GW

g
1

BS

BH



1/r x

(U
p-cu

rli
ng)

1/r x (
Up-curlin

g)

1/r
x (Side-curling)

1/r
x (Side-curling)

y

x x

y

q = 0° q = 0°

q = 30°

q = 30°

h = 15°

q = 60°
q = 60°

e

e

q = 90°

q = 90°
e

Chip-Forms, Chip Breakability, and Chip Control, Fig. 10 Variation of chip-form by up-curling and side-curling
(Nakayama 1984)

Chip-Forms, Chip
Breakability, and Chip
Control, Fig. 11 Three-
dimensional chip flow as a
result of combined chip
backflow and chip side-flow
(Jawahir and Fang 1995)

252 Chip-Forms, Chip Breakability, and Chip Control
Cutting forces:
F
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¼ FCA
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þ FCD
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kt1w
(1)

Chip up-curl radius:
Ru ¼ 1
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�
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þ Vg0

2o
(2)
where a1 = p � g1 � ζ + y + c � �1 � �2
Chip thickness:
t2 ¼ 2
Vg0

o
� Ru

� 	
(3)

Chip backflow angle:
�b ¼ arctg
Vg0x

V g0y
(4)

This work has subsequently been extended to
machining with a grooved tool to predict the effects
of such groove parameters as the groove width and
groove backwall height by Wang and Jawahir
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(2002), and combined with Oxley’s predictive
model (Oxley 1989), the effects of strains, strain
rates, and temperatures have been considered by
Fang and Jawahir (2002). More recently,Wang and
Jawahir (2007) extended this model to include
machining with rounded cutting edge restricted
contact grooved tools and developed an analytical
predictive model for cutting forces, chip thickness,
chip up-curl radius, stresses, strains, strain rates,
and temperatures. Figure 12 shows this slip-line
model and the associated hodograph.

Five nonlinear equations are established to
solve for the five slip-line field angles, y 1, y2 c,
�1, and �2:
f 1 ¼ mb � F 0
x � F 0

y ¼ 0
f 2 ¼ M 0 þ F 0

x � CC1 � F 0
y � CC2 ¼ 0

f 3 ¼ h2 � X f�gf � Y f�bf

� �2 þ X f�bf þ Y f�gf

� �2 ¼ 0

f 4 ¼ h02 � X l�hl � Y l�hlð Þ2 þ X l�gl þ Y l�gl

� �2 ¼ 0

f 5 ¼ Ru þ t2
2

� �
sin g2 þ �g

� �
� GW 0

2
¼ 0

8>>>>>>><
>>>>>>>:

(5)

Based on this model, predictions can be made
for the state of stresses in all contact regions, along
with temperatures, chip backflow angle, chip
up-curl radius, chip thickness, cutting forces,
etc. (Wang and Jawahir 2007). The combined
effects of cutting edge radius and the chip-groove
parameters are also established, with predictions
experimentally verified.

3D Chip Formation
A 3D chip-form is produced as a result of varying
degrees of chip up-curl, chip backflow, chip side-
curl, and chip side-flow. For classification of the
chip-form, the twist angle in a chip (see Fig. 13)
can be used to quantify the individual contribu-
tions of up-curl and side-curl. For a pure up-curled
chip, the twist angle q is 0�, whereas for a pure
side-curled chip, it is 90�.

Using the classic theories of mechanics,
modeling the 3D chip-breaking process has been
attempted as shown in Fig. 14 (Ghosh et al. 1998).
Cyclic Chip Formation
Cyclic chip formation refers to the periodic chip
formation process of birth, growth, and final
breaking of chips. The study of cyclic chip for-
mation is important because in practice chip
formation is rarely a uniquely defined process
that can be represented by a quasi-static condi-
tion but rather a cyclically repeated application
of a time-dependent process involving chip for-
mation, chip-form development, and chip frac-
ture. Even if the cycles are not exactly
repeatable, they indicate the history of chip for-
mation and trace back important information to
connect with the process mechanics. One of the
earliest discoveries of cyclic chip formation in
turning operations was reported by Jawahir
(1986). This work was followed by an extensive
experimental analysis which revealed cyclic chip
formation in 2D and 3D modes (Jawahir 1990).
Figure 15 shows a typical 2D chip-breaking
cycle.

Chip Breakability
Based on the early work by Nakayama (1962),
the chip breakability criterion is established
(Fig. 16):
emax � t2
2

1

rui
� 1

ruf

 �
(6)

where:

• rui is the initial chip up-curl radius.
• ruf is the final chip up-curl radius.
• emax is the ultimate tensile strain of the chip

material.
• t2 is the chip thickness.

In subsequent work by Ganapathy and
Jawahir (1998), a force model was proposed
for cyclic chip formation involving chip break-
ing. The additional force imposed on the
machining process model due to the free-end
of the chip contacting the workpiece results in a
shift in the force equilibrium conditions, which
requires a dynamic model to address the
changes in the process mechanics with the
birth, growth, and breaking of the chip. Fang
and Jawahir (1996) presented an analytical
model for 2D machining involving cyclic chip
formation. The model provides a predictive
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Fig. 12 (a) Extended universal slip-line model for
machining with rounded cutting edge restricted contact

grooved tools: slip-line field. (b) Enlarged secondary rake
region. (c) Hodograph (Wang and Jawahir 2007)

254 Chip-Forms, Chip Breakability, and Chip Control
capability for forces acting on the chip, bending
moment, chip thickness, chip velocity, tool-chip
contact length, etc., for input conditions such as
work material, cutting conditions, tool
geometry, and chip-work friction conditions at
the free-end of the chip. Figure 17 shows an
infrared thermal image of the curled chip for-
mation (Wang et al. 1996).
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Predicting Chip Breakability
The advent of numerous cutting tool designs
involving variations in chip-groove features and
tool coatings has made the process planning for
machining operations very tedious and complex.
A very useful tool for ascertaining the
effectiveness of a cutting tool insert design is a
chip chart which maps the size and shapes of chip-
forms across a depth of cut-feed matrix as shown
in Fig. 18. Detailed observations of the chip chart
provide important visual information on the
effective chip breakability.
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Control, Fig. 15 A typical
2D chip-breaking cycle
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In an attempt to quantify the information
presented visually, researchers have used fuzzy
logic techniques to classify and predict chip
breakability (Ghosh et al. 1995; Lin et al. 1998).
In conjunction with this fuzzy logic approach, a new
chip-groove classification system was proposed,
and the most significant geometric chip-groove
parameters were identified from chip-groove pro-
files. A fuzzy rule-based system was developed
based on the composite profile of the tool insert
and its chip breakability performance.
This new method for quantifying chip
breakability was derived based on the fundamen-
tals of fuzzy reasoning. It is assumed that the
following three factors and the associated
weighting factors determine the levels of chip
breakability:

• Size of chip produced (60%): defined by the
dimensional features such as length and other
geometric parameters, e.g., diameter or curl
radius of the chip or chip coil.
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Control, Fig. 17 Typical
cyclic chip formation
sequence (Wang et al. 1996)

Chip-Forms, Chip
Breakability, and Chip
Control, Fig. 18 Typical
chip chart showing wide
variation of chip-forms over
a feed depth of cut matrix
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• Shape of chip produced (25%): defined by the
geometric configurations of the chip such as
helical form, spiral form, and arc shape.

• Difficulty/easiness of chip producibility (15%):
defined by the characteristics of the produced
chip, for example, smoothness of the chip sur-
face, chip color, and any resulting burr forma-
tion. These characteristics are expected to
reflect other performance measures such as
cutting power, surface finish, and tool wear.

It is quite obvious that all three factors are
fuzzy in nature owing to the “uncertainty” in
their definition levels, i.e., there are no well-
defined boundaries. Chip breakability is classified
into five fuzzy sets: Very Poor (VP), Poor (P), Fair
(F), Good (G), and Excellent (E). In further anal-
ysis, a numerical rating system from 1 to 5 was
used for representing these five levels of chip
breakability. For example, chip-forms between
Poor (P) and Fair (F) may be assigned a value,
based on their relative sizes and shapes, e.g., 2,
2.3, 2.5, 2.7, and 3. This avoids the inaccuracy
caused by having to classify a chip-form that
is in between F and P to a discrete value of
either F or P. A rule-based predictive system for
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chip breakability was developed based on the anal-
ysis of effective chip-groove profile and is
extended to include predictions for varying cutting
conditions such as side-cutting edge angle, nose
radius, and cutting speed with limited experiments.

The rule-based operation developed is of the
following form:

• IFGroove width is {GW} and backwall height
is {BH} and backwall slope is {BS} and rake
angle is {RA} . . .

• AND Other conditions hold
• THEN Chip breakability is {CB}
• AND Chip breakability certainty level is

{certainty}
Chip-Forms, Chip Breakability, and Chip Control, Fig. 1
insert based on 2D chip-groove profile obtained from a 3D im
The results of this rule-based operation are then
post-processed using a fuzzy inference engine to
obtain the final prediction.

Case Study 1: Predicting Chip Breakability in
Turning Operation
Figure 19 shows the predicted chip breakability
for a given cutting tool insert in machining of AISI
1045 steel, based on a 2D cross-sectional chip-
groove profile obtained from a 3D image of the
cutting tool insert.

This figure represents an interactive system
developed for predicting the level of chip
breakability, with statistical and probabilistic
certainties, for a given set of cutting conditions
9 Predicted chip breakability for a specified grooved tool
age of the tool insert (Jawahir et al. 2000)
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(cutting speed, feed, and depth of cut), tool insert
material and geometry (tool grade, insert style,
nose radius, groove parameter, etc.), and work
material. This interactive predictive system
uses predicted effective direction of chip flow.
Figure 19 also shows that for a given tool insert
with the effective chip-groove profile shown for
the predicted chip flow angle of 32.32�, the fol-
lowing groove parameters are established: tool
backwall height is 0.084 mm, backwall slope is
13.9�, tool groove width is 1.275 mm, and the
effective tool rake angle is 10.3�. For this tool
insert, in machining of AISI 1045 steel at a cutting
speed of 230 m/min., the predicted chip chart is
also shown in Fig. 19 with five different chip
breakability ratings in color codes. The actual
predicted chip breakability for the given set of
c

d

d

f = 0.10
mm/rev
(const.)

an = 0.4 mm
(const.)

f = 0.16
mm/rev
(const.)

an = 0.4 mm
(const.)

Optimization
Results for

Case 2
CR = 0.2,
CCR = 0.8

an = 0.4518

c

b a

f = 0.1312 f = 0.1338

Chip-Forms, Chip Breakability, and Chip Control, Fig.
optimal cutting conditions (Hagiwara et al. 2009)
feed and depth of cut is 97% “Fair” and 3%
“Good” chips. This predictive method has signif-
icant practical value for machining process plan-
ning applications, and this system has also been
successfully used in automotive machining by a
US automobile manufacturer.

Case Study 2: Improved Chip Breakability via
Process Optimization in Contour Turning
In finish contour turning of AISI 1045 steel by
a particular tool insert, at a feed of 0.10 mm/rev
and the depth of cut 0.4 mm, the achievable
chip breakability was very poor (see Fig. 20)
(Hagiwara et al. 2009).

The unbroken, long, snarled chips obtained
were detrimental to the machined surface and
often caused tool breakage, consumed more
b a

f = 0.1349 f = 0.1600

20 Improved chip breakability with increased feed and
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power during machining, and were sometimes
harmful to the machine operators. High-speed
filming results show that an increase in feed by
60% improves the chip breakability while impos-
ing optimized cutting conditions, with a higher
weighting applied to chip breaking, and produces
almost ideal chip breaking and chip-forms.
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Synonyms

Cladistics; Hierarchical classification; Systematics
Definition

Cladistics is a hierarchical classification tech-
nique which reveals evolution courses of organ-
isms based on their shared characters. It was
originally introduced and developed by Hennig
(1966, republished in English in 1999). Cladis-
tics generates phylogenetic trees (Fig. 1), which
are acyclic tree graphs that show the
relationships between the studied entities and
are called “cladograms.”
Cladistics Analysis

Cladogram Construction
The construction process of cladograms begins
with choosing end taxa (singular: taxon), which
are the entities to be investigated, placing them at
the end of cladogram terminals and then deter-
mining the characters that provide relationship
evidence. Next, character states inherited by
each taxon are identified. A character refers to a
feature, and character states represent its different
values, ranges, shapes, phases, etc. There are two
types of character states:

1. Primitive, where a feature does not exist (e.g.,
workpiece has no holes) or presents a low-
profile state (e.g., workpiece has blind hole)

2. Derived, which represents the existence of a
feature (e.g., part is drilled) or a more advanced
state (e.g., part has through hole)

The objective of cladogram construction is
to generate a minimum length tree, which is
referred to as parsimony analysis to reduce infor-
mation content. A cladogram length is the number
of character changes (steps) appearing on a clad-
ogram tree. Character states appear nine times on
the cladogram in Fig. 1; consequently it has a
nine-step length. Shorter cladogram length indi-
cates a better cladogram with fewer assumptions
and conflicts, which means that fewer character
states are repeated on branches and also fewer
character states are disappearing from evolution-
ary path after their emergence. Better parsimony
suggests a better representative hypothesis of the
taxa relationship, having the least information
content. A handful of specialized software is ded-
icated for cladogram construction such as
Hennig86, PAUP, NONA, PeeWee, and Phylip
that can cluster large data sets very fast.

Using parsimony as an objective for cladogram
construction leads to placing common character
states at higher tree branches near the tree root,
while unique character states would appear near

https://doi.org/10.1007/978-3-662-53120-4_6482
https://doi.org/10.1007/978-3-662-53120-4_6676
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https://doi.org/10.1007/978-3-662-53120-4_300085
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Cladistics for Products and Manufacturing, Fig. 1 Hierarchical classification using cladistics analysis. (Adapted
from AlGecddawy et al. 2017)
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tree terminals. Therefore, cladistics outperforms
other classification criteria such as distance met-
rics or maximum likelihood, since many different
taxa might have an equal level of overall similar-
ity but do not share as much common characters.
Hence, knowledge of the exact common and
shared characters among different taxa has the
potential for being used in engineering design,
planning, and manufacturing, since shared char-
acters can be used as product family platforms,
product components and modules, manufacturing
system modules, and machine clusters
(ElMaraghy et al. 2008).

Reengineered Cladistics Analysis
AlGeddawy and ElMaraghy (2010) divided the
parsimony analysis in cladograms construction
into two subproblems (Fig. 2): (1) cladogram
topological trees layout, where the number of
topologies is n � 1!, and (2) the taxa arrange-
ment decision at each tree terminal, where the
number of arrangements is n! and n is the
number of studied taxa. This division provides
more flexibility in adding constraints and mod-
ifying cost function to suite the criteria and
objectives traditionally used in engineering
applications. Combining a specific topology
with a selected taxa arrangement generates a
cladogram tree which can be populated with char-
acters accordingly.

Cladistics Coevolution Analysis
Cladistics has been used extensively in the field of
biological systematics. However, cladistics can be
used to organize any comparative data. The
resulting cladograms can be compared to infer
coevolutionary relationships between different
classes of species in biology and different sets
of entities in any other field. Plotting pairs of
cladograms results in “tanglegrams” as shown in
Fig. 3. Tanglegrams are constructed to obtain the
best untangled graphs without crossed relation-
ships between associated entities. An untangled
tanglegramwith mirror-image cladograms infers a
perfect coevolution of the compared sets of enti-
ties, which means reciprocal effects that lead to
the emergence of new characters and entities on
both sides (AlGeddawy and ElMaraghy 2011).
Engineering Applications

Design for Modularity
Cladograms, as a hierarchical classification tool,
can be used to represent different ways of inte-
grating and modularizing product architecture.



Cladistics for Products and Manufacturing, Fig. 2 Reengineered cladistics analysis by dividing cladistics analysis
into cladogram topology generation and terminal arrangement (AlGeddawy and ElMaraghy 2010)

Cladistics for Products and Manufacturing, Fig. 3 Pair-wise cladogram comparison in a tanglegram for coevolution
study (AlGeddawy and ElMaraghy 2011)
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Cladogram tree nodes represent different granu-
larity levels of the product, which is equivalent to
the depth of its structure and bill of material
(BOM). Modularity is evaluated at each granular-
ity level to determine the best architecture
and how product components should be inte-
grated or modularized. Component relationships
as described by component-based DSM (Fig. 4)
are used as the character states that will populate
resulting cladograms (AlGeddawy and ElMaraghy
2013a).
Design for Variety
A complete design process is performed when
market domain and customer requirements
are connected with product architecture. Cus-
tomer requirements identify the main market
segments that need to be addressed by a
product variant. The planned variants will
have product specifications that are satisfied
by many variant structures. Cladistics is used
to identify the best group of product variants
which meet the product specifications for each
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market segment (Fig. 5) and at the same time
maximize components commonality, modular-
ity, and platforming ability (ElMaraghy and
AlGeddawy 2012).
C
Redesign for Variety
For a set of already existing product variants,
grouping based on their common parts and com-
ponents is essential for assembly and production.
Hierarchical classification using cladograms
specifies groups of components and parts that
are candidate for grouping into either a product
platform, shared by all variants, or product
modules shared by some variants. Introducing
assembly relationships among components
Cladistics for Products and Manufacturing, Fig. 5 A
segmentation. (Adapted from ElMaraghy and AlGeddawy 20
using liaison diagrams (Fig. 6) would also iden-
tify components that are candidate for being
integrated to reduce part count. A liaison graph
is an assembly representation which character-
izes an assembly by a network where nodes
represent parts and lines between nodes that rep-
resent any of certain user-defined relations
between assembled parts called “liaisons”
which generally include physical contact
between parts. This redesign process would
result in a compromise between the guidelines
of design for assembly (DFA) which aim to
reduce number of parts and the guidelines of
design for variety (DFV) that tend to divide
integral architectures into smaller modules
(AlGeddawy and ElMaraghy 2013b).
ctive product family design using cladistics and market
12)
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Design for Complexity
Maximizing product modularity helps design for
variety (DFV), making it easier for designers
and manufacturers to modify existing product
family members and generate new product vari-
ants to meet market demands and consumers’
expectations. Achieving this goal with the least
additional cost depends on many factors includ-
ing the relationships and interfaces between
modules which in turn affect assembly complex-
ity, time, and cost. The design for assembly
(DFA) methods promote, among other objec-
tives, integration of components when feasible
to reduce assembly time, which conflicts increas-
ing product modularity. Cladistics analysis can
define product architectures which lie between
extreme integration and extreme modularization
Cladistics for Products and Manufacturing, Fig. 7 The
generated modules. (Adapted from AlGecddawy et al. 2017)
by finding the balance between integration and
modularity (Fig. 7) and reducing complexity as a
second guiding principle (AlGecddawy et al.
2017).

Design for Delayed Product Differentiation
Product delayed differentiation is a form post-
ponement strategy used in mass customization
and is very effective in production planning of
product variants. It has been shown that cladistics
is a useful tool for developing an assembly system
layout which postpones product variants differen-
tiation, defining the points of differentiation,
while respecting product precedence constraints
and balancing assembly stations for maximum
utilization (AlGeddawy and ElMaraghy 2010) as
illustrated in Fig. 8.
best granularity level for the optimum complexity and the



Cladistics for Products and Manufacturing, Fig. 8 Assembly system layout using cladistics for delayed product
differentiation. (Adapted from AlGeddawy and ElMaraghy 2010)
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Design for System Complexity
System granularity has two direct effects on the
structural complexity of manufacturing systems;
it influences both system layout complexity and
equipment complexity. Cladistics analysis
showed that increasing the granularity level of
manufacturing systems increases the complexity
of its layout but also decreases the complexity of
its equipment, while integrating pieces of equip-
ment into a single integrated machine, line, or
cell maximizes equipment complexity but also
minimizes system layout complexity (Fig. 9).
Each manufacturing system has a specific gran-
ularity level that represents a balance between
these two effects and reaches a point of equilib-
rium between system configuration decomposi-
tion vs. equipment integration (Samy et al.
2015).

Design for System Sustainability
Energy consumption throughout planning hori-
zon of integrated or changeable manufacturing
systems can be minimized by the right choice
of system design structure and its degree of
modularity. Changeable manufacturing system
requires multiple system configurations at differ-
ent time percentages during the planning hori-
zon. A fine granularity high modularity system



Cladistics for Products and Manufacturing, Fig. 9 The best granularity level for the least manufacturing system
complexity. (Adapted from Samy et al. 2015)
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structure would be the intuitive choice for such
system to allow reconfiguration of system mod-
ules. However, using a cladistics model and aug-
mented DSMs proved that individual energy
characteristics of some modules might exceed
the requirements of the specific process. The
optimal system granularity level between the
two extremes of maximum and minimum struc-
ture modularity optimizes energy consumption
by combining some pieces of equipment
(Fig. 10). This balances the load among pro-
cessing modules and reduces wasted energy
due to having many individual processes and
interfaces while maintaining intended system
functionality (AlGeddawy and ElMaraghy
2016).

Design for Systems and Products Coevolution
The synergy and dependency of manufacturing
systems synthesis and product design are
obvious and natural. Reciprocal changes affect-
ing the design of both products and their
manufacturing systems are most likely to take
place after design or technology changes. Cla-
distic analysis represents a mathematical model
to track codependence of manufacturing sys-
tems and products using cladistic analysis, and
associate manufacturing capabilities with
product features (Fig. 11) were developed
(AlGeddawy and ElMaraghy 2012). If both sys-
tem and product cladograms are not perfectly
matching, the model suggests potential future
development of the product and manufacturing
resources to balance their imperfect coevolution
and reach an equilibrium state, leading to a
more economically sustainable manufacturing
facility which can be used for more than one
product generation or technological advance
(AlGeddawy and ElMaraghy 2012) as illus-
trated in Fig. 12.
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Cladistics for Products
and Manufacturing,
Fig. 11 Imperfect
coevolution of products and
manufacturing system
causing mismatching
branches (AlGeddawy and
ElMaraghy 2012)

Cladistics for Products and Manufacturing, Fig. 12 Future manufacturing synthesis and product design by coevo-
lution perfecting (AlGeddawy and ElMaraghy 2012)
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Cleaner Production
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Department of Mechanical Engineering, Centre
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Belgium
Synonyms

Environmentally benign manufacturing; Green
manufacturing; Sustainable manufacturing
Definition

Cleaner production has been defined by the
United Nations Environment Programme
(UNEP) (UNEP 2012) as “the continuous
application of an integrated preventative environ-
mental strategy to processes, products and ser-
vices to increase efficiency and reduce risks to
humans and the environment” (UNEP/DTIE/
SCP 1990).
Theory and Application

Functional performance and purchase price have
long been the key selection criteria for the pur-
chase of new machine tools. Today, an evolution
toward environmentally benign manufacturing
can be observed that is stimulated by three drivers:
more stringent regulatory mandates and standards
(e.g., ISO 14955-1 2014; ISO 50001 2011), com-
petitive economic advantage, and proactive green
behavior (Gutowski et al. 2005).

Several complementary techniques and mea-
sures toward cleaner production can be applied,
ranging from low- or even no-cost solutions to
high-investment advanced technologies. A com-
mon classification of cleaner production strategies
has been proposed by UNEP (Fig. 1) (UNIDO
2012). As described by Duflou et al. (2012), these
strategies can be implemented at different levels of
the manufacturing chain: the process level, the
multi-machine level, the factory level, the multiple
factory level, and the supply chain level.

1. Good Housekeeping: appropriate provisions
to prevent leaks and spills and to achieve
proper, standardized operation and mainte-
nance procedures and practices
• Examples: Compressed air energy use, sav-

ings, and payback period of energy-efficient
strategies are presented by Saidur et al.
(2010). Local generation seems to be the
best solution for cost consideration as well
as energy efficiency (Yuan et al. 2006).

2. Input Material Change: replacement of haz-
ardous or nonrenewable inputs by less hazard-
ous or renewable materials or by materials with
a longer service lifetime
• Examples: Cutting fluids can be avoided or

limited by applying dry machining or
minimum quantity lubrication (e.g., Weinert
et al. 2004; Aurich et al. 2008). Further-
more, environmentally benign fluids have

https://doi.org/10.1007/978-3-662-53120-4_6413
https://doi.org/10.1007/978-3-662-53120-4_16
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been developed for operations which still
require lubricants (Bay et al. 2010).

3. Better Process Control: modification of the
working procedures, machine instructions, and
process record keeping for operating the pro-
cesses at higher efficiency and lower rates of
waste and emission generation
• Examples: Besides environmental optimi-

zation of process parameters (e.g., Mori
et al. 2011), energy and resource efficiency
measures are increasingly implemented in
production planning software (e.g., Weinert
et al. 2011; Herrmann et al. 2011; Thiede
2012).

4. Production Equipment Modification: modi-
fication of the production equipment so as to
run the processes at higher energy and resource
efficiency and lower rates of waste and emis-
sion generation (e.g., Zein 2012; Kellens 2013)
• Examples: Various research initiatives

such as the CO2PE!-Initiative (Kellens et al.
2012), the Self-Regulatory Initiative of
CECIMO, and the eniPROD cluster of excel-
lence focus on the documentation and
improvement of the environmental footprint
of discrete part manufacturing processes.

5. Technology Change: replacement of the tech-
nology, processing sequence, and/or synthesis
pathway in order to minimize the rates of waste
and emission generation during production
• Example: Solid freeform fabrication (SFF)

techniques such as selective laser melting
(SLM) and sintering (SLS) are often prized
for being much cleaner than conventional
machining processes and being able to fab-
ricate products with minimum waste (e.g.,
Bourell et al. 2009; Chen et al. 2015).

6. On-Site Recovery/Reuse: reuse of waste
materials or energy streams in the same process
or for another useful application within the
company
• Example: Wahl et al. (2011) describe a sys-

tem to produce assist gasses for laser cutting
machine tools using the heat losses of their
own laser cooler system as input for a Stir-
ling engine which drives a compressed air
generator.

7. Production of Useful By-Products: transfor-
mation of previously discarded waste into
materials that can be reused or recycled for
another application outside the company
• Example: Solid state recycling of aluminum

new process scrap (e.g., turning, millings,
etc.) without need for reprocessing in a
foundry via direct hot extrusion (Tekkaya
et al. 2009) or spark plasma sintering pro-
cesses (Paraskevas et al. 2014; Duflou
et al. 2015).

8. Product Modification: modification of prod-
uct characteristics in order to minimize the
environmental impacts of the product during
or after its use (disposal) or to minimize the
environmental impacts of its production. This
implies the application of Life Cycle Engi-
neering (Alting 1995; Hauschild et al. 2005)
or eco-design (Brezet and Van Hemel 1997;
Dewulf 2003; Wimmer et al. 2004)
methodologies.
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• Example: A recent industrial eco-design
example is the Philips Econova ECO Smart
LED TV, with a power consumption of just
56 watts in standard mode, which is 60 %
less than conventional LCD TVs. In addi-
tion, it consists of recycled and recyclable
materials and comprises a solar-powered
remote control and a zero power switch.
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exhibit high mechanical strength and hardness,
chemical inertness, and low thermal conductivity.
As such, a significant increase in performance is
realized over uncoated tools.

Extended Definition
Coated tools have compound material structure,
consisting of the substrate covered with a hard,
antifriction, chemically inert, and thermal isolat-
ing layer, up to several micrometers thick. In this
way, coated tools compared to uncoated ones offer
better protection against mechanical and thermal
loads, diminish friction and interactions between
tool and chip, and improve wear resistance in a
wide cutting temperature range. Coatings follow
the topomorphy of the tool substrate surface.
Depending on the deposition process, the film
thickness may vary on the flank and rake faces
of the tool. In addition to the inherent properties of
the film, coating adhesion is also pivotal for the
cutting performance. An electron micrograph of a
cross section through a coated cemented carbide
insert is presented in Fig. 1.
Theory and Application

History
Coatings produced by chemical vapor deposition
(CVD) were already commercialized for carbide
inserts in the 1960s. Physical vapor deposition
(PVD) was developed almost 20 years later, and
today both CVD and PVD are sharing the coating
market of cutting tools.
Section A-A
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Coated Tools, Fig. 1 Electron micrograph of a cross sectio
TiN coatings were first applied industrially on
cutting tools. The next generation of coatings
was composed of chromium nitride (CrN) and
titanium carbonitride (TiCN). The evolution of
TiAlN, by adding aluminum to the TiN base
composition, provided not only a higher hardness
but also a remarkable improvement of high-
temperature strength and inertness. The high
hot hardness and oxidation resistance up to
ca. 900 �C contributed to remarkable improve-
ment in machining productivity. The next evolu-
tion of TiAlN coatings is usually known as AlTiN
coatings, for their higher Al content, implying a
better thermal resistance. The addition of silicon
in the composition enabled further increases in
cutting temperature (Flink et al. 2009). The hard-
ness of AlCrN coating is similar to that of TiAlN,
but what makes this coating outstanding is its high
adhesion with the substrate material, due to Cr
content and its high oxidation resistance, up to
1200 �C. AlCrN-based coating has been success-
fully applied in hobbing, drilling, and milling
where both high temperature and oxidation resis-
tance of the coating are required (Endrino and
Derflinger 2005; Bouzakis et al. 2011a). From a
materials perspective, alloying TiAlN coatings
with different elements provides a large number
of further possibilities: for example, TiAlCrN,
TiAlCrSiN, and TiAlCrYSiN compositions are
reported (Bohlmark et al. 2011) and even more
the addition of dopants like Zr, V, B, orO (Bouzakis
et al. 2008a; López de Lacalle et al. 2010).

Alumina is uniquely suited for metal cutting
tools due to its chemical inertness and high hot
rake

coating

substrate
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hardness at the temperatures typically reached in
these applications (Quinto 1988). In addition to
sintered alumina-based ceramics, Al2O3 is also
important as a coating material. Alumina-coated
cemented carbide tools are used, for example, in
turning and milling steel and cast iron. The Al2O3

coatings are typically manufactured by CVD.
CVD has been used for about 30 years for indus-
trial deposition of wear-resistant coatings and
still dominates the market of Al2O3 coatings on
cemented carbide tools. Crystalline alumina PVD
coatings offer high potential for an application
in cutting operations. Beneficial of these types
of coatings are high chemical inertness, high hot
hardness, and high oxidation resistance (Bouzakis
et al. 2002). One promising candidate is g-Al2O3,
which can be deposited at lower temperatures and
is more fine-grained than a-Al2O3. At high tem-
peratures, g-Al2O3 transforms into a- Al2O3,
which could limit the application temperature
(Erkens 2007; Bobzin et al. 2010).

CVD diamond thin films offer the hardness and
wear resistance of diamond but on geometrically
complex tools such as drills and end mills. The
manufacturing chain of CVD diamond-coated
cemented carbide tools commences with the iden-
tification of a suitable substrate as well as the
substrate pretreatment to remove cobalt from
the surface layer. This is necessary to prevent a
catalytic reaction of cobalt with diamond and to
provide a mechanical bond between substrate
and diamond film. These manufacturing steps
are followed by cleaning and diamond seeding
measures before CVD diamond deposition is
carried out (Uhlmann and Koenig 2009; Haubner
and Kalss 2010). Residual stresses develop in a
diamond film mainly due to epitaxial crystal dif-
ferences and thermal expansion coefficients mis-
match of the diamond coating and its cemented
carbide substrate. The residual stresses usually
enhance the diamond coating adhesion since
they contribute to roughness peaks locking in
the coating-substrate interface. However, they
may overstress the substrate material in its
interface region, thus deteriorating the coating
adhesion (Skordaris et al. 2016). For selected
applications, the extreme properties of diamond
can be exploited.
Theory

Introduction
PVD covers a broad family of vacuum coating
processes in which the metal comprising the film
material is physically removed from a source or
“target” by evaporation or sputtering. Then, they
are transported in a vacuum or partial vacuum by
the energy of the vapor particles and condensed as
a film on the surfaces of appropriately positioned
parts in the vacuum chamber. It is most common
to deposit ceramic films, and these are formed by
introducing a reactive gas (nitrogen, oxygen, or
simple hydrocarbons) containing the desired
chemical elements, which once reacted with the
target materials form the required coating compo-
sition. PVD coatings can be deposited at temper-
atures lying in the range of 450–550 �C, which
allows the film deposition on high-speed steel
tools. Most of the PVD processes are known by
various phrases or acronyms, and they are typi-
cally named for the physical vapor target, for
example, diode or triode sputtering, planar or
cylindrical magnetron sputtering, direct current
(DC) or radio frequency (RF) sputtering, electron
beam evaporation, activated reactive evaporation,
and ARC evaporation (DC or alternate current
(AC)) (Erkens 2007; Bobzin et al. 2009).

CVD, unlike to PVD vacuum processes, is a
heat-activated process based on the reaction of
gaseous chemical compounds within a reaction
chamber containing the parts to be coated. It is
possible to control the coating composition, crys-
tal or lattice structure, and thickness by adjusting
the reactor pressure, temperature, and/or reactant
composition. Primary reactive vapors can be
either metal halides or metal carbonyls, as well
as hydrides and organometallic compounds. Typ-
ical deposition temperatures range from 800 to
1200 �C. The ability to provide uniformly thick
coatings with refined grain is also influenced by
the deposition temperature. Fewer CVD reactions
are available for use at temperatures below 800 �C
than above (moderate temperatures, MT-CVD).
However, the temperature required for a given
reaction can be lowered by exposing the substrate
to an electrical plasma in the gas phase during
deposition, referred to as plasma-assisted CVD
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(PA-CVD) (Shimada et al. 2010). Metal-organic
CVD (MO-CVD) has been reported for strength-
ening Al2O3-based ceramic tools.

The ability to control thicknesses on the edges,
when PVD is employed, guarantees a sharp-coated
cutting edge. High intrinsic hardness and compres-
sive stresses, inhibiting the crack growth in tool
material, are among the beneficial properties of
PVD films (Klocke and Krieg 1999). The possibil-
ity to produce thick layers by CVD at increased
deposition rates renders the CVD-coated tools suit-
able for high material removal operations, whereas
the PVD ones are selected in medium-finish and
finish operations. PVD films can be producedwith-
out any chemical interaction with the substrate.
CVD coatings easily interact with the substrates,
occasionally producing brittle carbides at the
Coated Tools, Fig. 2 (a) Typical coated cutting tools produ
in the deposition chamber, and (c) tool orientation against ion
interfaces. The ease of decoating and resharpening
of PVD-coated tools opened a large industrial mar-
ket highly sensitive to cost-reducing opportunities.
Both coating processes contributed to significant
enhancement of high-speed cutting (HSC) and
high-performance cutting (HPC) (Toenshoff 2011).

Figure 2a illustrates a variety of coated cutting
tools, from inserts to solid tools and hobs which
can be industrially produced. Figure 2b exhibits
characteristic fixtures for attaching cutting tools in
the deposition chamber. Where the plasma flux
during PVD is quasi-parallel to the insert rake (see
Fig. 2c), a thicker coating is formed on the flank
and vice versa. As a result, cutting inserts are
coated with slightly variable film thickness on
the rake and flank, depending on the incidence
directions of the plasma flux. HPPMS technology
ced, (b) characteristic fixtures for attaching the cutting tools
flux during PVD
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contributed to the elimination of this phenomenon
(Bobzin et al. 2009).

The potential to increase tool life via the
employment of coated tools is demonstrated in
Fig. 3. In this figure a characteristic example in
milling cast iron with coated and uncoated
cemented carbide inserts is displayed. When an
appropriate PVD film for this workpiece material
is applied, an impressive number of cuts (tool life)
can be attained compared to the uncoated tool.
The used coating consists of a crystalline Al2O3

layer over a (Ti46Al54)N film. The substrate is a
cemented carbide insert appropriate as coated or
uncoated for milling cast iron. The coated tool
managed to cut 650 � 103 cuts up to a flank
wear of 0.2 mm (Bouzakis et al. 2002). The
uncoated insert achieved only 50 � 103 cuts up
to the same flank wear width. This superior per-
formance of coated tools has resulted in their wide
application in cutting processes, rendering the
employment of uncoated ones as an exception.

Coated Tools Technical and Thermal Loads During
Cutting
The elevated cutting performance of coated tools
can be also explained by the mechanical and ther-
mal loads acting on the cutting edge during the
material removal. In an example of milling hard-
ened steel, the maximum equivalent stress in the
coating determined by finite element method
(FEM) calculations reaches 5.6 GPa on the
cutting-edge roundness close to the flank,
remaining below the film yield stress of 5.9 GPa
(see Fig. 4) (Bouzakis et al. 2008b). Additionally,
the substrate is less stressed (max. equivalent
stress � 3 GPa) compared to the uncoated tool
(4.9 GPa). In the uncoated tool, the stress of
4.9 GPa exceeds its yield strength of ca. 3.2 GPa,
thus leading to cutting-edge micro-breakages and
accelerating the wear growth. The maximum tem-
perature in the coated insert amounts to
ca. 266 �C, at a tool–chip contact time of 4.8 ms.
In the case of an uncoated tool, a comparatively
higher amount of the total cutting energy is
conducted into the tool, leading to a maximum
temperature of up to 652 �C, thus affecting its
cutting performance. In interrupted cutting,
depending on the tool–workpiece contact time,
the maximum tool temperature is commonly
lower than the corresponding steady-state temper-
ature of continuous material removal processes.

Wear Development on Coated Tools
The wear mechanisms of coated tools in cutting
vary from application to application, and the ones
dominating in steel milling are displayed in Fig. 5
(Bouzakis et al. 2013). Mechanical overstressing
as well as the exceeding of the fatigue strength
during material removal leads to microchipping
of the coating mainly at the transient cutting-edge



Coated Tools, Fig. 4 Decrease ofmechanical and thermal loads of cemented carbide tools by the application of PVDcoatings

Coated Tools, Fig. 5 Developed wear mechanisms in coated cutting tools
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region from the flank to the tool rake (region I). The
development of this wear phenomenon increases
the width of the flank wear land at low cutting
velocities, without any significant wear on the
tool rake, and causes tool failure. Moreover,
depending on the temperature developed and coat-
ing composition, oxidation and diffusion mecha-
nisms develop at higher cutting velocities, mainly
on the tool rake face (region II). High cutting
temperatures may also lead to coating decomposi-
tion (Alling et al. 2009). Due to these mechanisms,
a deterioration of the coating’s mechanical proper-
ties occurs, which accelerates its abrasive wear.
Furthermore, the film adhesion quality signifi-
cantly affects coating wear, since inadequate
interlocking of the coating with the substrate
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increases the developing stresses (Bouzakis et al.
2011b). These mechanisms appear in the cutting
wedge region I and lead to film fracture and rapid
tool wear. Finally, adhesive micro-welding leading
tomicro-peeling can occur at low cutting speeds, in
part, as a result of common elements between
workpiece and coating materials.

The wear mechanisms are significantly
affected by the applied cutting speed. As it is
shown at the upper part of Fig. 6, at the cutting
speed of 200 m/min, coating fatigue fracture at
the rounded transient region of the flank to the
cutting edge develops, restricting the tool life. At
elevated cutting speeds, in the present case over
300 m/min, besides the aforementioned mechan-
ically overstressed flank region, tribo-oxidation
along with increased abrasion develops. These
mechanisms appear on the rake face close to the
cutting edge and are predominant in limiting tool
performance. The electron micrographs of the
tool rake face shown at the bottom of the figure
exhibit the aforementioned coating wear mecha-
nisms. On one hand, in the frame of these
investigations, the width of flank wear land VB
up to a value of 0.2 mm is evenly distributed
along the cutting edge. On the other hand, a
coating failure appears at the indicated wedge
locations 1 and 2, but the wear extent and the
number of the achieved cuts vary, depending on
the cutting speed.

The film adhesion crucially affects the wear
development of a diamond-coated tool. The dia-
mond film adhesion can be assessed employing
methodologies described in Skordaris et al.
(2016). Characteristic SEM micrographs
exhibiting the wear evolution on the NCD-coated
tools possessing improved adhesion or insuffi-
cient adhesion after 1.6 � 106 or 5 � 104 cuts,
respectively, in milling AA7075 T6, are shown in
Fig. 7. Coating detachment in a restricted region
of the tool rake also develops even in cases of
well-adherent diamond-coated tools, when the
shear strength of the coating interface is exceeded,
among others, due to film thickness decrease on
the cutting-edge roundness because of wear
(Skordaris et al. 2016).
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Fig. 7 Characteristic SEM
micrographs of worn NCD-
coated tools with different
adhesion qualities after
various numbers of cuts
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Coated Tools’ Material and Functional Properties
Determination
The cutting performance of coated tools can be
significantly improved by tailoring the coating
properties to application-specific requirements.
For achieving this target, a thorough understand-
ing of the coated tools wear mechanisms is
required. Since CVD and PVD thin films are
very hard and brittle materials, properties
such as fatigue, toughness, residual stresses,
and adhesion along with tribological and dimen-
sional ones play a pivotal role in cutting with
coated tools. To quantify these parameters,
experimental–analytical test procedures have
been developed. These provide information
concerning material and functional properties of
the film and its substrate as well as the actual
coated tool geometry. In Fig. 8 methods for deter-
mining material, dimensional, and functional data
of coated tools are displayed. Combinations of
these procedures jointly with FEM-supported
computations contribute to the explanation of the
cutting tool films’ failure mechanisms, thus
restricting the experimental cost for optimizing
cutting conditions. Characteristic examples will
be introduced in the following sections.

Several test procedures are applied for deter-
mining material, dimensional, and functional
properties of coated tools. Moreover, experimen-
tal in combination with FEM-supported tech-
niques are used for assessing the performance
of coated tools. Some of these procedures are
significant for cutting tools and will be briefly
described:

• Strength properties and hardness at various
temperatures: The determination of the coating
strength properties and hardness is conducted
by nanoindentations at ambient and elevated
temperatures. With this technique, in situ mea-
surements are conducted in a wide range of
temperatures, enabling an accurate estimation
of coating properties. Based on FEM simula-
tions of the indentation procedure, experimen-
tal results may be evaluated and coating
stress–strain curves as well as hardness at var-
ious temperatures are determined (Bouzakis
et al. 2005a).
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• Fatigue strength at various temperatures and
impact force signals: Coated tools’ film fail-
ures commonly develop during cutting, due to
fatigue problems. The films’ fatigue properties
at ambient and elevated temperatures are
determined by perpendicular impact tests,
employing appropriate devices (Knotek et al.
1992; Bouzakis et al. 2001, 2010a, 2012). In
these experiments, the impact force signal
(force and duration) is pivotal for coating fail-
ure. Moreover, the possibility to calculate the
developed cutting temperature field allows the
correlation between the coating impact resis-
tance and the tool wear at various cutting
speeds and cutting-edge entry impact durations
(Bouzakis et al. 2007, 2013).

• Coating adhesion: The film adhesion can be
qualitatively assessed by Rockwell and
scratch test methods. These test procedures
do not always yield reliable results, due to
limitations of the test procedures (Bouzakis
et al. 2011a). The evolution of the inclined
impact test renders possible the accurate and
quantitative coating adhesion evaluation
(Bouzakis et al. 2010b).

Enhancement of Coating Adhesion
Prior to coating deposition, cemented carbide cut-
ting tool substrates are mechanically treated via
various methods for improving the film adhesion.
As a side effect of these treatments, different sur-
face topographies are generated (Toenshoff
et al. 1997).

Typical mechanical pretreatments of cemen-
ted carbide tools are presented in Fig. 9a. The
applied processes are grinding (G) or grinding
with subsequent polishing (P) for achieving a
medium or a low roughness, respectively. Fur-
thermore, microblasting (mb) is conducted in all
the examined cases. After polishing and micro-
blasting, the exposed WC carbides are better
embedded in the binding material, compared to
ground and microblasted substrates. Thus the
effective film adhesion is enhanced, and a cutting
performance increase is realized. Milling tests
validate these models (see Fig. 9b). The coated
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inserts with ground and microblasted substrates
reach a tool life of approximately 55 � 103 cuts,
at a flank wear width of 0.2 mm. Moreover, the
results exhibit a further wear resistance growth,
by polishing and subsequent substrate micro-
blasting. Inserts with polished or ground sub-
strates managed to cut ca. 28 � 103 and
35 � 103 times, respectively, up to the same
flank wear width. The wear resistance improve-
ment is evident, when coated inserts with
polished and microblasted substrates are used
(Bouzakis et al. 2005b).

Further ways for improving the coating adhe-
sion are via deposition of thin adhesive interlayers
between substrate and coating (Bouzakis et al.
2010b) and through surface nitriding, prior to the
PVD film deposition (Erkens et al. 2011).

Improvement of Coated Tools Cutting
Performance
Microblasting on PVD-coated tool surfaces may
be an efficient method for improving the cutting
performance. Through microblasting on coated
cemented carbide inserts, it is possible to enhance
film strength properties and thus the tool cutting
performance. On one hand, microblasting induces
residual compressive stresses into the film
structure, resulting to coating hardness increase
(Bouzakis et al. 2009). On the other hand, the
film becomes more brittle (Bouzakis et al.
2011b). As blasting materials, aluminum oxide
(Al2O3) with sharp-edged grains or ZrO2 with
smooth surfaces is commonly used. The blasting
grains are transferred by compressed air (dry) or
combination of compressed air with water (wet)
and can cause coating’s material deformations
(strengthening effect), as well as material removal
(abrasive effect). This is qualitatively demon-
strated in Fig. 10. The residual compressive
stresses, which are simultaneously induced into
the film structure, lead to an increase in coating
hardness and strength properties. Microblasting
parameters such as pressure, time, abrasive
grains’ size, and quality affect the coated tool’s
cutting performance. According to experimental
and computational results, by microblasting pres-
sure augmentation, an enlargement of the plasti-
cally deformed film region into its depth takes
place. Although an increased microblasting pres-
sure is beneficial for enhancing the coating hard-
ness, this can cause the substrate revelation as well
as increased film brittleness, and in this way, a
deterioration of the tool life may occur, as it is
shown in the diagram at the bottom of Fig. 10
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(Klocke et al. 2009; Bouzakis et al. 2011b).
According to these results, microblasted tools at
a pressure of 0.2 MPa exhibited the best cutting
performance, reaching a tool life of approximately
130,000 cuts. A slight tool life reduction at
120,000 cuts up to the same flank wear of
0.2 mm was encountered at a pressure of
0.3 MPa. Hence, over this critical microblasting
pressure, which depends on the microblasting
conditions, the higher microblasting pressure
increases the film brittleness. In this way, the
coated tool wear resistance is also deteriorated.
At the higher microblasting pressure of 0.4 MPa,
the cutting performance is additionally restricted
by substrate revelation effects.

Reconditioning of PVD-Coated Tools of Complex
Geometry
In contrast to simple cutting inserts, solid tools
such as twist drills, milling cutters, gear hobs,
gear-shaping wheel cutters, and broaching tools
have to be reconditioned after achieving the wear
limit, due to their elevated cost compared to one-
use cutting inserts. The potential of reconditioning
worn-coated cemented carbide and high-speed
steel tools through sequential electrochemical
coating removal, tooth rake regrinding, micro-
blasting, and PVD recoating has a wide industrial
importance. However, the effect of all these pro-
cedures on the substrate mechanical properties, on
the edge sharpness, and on the cutting perfor-
mance, especially of cemented carbide tools,
must be given due consideration. The mechanical
properties of the cemented carbide substrate may
deteriorate after the first film deposition (Denkena
and Breidenstein 2010) and may further degrade,
albeit to a lesser extent in further recoating steps.
As such, a deterioration in the cementing of car-
bide grains by the cobalt binder may arise leading
to cutting-edge chipping, which in turn reduces
cutting performance and process reliability. The
appropriate control of procedures such as macro-
and microblasting enhances the cutting perfor-
mance after tool reconditioning and improves the
productivity when using cemented carbide tools
(Bouzakis et al. 2008b; Klocke et al. 2009).

Key Applications
The application of coatings is currently a “must”
on the vast majority of cutting tools. This is par-
ticularly true where high-speed and high-
performance cutting is required or in the
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machining of difficult-to-cut materials. For the
majority of industrial applications, the use of
coated tools is widespread and absolutely neces-
sary for realizing satisfactory productivity and
tool life.

High-Performance Cutting (HPC) and High-
Speed Cutting (HSC)
The objective of high-performance cutting is the
shortening of machining times by applying
increased cutting speeds and/or feed rates with
due consideration of tool wear and the surface
quality of the generated workpiece. High-
performance cutting applications place high
demands on the properties of PVD coatings in
terms of wear resistance, thermal stability, and
oxidation resistance and hardness at elevated tem-
peratures. Al-, Ti-, and Si-containing coatings
such as AlTiN, AlCrN, and TiSiN on cemented
carbide tools generally provide high performance
in metal cutting applications.

Machining of Difficult-to-Cut Materials
Difficult-to-cut materials are characterized by low
machinability, which prescribes the application of
convenient tool and coating materials as well as
machining conditions, for guaranteeing a satisfac-
tory tool life. Characteristic materials with low
machinability are aerospace alloys, e.g., titanium
or nickel alloys. Aerospace alloys possess high
strength, work hardening, and dynamic shear
strength at ambient and elevated temperatures
and are characterized by low thermal diffusivity
and chemical reactivity with tool materials, asso-
ciated with increased tool cutting loads and tem-
peratures, as well as with extreme abrasion. For
such demands, despite the trend to use uncoated
tools, the application of single and multilayer
TiAlSiN and CrAlN coatings containing alterna-
tively Zr or Y dopants on cemented carbide
tools can provide a superior cutting performance
(Bouzakis et al. 2008a; Klocke et al. 2010).
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Synonyms

Codevelopment of manufacturing (production)
systems
Definition

The coevolution paradigm refers to the joint
design, development, and management of prod-
ucts, processes, and production systems through-
out their life cycles. These three entities are
defined in the following consistent with the
CIRP Dictionary of Production Engineering:

• Product is the output of the transformation
made by a production system during execution
of a process.

• Process is the set of basic operations and
logical procedures executed by the
manufacturing (production) system to carry
out a transformation resulting in obtaining a
product.

• Production (manufacturing) system is the
set of resources, control logics, and manage-
ment policies that allow performing a transfor-
mation to obtain a product by executing a
process.
Theory and Application

Introduction
Manufacturing is challenged worldwide by com-
plex economic, sociopolitical, and technological
dynamics having tremendous impact on strategies
followed by manufacturing enterprises and their
behavior in the market and, consequently, on the
research priorities of the scientific community.
Many external drivers modify the way products,
processes, and systems are designed and
exploited, among them the introduction of new
materials, technologies, services, and communi-
cations, in addition to the constant pressure on
costs and the attention paid to sustainability
requirements (Tolio et al. 2010).

Products are increasingly becomingmore com-
plex involving both the physical product
enhanced by services which are proposed to the
end users by carefully designed communication
plans. Physical products are characterized by
innovative materials and more complex shapes
that ensure the achievement of very high techno-
logical and functional performance over time. The
realization of such advanced product solutions
relies on the development of very innovative tech-
nologies, the efficiency of which in terms of pro-
ductivity, costs, and environmental impacts is
significantly improved compared to traditional
technologies. New solutions of products and tech-
nologies concurrently require radically new pro-
duction system solution.

The “coevolution” concept embraces such a
challenge by representing the ability to manage
strategically and operationally the concurrent
design, implementation, and management of
products, processes, and production systems
to gain competitive advantage from the resulting
market and regulatory dynamics (Tolio
et al. 2010).

History
The features and complexities of the coevolution
of product, process, and systems attracted over
time a significant interest from the scientific and
industrial communities. This inspired in 2006 the
creation of an international working group within
CIRP Academy entitled SPECIES – robuSt
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Production system Evolution Considering Inte-
grated Evolution Scenarios – whose primary
objective was to investigate the different aspects
related to the coevolution of products, processes,
and production systems. The working group
represented the first occasion where discussions,
case studies, and best practices in the field of
coevolution have been shared between scientific
and industrial colleagues. Even after the end of the
SPECIES working group, the research in the field
of coevolution still represents a flourishing ongo-
ing activity laying the foundation for new prom-
ising research opportunities in manufacturing.

The following subsections will outline the
main features of the coevolution approach along
with the related research challenges and future
steps.

Coevolution Enablers
As a result of the dynamic manufacturing sce-
nario, the production requirements such as
responsiveness and flexibility are evolving into
new production enablers such as cognitive
adaptability, changeability, self-diagnosis, self-
resilience, self-improving environment para-
digms, and co-creation (Wiendahl et al. 2007;
Ueda et al. 2009; Zhang and van Luttervelt
2011). The procedures to trigger system configu-
ration modification by using existing system
coevolution enablers can be classified as reactive
and proactive. Reactive procedures trigger the
production system modification after a change in
one of the other two entities has been observed
(product and process), while proactive procedures
trigger a modification of the system when perfor-
mance improvement is required. An example of a
reactive procedure to properly address the coevo-
lution of production systems and products is
based on the reusability principle that – applied
to manufacturing systems – represents their capa-
bility to be repeatedly utilized from one genera-
tion of products to another after the initial use
(Ko et al. 2005). This approach considers produc-
tion systems that have the modularity to be orga-
nized into many different configurations (e.g.,
serial, parallel, or hybrid) each one characterized
by different levels of quality, throughput, respon-
siveness, and costs. When planning for the
coevolution of products and production systems,
it is necessary to select the configuration that
maximizes reuse of the machines and resources
in the system from one product generation to
another. Together with these new enablers, new
approaches and tools have been developed
(ElMaraghy et al. 2008; AlGeddawy and
ElMaraghy 2010). ElMaraghy et al. (2008) intro-
duced new coevolution hypotheses and their pro-
ofs which are inspired by the coevolution between
species in nature and applied them to the evolution
and coevolution of products and manufacturing
systems. The study showed that association
and symbiosis in manufacturing may take one of
two forms: (1) disruptive, when new manufactur-
ing paradigms, materials, and technologies are
introduced, and (2) gradual, where small modifi-
cations in product design are handled by small
incremental changes in manufacturing systems.
This new concept was applied to many real prod-
ucts and systems coevolution (ElMaraghy and
AlGeddawy, 2012). The inherently complex
dynamics of change propagation that companies
are continuously pursuing by shaping their corpo-
rate strategy and combining external needs to the
internal requirements of efficiency, productivity,
and cost-effectiveness impacts all levels of the
organization, as illustrated in Fig. 1.

Within the coevolution concept, this process is
conceived as dynamic over time in order to
accomplish the changes of the production require-
ments across the product, process, and system
life cycles from their design to their end-of-life.
This necessitates avoiding myopic vision and
approaches focused only on products, technolo-
gies, or equipment that could lead to lower per-
formance and partially exploited production
solutions.

The Coevolution Approach
The coevolution paradigm embraces the very
strong correlation between products, technolo-
gies, and manufacturing equipment over time. It
specifically involves the repeated configuration of
product, process, and production system over time
together with their concurrent management and
optimization, to profitably face and proactively
shape the market dynamics (Fig. 2).
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The coevolution paradigm refers to a model
that delimits a space where coevolution manage-
ment approaches, tools, and problems can be
mapped, by following a number of logical rules
and a metrics. For the sake of graphical clarity, in
the diagram (Fig. 2), different colors are associ-
ated with products (red), processes (blue), and
equipment/production systems (green). The verti-
cal axis represents the evolution axis. At any level
of the evolution axis, the triangular cross section
represents the integration space among the three
entities.

This coevolution model has a number of uses.
From the research perspective, it can support the
classification of the present state of the art related
to coevolution of products, processes, and produc-
tion systems together with the identification
of research areas that are poorly addressed but
represent potential for future activities. From the
industrial perspective, the model enables the
framing of approaches supporting coevolution
that are suitable to address and solve the specific
problems of companies. It also supports the
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formalization of different industrial problems,
considering the impact of the market and the
company’s organization together with the
achievement of company strategy targets.

The coevolution paradigm involves a deep
understanding of the dynamics of products, pro-
cesses, and production systems. Figure 3 outlines
the high-level formulation of the product-process-
system joint configuration problem constituting
the basis upon which the specific product, pro-
cess, and system configuration activities can be
derived. Thus, this general approach can be
implemented differently with the specific produc-
tion requirements and objectives for each com-
pany. Several examples of the configuration
problem application are outlined in Tolio
et al. (2010).

The input of the activity (Fig. 3, horizontal
arrow entering the activity box from the left) is
“information,” which includes knowledge and
data. Knowledge denotes the basic set of rules
known to the individual who performs the activ-
ity, whereas data define a specific instance. The
output (Fig. 3, horizontal arrow exiting the activ-
ity box from left to right) of the activity “config-
ure” is a configuration solution, characterized by a
detailed and complete set of logical and physical
descriptions. The mechanisms are the methods
used to perform the activity (Fig. 3, vertical
arrow entering the activity box from the bottom).
For the activity “configure,” these methods and
tools consist of configuration approaches, search
methods, and evaluation tools. The configuration
approaches support the problem formulation and
systemization, thus driving the way a specific
configuration activity is carried out. They include
very heterogeneous approaches dealing with the
production aspects such as concurrent engineer-
ing together with approaches referring to organi-
zation aspects where also the market dynamics are
incorporated. Search methods facilitate the selec-
tion of the most suitable solutions. They can be
based on mathematical programming, expert sys-
tems, gradient methods, genetic algorithms, sim-
ulated annealing, and other soft-computing
techniques. Evaluation tools are used to estimate
and quantify some performance measures related
to one particular configuration solution. In this
way, alternative solutions can be compared
based on common performance indexes. They
can be either analytical, simulation, or digital
tools. For example, simulation tools can support
the simulation of the product (e.g., FEM and
dynamic simulation), the physical process (e.g.,
process planning simulation), or the system sim-
ulation (e.g., discrete event simulation), while the
virtual mock-up of the product, process, and sys-
tem can be an example of digital tool. Constraints
(Fig. 3, vertical arrows entering the activity box
from the top) represent the set of rules limiting
extension of the configuration space. The config-
uration goals define the set of criteria according to
which different configuration alternatives are
compared.

A configuration approach is defined as the
entire procedure followed to jointly configure the
product, process, and production system. Indeed,
product, process, and system must all be designed
to carry out a production transformation. The
ways of handling the configuration approach can
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range from tightly integrated to sequential config-
uration strategies. An example of a unique and
integrated approach concerns the collaborative
configuration where the product, process, and
production system are collaboratively configured,
considering the knowledge available about all
the objects by a multidisciplinary team. An exam-
ple of a sequence of isolated configuration meth-
odologies considers as a first step the product
configuration using only product data and knowl-
edge, followed by the process configuration
where product and technologies data and knowl-
edge are used to end-up with the system configu-
ration that is developed on the basis of product
and process data together with information about
the physical equipment.

The coevolution model enables the evaluation
of the comprehensive configuration approach by
analyzing both the integration and the evolution
level. The level of integration is defined as the
ability of a configuration approach to provide
product-process-system configuration solutions
taking into account the product, process, and pro-
duction system data as well as knowledge. The
level of integration is related to the input informa-
tion used to carry out the configuration activity.
The level of evolution is defined as the capability
of a configuration approach to provide configura-
tion solutions considering uncertain information
about future evolution of one or more configura-
tion entity. Uncertainty usually affects constraints,
goals, or the input information of the configura-
tion activity.

Benefits of Applying Coevolution Strategies
In the field of coevolution, a number of works deal
with the analysis and application of the coevolu-
tion paradigm with regard to specific industrial
problems with the support of companies operating
across different sectors and industries (e.g., auto-
motive, aerospace, equipment production, com-
ponent manufacturing) as well as embracing
different cultures and countries. An overview
can be found in Tolio et al. (2010). Coevolution
of products and systems has been applied in many
areas: it was applied to predicting and synthesiz-
ing of new products and manufacturing systems
(AlGeddawy and ElMaraghy 2012) and their
coevolution (AlGeddawy and ElMaraghy 2011).
The major benefits related to the implementa-
tion of the coevolution paradigm are listed in the
following:

• The coevolution paradigm has the power to
comprehensively embrace the industrial
dynamics leading to a more efficient manage-
ment of products, processes, and production
systems joint evolutions.

• The coevolution paradigm enables the evalua-
tion of the optimization actions across several
levels of the factory.

• Managing coevolution can be economically
beneficial both for technology users and pro-
viders. Industrial companies are experiencing a
trend toward increased investments in their
ability to drive coevolution.

• The coevolution paradigm would lead indus-
tries to mature the practice of identifying and
mapping their own capabilities in terms of prod-
ucts, technologies, and equipment. As a conse-
quence, on the one hand, products can be (re)
designed and upgraded with the knowledge of
the actual and potential manufacturing technol-
ogies and systems capabilities. On the other
hand, the development of machine tools and
production systems can result from a structured
analysis of the technological requirements of
co-evolving products, processes, and systems.

• The coevolution paradigm would support a
conscious control of the industrial evolving
dynamics. Manufacturers would maximize
their systems’ current and future adaptability
to frequent products changes, while product
designers would be challenged to utilize all
available and forecasted manufacturing capa-
bilities before introducing features that require
significant changes of those capabilities.

Challenges
The adoption of the coevolution paradigm out-
lines a number of challenges for the scientific
and industrial communities which are briefly
listed in the following:

• The joint analysis of product, process, and sys-
tem data over time is severely limited by the
existing software tools and configuration meth-
odologies. Software tools and development
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platforms lack the possibility to manage all-in-
one multidisciplinary knowledge and informa-
tion, while the existing configuration methodol-
ogies still cannot enable multiple configuration
tasks (e.g., dealing with the product and the
process at the same time).

• The structuring and systemization of the factory
knowledge, data, and constraints necessary to
apply the coevolution approach because of the
high number of heterogeneous information
along with a loosely coupled organization struc-
ture and the lack of multidisciplinary teams.

• The application of coevolution to new ways to
manufacture increasingly complex products
which often consist of components produced
in several production sites.

• A radical chance of machine tool builder busi-
ness strategies that would require the shift of
the production from standard and rigid cata-
logue resources to instrumented goods and
physical equipment characterized by high
levels of modularity and reconfigurability in
order to match the frequent evolution of
production requirements.

Concurrently with the scientific and industrial
challenges, the coevolution approach embraces
various research opportunities for the future
developments in manufacturing. Few examples
are briefly outlined in the following:

• Investing in the knowledge management where
the product, process, and system engineering
knowledge would be merged with the knowl-
edge about economic, sociopolitical, and strate-
gic aspects. The number of different aspects to
be considered within the configuration process
as well as the reciprocal impact of one single
decision on the manufacturing environment and
the market will be only handled by multi-
disciplinarily teams and researchers with an
extremely broad know-how.

• Conceiving configuration processes where
humans will have an instrumental role by
enabling both the incorporation of human
choices and policies in structured software envi-
ronment and the human workers harmonious
cooperation with physical devices operating in
the shop-floor. This would allow the possibility
to enhance the configuration decisions with the
human expertise, know-how, and capability to
interpret, forecast, and evaluate the exogenous
and endogenous production requirements.

• Achieving a persistent interaction among the var-
ious layers of the factory to ensure the achieve-
ment of more efficient configuration choices by
drastically reducing the times and mistakes char-
acterizing the communication and cooperation
procedures across the company. An example per-
tains to the interaction between the corporate and
manufacturing strategy during the configuration
activity which is currently extremely vertical and
loosely coupled resulting in decision processes
starting from the corporate strategy and ending
up on the shop-floor going through many ineffi-
cient iterations.

• The development of software platforms and
frameworks conceived to support the manipu-
lation of a large cluster of information and
activities pertaining the product, process, and
system life cycles in order to handle the
multifaceted aspects characterizing the overall
configuration problem together with the het-
erogeneous knowledge and cooperative com-
munication infrastructure. The achievement of
such a level of integration would require both
the research effort and the proactive support of
technology and ICT providers who would be
asked to realize radically new solutions of open
and interoperable software.

• The design and development of radically inno-
vative configuration methodologies oriented to
coevolution where the product-process-system
integration and evolution features will be
addressed by effective methods with efficient
resolution times capable of dealing with large
problems and frequently regenerating the con-
figuration solution to face production changes.
Cross-References

▶Cladistics for Products and Manufacturing
▶Changeable Manufacturing
▶Life Cycle Engineering
▶Manufacturing System
▶ Process
▶Reconfigurable Manufacturing System
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▶Embossing
Cold Bulk Forming
▶Cold Forging
Cold Forging, Fig. 1 Principle of cold forging exempli-
fied by a forward rod extrusion process. (According to
Cold Extrusion

Schuler GmbH, Solid forming (Forging), 1998, p. 471,
Fig. 5.1)
▶Cold Forging
Cold Forging
Marion Merklein
LFT, Institute of Manufacturing Technology,
Friedrich-Alexander-Universität Erlangen-
Nürnberg, Erlangen, Germany
Synonyms

Cold bulk forming; Cold extrusion; Impact
extrusion
Definition

The term “cold forging” represents both a range
of bulk forming processes done with work-
pieces at room temperature without an addi-
tional external heating and the resulting
component made by cold forging. Metalwork-
ing by cold forging predominantly comprises
cold extrusion processes. In an extrusion pro-
cess, the cross-sectional area of a single work-
piece is reduced by forcing it through an orifice
with a punch, as shown in Fig. 1. In cold
extrusion, the workpiece is initially at room
temperature when supplied to the forming pro-
cess (CIRP 1997).
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Theory and Application

Classification
Cold forging is a manufacturing process in the
area of bulk forming. This implies the use of
compact and commonly massive semi-finished
parts. These billets are subjected to considerable
changes in cross-sectional areas and wall thick-
nesses in all spatial directions (Lange 1985).
A high fraction of cold forging processes are
extrusion processes. These belong to the subgroup
extrusion (DIN 8583-6 2003) within the group
forming under compressive conditions (DIN
8583-1 2003). In an extrusion process, a punch
rod extrusion
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Cold Forging,
Fig. 2 Schematic
representation of cold
extrusion processes: I prior
to forging; II after forging
(BDC); a punch;
b container; c workpiece;
d ejector; e counterpunch;
f mandrel. (With kind
permission from Springer
Science+Business Media:
Metal Forming
Handbook/Schuler, Solid
forming (Forging), 1998,
p. 434, Fig. 1.1)
presses the workpiece through the die that forms
the designated shape of the part. This class of
forming processes is predominantly characterized
by a multiaxial compressive stress condition,
along with a multiaxial material flow. According
to Lange (1985), extrusion processes can be
classified by the flow direction of the workpiece
material related to the tool movement direction
(forward, backward, lateral) as well as the geom-
etry of the extruded workpiece (solid, hollow,
can). This leads to the nine basic process layouts
shown in Fig. 2. The terms “rod,” “tube,” and cup
extrusion in Fig. 2 correspond to solid, hollow,
and can extrusion, respectively.
I II

a

b

c

f

I II

a

b

c
e

I III II

I III II

a

a

aa

bb

f

f

f

ee

c
c

cc

b

b

d,e
d,e

d

tube extrusion cup extrusion



Cold Forging, Fig. 3 Inner race of a constant-velocity
joint
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Besides extrusion, further common bulk
forming processes are upsetting and ironing.
The former belongs to the group of free forming
(DIN 8583-3 2003), the latter to the group of
tensile-compressive forming (DIN 8584-2
2003). In addition, shafts may be formed by
reducing, a variant of extrusion. Forged compo-
nents often have an axially symmetric shape and
are usually manufactured in several stages. Com-
binations of several basic processes in one stage
are possible and even desirable to shorten pro-
cess chains and to reduce forces. Compared to
bar extrusion, which is used for the fabrication of
continuous or semi-continuous parts to a great
extent, cold forging is usually applied to manu-
facture discrete components (Schuler GmbH
1998).

Process Characteristics
Cold forging of metals has several remarkable
advantages over hot forging or machining. Com-
pared to hot forging, the most significant benefits
are the increased geometrical accuracy as well
as the high surface quality. Hence, the required
machining allowances can be kept very low. This
helps to increase the material utilization and to
reduce processing steps like milling and grinding
after forging. Some functional surfaces, such as
splines or ball tracks for constant-velocity joints,
even achieve net-shape quality after cold forging.
Due to an increasing scarcity of resources and the
demand for energy and cost savings, this aspect is
gaining importance.

Cold forging also causes considerable work
hardening of the workpiece material including
a continuous grain orientation. This leads to an
extended loadability and high fatigue resistance
of the part, which is a significant advantage
compared to machining. However, this benefit is
diminished by a final heat treatment process,
which involves a recrystallization of grain struc-
ture (Dahme et al. 2011).

Besides these advantages, there are some
challenges and disadvantages the application of
cold forging has to face. Compared to hot forging
and machining, the low formability and
restricted variety of shapes have to be consid-
ered. In addition, the high flow stress in cold
forging leads to high forming forces and high
mechanical loading of the tool. The need for
high-strength tools results in increased tool
costs. Hence, cold forging is not profitable in
small lot sizes. However, due to short cycle
times and a low energy input per workpiece, it
is suitable for an economic large quantity pro-
duction of high-strength parts. Cold forging can
also be applied after warm or hot forging stages
for calibration purposes. In the majority of cases,
cold forging is performed on force- and stroke-
controlled presses.

Range of Parts and Workpiece Materials
A major amount of cold forging processes is
applied in the automotive industry. This comprises
a variety of chassis and steering components, for
example knuckle joints, as well as transmission
and drive line parts, such as transmission shafts,
pinions, and constant-velocity joints. Another
considerable application for cold forging is the
manufacturing of various kinds of fasteners.
Figure 3 shows the inner race for a constant-
velocity joint, a component of an automotive
drive line.

Steel is the prevailing workpiece material
in cold forging. For low mechanical requirements,
unalloyed or low-alloyed steels are in use. For
higher demands, heat treatable steels are employed.
Besides steel, aluminum materials and, for electri-
cal engineering, copper is applied. To ensure a high
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formability, the billets are often prepared by a
special heat treatment before forging. If the form-
ability of the workpiece material is exceeded, an
intermediate heat treatment between the forming
stages is required. Due to the beneficial strain
hardening, sufficient workpiece strength can be
achieved without using high alloy steels depending
on the application (Lange et al. 2008).

Tools
The high flow stress of the workpiece material,
considerable changes in cross-sectional areas, and
long sliding paths lead to high loading of cold
forging tools concerning wear and fatigue. Occur-
ring radial stresses in the die during the forming
operation are critical with respect to fatigue and
overload breaking. In order to prevent the die
inserts from failure, reinforcement by one
or more shrink rings in radial direction is
required when an internal die pressure of about
1.000N/mm2 is exceeded. The layout of this radial
prestressing system should reduce or entirely
avoid tangential tensile stresses and strains in the
die during the forging process. The die insert has
to provide sufficient hardness to resist the pre-
stressing as well as the internal process loads.
High hardness also implies high wear resistance.
The prestress condition is realized by an interfer-
ence fit between die and the shrink rings (ICFG
Document No. 14/02 2002).

If the required strength exceeds the limits of
standard tool steels, powder metallurgical steels,
cemented carbides, or even ceramics can be used
as material for die inserts. However, cemented
carbides and ceramics are highly sensitive to
tensile strains. If very high radial prestress con-
ditions have to be applied, strip wound con-
tainers with a core made of cemented carbide
are applied. Axial tensile stresses in the die
inserts have to be avoided as well. By dividing
the die in lateral direction and applying an axial
prestressing, tensile stresses can be avoided and
tool life can be enhanced (ICFG Document
No. 16/04 2004).

Lubrication and Coatings
The occurring load conditions in cold forging
in terms of contact normal stresses and surface
enlargements make high demands on lubrication.
To deal with these tough tribological conditions,
the billets are usually bonderized whereby a phos-
phate coating represents the industrial standard.
During the bonding process a zinc phosphate coat-
ing is formed on the workpiece surface. This is the
base for the application of lubricants like molybde-
num disulfide or soap and ensures an improved
adhesion to the metal surface. Oil-based lubricants
are used for processes with low strains and contact
normal stresses (Lange et al. 2008). However, there
are efforts to reduce the use of lubricants and to
avoid bonderizing of coils and semi-finished parts
for economic and ecological reasons.

To extend tool life by increased wear
resistance, ceramic coatings can be used. Com-
mon coatings in cold forging are TiN and TiCN
that are applied by Physical Vapor Deposition.
Beyond single-layer coatings, multilayer coatings
can be employed to effectively inhibit superficial
crack initiation and propagation (Doege and
Behrens 2007).

The friction factor resulting from a certain tri-
bological system can be determined by means of
the double cup extrusion test. The plastic strains
and contact stresses in this test are similar to the
conditions in cold forging. The friction factor is an
important input value for numerical simulation.

FE Simulation
FE simulation can serve as a valuable instrument
to analyze the material flow and to determine the
shape of single forging stages (Fig. 4).

In addition, FE simulation is applied to deter-
mine load-adapted tool layouts by modeling the
die insert and the prestressing system. This helps
to enhance tool life and to reduce tool failure by
overload and fatigue. The commonly used pro-
cedure nowadays is a combined modeling of
workpiece and tool, including the prestressing
system for a 2D axial symmetric as well as a
3D representation of processes. However in
order to reduce the great computational effort
for a 3D representation, a decoupled approach
with a separate investigation of material flow and
tool loading is possible. Therefore the material
flow of the forging process is simulated
while assuming rigid behavior of the die insert
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FE simulation of the cold
forging process for the
manufacturing of an inner
race. Workpiece material:
boron-manganese steel
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and prestressing system. Subsequently, the
determined process loads are applied to an elas-
tic model of the tool to elaborate a load-adapted
layout. Thus, the use of the FE simulation in the
stage of tool and process design can ensure a
reliable process and a resistant tool. This can
lead to considerable cost and time savings
(Lange et al. 2008).

Trends
The future developments in cold forging are
influenced by ecological as well as economic
challenges. Due to its distinct dependency on the
automotive industry, ecological issues affect the
cold forging industry in terms of the need for
lightweight construction to a great extent. Hollow
parts, for example, can effectively contribute
to weight saving. In addition, increased material
utilization, net-shape parts, function integration,
and efficient process chains enable material and
energy savings during the manufacturing process.
These trends also help to fulfill the economic
challenges that are mainly characterized by an
increasing cost and time pressure in the global
competition. However, meeting these trends
leads to increased tool loads and sophisticated
tool and process layouts. Thus, novel solutions
in tool design are required, including advanced
FE analysis, materials, tool manufacturing and
polishing, surface treatment and coating, and
other factors influencing tool life and tool quality
(Engel et al. 2011).
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Cross-References

▶ Finite Element Analysis
▶ Finite Element Method
▶ Forming Tools (Die, Punch, Blank Holder)
▶ Friction
▶Hot Forging
▶Residual Stress (Forming)
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▶Cold Spray
Cold Gas Dynamic
Manufacturing
▶Cold Spray
Cold Gas Spray
▶Cold Spray
Cold Joining
▶Mechanical Joining
Cold Spray
Rocco Lupoi
Department of Mechanical and Manufacturing
Engineering, Parsons Building, Trinity College
Dublin, The University of Dublin, Dublin,
Ireland
Synonyms

Cold gas dynamic; Cold gas dynamic manufactur-
ing; Cold gas spray; Kinetic spray; Supersonic spray
Definition

Cold spray (CS) is a solid-state additive process,
whereby material layers are added onto substrates
or more general engineering components through
the acceleration of the feedstock material (in the
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form of powder) up to supersonic speed in a
converging–diverging nozzle. Melting tempera-
tures in the process are typically not reached.
Theory and Application

Introduction and Working Mechanism
In the 1980s, a group of scientists from the Insti-
tute of Theoretical and Applied Mechanics of the
Siberian Branch of the Russian Academy of Sci-
ences (ITAM of RAS) in Novosibirsk, Russia,
conducted experimental and theoretical work on
the interaction of a two-phase flow with the sur-
face of immersed bodies. They used new gas
dynamics diagnostic tools to study two-phase
flow around bodies, which resulted in the discov-
ery of some sort of “deposition phenomena.” The
scientists had in fact observed thin copper layers
deposited on the back walls of the wind tunnel
they were using; soon after they realized the
mechanism and formation of such was from a
small amount of copper “dust” propelled at high
Cold Spray, Fig. 1 Cold spray working principles
velocity on the walls. As many of the most suc-
cessful inventions in engineering, also this one
happened totally by chance.

A number of USSR patents followed to the
initial discovery of the technology; however, in
its modern form, cold spray (CS) was patented in
1994 in the USA by A.P. Alkhimov and
A.N. Papyrin (Alkhimov et al. 1994).

Despite the simplistic working principles,
CS is an efficient technology, whereby material
is added to a general substrate in a solid-state
manner; hence, melting temperatures are not
crossed. As shown in Fig. 1, a supersonic
converging–diverging nozzle is fed with a high-
pressure gas (nitrogen or helium at pressures
between 10 bar and 50 bar), which expands as it
flows through the nozzle internal profile. Super-
sonic speed is therefore reached at the exit of the
device (M > 2). At the same time, solid particles
(~40 mm in size) are injected at the inlet of the
nozzle. The generated fast jet stream can acceler-
ate the particles up to velocities to cross 1000 m/s;
upon impact against a substrate material, the
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particles will plastically deform and bond to it,
hence the formation of a deposit. In most cases,
the carrier gas is also preheated before entering
the nozzle through a gas heater; this is to
increase the carrier gas sonic speed, hence exit
velocity.

In CS, each material is therefore characterized
by a “critical speed.” Such is the minimum to be
achieved at impact for the deposit to start forming.
Strong materials (such as Ti and its alloys or
WC–Co) have a high critical value; they will
therefore require the use of helium to be processed
(helium is a low-density gas with high sonic
speed).

CS has a number of technical advantages over
other methods that are based upon the partial or
full melting of materials, such as laser cladding,
high velocity oxygen fuel (HVOF), and plasma/
flame spray (Champagne 2007):

The preservation of feedstock properties, no
microstructural changes.

There is no heat-affected zone (HAZ) at the depo-
sition interface.

Deposition rates (or build rates) can be very high.
Environmentally friendly relative to others due to

the ambient temperature working conditions.
No theoretical limit in achievable deposition

thickness.
No thermal distortion and good bond strength.
Metallurgical compatibility feedstock/substrate is

in theory not a requirement.
Cold Spray, Fig. 2 Joining Ti64 components with CS (Cou
Since its invention and first implementations,
CS has rapidly evolved at both European and
global levels with a rather diverse field in terms
of generated intellectual property (Irissou et al.
2008). A number of major companies have
formed in across the globe, primarily coming
from university spinouts and currently selling
CS equipment. Research is very active in the
field, with the main groups located in Ireland
(Trinity College, Dublin), the UK (University of
Cambridge, University of Nottingham, The
Welding Institute (TWI)), France (School of
Mines, Paris), and Germany (University of the
Federal Armed Forces, Hamburg; European
Aerospace Research Institute (EADS)). There
are other key research facilities in Spain, the
USA, Japan, Canada, Russia, South Africa, and
Australia.

Examples of Applications
A vast variety of feedstock/substrate material
combinations has so far been attempted with the
process, with reasonably good results. The major
advantage is its flexibility and absence of the
thermal component; however, CS can be an
expensive process to run. When helium is
required, processing costs can become industri-
ally not viable. This is the reason of why the vast
majority of CS systems are currently installed in
R&D facilities (such as universities or research
institutes) and not in production lines. Research is
active in this topic, therefore, in the proposition
rtesy of Trinity College Dublin and University of Twente)
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and testing of new solutions so as to address the
cost problem.

The list below provides some examples of
recent applications, in relation to the deposition of:

Hard-facing materials, such as WC–Co, onto steel
(Dosta et al. 2013.

Superalloys (Levasseur et al. 2012.
Cold Spray, Fig. 3 Repair of an actuator using CS (Widene
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Reactive materials, such Al/CuO mixtures
(Bacciochini et al. 2013.

Mn + 1 AXn (MAX) phases (Gutzmann et al. 2012.
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Diamond composites (Aldwell et al. 2016.
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purposes, such as joining. As an example,
Fig. 2 shows two axial-symmetric components
(approximately 30 mm in outer diameter) made
out of Ti64. They were joined through the
application of a Ti64 track around the geometry
using CS. This work is interesting due to the
general unsuitability of Ti and its alloys to be
welded using conventional thermal processes
due to its high affinity to oxygen.

A common application area cited for CS is
also the repair of corroded components, espe-
cially for the military and aerospace industry.
This would involve the cleaning of corroded
surfaces, followed by CS of material onto the
damaged zone, and machining of the cold-
sprayed material back to the pre-corrosion
dimensions. The use of CS allows for the repair
of components where hot weld deposition is not
possible, such as magnesium or aluminum
alloys, where traditional welding processes
often yield poor results. Widener et al. reported
porosity levels of 1.53% or below on a repaired
actuator manufactured from 6061 which had
been corroded in service. This actuator repair
process is shown in Fig. 3.

An obvious extension of the use of CS for
repair is the implementation of the process for
the additive manufacture of new components, for
now limited to Al and its alloys. CS was shown
to be capable of forming Al6061 deposits with
96% of the bulk density and 92% of the bulk
Young’s modulus (Spencer et al. 2012). This
process has been studied in a real-world applica-
tion by Champagne et al. in 2015, who demon-
strated the deposition of Al6061 onto
magnesium substrates to allow friction stir
welding to a sheet of the same material. Wang
et al. (2015) have shown that the shear strength is
up to 34.5 MPa for CS processed Al6061 onto an
Al6061 substrate. Wang et al. also observed that
the angle at which the cold-sprayed particle
impacts the substrate has a large effect on the
bond quality, as shown in Fig. 4.
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Synonyms

Complexness
Definition

The original Latin word “complexus” signifies
“entwined” or “twisted together.” The Oxford
Dictionary defines “complex” as something that
is “made of (usually several) closely connected
parts.” A system would be more complex if
more parts or components exist and with more
connections in between them (EIMaraghy
et al. 2012).

Several different measures defining complexity
have been proposed within the scientific disciplines.
Such measures of complexity are generally context
dependent. Colwell (2005) defines 32 complexity
types in 12 different disciplines and domains such as
projects, structural, technical, computational, func-
tional, and operational complexity. Engineered sys-
tem complexity is invariably multidimensional.
A complex system usually consists of a large num-
ber of members, elements, or agents, which interact
with one another and with the environment. They
may generate new collective behavior, the
manifestation of which can be in one or more of
the following domains: functional, structural, spa-
tial, or temporal.

A complex system is an “open” system, in the
thermodynamics sense, involving entropy princi-
ples as well as involving nonlinear interactions
among its subsystems which can exhibit, under
certain conditions, a degree of disorderly behav-
ior. In particular, the future progression of events
may become very sensitive to conditions at any
given point of time and “chaotic behavior” may
emerge.
Extended Definition

Complicatedness, Complexity, and Chaos
In simple terms for now, a simple system or artifact
is easily knowable. A complicated system or prod-
uct is not simple but is knowable, e.g., a car is a
complicated product/system. A complex system is
one where uncertainty exists. For instance, the
development of a car is complex; it requires engi-
neering business knowledge in several disciplines
and collaborative work in teams. Details are not
fully knowable to each development engineer.
A complicated system could refer to a system hav-
ing many parts, making it somewhat harder to
understand, perhaps by virtue of its size, whereas
complex refers to a system containing uncertainty
during the development process or intrinsically in its
design, the outcome not being fully predictable or
controlled. Complexity may also be at the opera-
tional level such as during the manufacturing pro-
cess itself. What is complicated is not necessarily
complex and vice versa, andwhat is complicated for
one person may be complex for another less knowl-
edgeable individual or a group with less technolog-
ical tools (Fig. 1). The word technology comes from
Greek (technología) meaning “art, skill, craft.”
Technology is the knowledge, scientific methods,
engineering techniques, and tools that help analyze,
solve problems, and mitigate against the negative
effects of complexity.

While researchers adopting the axiomatic
complexity theory argue that engineers should
constantly be working to reduce the complexity
of engineered systems to make them more

https://doi.org/10.1007/978-3-662-53120-4_16777
https://doi.org/10.1007/978-3-662-53120-4_16854
https://doi.org/10.1007/978-3-662-53120-4_300103
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robust, others disagree with this approach and
argue that the engineered system design should
advocate complexity as a way to generate nov-
elty and nurture creativity. Indeed, chaos and
bifurcation theories have been proposed as
means for qualitative, structural changes in
mathematics and social sciences and creativity
in engineering.

Sources of Complexity
Modern complex products or equipment may
have many thousands of parts and take hundreds
of manufacturing and assembly steps to be pro-
duced. Most complex products and equipment
now incorporate not only mechanical and electri-
cal components but also software, control mod-
ules, and human-machine interfaces. Some
equipment are connected online to the World
Wide Web and “the Internet of things” for real-
time reporting and diagnostics. Although these
additions have made equipment more versatile
and dependable, significant complexity has been
introduced to the product design.

The state of the art and the research literature
in complexity are reviewed for the world of
manufacturing from three perspectives: (i) complex-
ity of engineering design and the product develop-
ment process, (ii) complexity of manufacturing
processes and systems, and (iii) complexity of the
global supply chain and managing the entire busi-
ness, as well as their intersections.
Perspectives on Complexity in Engineering
The research publications on complexity in engi-
neering are divided into two groups: the first treats
engineering complexity in the functional domain,
e.g., the axiomatic design complexity theory, and
the second treats complexity in the physical
domain. The former (Suh 2005) promotes the
idea that complexity must be defined in the func-
tional domain as a measure of uncertainty in
achieving a set of tasks defined by functional
requirements. This complexity theory aims to
reduce the complexity of any system by taking the
following actions: (i) minimizing the number of
dependencies, (ii) eliminating the time-independent
real complexity and the time-independent imagi-
nary complexity, and (iii) transforming a system
with time-dependent combinatorial complexity
into one with time-dependent periodic complexity
by introducing functional periodicity and by
reinitializing the system at the beginning of each
period. This theory has been successfully applied
in the design of engineered systems including in
manufacturing.
Theory and Application

Engineering Complexity in the Functional
Domain
The theory of complexity in the functional domain
is based on the axiomatic design theory, which is
useful when looking at design as the transforma-
tion from the functional requirements (FRs) to the
design parameters (DPs) in the physical domain at
the conceptual and embodiment design levels
(EIMaraghy et al. 2012). In this complexity is
defined as the measure of uncertainty in achieving
the functional requirements of a system within
their specified design range.

Kim (2004) illustrated the four causalities of
complexity with respect to the design axioms
(Fig. 2). Type I complexity is a result of heavy
coupling of the functional requirements, which is
a violation of the independence axiom. Time-
independent complexity is a type II complexity
and is a result of the information axiom violation,
resulting in real complexity due to uncertainty.
Time-independent imaginary complexity is a type
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III complexity, or “difficulty,” which is a result of
lack of understanding about the system. Type IV
complexity is due to non-equilibrium. If an
engineered system is at an equilibrium state with
its surroundings, it is going to be stable until its
equilibrium state is disturbed by the application of
external energy. Some engineered systems are not
at an equilibrium state at all times. However, they
are stable if they possess a functional periodicity.
For instance, modern physics such as quantum
mechanics and superstring theory assumes the exis-
tence of a functional periodicity in natural matter
such as atoms, electrons, and subatomic particles.

Time-dependent combinatorial complexity is a
combined result of type I, II, and IV complexities.
Time-dependent periodic complexity is a smaller-
scale complexity.

According to this complexity theory, complex-
ity of any system can be reduced by taking the
following actions: (1) minimize the number of
functional requirements (FRs), (2) eliminate the
time-independent real complexity, (3) eliminate
the time-independent imaginary complexity, and
(4) transform a system with time-dependent com-
binatorial complexity into a system with time-
dependent periodic complexity by introducing
functional periodicity and by reinitializing the
system at the beginning of each period. The
importance of the functional periodicity in
reducing time-dependent combinatorial complex-
ity is illustrated using several examples by Suh
(2005). The main objective of this complexity
theory is to reduce complexity while designing
and operating engineering systems such as prod-
ucts and manufacturing systems so as to make the
system robust, guarantee their long-term stability,
make the system reliable, and minimize the cost.

Real Complexity
There are two kinds of time-independent com-
plexity: real and imaginary. Time-independent
real complexity is defined as a measure of uncer-
tainty when the probability of achieving the FR is
less than 1.0 because the system range does not lie
inside the design range. The real complexity arises
for many different reasons: (i) coupling of FRs,
(ii) decrease in the allowable tolerance due to the
presence of coupling terms, (iii) lack of robustness
(increase in entropy), (vi) wrong choice of DPs, or
(v) wrong decomposition of FRs and DPs. To
eliminate the real complexity, we must come up
with a design that satisfies the independence
axiom in which the FRs are maintained indepen-
dent and then make the design robust so that the
system range is always in the design range.

In design and manufacturing of mechanical
parts, it is commonly assumed that a system with
a large number of parts is more complicated
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than that with smaller number of parts. This
assumption is true only if the interface between
the interconnected parts adds additional uncer-
tainty in satisfying the FRs. However, the mere
presence of many interconnected parts does not
necessarily make a system more complex, if the
interconnected parts do not add any additional
uncertainty.

Imaginary Complexity
Imaginary complexity is defined as uncertainty that
is not real uncertainty but arises because of the
designer’s lack of knowledge and understanding
of a specific design itself. Even when the design
is a good design, consistent with both the indepen-
dence axiom and the information axiom, imaginary
uncertainty can exist when we are ignorant of what
we have. An example is the combination lock
which is easy to open once we know the sequence
of numbers we have to activate it, but in the
absence of the information on the combination, it
would appear to be complex (Suh 2005).

The time-independent imaginary complexity
and time-dependent periodic complexity can
occur only when we must satisfy many FRs at
the same time, whereas the time-independent
real complexity and the time-dependent combina-
torial complexity can exist regardless of the num-
ber of FRs that must be satisfied at the same time.

Time-Dependent Complexity
Time-dependent complexity occurs because
future events affect the system in unpredictable
ways. Often this results in a time-varying system
range, i.e., the system range moves away from the
design range (change in “information content” or
entropy) as shown in Fig. 3. Ideally, the design
range should be much below the system range to
avoid this type of complexity.

There are two types of time-dependent com-
plexity, which are defined as follows: (i) the peri-
odic complexity is defined as the complexity that
only exists in a finite time period, resulting in a
finite and limited number of probable combina-
tions, and (ii) the combinatorial complexity is
defined as the complexity that increases as a func-
tion of time due to a continued expansion in the
number of possible combinations with time,
which may eventually lead to a chaotic state or a
system failure. To reduce combinatorial complex-
ity, we have to devise a means of preventing the
system range from moving out of the design range
(Suh 2005).
Application in Multidiscipline
Complexity of Engineered Systems

Multidisciplinarity (Tomiyama et al. 2007)
causes problems that were nonexisting when
products were mono-disciplinary, because multi-
disciplinarity significantly increases not only the
complexity of products but also that of the product
development process. Complexity resulting from
multidisciplinarity is different from other types of
complexity such as computational complexity and
uncertainty complexity, because it results from
how our knowledge itself is formulated. Simpler
design problems can be first decomposed into
simpler mono-disciplinary subproblems with the
classic divide-and-conquer strategy. These mono-
disciplinary problems can be easily attacked and
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solutions for the entire problem can be synthesized.
In contrast, multidisciplinary problems cannot be
solved in a straightforward manner. When a design
problem involves multiple domains, unless there is
a uniform theory that can attack the problem as a
whole, we are forced to use a set of theories, each of
which is valid only in one domain. While in prin-
ciple these theories are independent from each
other, they can have intrinsic interactions for a
variety of reasons. These interactions among theo-
ries indicate the existence of cross-disciplinary
problems. The complexity involving multiple dis-
ciplines is explained by examining the structure of
knowledge represented by relationships among the-
ories. Tomiyama et al. (2007) identified “complex-
ity by design” and “intrinsic complexity of
multidisciplinarity.” Due to size (computational
complexity) and multidisciplinarity, we apply the
“divide-and-conquer” approach. However, due to
very high “functional density,” the approach can
fail because it is almost impossible to decompose
the whole system (particularly with high functional
density) into subsystems that have the least inter-
actions among them. Often, systems designers are
surprised by “unpredicted” interactions that are
hard to solve, somewhat similar to the “imaginary
complexity” in the functional complexity theory.
This type of “no-fault” failure has been on the
increase in many complex multidisciplinary
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products and deserves more attention from
designers and industrial enterprises. A detailed
example application in the design and operation
of an AGV (automatic guided vehicle) system is
discussed in EIMaraghy et al. (2012).
Engineering Complexity in the Physical
and Operational Domains

Complexity in the physical and the operational
domains is represented by models that capture
the three elements of complexity: absolute quan-
tity of information, diversity of information, and
information content (effort). Figure 4 shows the
classification of the various types of complexity in
the physical domain (EIMaraghy et al. 2012).

EIMaraghy and Urbanic (2004) developed
metrics and applications for product, process,
and operational complexity. In these metrics, an
important factor is considered: the human opera-
tors and their perception of the tasks’ complexity
(cognitive complexity). The complexity of
manufacturing systems, products, processes, and
operations is related to the information to be pro-
cessed in the system, including the physical and
the cognitive aspects as illustrated in Fig. 5.
Increasing system size and variety leads to more
information and higher complexity.
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Another application using both functional and
physical complexity theories was presented by
Kim (1999). He found that in lean manufacturing,
the system complexity, which is affected by
increased product variety, is much less than in an
equivalent mass production system. He proposed
a series of system complexity metrics based on a
complexity model developed using systems the-
ory. These measures are (1) relationships between
system components (number of flow paths, num-
ber of crossings in the flow paths, total travel
distance by a part, and number of combinations of
product and machine assignments) and (2) number
of elementary system components. These metrics
include a mix of structure (static time-independent)
and operation (dynamic and time-dependent) fac-
tors. No suggestion regarding their relative impor-
tance or how they may be combined into one
system complexity metrics was offered.
Engineering Complexity Using
Heuristics and Indices

Kuzgunkaya and EIMaraghy (2006) introduced a
metric to measure the structural complexity of
manufacturing systems based on the complexity
inherent in the structure of its components:
machines, buffers, and Material Handling Sys-
tems (MHS). It includes quantity of information
(using the entropy) and diversity of information.
Classification and coding systems were originally
developed for manufactured parts. However,
equivalent coding and classification systems for
manufacturing systems did not exist until the
development of the structural classification and
coding system (SCC) by EIMaraghy (2006) to
classify the various types of equipment in a
manufacturing system, such as machines, buffers,
and transporters, as well as their layout. They used
this classification code to assess the structural
complexity of manufacturing systems configura-
tions. The original equipment has been extended
(EIMaraghy et al. 2010) to include the assembly-
specific structural features of typical equipment
used in products assembly systems. It accounts for
the number, diversity, and information content
within each class of the assembly system modules
caused by the assembled products variety. The
chain-type structure of the SCC coding scheme
facilitated its extension (Fig. 6). The code charac-
terizes the complexity of the various equipment
within the assembly system such as machines,
transporters, buffers, feeders, and handling equip-
ment. Equipment controls, programming, opera-
tion, power source, and sensors are common
fields.
Graph andNetwork Complexity Theories

Topological complexity is used by the graph and
network theories. The complexity of such structures
can be described by symmetry-based measures



4

Machine Type

1

1 1

2

2 2 22 2 2 2 2

3

3 33 3 3

4 5 6 7 8 9

9

10 11 12 13 14 15 16 17

Control Programming

Operation

Fully − automatic
Medium Difficulty
Programmable

Reconfigurable
Modular

Open accessibility
Programmable

FIFO Integrated buffers
2 Moving pins
2 Fixed pins

Replaceable Tool magazine
2 Adjustable tools
9 Fixed tools
3 Spindles

3 Heads
3 Axes of motion
Expandable / Modular

Digit No.

Code

Complexity in Manufacturing, Fig. 6 Structural classification and coding system (SCC) (EIMaraghy 2006)

310 Complexity in Manufacturing
frequently applying the concept of entropy or by
other measures including average- or normalized-
edge complexity, subgraph count, overall connec-
tivity, total walk count, and others based on adja-
cency and distance (EIMaraghy et al. 2012).
Computational and Information
Complexity

Computational complexity is measured by the
quantity of computational resources (e.g., time,
storage, program, communication) which is
required for solving a particular task. Here, the
Turing machines are used as a fundamental tool
for analyzing algorithms and combinatorial optimi-
zation problems. The complexity of a structure is
defined in the Kolmogorov’s complexity (Li and
Vitányi 2008) as its minimal description length,
e.g., by a program on a universal Turing machine.
Some other complexity measures, e.g., time com-
plexity, space complexity, and, for distributed sys-
tems, communication complexity, are associated
with algorithms (EIMaraghy et al. 2012).

Computational complexity comes from the
number of elements (subsystems, components,
or parts). This complexity becomes problematic,
when the number of elements (N) grows, because
the same algorithm that was able to solve a prob-
lem for a smaller N cannot solve one for a larger
N0 in a reasonable time (or with using reasonable
memory). For example, assume every element in
a system has a direct relationship with all other
elements. The computational complexity in terms
of the number of relationships in this case is
O (N (N � 1)) = O (N2), which is called polyno-
mial complexity (O (Na), in which a is a positive
constant). Practically, it is well known that com-
putational complexity grows very quickly, when
the complexity is O (aN) (exponential), O (N!)
(factorial), or O (NN) (double exponential). These
are called non-polynomial (NP) complexity as
opposed to polynomial cases (P). Some NP com-
plexity classes (NP-complete or NP-hard) are
known to be difficult or even impossible to man-
age and solve. In manufacturing, NP-complete
problems can be found, for instance, in production
planning problems and logistics problems.
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Synonyms

Composites
Definition

Composite materials are made from at least two
materials with substantially different mechanical
properties. The mechanical properties of the com-
posite material are different from the constituent
materials.

There are three types of composite materials:

Ceramic matrix composites (CMC) consisting of
fibers embedded in a ceramic matrix.

Metal matrix composites (MMC) consisting of
fibers embedded in a metal ceramic matrix.

Fiber-reinforced plastics (FRP) made of a poly-
mer matrix reinforced with fibers.
Theory and Application

Ceramic Matrix Composites (CMC)

Applications
Originally, requirements in aerospace applica-
tions played a decisive role in developing
ceramic matrix composites. Selection criteria
for materials in power plants, heat shield systems
for space shuttles and rockets, were a desperate
temperature resistance and good characteristics
considering its mass. In practice, one of the first
CMCs used was the carbon-fiber-reinforced car-
bons (C/C). Especially in the high temperature
range, these materials illustrate the state of tech-
nology and are assembled among others in brake
discs, rocket nozzles, and forming tools (Krenkel
2003). CMCs are also used in slide bearings of
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pumps in order to improve the wear and corro-
sion resistance.

Properties
The fibers typically consist of carbon (C), silicon
carbide (SiC), alumina (Al2O3), or mullite
(Al2O3–SiO2). For the matrix components, alu-
mina, zirconium oxide, and silicon carbide are
most commonly used. The terminology of CMC
usually follows the principle “type of fiber/type of
matrix.” C/SiC stands for a carbon-fiber-reinforced
silicon carbide. Today, the most important CMCs
are C/C, C/C-SiC, C/SiC, and SiC/SiC. In some
cases, the term is preceded with the abbreviation of
the manufacturing process.

Due to their material structure, including
strong bonds, CMCs show many characteristics
that make these ceramics suitable and attractive
for engineering applications. In comparison to
unreinforced ceramics, which fracture easily,
CMCs possess considerable improved fracture
toughness. In addition to that, they can be charac-
terized by high temperature and corrosion resis-
tance, resistance to chemical degradation, wear
resistance, high hardness and stiffness, and low
density. As negative properties of CMCs, the high
brittleness and fast crack extension can be men-
tioned. As a result of these characteristics, CMCs
can only be efficiently machined using tools with
diamond abrasive grains.

Machining of CMCs
Although components can be manufactured near-
net-shape, post-processing is required as a result
of shrinkage or material expansion after the infil-
tration process. The machining process is domi-
nated by brittle fracture, despite a macroscopic
quasi-ductile behavior of the compound (Malkin
and Hwang 1996). Ceramic and non-ceramic
phases of the CMC with strongly different
mechanical properties lead to varying engagement
conditions. Abrasive cutting processes can be
regarded as the most cost-effective method to
machine CMCs (Weinert and Jansen 2008). For
inserting drill holes, diamond abrasive points with
an electroplated, brazed, or sintered bond can be
used (Biermann et al. 2009). These tools can as
well be applied for pocket and circular routing and
groove machining.
Metal Matrix Composites (MMC)

Application
The field of aeronautics, the automobile industry,
and also in many areas of the engineering, the
demand for lightweight components leads to the
adaption of materials having a very low specific
weight. Light metal alloys are not often used
because they have some drawbacks such as a
low stiffness, high thermal expansion coefficient,
and low wear resistance. However, the combina-
tions of the alloys with other materials can
improve the mechanical as well as their thermal
properties.

Properties
Important distinguishing properties of the com-
posite materials are the shape of the reinforcement
phase, such as long fibers, short fibers, and parti-
cle. Concerning the mechanical properties, the
best results are achieved by long-fiber reinforce-
ments. Since they are not economically feasible
because of their complex manufacturing process,
it is preferred to use short-fiber or particle rein-
forcements. They do not have the same resistance
as the long-fiber reinforcement, but the potential
gain of stiffness, resistance to wear, and other
property improvement are usually sufficient and
acceptable.

Machining of MMCs
For the industrial use of these composite mate-
rials, the processing of these materials in particu-
lar is of great importance. Here, the machining
shown as problematically, with occurrence of
extremely high tools wear. This is caused due to
the high hardness and the resulting abrasive effect
of the ceramic reinforcement (Chen 1992; Tomac
and Tønessen 1992).

For turning of ceramic fiber-supported alumi-
num alloy, cemented carbides or polycrystalline
diamond (PCD) is suitable. Here, PCD leads to
much lower wear values and determines a much
lower roughness, compared to coated cemented
carbide (Weinert and König 1993). In the cutting
process, the micro-contact between the SiC-
reinforced particles and the cutting edge can pro-
duce temperatures that are far above the melting
point of aluminum (Teti 2002).
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While drilling, PCD-tipped drill bits are best
suited in comparison to the carbide tools,
depending on the type of fiber, 20–100 times
longer life possible. The tool wear occurs in the
form of a cutting edge rounding. Awear increase
comes with increasing fiber volume fraction,
increasing cutting speed, and the use of coolant.

Grinding with diamond wheels can achieve
smaller deposits than that with ceramic grinding
wheels. The best surface quality can be achieved
with the combination of diamond- and CBN
(Cubic Boron Nitride)-grinding wheels. The gen-
erated surfaces will be strongly influenced by the
adhesion of the wheels to material.

For ultra-precision machining of ceramic fiber-
reinforced aluminum, single point diamond tools
are the best suited. While processing, very low
surface roughness can be achieved. The surface
quality depends on the orientation of the fibers
from the cutting direction (Yuan et al. 1993).

Fiber-Reinforced Plastics (FRP)

Application
In various engineering applications ranging from
aerospace, civil engineering, wind energy, and
various consumer products to sports goods, the
core issue is to minimize the overall weight of a
part or its assembly in order to improve its service
performance as well as its efficiency (Jain and
Yang 1993). FRPs satisfy this objective with
their superior strength-to-weight ratio, stiffness,
good damping and corrosion resistance, and low
coefficient of thermal expansion (Faraz 2011).

Properties
FRPs are essentially formed by the combination
of two or more materials to tap physical, chemical,
and mechanical properties that are almost superior
to those of its individual constituents. The princi-
pal components include fiber reinforcement and a
thermoset or thermoplastic matrix or binder. The
fibers, usually fiberglass, carbon, or aramid, pro-
vide most of the stiffness and strength, and the
matrix material, usually epoxy, vinylester, or
polyester thermosetting plastic, binds the fibers
together in position.

An individual structural glass fiber is both stiff
and strong in tension and compression, that is,
along its axis. Although it might be assumed that
the fiber is weak in compression, it is actually only
the long aspect ratio of the fiber which makes it
seem so, that is, because a typical fiber is long and
narrow, it buckles easily. On the other hand, the
glass fiber is unstiff and unstrong in shear, that is,
across its axis. Therefore, if a collection of fibers
is arranged permanently in a preferred direction
within a material and the fibers are prevented from
buckling in compression, then that material will
become preferentially strong in that direction.

Furthermore, by laying multiple layers of fiber
on top of one another, with each layer oriented in
various preferred directions, the stiffness and
strength properties of the overall material can be
controlled in an efficient manner. With chopped
strand mat, this directionality is essentially an
entire two-dimensional plane; with woven fabrics
or unidirectional layers, directionality of stiffness
and strength can be more precisely controlled
within the plane (Smallman and Bishop 1999).

Machining of FRPs
Although composites are generally fabricated on
moulds, but nevertheless, there is often a need to
conduct some additional machining operations
which should be precise in nature. For instance,
trimming of the edges of the cured FRP compo-
nent needs to be performed to guarantee the shape
as well as dimensional accuracy and stability, that
otherwise, may not be controlled through simple
curing process within itself (König et al. 1990).

Various cutting and machining techniques are
being utilized both in industrial practice as well as
in research. They, namely, include milling, turn-
ing, abrasive water-jet machining, ultrasonic
machining, laser beam cutting, sawing, edge trim-
ming, and drilling (Faraz 2011).

It is noteworthy here that almost all of the
researchers do have a consensus that the compre-
hensive knowledge as well as experience, which
has been well acquired in case of drilling of metals
and other conventional engineering materials,
cannot simply or directly be applied to the drilling
of FRPs. This is mainly because of their very
strong, inherent material inhomogeneity and
anisotropy. Furthermore, it is also commonly
known that owing to the extremely abrasive
nature of their fiber content, FRPs exhibit totally
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different drilling results and characteristics, when
compared to that of the drilling of common metals
and their alloys. Their main classification could
be, on the one hand, as cutting tool related, while,
on the other hand, it could be concerning the
workpiece quality. The former classifications,
that is, tool-related problems, are excessive and
rapid tool wear due to abrasion of aggressive fiber
content of FRPs. And the latter ones mainly
include part edge/surface and hole quality defects,
namely, hole entry and exit delamination, edge
chipping, fiber pullouts, fiber-bundle pullouts,
spalling, macroscopic pitting, matrix burning,
thermal residual stresses and material cracking,
etc. (Teti 2002; Faraz 2011).

Delamination
In research as well as there in industry, delamina-
tion during drilling FRP is recognized as one of
the most critical problems. As defined by various
researchers, it is an interlaminar or inter-ply fail-
ure phenomenon or behavior. When occurred at
the topmost surface ply around the drilled hole
periphery, it is called “peel-up delamination” or
simply hole entry delamination of the composite
workpiece. In addition, this interlaminar shearing
of the last ply at the bottommost surface of the
FRP composite material is usually more severe
and is generally called “push-out delamination”
or in simple words hole exit delamination. Delam-
ination can be introduced by three mechanisms:
peeling up of the topmost layer, pushing out of the
bottommost layer, and an additional cause, called
thermal stress mode.

The phenomenon of hole entry delamination
occurs due to the action of cutting force that acts in
the peripheral direction. As the name suggests
itself, a peeling force is generated due to the
slope of the rake face of a drill cutting edge,
which separates the top-plies of the composite
workpiece being drilled. Moreover push-out
delamination occurs as the drill reaches the bot-
tommost laminate-ply, where the uncut thickness
reduces considerably and the resulting resistance
to deformation is also reduced. The loading (thrust
force) exceeds the interlaminar bonding strength,
thus resulting into hole exit or push-out delami-
nation. The drill chisel edge, which is quasi-
stationary and gives rise to the indentation effect
during drilling, is supposed to be the major
responsible for the said hole exit damage. To
summarize, hole exit delamination is proposed to
be occurring mainly due to drilling thrust force. It
is also noteworthy here that many researchers
have acknowledged the peel-up type of delamina-
tion (hole entry side) as not much significant as
that observed around the hole exit periphery. In
their opinion, the exit delamination that reduces
the strength and stiffness of the cured FRP parts
severely affects their performance and efficiency,
especially, under the applied external loads (Teti
2002; Faraz et al. 2009; Faraz 2011).
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Computed Tomography
Simone Carmignato
Department of Management and Engineering,
University of Padua, Vicenza, Italy
Synonyms

Computed axial tomography (CAT); Computer-
aided tomography (CAT); Computerized tomo-
graphic imaging; Computerized tomography;
Computerized transverse axial scanning; X-ray
computed tomography
Definition

X-ray computed tomography, or simply computed
tomography (CT), is an imaging method using
X-ray transmission and computer algorithms to
reconstruct two-dimensional (2D) images of an
object, representing object’s slices, or three-
dimensional (3D) representations of the object’s
structure, including inner geometries.

In this context, the term “tomography”
refers to nondestructive imaging of sections.
The term derives from two Greek words:
tomos, meaning “section,” and graphein, mean-
ing “to write.”

Although the term “computed tomography”
is very general and could refer even to tomo-
graphic techniques not using X-rays, in practice
it usually refers to the computation of tomo-
graphic images by X-ray transmission. The
term “X-ray computed tomography” is more
specific.
Theory and Application

Introduction
Unlike conventional radiography, computed
tomography goes far beyond the collection of
radiographic projections. The fundamental limi-
tation of conventional radiography is that the
three-dimensional volume of an object is com-
pressed along the direction of X-ray to a
two-dimensional radiographic projection, in
which all the underlying object’s structures are
superimposed, which results in significantly
reduced visibility of the object. A recognition
of this limitation led to the development of com-
puted tomography, which allows the object’s
slices and volume reconstruction from X-ray
projections (Morgan 1983). Figure 1 illustrates
the progression of CT data, from X-ray projec-
tions, to 3D volume reconstruction, and to sur-
face determination.

History of CT

Early X-ray Tomography Techniques
The idea of determining the inside structure of an
object from multiple X-ray images taken from
various angulations goes back to the first decades
of the twentieth century. Before the advent of
computed tomography, other techniques were
developed for displaying internal sections using
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Computed Tomography, Fig. 1 CT process chain, from X-ray projections to 3D volume reconstruction and to surface
determination

Computed Tomography, Fig. 2 Schematic representation of a CT scanner

Computed Tomography,
Fig. 3 Dimensional
quality control of a cylinder
head: comparison of CT
measurement data to
nominal CAD data
(Courtesy of Volume
Graphics GmbH)
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X-rays. These techniques are often referred to as
“conventional tomography,” or “stratigraphy” or
“noncomputed tomography” (Hsieh 2009). As
early as 1921, one of the pioneers of conventional
tomography, André Bocage, conceived a device to
blur out structures above and below a section
of interest (Bocage 1921). Few years later,
Alessandro Vallebona developed the tomographic
technique called “stratigraphy” (Vallebona 1930).
Although these early tomographic techniques
were somewhat successful in producing images
Computed Tomography,
Fig. 4 Porosity and
inclusion analysis of
castings (Courtesy of
Volume Graphics GmbH)

Computed Tomography,
Fig. 5 Quality control of
solder points and bonding
wires of a ball grid array
(BGA) used for microchips
(Courtesy of Volume
Graphics GmbH)
of an object’s internal plane, they could not
completely eliminate superimposition of other
structures outside the imaging plane. This draw-
back, combined with the large X-ray dose to the
patient, limited the use of conventional tomogra-
phy in clinical applications.

Development of Computed Tomography
The mathematical model for reconstructing an
object from multiple projections dates back to
1917, when Johann Radon demonstrated
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mathematically that an object could be replicated
from an infinite set of its projections (Hsieh
2009). This concept was applied only many
years later. The Nobel Prize winners Allan
M. Cormack and Godfrey N. Hounsfield made
substantial contributions to the development of
computed tomography (Cormack 1979; Houns-
field 1979). The first clinical CT scan on a patient
took place on 1st October 1971 using a prototype
scanner developed by Hounsfield. Since the
1970s, CT have rapidly become a fundamental
imaging technique in medical practice (Kalender
2006).
Industrial CT Scanning
Industrial application of CT scanning became fre-
quent since the 1980s, especially for material
analysis and nondestructive testing (Kruth
et al. 2011). The use for dimensional metrology
purposes was not yet possible at that time, since
the attainable measurement uncertainty was in
the range of few hundreds of millimeters.
As hardware and software have progressed
reaching submicron resolution, the metrological
performances of industrial CT systems have con-
tinuously improved, and measurement uncer-
tainty of few micrometers has become possible
(Carmignato 2012). The first commercial coordi-
nate measuring system using a CT sensor was
presented in 2005 (Kruth et al. 2011). Current
challenges in CT dimensional metrology are
establishment of measurement traceability and
proper uncertainty evaluation (De Chiffre
et al. 2014).
Computed Tomography, Fig. 6 Volume rendering
resulting from CT scan of a complete VR6 3.6 liters car
engine (Courtesy of Volume Graphics GmbH)
Principles of CT

Fundamentals
Computed tomography uses the ability of X-rays
to penetrate objects. As schematically represented
in Fig. 2, the radiation produced by an X-ray
source passes through the scanned object to
reach the X-ray detector. On the way through the
object, X-rays are attenuated, and the amount of
attenuation depends on the length traveled in the
absorbing material, the type of material (i.e.,
attenuation coefficient), and the energy of the
X-rays. The attenuation is measured by the
X-ray detector, which captures the projection
image resulting from the transmitted X-rays. Pro-
jection images are taken from different angular
positions of the object, using a rotary axis (see
Fig. 2). The mathematical reconstruction of 2D
slices and 3D volume model out of the acquired
projection images is usually done by “filtered
back projection” (Kak and Slaney 1988). When
a 3D volume reconstruction is obtained, the 3D
model is constituted by a set of voxels (volumetric
pixels), where the gray value associated to each
voxel is a measure for the absorptivity of the
material. Subsequently, the voxel data can be
post-processed to detect the object’s surface by
a threshold process (i.e., segmentation) (Hsieh
2009).

Types of CT Scanners
Industrial CTscanners are fundamentally different
from clinical scanners. Although both types of
scanners need to take X-ray projections from sev-
eral angulations as discussed above, in industrial
CT scanners the object is rotated in the beam path
produced by a stationary X-ray source, while in
clinical CT the X-ray unit (source and detector)
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rotates around a stationary patient. In addition,
since the radiation exposure of the object being
scanned is normally not a problem in industrial
CT, greater radiation intensities can typically be
used than those applied in clinical CT. Also,
because resolution and accuracy requirements
are different, scanning parameters usually
Computed Tomography,
Fig. 8 Measurement of the
contact area between
bottleneck and cap within
the thread of a plastic bottle
(Courtesy of Volume
Graphics GmbH)

Computed Tomography, Fig. 7 Inspection of assem-
bled insulin injector. The CT scan allowed testing the
operability and production quality of sample parts before
going into serial production (initial sample inspection
differ significantly in industrial and clinical CT
scanners.

Another important distinction between differ-
ent types of CT scanners is based on the X-ray
detector. Depending on the type of detector used,
CT scanners may be able to detect only one or
multiple slices per revolution. X-ray detectors
report), with typical tolerances of 	50 mm and more than
300 inspection features per part (Courtesy of Volume
Graphics GmbH)



Computed Tomography,
Fig. 9 Fiber orientation
analysis of composite
materials. Different colors
correspond to different
orientations (Courtesy of
Volume Graphics GmbH)
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used nowadays are either flat panel detectors
(consisting of a 2D array of pixels) or straight or
curved line detectors (consisting of a 1D array of
pixels). While 2D detectors determine faster scan-
ning because multiple slices are measured during
one revolution, 1D line detectors may yield supe-
rior reconstruction accuracy and resist higher
X-ray energies, allowing thicker objects to be
scanned (Kruth et al. 2011).

CTscanners can also be classified based on their
X-ray source. For commonX-ray tubes, the dimen-
sion of the X-ray spot is essential to obtain sharp
images. Microfocus sources have spot diameters
ranging typically from few to 1,000 mm. Today,
nanofocus spots of less than or around 1 mm diam-
eter are achievable with X-ray photon energies up
to 250 keV. Besides the commonX-ray tubes based
on an electron gun, more expensive linear acceler-
ator X-ray sources can be used for industrial scan-
ning of large and high absorbing parts. In
exceptional cases, large synchrotron radiation facil-
ities are also used to generate X-rays for scientific
CT applications (Kruth et al. 2011).

Industrial Applications
Industrial CT scanning is used in many
manufacturing areas, from quality control of
large castings to inspection of micro-components.
Some of the key applications are nondestructive
testing, failure analysis, assembly analysis,
reverse engineering, and dimensional metrology.
Figures 3, 4, 5, 6, 7, 8, and 9 show examples of
industrial applications. The number of applica-
tions and number of installed scanners in industry
are growing rapidly (De Chiffre et al. 2014).
Advantages
Industrial CT scanning benefits from several
advantages over traditional 3Dmeasurement tech-
niques such as coordinate measuring machines.
Some of the main advantages are:

• Nondestructive inspection of internal features
• Simultaneous material analysis and dimen-

sional quality control
• Measurement of components in assembled

state
• Measurement of interfaces in multi-material

components
• Holistic measurement of the entire workpiece

obtaining dense volumetric data
• Fast inspection and reverse engineering of

complex geometrical features
• Noncontact measurement, without probing and

clamping stresses to the part
• Inspection of complex and internal features

produced by additive manufacturing
• In-depth realistic visualization of the object’s

details
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Computer Numerical Control
Yusuf Altintas
Faculty of Applied Science, Department
Mechanical Engineering/MAL- Manufacturing
Automation Laboratory, University of British
Columbia, Vancouver, BC, Canada
Synonyms

CNC; Feed drives; Interpolation; Servo control;
Trajectory generation
Definition

Computer numerical control (CNC) means the
digital control of machine tool units that consist
of series of integrated mechanical actuators, elec-
trical or electrohydraulic servomotors, power
amplifiers, position and velocity sensors, and a
dedicated computer running under a real-time
operating system.
Theory and Application

Introduction
CNC systems control the moving units of a
machine tool. The moving units are classified
under feed and spindle drives, and auxiliary com-
ponents such as tool and pallet changers, coolant
pumps, and chip conveyors. Feed and spindle
drives require smooth position, speed, and accel-
eration control which are carried out by the trajec-
tory generation and digital control algorithms
executed in fixed time intervals by dedicated com-
puters. The auxiliary units are activated by pro-
grammable logical controllers (PLCs) that operate
on the basis of ON/OFF logic (Altintas 2000).

Feed Drive System
Physical components of a feed drive system are
shown in Fig. 1. The trajectory commands are
generated in the CNC system and sent to a digital
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control law executed in real time, typically at 1 ms
or less time intervals.

The digital control law is executed in the CNC
computer and sent to amplifier of servomotor if it
is an analog drive (Koren and Lo 1992). Position
commands are sent to the embedded computers
which execute the control law in digital drives
(Pritschow et al. 2001). The discrete position
commands generated in constant control inter-
vals are typically few micrometers per millisec-
ond, and they are converted into voltage and
current by power amplifiers of the motors. The
current on the armature of the motor creates a
torque, which is used to accelerate the inertia of
the mechanical drive, to overcome disturbance
loads contributed by the friction and cutting pro-
cess (Altintas 2012). Analog current controller
uses the current sensor feedback to compensate
the disturbance loads acting on the drive. The
table is either driven by a ball screw drive mech-
anism or linear drive mechanism as shown in
Fig. 2. The position of the rotary or linear motors
is measured by encoders attached to the motor
shaft or on the linear guides, respectively
(Pritschow 1998). The velocity is usually mea-
sured by taking the digital derivative of encoder
measurements. High-order interpolating circuits
are used to improve the accuracy and to filter the
jitter in encoder measurements (Altintas et al.
2011).
Trajectory Generation Algorithm
The position commands to each drive on the
machine tool are generated as shown in Fig. 3.

Numerical control (NC) program is generated
from the computer-aided design (CAD) model of
the part using computer-aided manufacturing
(CAM) systems. CAM system creates cutter loca-
tion (CL) file that contains machine tool kinemat-
ics independent motion commands. CL file is
converted to an NC program by a machine tool
specific postprocessor. NC program is loaded to
the CNC of the machine tool, parsed, and tool path
geometry is interpreted as interconnected linear,
circular, and spline interpolators. Trajectory gen-
eration algorithm of the CNC reads the feed
speed (dS/dt) command and generates spatial dis-
placement commands (S(t)) as a function of
machine tool’s acceleration (d2S/dt2) and jerk
(d3S/dt3) limits at control intervals (i.e.,
T = 1 ms). A jerk limited spatial displacement
command is expressed by a cubic function of time
(t) as follows:

S tð Þ ¼ C3t
3 þ C2t

2 þ C1t þ C0 (1)

where the parameters (C) are evaluated from the
feed, acceleration, and jerk limits of the machine
tool. The spatial displacement command is
divided into acceleration, constant velocity, and
deceleration time zones in discrete time intervals (T),
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and decoupled to individual feed drives (xr, yr, zr)
by the interpolator and kinematics of the machine
tool. The discrete position command for each axis is
generated as follows:
r kTð Þ ¼ xr kTð Þ yr kTð Þ zr kTð Þf gT (2)

where k is the discrete time counter (Altintas 2012).
The decoupled position commands (xr, yr, zr) are
sent to individual axes control algorithms at each
discrete interval.
Axis Control System
The trajectory generation algorithm sends discrete
time-stamped position commands to individual
feed drive control units as shown in Fig. 4. The
first (dxr/dt), second (d

2xr/dt
2), and third (d3xr/dt

3)
derivatives of the discrete position commands
inherently carry axis velocity, acceleration, and
jerk commands imposed by the trajectory genera-
tion algorithm. The position commands (xr) are
terminated by the trajectory generation once the
total position command is reached. The actual
position (x) is measured by the encoder and sub-
tracted from the position command (xr) to find the
instantaneous position error. The position error is
processed by a digital servo controller (GC) at
each control interval (T). Feedforward controller
is usually used to compensate Coulomb friction
losses, which are time invariant along the drive
stroke. The resulting control command is
converted to analog voltage by a sample and
hold device and sent to the power amplifier (GA)
of the servomotor. The electrical winding of the
motor (GE) creates torque in rotary drives and
force in linear drives. Some of the torque is
spent by the cutting and friction loads, and the
remaining is spent to accelerate the inertia of the
drive reflected at the motor (GM). This cycle of
position measurement, error generation, control
law computation, and analog command genera-
tion is executed at each time interval (T) until the
drive reaches to the commanded position (Altintas
et al. 2011).
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University of Twente, Enschede, The Netherlands
Synonyms

CAD
Definition

Computer-aided design (CAD) is the use of a wide
range of computer-based tools that assist engineers,
architects, and other design professionals in their
design activities. It is the main geometry authoring
tool within the product life cycle management pro-
cess and involves both software and sometimes
special-purpose hardware. Current packages
range from 2D vector-based drafting systems to
3D parametric surface and solid design modelers.
Theory and Application

CAD is used in a variety of ways within engineer-
ing companies. At its simplest level, it is a 2D
wireframe package that is used to create engineer-
ing drawings. This has, however, over the last
decades, been overtaken by 3D parametric
feature-based modeling. Component forms are
created either using freeform surface modeling
or solid modeling or a hybrid of the two. These
individual components are then assembled into a
3D representation of the final product; this is
called bottom-up design.
These assembly models can be used to perform
analysis to assess if the components can be assem-
bled and fit together as well as for simulating the
dynamics of the product. For example, finite
element analysis (FEA) can also be performed
on the components and assemblies to assess their
strength; alternatively, e.g., acoustic simulation or
flow simulations are possible.

Over the last few years, methods and technology
have been developed to do top-down design within
CAD. This involves starting with a layout diagram
of the product, which is broken down into subsys-
tems with ever-increasing detail until the level of
single components is reached,with geometry in each
level being associativewith the level above.Detailed
design of the individual components is then com-
pleted before building up the final product assembly.
In future approaches, this so-called in-context
modeling will become increasingly important.

Traditionally, 3D models were used to generate
2D technical drawings; this is, however, being
replaced by direct transfer of the data to computer-
aided manufacturing (CAM), computer numerical
control (CNC), rapid prototyping, and product visu-
alization systems, with nongeometric information
being communicated to downstream processes with
the aid of PMI (Stroud and Nagy 2011).

Types of CAD Systems
In more or less chronological order, the following
types of CAD systems have been developed
(Horváth et al.):

• Two-Dimensional CAD
Two-dimensional CAD is the most primi-

tive CAD modeling technique. It only creates
geometry entities on a 2D plane. The basic 2D
geometry entities are points, lines, arcs, circles,
and splines. Two-dimensional CAD can only
present the part model in a plane view. It is
possible to use three plane views to describe a
part. Commonly, the three plane views used are
the top, front, and side views.

• Wireframe CAD Model
Awireframe model represents an object by

defining its edges with a series of lines and
curves. The term “wireframe” is derived from
the fact that one may imagine a wire that is bent

https://doi.org/10.1007/978-3-662-53120-4_300060
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to follow the object’s edges to generate the
model. The basic constructing elements of
wireframe models are points, lines, arcs and
circles, conics, and curves. Wireframe model-
ing systems are capable of constructing
three-dimensional representations and have
considerably enhanced interactive procedures.
Three-dimensional wireframe models are fre-
quently ambiguous in interpreting the entity
representation.

• Surface CAD Model
A surface model defines the surface skin of

the part, including the edges and each surface.
Models show not only the edges of surfaces but
also the shapes. A surface actually is the math-
ematical representation of a part’s skin. It has no
thickness or volume. To create a surface model,
usually wireframe entities are constructed that
are connected appropriately with the proper sur-
facing technique. Examples include ruled, loft,
coons, revolved, draft, and swept surfaces.

• Solid CAD Modeling
A solid model fully describes the shape,

size, and volume of the object. It provides a
complete set of geometric data about the object
for further applications. These may include
mass properties calculation, kinematic analy-
sis, stress analysis, and manufacturing. Solid
modeling uses a feature-based concept that a
part is geometrically composed of a combina-
tion of several identifiable features, such as
blocks, holes, and slots to model parts.

CAD/CAD Interfacing
The exchange of CAD data became an important
topic in the late 1970s. By that time, there were
already many different CAD systems on the mar-
ket. The first version of the Initial Graphics
Exchange Specification (IGES) standard was
released in 1979. It marginally supported the
exchange of 2D drawings, usually mutilating
their structure and, because of that, making them
of limited use for further processing on a different
CAD system. It was recognized that although
the IGES standard was developed further to keep
in pace with the developments in geometrical
modeling, it was still insufficient for the exchange
of complete product model structures.
The German automotive industry developed
some CAD interfacing standards like VDA-FS
for the exchange of surfaces and VDA-PS for
the neutral interfacing of application programs.
The latter formed the basis for DIN and later on
CEN/CENELEC standards which allow to
develop portable standard part catalogues for
CAD systems. The catalogues are based on CAD
parametric programs and files with standardized
part data. Standards are developed so that para-
metric programs and data files can be developed
independently of any specific CAD system and
may easily be interfaced to most of the commer-
cial CAD systems.

Feature-based modeling generates an addi-
tional problem with respect to interfacing. The
most important dilemma of feature-based model-
ing is that many different methods can be used
for the synthesizing of parts from features. This
implies that the number of possible features is
virtually infinite. It has become clear that fea-
tures must be user adaptable and that the feature
library must be extendable. However, this will
complicate the exchange of product models
between different design systems as well as
between those systems and other application
programs.

Future
Despite all of the spectacular achievements to
date, CAD still has far to go in terms of perfor-
mance, simplicity, connectivity, and intelligence
(Kim; Piegl). Using CADwill change in a number
of ways. The following list represents a non-
exhaustive number of aspects that will change in
future CAD systems:

• Performance that is related to actual require-
ments by the user.

• Reliability, both in kernels and in user
experience.

• Disappearing “CAD overhead,” thus focusing
more on design intent.

• CAD becomes more service-oriented (i.e.,
cloud) than seat-based (and version-based).

• Data management will become an inherent and
integral part of every CAD operation.

• CAD will become more device-independent.
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• CAD will continue to become more of an engi-
neering tool than a design tool.

• Solutions for CAD-CAM interfaces will
become more flexible and less vendor-specific.
C
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Synonyms

CAM; Computer-assisted manufacturing
Definition

Computer-aided manufacturing (CAM) can be
defined as the effective utilization of computers
in manufacturing (Groover 1987).
Extended Definition

Computer-aided manufacturing (CAM) can be
defined as the use of computer systems to plan,
manage, and control the operations of a
manufacturing plant through either direct or
indirect computer interface with the plant’s
production resources. In other words, the use of
computer system in nondesign activities but in
the manufacturing process is called CAM
(Elanchezhian et al. 2007).
Theory and Application

History
Historically, CAD/CAM systems firstly appeared
in ancient Egypt and Greece, as graphics commu-
nication used by the engineers. Later on,
Leonardo Da Vinci developed techniques such
as cross-hatching and isometric views. The inven-
tion of computers and xerography made possible
the creation of graphics and visualization (Zeid
1991). Practically, the history of computer-aided
manufacturing begins in the early 1950s, when the
first Numerical Control (NC) machines were
designed aiming to substitute the requirements
for highly skilled human machine operators
(Chang et al. 2006). At the same time another
invention, namely, the digital computer, assisted
the development of Numerical Control (NC) and
provided the means for the creation of ▶ robots,
▶ computer-aided design (CAD), computer-aided
manufacturing (CAM), ▶ flexible manufacturing
systems (FMS), computer-aided process planning
(CAPP), as well as product lifecycle management.
The utilization of CAM software systems began in
large automotive and aerospace industries in
1950. During the late 1950s, Automatically Pro-
grammed Tools (APTs) were developed and in
1959, General Motors (GM) began to explore
the potential of interactive graphics. GM devel-
oped a historically significant system called
DAC-1 (Design Augmented by Computer) in
1964. This program became a key element during
the design process of GM’s cars and trucks. The
decade of 1970 can be characterized as the golden
era of computer drafting and the beginning of ad
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hoc instrumental design applications (Zeid 1991).
Among the first CAD/CAM systems was
UNISURF that was developed by Pierre Bézier
in 1971 for the Renault industry for automotive
body design and tooling (Bézier 1989). In
1979, the IGES (Initial Graphics Exchange Spec-
ification) was introduced as a communication file
structure, aiming to enable data exchange among
CAD/CAM and other systems. Other notable
standards that were developed in the same period
include (Zeid 1991):

• Graphic Kernel System (GKS). ANSI and ISO
standard that interfaces the application pro-
gram with the graphics support package

• Programmer’s Hierarchical Interactive Graphics
System (PHIGS) that supports high function
workstations and their related CAD/CAM
applications

• Virtual Device Metafile (VDI) that describes
the functions needed to describe a picture.

• North American Presentation Level Protocol
Syntax (NAPLPS) that describes text and
graphics in the form of sequences of bytes in
ASCII code

The evolution of virtual manufacturing has led
to the creation of work-cell simulation tools that
are capable of developing, simulating, and vali-
dating manufacturing processes. Moreover, off-
line programming of multidevice robotic and
automated processes (virtual commissioning)
offer optimization functionalities, from the con-
cept to the implementation phase. At the 2000s,
commercial CAM suites (Fig. 1) provided com-
plete solutions to Product Lifecycle Management
(PLM) in multiple stages of the production, i.e.,
conceptualization, design (▶CAD), manufactur-
ing (CAM), and engineering (CAE). A great num-
ber of ▶CAD tools exist today that provide
functionalities of CAM/CAE (Chryssolouris
2006) (Fig. 2).
Strategic Role of CAM

According to Lee-Post 2003, the application
and the adoption of CAM systems in
manufacturing has a number of advantages
enabling the manufacturing companies to
develop and enhance their existing capabilities
and achieve among others, greater and more
accurate supervision of the production,
increased flexibility and reduced time to market,
increased product variety, and capability to
deliver small lot sizes.

https://doi.org/10.1007/978-3-662-53120-4_300060
https://doi.org/10.1007/978-3-662-53120-4_300060
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Application of CAM in the Production

Following the design of the part through
computer-aided design (▶CAD) software and its
analysis through computer-aided engineering
(CAE) software, computer-aided manufacturing
(CAM) connects product design with manufactur-
ing. CAM systems enable the control and the
operation of equipment on the shop floor, such
as ▶ robots, controllers, machine tools, and
machining centers (Lee-Post 2003). CAM tech-
nologies comprise NC machines, expert systems,
machine vision, ▶ robots, lasers, and ▶ FMS
technologies used alongside computer hardware,
databases, and communication technologies.
CAM systems are tightly connected with ▶CAD
systems. As CAM does not offer model editing
abilities, there is a need to combine CAM software
with a CAD system, supporting the user to add or
edit the drawing of the part to be manufactured
(Seames 2002). As industrial design becomes
more complex, developing algorithms for tool
paths optimization for free-form surfaces
becomes important (Lazoglu et al. 2009). The
▶CAD databases must reflect the manufacturing
requirements, such as tolerances and features. The
part drawings must be designed bearing in mind
CAM requirements. As modern manufacturing
systems require synchronization among ▶ robots,
vision systems, manufacturing cells, material han-
dling systems, and others, CAM systems offer
high coordination between the interconnected
systems in order to tackle the challenging shop-
floor tasks. The role of CAD/CAM systems in the
production can be depicted as the intersection of
five sets: design tools, manufacturing tools, geo-
metric modeling, computer graphics concepts,
and networking concepts (Fig. 3).

Moreover, CAM technology enables the link-
age between the three-dimensional (3D) model
and its production, supporting in that way mass
production as well as increased flexibility (Yeung
2003).

The data exchange between CAM, ▶CAD,
and ▶CAPP is a dynamic procedure and takes
place through various production stages. Data
generated from CAM regarding the process and
the manufacturing machine requirements need to
be combined with▶CAPP generated information
regarding process routes sequence and machine
assignments. Moreover, reports regarding setup
methods, fixtures, and operations sequences
between function of setup planning and fixture
selection in ▶CAPP and function of identifying
setups, fixtures, getting operation sequences, and
machined features in CAM are transmitted.

Bringing it all together, an approach concerning
process plan is created that includes change sug-
gestions between the function of operation plan-
ning, cutting tool selection, cutting parameter
selection, optimization, edit and output in
▶CAPP, the function of generating cutting path,
▶CNC code, and the CAM simulation (Ming et al.
2008). In Fig. 4, the connection of CAM systems
with ▶CAPP and ▶CAD is depicted.

The mechanical drawing files from ▶CAD
applications are required from the CAM system
in order for a part to bemanufactured. The▶CAD
drawing geometry information is transferred to
the CAM system, in order to generate the tool
paths in the form of the NC code required by the
manufacturing machines.
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Numerical Control (NC) and CAM

Numerical control refers to a system that includes
hardware and software to control machine tools
and other production equipment via numerical
input (Lee-Post 2003). NC utilizes a code that
consists of letters, numbers, and special characters
to give operation orders to a manufacturing
machine. In 1947, during a US Air Force funded
project, John Parson of the Parsons Group intro-
duced the idea of using three-axis curvature data
to control machine tool motion for the production
of aircraft components, setting the ground for
NC. In 1951, MIT (Massachusetts Institute of
Technology), in USA, took the project’s develop-
ments one step further, developing the first NC
machine (Seames 2002). MIT has not only devel-
oped the first NC machine but also the first uni-
versal programming language for NC. This
language gradually became the G-Code. The evo-
lution of computers led to the creation of Com-
puter Numerical Control (▶CNC) in the 1970s.

The difference in NC and ▶CNC lies in the
controller technology. While NC functions need

https://doi.org/10.1007/978-3-662-53120-4_300089
https://doi.org/10.1007/978-3-662-53120-4_300089


332 Computer-Aided Manufacturing
to be designed and implemented in hardware cir-
cuits, ▶CNC functions can be implemented in
CAM software. The whole process has been stan-
dardized in the ISO 6893 standard, formalizing
G&M codes used in early NC and modern CNC
machines (International Standards Organization
2009). The codes were originally stored in mag-
netic tapes, the most common of which was ¼
in. computer grade cassette tape, until the Elec-
tronics Industries Association (EIA) standardized
the tape format and coding (Seames 2002). To
further formalize the process and ensure seamless
data interoperability between different software
packages and machines, the STEP standard has
been developed and formalized into ISO10303
(International Standards Organization 1994) and
evolved later to ISO14649 (International Stan-
dards Organization 2003) and ISO10303-AP238
(International Standards Organization 2007) com-
monly known as STEP-NC.

The main difference between the STEP-NC
and the G-, M-Code is that the first describes
“what to do,” thus the targeted end product,
while the second “how to do,” including the
Central 
Computer

NC Machine

NC MachineNC Machine

NC Machine

Ce
Com

Communication
Network

Computer-Aided Manufacturing, Fig. 6 Direct numerica
instructions of movements for the CNC machine
tools (Xu 2009). The STEP-NC describes tasks
that are based on the machining features so that
the part program provides the shop-floor with
higher-level information. As cyber-physical sys-
tems and cloud computing are expected to play a
major role in the future of manufacturing, STEP-
NC may become the champion standard (Toquica
et al. 2018).

The steps from the original CAD of the part to
the CNC code are depicted in Fig. 5.

An evolution of CNC that has been more
recently introduced is the Direct Numerical
Control (DNC). DNC involves a computer that
acts as a partial or full controller to one or
more NC machines. Further to that, improve-
ments in the field led to the creation of Distrib-
uted Numerical Control. In order to support the
gathering and storing of upstream and down-
stream shop-floor information, several ▶CNC
machines are linked together inside a network.
In Fig. 6, the differences in the architectures of
Direct and Distributed Numerical Control are
presented.
ntral 
puter

Computer

Level Managers

Computer

Computer

Computer

NC Machine Tools,
Robots

Communication 
Network

l control (left) and distributed numerical control (right)
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Flexible Manufacturing Systems (FMS)
and CAM

A flexible manufacturing system (▶ FMS) is a
reprogrammable manufacturing system capable of
producing a variety of products (Chryssolouris
2006). The components that constitute an ▶FMS
are characterized by high adaptability, capable of
meeting a wide variety of processing requirements.
Therefore, automatic systems such as CNC turn-
ing/machining centers and robotic workstations are
commonly found in such a system (Chryssolouris
2006). CAM systems, NC, and robotics offer
reprogramming capabilities at the machine level
with minimum setup time. As smart systems
become embedded in machine controllers, a new
level of process-related information is created,
increasing the number of decision points, and
thus the flexibility (Xu 2017).

An ▶ FMS (Fig. 7) comprises the following
features:

• Interchangeable and/or specific machining
units

• Various workpieces within a component range
• Usually free component selection
CAD/CAM

CAD/CAM

m

Machine/process
control

Design and
planning control

Computer-Aided Manufacturing, Fig. 7 FMS with integ
The main challenge in the installation of an
▶ FMS lies in the control of the complex net-
work of equipment and shop-floor activities
of such a system. State-of-the-art CAM
systems offer a set of features that make feasible
the implementation of ▶ FMS in modern
manufacturing systems.
CAM Software

CAM software can be divided into 2D and 3D
applications. The main difference between these
two applications is that the 2D, based on the
received 2D drawing, calculates the tool path
and the movements taking place on the Z axis,
while the 3D applications generate the tools paths
based on the 3D model. Moreover, CAM software
systems can be categorized as high-end systems
and simple ones. The simple programs provide
limited functionalities and as a result are low-
cost solutions. The high-end CAM systems are
capable of supporting advanced machining of
4 and 5 –axis machines, optimization for high-
speed machining, and multiple options of machin-
ing strategies among others.
CAD/CAM

CAD/CAM

Production
easurement

control

Machine/process
control

Machine/process
control

rated CAD/CAM systems

https://doi.org/10.1007/978-3-662-53120-4_300260
https://doi.org/10.1007/978-3-662-53120-4_300260
https://doi.org/10.1007/978-3-662-53120-4_300260
https://doi.org/10.1007/978-3-662-53120-4_300260
https://doi.org/10.1007/978-3-662-53120-4_300260


334 Computer-Aided Manufacturing
CAM Software Survey

Software vendors are currently developing inte-
grated CAD/CAM systems, further enhancing the
capabilities of today’s CAM applications. Table 1
gives a glimpse of the status of CAM technology
by presenting some of themost popular CAD/CAM
systems.

The solutions provided by the leading
CAD/CAM vendors offer high-end features,
Computer-Aided Manufacturing, Table 1 Commercial C

CAD/CAM
suite Vendor

CimatronE 3D systems http://www.cimatron.com/
Main/homepage.aspx?FolderID=5&
lang=en

VERICUT CGTech www.cgtech.com

Mastercam CNC Software www.mastercam.com

CATIA Dassault Systèmes www.catia.com

CADDS 5 PTC www.ptc.com

SolidCAM SolidCAM www.solidcam.com

GibbsCAM 3D Systems www.gibbscam.com

hyperMILL OPEN MIND www.openmind-tech.
com

POWERMILL Autodesk http://www.autodesk.com/
products/powermill/overview

ALPHACAM Vero Software www.alphacam.com

Tebis CAM Tebis www.tebis.com

Surfcam Vero Software www.surfcam.com

NX CAM Siemens www.plm.automation.siemens.
com
like parametric modeling for solid shapes,
2.5 to 5 axis machining tool path gen-
eration, networking and collaborative design
features, postprocessing capabilities, re-
sequencing of operations, simulation and
optimization of NURBS interpolation and
generative machining and assisted manufactur-
ing that captures manufacturing and process
know-how and automates repetitive NC
functions.
AD/CAM suites

Features

Solid modeling capabilities range from wireframe and
surfaces to parametric solids

2.5 to 5-axis milling, drilling, turning, punching, and
wire EDM tools paths generation

Multiaxis milling, drilling, and turning

Optimizes NC tool paths automatically

Simulates and optimizes NURBS interpolation

Intel-based 2.5-axis milling and drilling package

5-axis positioning and lathe operation handling

Creates CAD geometry and wire EDM

Generative machining and assisted manufacturing that
captures manufacturing and process know-how and
automates repetitive NC functions

Networking and collaborative design feature

2-, 2.5-, 3-, 5-axis machining

3D high-speed machining, Indexial multiaxis machining

2- to 5-axis milling, multitask machining, Swiss-style
machining and wire EDM

5-axis simultaneous machining and 3D plane level
machining and optimizations for 3D milling

Multiaxis machining
Object linking and embedding for design and modeling

Parallel and flat area 3d machining

Adaptive feed rate support for Z contour roughing

Editable spline/polyline tool paths

2.5-axis machining

Creation of collision-safe tool paths for 5-side complete
machining

Neutral and control-specific postprocessing

Machines undercut in one setup

Parametric design capabilities

Creates optimized tool paths according to user-defined
tolerances

High definition 3D technology

PMI-driven feature-based machining

Synchronized point distribution

http://www.cimatron.com/Main/homepage.aspx?FolderID=5&lang=en
http://www.cimatron.com/Main/homepage.aspx?FolderID=5&lang=en
http://www.cimatron.com/Main/homepage.aspx?FolderID=5&lang=en
http://www.cgtech.com
http://www.mastercam.com
http://www.catia.com
http://www.ptc.com
http://www.solidcam.com
http://www.gibbscam.com
http://www.openmind-tech.com
http://www.openmind-tech.com
http://www.autodesk.com/products/powermill/overview
http://www.autodesk.com/products/powermill/overview
http://www.alphacam.com
http://www.tebis.com
http://www.surfcam.com
http://www.plm.automation.siemens.com
http://www.plm.automation.siemens.com
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CAM and High-End Market Share in 2016
For 2016, Mastercam was the market leader in
High-End Market Share. Among the main
changes are that HSMWorks remains second, but
their share has fallen from 17% to 14% (Fig. 8).
Last year’s third player was OneCNC with 6%
market share, but they have fallen to number 10.
SolidCAM is holding steadily to fifth place, where
they were last year, though their share is up from
5% to 7%.
Future of CAM Systems

The manufacturing environment is characterized
by ever-changing dynamics and evolution. The
production process is based more and more on
virtual simulations and networking features not
only in factory level but also in global level.
Among the main needs are: effective coordina-
tion, collaboration, and communication through-
out the aspects of production, from humans to
machines. Moreover, Artificial Intelligence
(AI) will allow the development of smart tools.
The exploitation of AI in the CAM systems will
Computer-Aided Manufacturing, Fig. 8 High-End Marke
offer automatic optimization of NC tool paths and
benefit from knowledge-based systems. Further-
more, self-evolving and self-adjustable ▶ robots
are upcoming concepts that will entail advantages
towards a more economic application of CAM
systems. Smart robots are evolving due to the
low cost of their design and implementation. As
a result, smart robots of low cost are used in
production to assembly parts or to package pro-
duced products, among other tasks (Lee-Post
2003).

Digital Manufacturing and CAM
The future and the evolution of CAD/CAM sys-
tems is highly influenced by the evolution of
manufacturing systems in general. The transition
from mass production to ▶mass customization
and global manufacturing (Mourtzis et al. 2013),
which is performed with the support of the key
enabling technologies, greatly influences the
CAD/CAM systems (Fig. 9).

In addition to the above, moving towards dig-
ital manufacturing or digitalized manufacturing,
which incorporates technologies like 3D printing,
virtual and augmented reality technologies, as
t Share (adapted from CNCCookBook CAM Survey 2016)

https://doi.org/10.1007/978-3-662-53120-4_6628
https://doi.org/10.1007/978-3-662-53120-4_16701


Digital Vehicle

Alphanum.
Planning

Visual
planning

Production Planning Product 
Development

CAD
Digital 

Mock-up

CAM

CAD
Integrated 

facility 
planning

Digital ManufacturingDigital Factory

Facility Planning

Planning Development

Computer-Aided Manufacturing, Fig. 9 CAD/CAM and digital factory

336 Computer-Aided Manufacturing
well as cloud, will transform the state-of-the-art
CAD/CAM systems into effective and advanced
ones. The implementation of digital manufactur-
ing is relying on state-of-the-art CAD/CAM
and ▶CAPP systems and their evolution
(Chryssolouris et al. 2008).

Virtual Commissioning and CAM
Virtual commissioning will play an important role
in addressing the need to reduce the complexity of
the production systems and the need for short
ramp-up time. In the Virtual commissioning
approach, virtual prototypes are used for the
commissioning of control software in parallel
with the manufacture and assembly of the partic-
ular production system (Reinhart and Wunsch
2007). Virtual commissioning is a current trend
in automotive assembly lines, capable of effi-
ciently handling the complexity of the assembly
systems, highly reducing the system’s ramp-up
time, and a shortening the product’s time to mar-
ket (Makris et al. 2012), through advanced
CAD/CAM software (Fig. 10).

Cloud Manufacturing and CAM
Cloud technology will support the digital
manufacturing and will enable effective
communication and collaboration (Xu 2012).
Moving from production-oriented to service-
oriented manufacturing and inspired by
cloud computing, cloud manufacturing
seems to offer an attractive and natural
solution. Through cloud manufacturing, dis-
tributed and interoperable manufacturing plat-
forms that will integrate CAD/CAM/CAPP/
CNC applications will be offered (Xu 2012)
(Mourtzis et al. 2016). Examples of such plat-
forms have been developed in 2007 (Newman
and Nassehi 2007). Known developments in
cloud-based CAM include Autodesk’s CAM
360 announced in 2014, as well as Esprit by
DP technology.

3D Printing: Additive Manufacturing and CAM
Moreover, the growing interest in ▶ additive
manufacturing will introduce new innovative
hybrid approaches in CAM systems, as new
hybrid additive-subtractive machining systems
have come and will be further introduced onto
the market (Siemens PLM Software 2015). Com-
plex part geometries and process planning of
hybrid operations will necessitate advanced
CAM software to facilitate their operation effec-
tively (Flynn et al. 2016).

https://doi.org/10.1007/978-3-662-53120-4_300063
https://doi.org/10.1007/978-3-662-53120-4_16866
https://doi.org/10.1007/978-3-662-53120-4_16866
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Mass Customization and CAM
Finally, the trend of mass customization will fur-
ther influence the CAD/CAM systems, requiring a
systematic information modeling for CAM plan-
ning. This information modeling will enable effi-
cient and accurate CAM operations, by retrieving
data from various sources inside and outside the
industry in order to address the need for customized
and personalized products (Fig. 11). Feature com-
bination, combined features manufacturing strate-
gies, manufacturing resources capabilities and
availability, as well as knowledge frommanufactur-
ing databases will constitute the main data retrieved
from several sources (Yao et al. 2007).



338 Computer-Aided Manufacturing
Cross-References

▶Additive Manufacturing Technologies
▶Computer Numerical Control
▶Computer-Aided Design
▶Computer-Aided Process Planning
▶Computer-Integrated Manufacturing
▶ Flexible Manufacturing Systems
▶Mass Customization
▶Robot
References

ALPHACAM. www.alphacam.com. Date of Access:
25 June 2018

Autodesk, POWERMILL. http://www.autodesk.com/prod
ucts/powermill/overview. Date of Access: 25 June 2018

Bézier P (1989) First steps of CAD. Comput-Aided Des
21(5):259–261

CGTech VERICUT. www.cgtech.com. Date of Access:
25 June 2018

Chang T-C, Wysk RA, Wang H-P (2006) Computer-aided
manufacturing, 3rd edn. Prentice-Hall, Upper Saddle
River

Chryssolouris G (2006) Manufacturing systems: theory
and practice, 2nd edn. Springer, New York

Chryssolouris G, Mavrikios D, Papakostas N, Mourtzis D,
Michalos G, Georgoulias K (2008) Digital manufactur-
ing: history, perspectives, and outlook. Proc Inst Mech
Eng Part B: J Eng Manuf 223(5):451–462. https://doi.
org/10.1243/09544054JEM1241

Cimatron E. https://www.3dsystems.com/software/
cimatron. Date of Access: 25 June 2018

CNCCookBook CAMSurvey 2016. http://blog.cnccookbook
.com/2017/01/03/results-2016-cnccookbook-cam-survey/.
Date of Access: 25 June 2018

Dassault Systèmes. CATIA. https://www.3ds.com/
products-services/catia/. Date of Access: 25 June 2018

Elanchezhian C, Selwyn TS, Sundar GS (2007) Computer-
aided manufacturing, 2nd edn. Laxmi Publications,
New Delhi

Flynn J, Shokrani A, Newman S, Dhokia V (2016) Hybrid
additive and subtractive machine tools – research and
industrial developments. Int J Mach Tool Manu 101:
79–101

GibbsCAM. www.gibbscam.com. [Date of Access:
25 June 2018]

Groover MP (1987) Automation production systems and
computer-aided manufacturing, 1st edn. Prentice-Hall,
Englewood Cliffs

ISO 10303-1 standard (1994) Industrial automation sys-
tems and integration – product data representation and
exchange, part 1: overview and fundamental principles.
Beuth, Berlin

ISO 10303-238 standard (2007) Industrial automation sys-
tems and integration – product data representation and
exchange, part 238: application protocol: application
interpreted model for computerized numerical control-
lers. Beuth, Berlin

ISO 14649-1 (2003) Industrial automation systems and
integration – physical device control; data model for
computerized numerical controllers, part 1: overview
and fundamental principles. Beuth, Berlin

ISO 6893-1 standard (2009) Numerical control of
machines-program format and definition of address
words, Part 1: data format for positioning, line motion
and contouring control systems. Beuth, Berlin

Lazoglu I, Manav C, Murtezaoglu Y (2009) Tool path
optimisation for free form surface machining. CIRP
Ann Manuf Technol 58(1):101–104

Lee-Post A (2003) Computer-aided manufacturing. Ency-
clopedia of information systems vol 1. Elsevier Sci-
ence, pp 187–203. Amsterdam, Netherlands. https://
doi.org/10.1016/B0-12-227240-4/00012-5

Makris S, Michalos G, Chryssolouris G (2012) Virtual
commissioning of an assembly cell with cooperating
robots, Adv Decis Sci 2012:1–11. Article ID 428060.
https://doi.org/10.1155/2012/428060

Mastercam. www.mastercam.com [Date of Access:
25 June 2018]

Ming XG, Yan JQ, Wang XH, Li SN, LuWF, Peng QJ, Ma
YS (2008) Collaborative process planning and
manufacturing in product lifecycle management.
Comput Ind 59(2–3):154–166

Mourtzis D, Doukas M, Psarommatis F (2013) Design and
operation of manufacturing networks for mass
customisation. CIRP Ann Manuf Technol 62(1):
467–470

Mourtzis D, Vlachou E, Xanthopoulos N, Givehchi M,
Wang L (2016) Cloud-based- adaptive process plan-
ning considering availability and capabilities of
machine tools. J Manuf Syst 39:1–8. https://doi.org/
10.1016/j.jmsy.2016.01.003

Newman ST, Nassehi A (2007) Universal manufacturing
platform for CNC machining. CIRP Ann Manuf
Technol 56(1):459–462

Newman ST, Nassehi A, Xu XW, Rosso Jr RS, Wang L,
Yusof Y, Ali L, Liu R, Zheng LY, Kumar S, Vichare P
(2008) Strategic advantages of interoperability for
global manufacturing using CNC technology. Robot
Comput Integr Manuf 24(6):699–708

NX CAM. Siemens. https://www.plm.automation.siem
ens.com/global/en/products/manufacturing-planning/
cam-software.html. Date of Access: 25 June 2018

OPEN MIND. hyperMILL. www.openmind-tech.com.
Date of Access: 25 June 2018

PTC. www.ptc.com. Date of Access: 25 June 2018
Reinhart G, Wunsch G (2007) Economic application of

virtual commissioning to mechatronic production sys-
tems. Prod Eng 1(4):371–379

Seames WS (2002) Computer numerical control. Concepts
and programming, 4th edn. Delmar, Albany

Siemens PLM Software (2015) NX Hybrid Additive
Manufacturing: Transforming component design and
manufacturing. http://majentaplm.com/wp-content/
uploads/NX-hybrid-additive-manufacturing.pdf. Date
of access: 17 May 2017

https://doi.org/10.1007/978-3-662-53120-4_16866
https://doi.org/10.1007/978-3-662-53120-4_6524
https://doi.org/10.1007/978-3-662-53120-4_6443
https://doi.org/10.1007/978-3-662-53120-4_6551
https://doi.org/10.1007/978-3-662-53120-4_6676
https://doi.org/10.1007/978-3-662-53120-4_300260
https://doi.org/10.1007/978-3-662-53120-4_16701
https://doi.org/10.1007/978-3-662-53120-4_6628
http://www.alphacam.com
http://www.autodesk.com/products/powermill/overview
http://www.autodesk.com/products/powermill/overview
http://www.cgtech.com
https://doi.org/10.1243/09544054JEM1241
https://doi.org/10.1243/09544054JEM1241
https://www.3dsystems.com/software/cimatron
https://www.3dsystems.com/software/cimatron
http://blog.cnccookbook.com/2017/01/03/results-2016-cnccookbook-cam-survey/
http://blog.cnccookbook.com/2017/01/03/results-2016-cnccookbook-cam-survey/
https://www.3ds.com/products-services/catia
https://www.3ds.com/products-services/catia
http://www.gibbscam.com
https://doi.org/10.1016/B0-12-227240-4/00012-5
https://doi.org/10.1016/B0-12-227240-4/00012-5
https://doi.org/10.1155/2012/428060
http://www.mastercam.com
https://doi.org/10.1016/j.jmsy.2016.01.003
https://doi.org/10.1016/j.jmsy.2016.01.003
https://www.plm.automation.siemens.com/global/en/products/manufacturing-planning/cam-software.html
https://www.plm.automation.siemens.com/global/en/products/manufacturing-planning/cam-software.html
https://www.plm.automation.siemens.com/global/en/products/manufacturing-planning/cam-software.html
http://www.openmind-tech.com
http://www.ptc.com
http://majentaplm.com/wp-content/uploads/NX-hybrid-additive-manufacturing.pdf
http://majentaplm.com/wp-content/uploads/NX-hybrid-additive-manufacturing.pdf


Computer-Aided Process Planning 339

C

SolidCAM. www.solidcam.com. Date of Access: 25 June
2018

Surfcam Vero Software. www.surfcam.com. Date of
Access: 25 June 2018

Tebis CAM. Tebis. www.tebis.com. Date of Access:
25 June 2018

Toquica JS, Alvares AJ, Bonnard R (2018) A STEP-NC
compliant robotic machining platform for advanced
manufacturing. Int J AdvManuf Technol 95:3839–3854

Xu X (2009) Integrating advanced computer-aided design,
manufacturing, and numerical control: principles and
implementations. Information Science Reference, IGI
Global, London

Xu X (2012) From cloud computing to cloud manufactur-
ing. Robot Comput Integr Manuf 28(1):75–86

Xu X (2017) Machine tool 4.0 for the new era of
manufacturing. Int J AdvManuf Technol 92:1893–1900

Yao S, Han X, Yang Y, Rong Y, Huang SH, Yen DW,
Zhang G (2007) Computer-aided manufacturing plan-
ning for mass customization: part 3, information
modeling. Int J Adv Manuf Technol 32:218–228.
https://doi.org/10.1007/s00170-005-0329-x

Yeung MK (2003) Intelligent process-planning system or
optimal CNC programming – a step towards complete
automation of CNC programming. Integr Manuf Syst
14(7):593–598

Zeid I (1991) CAD/CAM theory and practice. McGraw-
Hill, New York
Computer-Aided Process
Planning
Hoda A. ElMaraghy1,2 and Aydin Nassehi3
1Intelligent Manufacturing Systems Center,
University of Windsor, Windsor, ON, Canada
2Canada Research Chair in Manufacturing
Systems, Intelligent Manufacturing Systems
Centre, University of Windsor, Windsor, ON,
Canada
3Department of Mechanical Engineering,
University of Bristol, Bristol, UK
Synonyms

CAPP
Definition

Process planning, in the manufacturing context, is
the determination of processes and resources
needed for completing any of the manufacturing
processes required for converting raw materials
into a final product to satisfy the design require-
ments and intent and respect the geometric and
technological constraints. Process planning is the
link between product design and manufacturing
(Scallan 2003). At the “macrolevel,” the sequence
of operations and the selection of appropriate
resources are the main concerns, whereas at the
“micro” process planning level, the focus is on
defining parameters of each operation, determin-
ing the time it takes to perform that operation, and
selecting tools and fixtures as needed (ElMaraghy
1993). Computer-aided process planning (CAPP)
is the application of computer software to assist in
these activities.
Theory and Application

Theory and Methodologies
Process planning techniques can also be classi-
fied into variant and generative. Variant
(retrieval-based) process planning techniques
that rely on a master template of a composite
part are predicated on a predefined part/part
family with some commonality in geometry or
manufacturing processing. Upon retrieving a
similar part, by visual inspection or using a
coding and classification system, modifications
are made to the process plan to suit the new part
and its features. However, while this approach
is fast, it results in less than optimal process
plans. Generative process planning generates
process plans from scratch for each part using
rule- and knowledge-based systems, heuristics,
and problem-specific algorithms. It requires full
understanding and mathematical models of the
processes and sufficient knowledge about its
behavior, influencing factors, and constraints.
Therefore, truly generative systems are not yet
a reality with few exceptions and hybrid/semi-
generative approaches have been developed
(Azab and ElMaraghy 2007a). Computerized
process planning involves mathematical formu-
lation of an optimization problem which seeks
to minimize some cost function such as total
process time and maximize resources utilization
subject to several technological constraints, the

http://www.solidcam.com
http://www.surfcam.com
http://www.tebis.com
https://doi.org/10.1007/s00170-005-0329-x
https://doi.org/10.1007/978-3-662-53120-4_300063
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most important of which are the precedence
constraints. Such models aim to establish the
best operation sequence and resources required
for each at the macrolevel or the specific values
of operations parameters at the detailed micro-
level. The challenges include knowledge repre-
sentation schemes, heuristics, and optimization
algorithms such as classical optimization algo-
rithms, the traveling salesperson formulation
and solution, precedence representation using
graph, neural nets, expert systems, etc. (Azab
and ElMaraghy 2007b). The trade-off is often
between the complexity of the models, the solu-
tion time, and quality of the resulting process
plan and its production cost implications.

Hierarchy of Process Planning
Process planning and its outcomes can be divided
into several levels according to the fidelity and the
granularity of the activities (ElMaraghy 1993).
Generic process planning is used to refer to the
highest level of process planning where the over-
all production strategy and process type are
selected from the pool of available and feasible
technologies. Macro process planning encom-
passes routing and nonlinear planning activities
where alternate sets of resources that are capable
of realizing production goals are identified.
Detailed planning is at a lower level where the
sequence of operations on a single resource is
determined. Finally, at the lowest level, micro
process planning comprises all activities under-
taken to select appropriate operational parameters.
The four levels of process planning are shown in
Computer-Aided Process Planning, Table 1 Levels of p

Process
planning
level

Main focus of planning at this
level

Level of
detail

Generic
planning

Selecting technology and
rapid process planning

Very
low

Macro
planning

Multi-domain Low

Detailed
planning

Single domain, single process Detailed

Micro
planning

Optimal conditions and
machine instructions

Very
detailed
Table 1. While in large manufacturing enterprises,
these levels are clearly identifiable, in smaller
manufacturing operations, the boundaries are
very fuzzy and the planners often work on differ-
ent levels at the same time.

Common Process Planning Approaches
There are two principal approaches for process
planning: manual process planning and
computer-aided process planning. There has
been some research in creating fully automated
process planning systems, but these efforts have
been largely abandoned due to challenges, both
technical and philosophical; it is often argued that
the best approach is to present viable alternatives
to a human expert planner.

Manual Process Planning
A significant portion of process planning is still
done manually. Here, the quality of the process
plan is reliant on the knowledge of the expert
planner about the product, the resources, and the
available processes. Development of such knowl-
edge is time consuming and expensive, and as
such computer-aided process planning systems
were introduced to move the knowledge from
the expert planner to a computer-based system
(Alting and Zhang 1989).

Computer-Aided Process Planning (CAPP)
Computer-aided process planning systems rely on
a computerized knowledge base to provide sup-
port for the expert process planner. Through their
use in process planning, it is possible to raise the
rocess planning (Adapted from ElMaraghy 1993)

Planning output at this level

Manufacturing technologies and processes, conceptual
plans, and DFx analysis results

Routings, nonlinear plans, alternate resources

Detailed process plans (sequence, tools, resources,
fixtures, etc.)

Process/Operation parameters, time, cost, etc., NC
codes
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productivity, reduce the cost, increase the consis-
tency, and lower the skill requirements for the
expert process planner. Two major methods are
used for CAPP: generative CAPP and variant
CAPP (Marri et al. 1998).

Generative CAPP In this approach, decision
rules, optimization algorithms (Azab and
ElMaraghy 2007b) or artificial intelligence in its
various forms – i.e., intelligent agents (Nassehi
et al. 2009; Shen et al. 2006), evolutionary algo-
rithms (Li et al. 2010), etc. – are used to make
planning decisions. These systems essentially
simulate the decision process of a human expert.
In realization of these systems, the two principal
challenges – representation of the manufacturing
domain knowledge and the inferencemechanism –
are still under research (Xu et al. 2011).

Variant CAPP In this approach, an existing
process plan is retrieved and modified for use
with a new product similar to the one for which
the original process plan was prepared; process
plans are often prepared for part families that have
significant similarities.

Reconfigurable Process Planning (RPP) RPP
was first introduced by Azab and ElMaraghy
(2007a). It is a hybrid generative/retrieval
approach which develops a process plan for a
new part, some features of which are not within
the boundaries of the existing part families or its
composite part and master plan, i.e., the new part
belongs to an evolving parts family (ElMaraghy
2007). The master plan is modified to meet the
requirements of the new part and its features.
Portions of the process plan, corresponding to
Process P

Specification &
Requirement

Analysis

Operation
Selection and
Sequencing

Design

Computer-Aided Process Planning, Fig. 1 Overall view
the removed/added features (and their
manufacturing operations), are generated and
optimally positioned, similar to genetic mutation,
within the overall process plan. An innovative
mathematical formulation using 0–1 integer pro-
gramming is used for reconfiguring process plans
and minimizing the cost of disruption on the shop
floor.

Process Planning Activities
In the broadest sense, process planning is the
consolidation of planning activities that allow
manufacturing of the products to commence
after their design specifications have been
established. In this broad definition, process plan-
ning involves a wide variety of activities as shown
in Fig. 1:

• Component specification and requirement
analysis

• Operation selection and sequencing
• Resource selection
• Determination of appropriate operational

parameters

It is noteworthy that, in general, these activities
are not carried out in a sequential manner and
usually there are many iterations necessary until
process planning is completed and the
manufacturing of the product commences.

Component Specification and Requirement
Analysis
The first set of activities in process planning is
concerned with analyzing the design requirements
to identify the features that should be
manufactured. When manufacturing a product,
lanning

Resource
Selection

Determination
of Operational

Parameters
Manufacturing

of process planning activities (Adapted from Xu 2009)
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this activity manifests as identification of
manufacturing features and associating the
required tolerances with these features. For exam-
ple, the features and the tolerances in the 3D
drawing in Fig. 2 are identified as shown in Fig. 3.

Operation Selection and Sequencing
After the identification of features, it is neces-
sary to determine the appropriate types of
manufacturing operations and their sequence
to create the features according to the required
specifications. The operations required for pro-
ducing a feature can vary depending on the
desired accuracy and precision. For example, a
simple drilling operation would suffice for
Computer-Aided Process
Planning, Fig. 2 3D CAD
drawing of a simple part

Pocket

S

Computer-Aided Process
Planning,
Fig. 3 Manufacturing
features identified on the
component
machining a hole with low tolerance and mod-
erate surface roughness requirements whereas
machining the same hole with finer surface
finish and tighter tolerances shall require the
use of drilling operation followed by a reaming
operation. In most cases, there are several ways
to produce a design. Constraints emerging from
accessibility or setup requirements, or indeed
limitations of resources, often necessitate cer-
tain features to be manufactured in certain
orders. For example, in order to produce the
part in Fig. 4, it is necessary to machine pocket
1 in order to access pocket 2 and consequently,
machine pocket 2 has to be finished before
pocket 3 can be machined.
80.0±0.05mm

130.0±0.05mm

Hole

lot

Step



Pocket 1 Pocket 2Pocket 3Computer-Aided Process
Planning, Fig. 4 A simple
milled part with three
pockets
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In addition, the desired quantity of the prod-
uct or the service will also affect the selection
and sequencing of operations. For example, a
sequence of operations that is optimal for
machining a metal component on a 3-axis ver-
tical machining center in a batch of 10 will not
be optimal for producing the same component
on a 4-axis horizontal machining center in
batches of 1000. It is necessary to establish
criteria for comparison of operation sequences;
usually, these include the quality of the pro-
duced product and the efficiency with which it
is produced.

Resource Selection
In conjunction with the selection of the
manufacturing operations and their sequence, it
is essential to select the appropriate resource
required to produce the desired product. The
nature of required resources varies widely
depending on the nature of the product, the avail-
able technologies, the desired quantity, and so
forth. Some of the resource selection activities
that are often undertaken within the remit of pro-
cess planning for manufacturing metal products
are: selection of materials and workpieces; selec-
tion of machine tools; selection of cutting tools;
and, selection of auxiliary devices.
Selection of Materials and Raw Workpiece In
the manufacturing of products, the selection of the
appropriate raw workpiece from which the com-
ponent is made is an essential element of process
planning. The selection of the workpiece com-
prises of determination of attributes such as
shape, size, and material.

Selection of Machine Tools Machine tools are
fundamental resources in manufacturing of prod-
ucts and it is therefore imperative to select the
appropriate devices to meet product requirements.
The selection of machine tools is generally
influenced by workpiece-related factors, machine
tool-related factors, and production-related fac-
tors. Workpiece-related factors such as the mate-
rial or the size of the raw work piece have
implications for the possibility of machining the
components on a specific machine. The machine
tool-related factors comprise of the technological,
i.e., the capability of the machine to carry out the
required types of operation (e.g., turning or grind-
ing), tools that can be used on a machine and
auxiliary devices (i.e., tool changing arms and
loading and unloading robots and fixtures) that
can be utilized together with the machine tool.
Production-related factors are fundamentally
related to the unit cost of production, the quality
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of the produced components, and the lead time for
the production.

Selection of Cutting Tools Machining is real-
ized by controller motion of cutting tools in rela-
tion to the workpiece. An appropriate selection of
cutting tools is therefore a major part of process
planning. The tools are chosen with regard to the
attributes of the workpiece and product features as
well as to the machine tools and operations that
have been selected for production.
Selection of Auxiliary Devices In addition to
the machine tool and cutting tools, several auxil-
iary devices are often necessary to accomplish
production goals. Work-holding devices such as
jigs and fixtures, clamps and chucks, loading and
unloading equipment are classified among these
devices. Furthermore, inspection equipment such
as on-machine probes and coordinate measuring
machines (CMM) that are used to guarantee the
dimensional accuracy of the produced parts are
also categorized as auxiliary production equip-
ment. In process planning, it is necessary to iden-
tify the auxiliary devices that are required to
achieve the production goals and meet the quality
requirements of the part.
Determination of Appropriate Operational
Parameters
Once the production resources have been selected,
it is necessary to select the appropriate values for
controllable parameters in manufacturing opera-
tions. In product manufacturing scenarios, parame-
ters such as cutting speed, feed, and depth of cut or
width of cut need to be selected for each feature. In
provision of services, parameters are more context
sensitive. For example, in providing a helpdesk to
technically support a software system, the number
of personnel is a parameter that needs to be chosen.
Various models are used for the selection of oper-
ational parameters including the minimum cost
models that seek to minimize the overall resource
cost of the operation, maximum production rate
models that aim to realize the highest possible
throughput, and lead time-oriented models that
strive to lower the production’s time to market.
Process Planning Application Domains
Process planning is required and applied to just
about any manufacturing process or operation in
many domains including metal removal, additive
manufacturing (Jin et al. 2013), assembly, bulk
and sheet metal forming, inspection, robot manip-
ulation and processing tasks, etc.
Process Planning for Combined Processes
While process planning of single processes is a
well-recognized problem, process planning for
combination of processes whether simultaneous
in the case of hybrid processes (Lauwers
et al. 2014) or sequential in the case of additive/
subtractive combinations (Nassehi et al. 2011) is
still under research. There are many challenges
due to the much larger solution space that results
from combining processes, requiring changes,
extensions, and enhancements of the traditional
process planning methods. Iterative methods
(Newman et al. 2015) and micro process plan-
ning for a limited subset of processes (Luo
et al. 2013) have been investigated, but this is a
beginning, and more challenges require further
research.
Cross-References
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▶Computer-Aided Manufacturing
Computer-Integrated
Manufacturing
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Institute of Technology (KIT), Karlsruhe,
Germany
Synonyms

CIM; Computer-aided industry
Definition

Computer-integrated manufacturing (CIM) is an
approach to integrate production-related informa-
tion and control entire production processes, auto-
mated lines, plants, and networks by using
computers and a common database (please com-
pare: Abramovici and Schulte 2004; Kalpakjian
and Schmid 2006; Laplante 2005). Moreover,
managerial philosophies improve organizational
and personnel efficiency (Alavudeen and
Venkateshwaran 2008).
Theory and Application

Introduction
Computer-integrated manufacturing (CIM) coex-
ists of two components. Both hard- and software
components of computer systems are considered
to be indispensable for the enhancement of
manufacturing (Kabitzsch et al. 2001). Thereby,
each individual island of automation uses the full
capabilities of digital computers while computer-
integrated manufacturing comprises the integra-
tion and consolidation of these island solutions

https://doi.org/10.1007/978-3-662-53120-4_6681
https://doi.org/10.1007/978-3-662-53120-4_6550
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(Alavudeen and Venkateshwaran 2008). Besides
their overarching integration through software
applications and the support of a common data-
base, islands of automation also adopt hard- and
software components themselves (Andersin
1993). The main methodologies of the CIM
approach are computer-aided design (CAD) and
computer-aided manufacturing (CAM), which
are essential to reduce throughput times in the
organization. Other considerable components of
the CIM are computer-aided process planning
(CAPP), computer numerical control machine
tools (CNC), direct numerical control machine
tools (DNC), flexible machining systems (FMS),
computer-aided testing (CAT), automated stor-
age and retrieval systems (ASRS), and auto-
mated guided vehicles (AGV). CAD and CAM
are often considered to be one CAD/CAM inte-
grating tool between design and manufacturing
(Madsen et al. 2002).

History
Approached by the US Air Force, the Massa-
chusetts Institute of Technology (MIT) is
credited with pioneering the development of
both CAD and CAM (Radhakrishnan and Sub-
ramanyan 2007). However, the computer tech-
nology in the late 1940s and 1950s could not
meet the requirements of sophisticated control
systems, drives, and programming techniques.
Over the next decades, major innovations in the
computer industry evolved. In 1952, the MIT
developed the numerical control (NC) (Reintjes
1991). By the mid-1960s, mainframe computers
were used to operate these numerical control
machines which were then called DNC (Reilly
2003). Subsequently, computer technology pro-
gressed and numerical control became soft
wired. This then led to the development of
CNC in the late 1960s.

Although the precise terminology was only
introduced 8 years later, the concept of
computer-integrated manufacturing was first
introduced by Joseph Harrington in 1973. Har-
rington emphasized the importance of information
integration in the fields of production. Further-
more, Harrington identified potential synergies
between the so-called island solutions
(CAD/CAM, DNC, CNC), which were applied
individually without any kind of integration
through computer control or digital information.
By tying these “pieces of puzzles” (Harrington
1973) together, Harrington’s goal was to utilize
potential synergies as effectively and efficiently as
possible. In the early 1980s, the idea of computer-
integrated manufacturing was promoted by sev-
eral machine tool manufacturers and the “Com-
puter and Automated Systems Association”
(CASA) of the “Society of Manufacturing Engi-
neers” (SME) of the United States of America
(http://202.114.32.200:8080/courseware/208405/
20840511/context/Text/EC14_3.htm). At that
time, the same association, the CASA/SME, also
developed the so-called CIM wheel. Referring
to the approach of computer-integrated
manufacturing, the CIM wheel attempts to pro-
vide a holistic view of the company based on an
integrated system architecture with a common
database and information resource management
and communication (Alavudeen and
Venkateshwaran 2008). With the overall goal of
a continuous computer-aided information pro-
cessing based on a cross-functional database
(Abramovici and Schulte 2004), corporate func-
tions such as factory automation or production
planning were included in the integrated system
architecture of the CIM wheel. Today, the
manufacturing enterprise wheel, which devel-
oped from the CIM wheel, also includes admin-
istrative tasks such as operational management,
human resources, or finance (Alavudeen and
Venkateshwaran 2008).

CIM Today
Modern computer-integrated manufacturing
not only comprises the islands of automation
but basically involves the integration of all activ-
ities of an organization (Alavudeen and
Venkateshwaran 2008). To obtain the full poten-
tial of computer integration, all elements of
manufacturing and all associated corporate sup-
port functions have to be integrated, permitting
the data transfer throughout the enterprise
(Radhakrishnan and Subramanyan 2007;
Gausemeier et al. 2009, compare Fig. 1).

Enterprise resource planning (ERP) systems
support the processing of orders and all related
business operation (Gausemeier 2008). ERP

http://202.114.32.200:8080/courseware/208405/20840511/context/Text/EC14_3.htm
http://202.114.32.200:8080/courseware/208405/20840511/context/Text/EC14_3.htm
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systems are used to effectively plan and control
all resources needed for the procurement,
manufacturing, and the distribution of customer
orders (Greef and Ghoshal 2004). Therefore,
these software systems comprise all needed
functions for purchasing, logistics, invoicing,
and billing activities. They also include produc-
tion planning and control (PPC) systems as well
as automated order entry modules (Glenn
2008). Sometimes all divisions of a company
are linked to an ERP system (Alavudeen and
Venkateshwaran 2008). Software solutions are
also used for analysis, simulation, and commu-
nication (Radhakrishnan and Subramanyan
2007). Intranet applications, for example, sup-
port internal communication, improve knowl-
edge transfer throughout the organization, and
thereby improve quality and avoid inefficient
loops.

Solutions like computer-aided design and
computer-aided manufacturing support an inte-
grated design phase of new products, and product
life cycle management enables a holistic perspec-
tive on data management during whole life cycles
of products.

Hardware solutions in the context of CIM
comprise CNC machines, automated convey-
ance, DNC/FMS systems, robotics, storage
devices, sensors, inspection machines, con-
dition monitoring, computerized work centers,
CAD/CAM modules, bar code readers, etc.
(compare Radhakrishnan and Subramanyan
2007). Manufacturing-related functions are
required to be changeable in order to react on a
volatile environment. To ensure this goal,
research has to be done on decentralized
approaches as well as optimization, simulation,
and scheduling activities. In recent future, a new
dimension of CIM could be enabled by fast
Internet connections available at any time all
over the world and the so-called cyber-physical
systems (http://www.acatech.de/fileadmin/user_
upload/Baumstruktur_nach_Website/Acatech/root/
de/Material_fuer_Sonderseiten/Industrie_4.0/
Final_report__Industrie_4.0_accessible.pdf). CPS
have the potential to enable a highly productive
and flexible “smart factory” with socio-technical
interaction and communication.
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Synonyms

Early design
Definition

This is a combination of tasks starting with the
product design definition and modeling by
using precise and neutral concepts coming
from needs or ideas. This is followed by the
generation of design concepts taking the
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different phases of the physical life cycle into
account and ended by the evaluation of pro-
posed design concepts. The analysis of the ade-
quacy of the design concepts with the
formalized needs ends these tasks. A design
concept defines and describes the principles
and engineering features of a system, machine,
or component which is feasible and which has
the potential to fulfill all the essential design
requirements (Thompson 1999).

The definition selected here is the definition
commonly accepted in engineering design and is
different from the vision of industrial designers.
The early design phase is the first phase of a
design process integrating other stages such as
embodiment design, detail design, production,
integration, test and validation (Pahl and Beitz
2003).

Presentation of the Activity
Conceptual design is the initial activity of the
engineering design process according to the tradi-
tional decomposition found in several engineering
design textbooks (Pahl and Beitz 2003).

The conceptual design activity encompasses
activities such as the refinement of the design
problem, the evaluation and comparison, and
selection of the concepts created to answer to the
design problem.

Conceptual design as a process contains the
following subprocesses:
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Conceptual Design,
Fig. 1 Manufacturing cost
commitment during design
(Hsu and Woon 1998)
• Requirements engineering (environment and
problem analysis)

• Generation of concepts (synthesis)
• Evaluation and Comparison of concepts

(adequacy and performance analysis)

This activity is considered to be of the highest
importance in engineering design as the decisions
made during conceptual design constrain the
entire engineering design process. Therefore, the
above-described process should not be seen as
linear, but as a complex activity involving several
contributors from different disciplines. Cost being
only one of the performance variables of the prod-
uct being conceived, Fig. 1 presents the impor-
tance of conceptual design within the entire
design activity: 75% of the manufacturing cost is
committed when final conceptual decisions are
made.

According to the recursive logic of design
(Zeng and Yao 2009), at most stages of
(conceptual) design, an evaluation operation will
be determined only after a (partial) design solution
is generated, which will in turn trigger a new
synthesis operation. As a result, design is a non-
linear process where a small change in the initial
design problem may give rise to significant differ-
ences in the final design solutions, among which
creative design solutions may exist. According to
the recursive vision of the design process, both
functions and structure are participating in the
Cost committed
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design process and cannot be separated; in the
same way, it is very difficult to see what is coming
first, the function or the structure, because both of
these concepts require the presence of the other in
order to be thought.
Theory and Application

History
The design activity is deeply embedded in the
human nature. Design activity has been at the
center of the interaction of human with its envi-
ronment since the beginning. Famous examples
of concrete design artifacts or design concepts
can be traced already in the Greek texts with the
Eolipyle (pneumatic device) of Heron of Alex-
andria (first Century AC) (see Fig. 2 left), as well
as in the concepts of “helicopter” and “plane”
from Leonardo da Vinci (1452–1519) (see Fig. 2
right). A step forward for the design activity was
Conceptual Design, Fig. 2 Eolipyle (pneumatic device) f
plane by Leonardo Da Vinci
the pioneering attempt to formalize the process
made by Franz Reuleaux (1829–1905), which
strongly influenced the American Society of
Mechanical Engineers as well as the German
engineering community. Since the 1950s, design
methods’ development has emerged as an active
field of research and, in return, has also
influenced practitioners and companies. The
impulse for this change of paradigm related to
design activity is due to a converging movement
driven both by an initial phase of globalization of
the economic system which has forced compa-
nies developing products integrating more dif-
ferentiation and innovation as well as a
consequence of the development of the first com-
puters that have initiated the Cybernetics science
(Herbert Wiener). Following this latest move-
ment, it has appeared necessary to better under-
stand the human process of designing. Herbert
Simon established in 1969 the foundations for a
science of design (Simon 1969). This attempt to
rom Heron of Alexandria and concepts of helicopter and
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understand the foundations of the design activity
have still to be associated was a ground work for
analytic, partially formalizable, and teachable
methods about the design process.

Later, methodologies for applying systemati-
cally a clearly defined process to design problems
appeared during the 1980s (Hubka 1982; Pahl and
Beitz 2003; French 1985; Pugh 1991). These
systematic approaches form a consensus on the
concepts used in different parts of the design
process; even if the terms used by each author
may differ, their meaning remains rather similar,
i.e., analysis of the needs, design specification,
and design requirements. Such methodology
enabled the appearance of computer-aided design
applications.

Nowadays, due to the application of design
paradigms coming from computer science and
information technology (e.g., Object-Oriented
Modeling, Agent-based design), the conceptual
design of technical systems can be achieved by
considering mostly interactions between the sys-
tem and its environment (Zeng 2004; Meinadier
1997). This paradigm is relevant to model-driven
engineering and is probably going to enable a
better use of computers at the stage of conceptual
design.
I -

III - Evaluation, comparison 

Needs or
ideas

1) Problem 
form

Functional
definition of
the needs

4) Adequacy
analysis

Conceptual Design,
Fig. 3 The conceptual
design process (Adapted
from Coatanéa (2005) and
Yannou (2000))
Process Clarification
As presented in the definition, conceptual design
is mainly composed of three subprocesses:
requirements engineering, concepts generation,
and evaluation and comparison of concepts.
Figure 3 presents these subprocesses and their
interactions. It is important to note that this repre-
sentation does not account for the precedence of
processes as, in fact, these subprocesses can be
operated concurrently and the conceptual design
process itself can be regarded as a long-term iter-
ative process. This paragraph presents these sub-
processes of conceptual design in more detail.

Requirements Engineering and Design
Specification
The discipline of requirements engineering has
recently emerged from Systems and Software
Engineering (Hull et al. 2011). This term is used
to reconcile the different terminologies from the
literature. Requirements engineering contains
three major disciplines, namely: requirements def-
inition, requirements management, and accep-
tance testing. Regarding conceptual design, one
focuses mostly on the requirements definition
part. However, issues, such as change manage-
ment, traceability, and status tracking, which
 Requirements Engineering

II - Concepts generation

of concepts

clarification and
ulation

2) Synthesis
Concepts

3) Evaluation
of incomplete

modelsPerformances
zones
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belong to requirement management, remain of
great importance in order to keep track of the
history of the product’s different versions.

Requirements definition is usually decomposed
into: elicitation, analysis, representation (i.e.,
modeling), and validation.

Generation of Concepts

Functional Analysis A functional analysis is
usually conducted in the beginning of the con-
cept generation. This analysis works as the inter-
face between requirements and their realization.
It used to focus only on the part of requirements
expressing what the final product should do. The
concept of function is often represented as a
black box containing a verb of action, inputs,
and outputs. Such analysis consists of an abstrac-
tion layer in order to consider mainly the use of a
product and what the product should do in order
to be functioning. This abstraction avoids
designers from considering how they will realize
the product too early during the design process
and, therefore, helps them to explore more
widely the possible solutions for a product, the
design space.

Functional analysis is proposed in different
methodologies such as the APTE method (le
Méthode APTE®: APplication des Techniques
d’Enterprise(fr.) or Application of Corporation
Methods (en.), APTE 2013), Value Analysis, or
Pahl and Beitz’s Systematic Design. Each of these
methodologies provides tools and representations
of what the product does in interaction with its
environment. These methodologies are similar
and all pursue the same goal of exploring the
design space. Similarly, methodologies proposing
brainstorm sessions and use cases address also the
analysis of functionalities of a product. Neverthe-
less, methodologies issued from Value Analysis
(APTE 2013) propose a more normative and
systematic approach toward the generation of
concepts.

The deliverables of a functional analysis
should contain graphical descriptions or models
of the functional architecture of the product, and a
representation of the flow of matter, energy, or
information between the different technical
functions composing the product (Block-Flow
diagram). A functional architecture is usually in
the form of a hierarchical tree showing how the
service functions of a product were broken down
into technical functions necessary to fulfill such
service. A Block-Flow diagram usually represents
functions considered at the same level of the
architecture and focuses on the interactions and
exchanges between these parts.

Analysis of Contradictions G.S. Altshuller
(1984) distinguished between the following three
types of contradictions: administrative contradic-
tions, technical contradictions, and physical con-
tradictions. The two last types are of interest in
this definition.

Technical contradictions: An action is simul-
taneously useful and harmful or it causes Useful
Function(s) and Harmful Function(s).

Physical contradictions: The physical contra-
diction implies inconsistent requirements to a
physical condition of the same element of a Tech-
nical System (TS) or operation of a Technological
Process (TP). For example, we want that an insu-
lator in semiconductor chips has low dielectric
constant k in order to reduce parasitic capacities
and we want that insulator in semiconductor chips
has high dielectric constant k in order to store
information better.

Physical contradictions as well as technical
contradictions are usually crystallized during the
problem analysis. Sometimes technical contradic-
tions can be obtained by analysis techniques
such as in the Root Cause Analysis framework
or Goldratt’s Theory of Constraints (Wilson
et al. 1993).

Theory of Inventive Problem Solving: TRIZ
(Russian Acronym for TIPS) Synthesis in Con-
ceptual design is related to creativity. Probably,
the most relevant work in terms of creativity and
inventive design was proposed by Altshuller with
TRIZ (Altshuller 1984). The two main ideas of
TRIZ are the following:

• Many problems faced by engineers contain
elements that have already been solved in a
different context and industrial field.
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• Patterns of technological change can be pre-
dicted and applied to any situation to determine
the successful next steps in technological
change.

TRIZ is the theory of innovation applied in
a systematic manner. The main idea behind
this theory is that inventions could be organized
and generalized by function. Therefore, gener-
alizing the design problem in a functional man-
ner could enable finding the essential physical
principles which will solve the problem. TRIZ
provides principles and rules to find general solu-
tions to a specific problem. Nevertheless, this
process of specialization is strongly context
dependent, and it is not possible to automate
it. Therefore, scientists have developed many
other conceptual design models adapted to a spe-
cific domain of product development, e.g., elec-
tronics, mechanics.

Evaluation and Comparison of Concepts
In this phase of conceptual design, mainly three
concepts are considered of importance: evalua-
tion, verification and validation.

Evaluation The evaluation of concepts corre-
sponds to grading concepts according to perfor-
mance objectives established during the
Requirements Engineering process. This phase
has many commonalities with an optimization
problem. Indeed, as the objectives defined in
requirements might be correlated and contradic-
tory, evaluating globally the fitness of a concept to
a design problem is harder than summing up the
scores of this concept on each of the required
objectives.

Similarly, comparing multiple concepts
according to requirements is a multi-criteria and
multi-objective optimization problem because the
stocks and flows of energy, material and informa-
tion might be completely different and of various
orders of magnitude from one concept to another
(Coatanéa et al. 2008).

Verification Verification corresponds to the for-
mal examination of the possible states of a con-
cept of solution. This phase is used to verify that
no situation would end up in a blockage of the
system resulting in its malfunctioning. This
phase is particularly difficult to approach during
conceptual design as descriptions of a concept
are still fuzzy due to few known physical param-
eters and the orders of magnitude of their values.
However, there are recent attempts to formalize
the behavior of concepts with, for example, state
representation (Blondet et al. 2015) or with the
representation of physical parameters interac-
tions in the form of a directed graph (Coatanéa
et al. 2014).

Validation This phase corresponds to the final
stage in the process evaluation with a presentation
of the selected concept to customers and users.
Such validation usually deals with early simula-
tions and demonstration of functioning of this
concept. The objective at that stage is to acquire
acceptance of this prototype by users and cus-
tomers. Therefore, it inherently includes aspects
related with capturing users’ emotions and cul-
tural reactions to the design.
Knowledge Representation of
Conceptual Design

This paragraph presents the knowledge required
in conceptual design for building computer
applications which support that activity. Even
though other representations of conceptual
design or the design activity in general exist,
for instance, the C-K or Concept-Knowledge
theory (Hatchuel and Weil 2009), the model
presented in Fig. 4 uses the most commonly
used concepts during the conceptual design
activity, such as requirements, function, behav-
ior, and structure (Christophe et al. 2010). This
model was adapted from Gero’s initial FBS or
Function-Behavior-Structure model (Gero 1990)
and follows a long tradition of models for the
knowledge representation in design (Umeda and
Tomiyama 1997; Labrousse and Bernard 2008).
Table 1 presents a view of the interactions
between the concepts of requirement, function,
behaviors (expected or structural) generic struc-
ture, structure, and detail design.
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Conceptual Design, Fig. 4 The RFBS model of conceptual design (Christophe et al. 2010)

Conceptual Design, Table 1 Processes of conceptual design as flows between R, F, B, and S (Christophe et al. 2010)

Representation stages Processes of conceptual design Reformulation processes

R is the set of constraints and
performance criteria required by the
system

1. Requirement analysis: transforms
the design problem, expressed in
requirements (R), into functions (F)
that the system should provide

7000. Reformulation type 4: addresses
changes in the design state space in
terms of requirement variables or
their ranges of values (this
reformulation involves discussion
with the client to find an agreement)

F represents a set of functions, the
necessary knowledge in order to be
able to explain what the system
should do according to requirements,
thus F is derived from R

10. Problem formulation: (Gero’s
process 1) transforms the design
problem, expressed in function (F)
and requirements (R), into behavior
(Be) that is expected to enable this
function to workwith the performance
criteria set by the requirements

700. Reformulation type 3: (Gero’s
process 8) addresses changes in the
design state space in terms of
function variables or their ranges of
values (this reformulation induces
automatic changes in the expected
behavior)

Be is the expected behavior of the
system, specifically the set of
variables showing how the system
should work. Be is set according to
requirements and functions

2. Pre-synthesis: transforms the
functional architecture of the system
(F) into a generic structure (GS)
using abstract organs

GS is the representation of generic
structure, specifically abstract classes
encapsulating function and their
intrinsic attributes. GS is derived
from F

3. Synthesis: (Gero’s process 2)
specializes GS according to the
expected behavior (Be) into a
solution structure (S) that is intended
to exhibit this desired behavior

70. Reformulation type 2: addresses
changes in the design state space in
terms of abstract organs or generic
structure variables or their ranges of
values

S is the set of classes representing the
physical structure of the system,
S specializes GS according to Be

4. Analysis: (Gero’s process 3)
derives the “actual” behavior (Bs)
from the synthesized structure (S)

7. Reformulation type 1: (Gero’s
process 6) addresses changes in the
design state space in terms of structure
variables or their ranges of values

Bs is the set of variables enabling the
representation of the effective
behavior of the system, e.g., its
“actual” behavior

5. Evaluation: (Gero’s process 4)
compares the behavior derived from
structure (Bs) with the expected
behavior to prepare the decision if the
design solution is to be accepted

D represents the transfer of the
models to the next stage of design:
detailed design

6. Detailing: prepares all drawn
models for the detailed design phase
(from work classes into technology
involvement)

354 Conceptual Design
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Definition

This essay presents feed drive control systems
used in modern CNC machine tools. Considering
the rigid body motion of the feed drive, widely
used control algorithms such as P-PI and PID
control are being introduced. At last, the sliding
mode control algorithm is presented, and its per-
formance against the conventional PID control is
shown.
Theory

In general context, a control system is a device
to manage, command, or regulate the behavior of
another device or a system. In CNCmachine tool
systems, the objective of the control system is to
Control
Signal

From controller

To controller

Motor Current

Feedback mea

Motor Cou

Amplifier

Control, Fig. 1 Feed drive mechanism with a lead screw dr
regulate the actual position of the feed drive
to follow the reference motion trajectory pro-
grammed by the user. Hence, the control law on
a machine tool tries to minimize deviation of the
drive position xm(t) from the commanded posi-
tion xr(t).
e tð Þ ¼ xr tð Þ � xm tð Þ (1)

Dynamic Model of Feed Drive

Considering a widely used ball screw feed drive
design, the system consists of a current amplifier,
servomotor, lead screw coupling mechanism,
ball screw with preloaded nut, table carrying
workpiece, guide friction, and feedback sensors
(Erkorkmaz and Altintas 2001; Altintas et al.
2011; Frey et al. 2012). Figure 1 shows the overall
structure.

Focusing only on the rigid body motion of
the mechanism (Altintas et al. 2011; Sencer and
Altintas 2011), the model parameters can be
identified as J [kgm2] as the total inertia and
B [kgm2/s] as the viscous friction. Motor and the
amplifier are assumed to operate within their lin-
ear range, where u [V] is the control voltage com-
mand to the current amplifier modeled by a gain
factor, Ka [A/V], and the corresponding torque
delivered to the drive is obtained by multiplying
the current with the motor torque constant
Kt [A/V], and rg [mm/rad] is transmission gain
of the ball screw.
surements

pling

Workpiece

Spindle

Encoder/
Sensor

Preloaded
Nut

Lead Screw

Machine Table
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Closed-Loop Feed Drive Dynamics
Model

Commonly Used Control Algorithms
Utilizing the rigid body dynamics of the feed drive
system, the most commonly used position control
structures in CNC drive systems are shown in
Fig. 2. In the P-PI controller scheme (Fig. 2a),
the velocity loop is closed using proportional-
integral (PI) control by adjusting the gains Kp,
Ki, and the position loop is closed by a propor-
tional controller, Kv. The well-known PID (Szabat
and Orlowska-Kowalska 2007; Franklin et al.
2002) controller scheme is shown in Fig. 2b.
The position loop is directly closed with the
gains Kp, Ki, Kd. In both controller schemes,
feed-forward compensation of axis dynamics is
applied to widen the servo tracking bandwidth
Control, Fig. 2 Closed-loop feed drive block diagram
where Vff, Bff, Jff are the respective gains. Hence,
the closed-loop transfer function between the
commanded and the actual axis position can be
presented in the general form of:

x sð Þ ¼
b0s2 þ b1sþ b2 þ a3

1

s

s2 þ a1sþ a2 þ a3
1

s|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Gtrack sð Þ

�xr sð Þ

� d sð Þ
s2 þ a1sþ a2 þ a3

1

s|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Gdist sð Þ

(2)

where Gtrack(s) and Gdist(s) are the equivalent
tracking and disturbance transfer functions
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Control, Table 1 Summary of control parameters for PID and SMC

PID control X-axis Y-axis

Proportional gain, Kp [Volt/mm] 70 70

Integral gain, Ki [Volt/(mm � s)] 800 800

Differentiation gain, Kd [Volt/(mm/s)] 0.30 0.30

Sliding mode control (SMC) X-axis Y-axis

Sliding surface bandwidth, l [rad/s] 200 200

Feedback gain, Ks [Volt/(mm/s)] 0.30 0.30

Disturbance adaptation gain, r [Volt/mm] 30 30
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(Erkorkmaz and Altintas 2001; Sencer and
Altintas 2011). d(s) is the external distur-
bances. Including the feed-forward terms, the
closed-loop drive model parameters presen-
ted in Eq. 2 can be derived for the P-PI struc-
ture as:
a1 ¼ Bþ KaKpKt

J
,a2 ¼ KaKpKvKtrg þ KaKiKt

J
,

3 ¼ KaKiKtKvrg
J

,b0 ¼ I ff ,b1 ¼ BBff þ KaKpKtV ff

J
,

b2 ¼ KaKpKvKtrg þ KaKiKtV ff

J
,d ¼ dcrg

J

9>>>>>=
>>>>>;
(3)
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Sliding Mode Control Algorithm
In contrast to the conventionally used P-PI and
PID control algorithms, a more robust sliding
mode control algorithm has been introduced
to improve the tracking performance of the
drives (Altintas et al. 2000; Kamalzadeh and
Erkorkmaz 2007). The control law of rigid
body-based sliding mode controller (SMC) for
high-speed feed drives is given as follows
(Altintas et al. 2000):
uSMC
c kð Þ ¼ J e

� l � _xr kð Þ � _xm kð Þð Þ þ €xr kð Þ½ �
þ Be � _xm kð Þ þ KS � S kð Þ

þ d
_

kð Þ (4)

where

S kð Þ ¼ l � xr kð Þ � xm kð Þ½ � þ _xr kð Þ � _xm kð Þ½ �
d̂ kð Þ � r � l � Ts � z

z� 1
� xr kð Þ � Ts � z

z� 1
� xm kð Þ

 �
þ xr kð Þ � xm kð Þ½ �

� �
Je ¼ J

Ka � Kt � rg ; & Be ¼ B

Ka � Kt � rg ;

8>>>><
>>>>:

(5)

S is a sliding surface function and d̂ is the
axis disturbance estimated using simple
observer for adaptation. The control parameters
that need to be tuned are sliding surface
bandwidth l [rad/s], feedback gain KS [Volt/
(mm/s)], and disturbance adaptation gain r
[Volt/mm]. l is assumed to be fixed and it is
determined according to the achievable band-
width of the drive, and the two control param-
eters (KS and r) are considered in the auto-
tuning of SMC.

Standard two-dimensional circular test is used
to compare the contouring performance of both
controllers. The circle is traveled at a feed rate of
200 [mm/s], and the control gains are given in
Table 1 (Yeung et al. 2006).

The experimental results are presented in
Fig. 3. It clearly indicates that a well-tuned sliding
mode controller (SMC) gives significantly less
contouring and tracking errors as compared to a
standard PID controller.
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Synonyms

Integrated product development; Simultaneous
engineering
Definition

Cooperative engineering describes an approach
which aims to develop products and support
production structures and processes within disci-
plines parallel and with strong interaction between
all stakeholders.
Theory and Application

Overview
Sequential development of products within spe-
cific areas as well as insufficient communication
between departments combined with increased
product complexity has led to an increased
time-to-market. Simultaneous engineering and
concurrent engineering have emerged as develop-
ment concepts in the early 1960s (Lawson and
Karandikar 1994; Kusiak 1992). The benefit of
strong integration of all stakeholders involved in
product development process as well as the para-
llelization of activities has promised significant
improvements in development time and develop-
ment cost. Primary approach is the overlap and
parallelization of activities which traditionally
were performed in sequential order. Additionally,
all elements of the product life cycle from devel-
opment to disposal are regarded during early
design stages.

While approaches differ in specific details,
the main concept focusses on enabling the
development of structures and processes based
on preliminary data, simulation, and prototypes.
Even though all disciplines of a company can be
involved, most applications focus on integrating
production development with the product
development process. Strong emphasis is laid on
integrating the customer expectations along the
complete development process (Pokojski
et al. 2010).

Simultaneous Engineering Versus Concurrent
Engineering Versus Integrated Product
Development
Specific concepts for cooperative engineering
have evolved during the last decades. Simulta-
neous engineering, concurrent engineering, as
well as integrated product development are most
commonly used (Ehrlenspiel and Meerkamm
2013). While early promoters of the concepts
held fierce arguments of their approach over the
other, contemporary understanding accepts the
approaches as synonyms being summarized in
the category of cooperative engineering (CE).

Collaboration engineering is the research dis-
cipline which evaluates principles of collabora-
tion and design processes and organizations to
foster collaboration. Computer-based collabora-
tion work as a focus area addresses specifically
how cooperation in engineering can be enhanced
through information technology. Recent literature
is ambiguous concerning the terminology. While
some authors regard collaboration engineering as
the summarizing term for the principles of coop-
erative engineering, others regard it as the under-
lying research area.
Goals of Cooperative Engineering

Initially SE was described as an organizational
strategy which focuses on the integration of all
development and production departments as well
as the customer. Based on parallelized planning of
products and production processes, key elements
of product design can be identified earlier in the
development process. Shorter design iterations
based on early feedback from all involved stake-
holders lead to increased product quality and
reduced development times and costs as the
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primary results of successful CE implemen-
tations. Two main changes can be identified
from traditional, sequential approaches.

Parallelization of Processes
Development processes of the different stake-
holder are parallelized. This approach focusses
on starting processes earlier based on preliminary
data. Production departments may start produc-
tion development based on rough concept
decisions and increase the level of planning as
product development proceeds. This approach
focusses on early information transfer from devel-
opment departments toward other stakeholders
(Backhouse and Brookes 1996).

Increased Communication
Development activities of all stakeholders are
synchronized, and results are discussed in cross-
functional teams. This approach focusses on
creating shorter feedback loops between develop-
ment processes of different stakeholders. Con-
cepts for parts, for example, are immediately
evaluated with regard to their production process,
and feedback is given toward the development
process. This approach concentrates on the infor-
mation transfer between stakeholders and toward
the development process.

CE employs both approaches to parallelization
as well as increased communication (Ehrlenspiel
andMeerkamm 2013; Loureiro and Curran 2007),
to improve the development process. This leads to
longer concept phases compared to conventional,
sequential approaches but to a shorter overall
development time. To realize the potentials of
CE, two main approaches must be taken:

1. Reduction of total production costs in early
stages

2. Avoidance of costly changes in late stages
Elements of Cooperative Engineering

Cross-Functional Teams
Cross-functional teams (CFT) integrate experts
from different disciplines like product develop-
ment, cost controlling, purchasing, and
production development. Each team takes a holis-
tic approach for a certain product function or
component including all aspects from design to
production.

Interdisciplinary work relies heavily on
supporting infrastructure like collaboration and
simulation software. Successful implementations
do not only introduce CFT as organizational units
but also physically locate team members outside
their original departments.

Incremental Information Sharing
Product development is accelerated by sharing
incomplete and preliminary information with
involved team members. Thereby, process steps
which were conducted in sequential order may be
started earlier leading to the desired decrease in
the time-to-market. Calculations and simulations
are of significant importance, and successful
implementations of CE focus largely on support
through information technology.

Two aspects of information can be distin-
guished in the context of CE. Incremental sharing
involves the early transfer of fixed and validated
information in small packages. Technical specifi-
cations for a product may be transferred to
manufacturing departments for each part individ-
ually as soon as they are defined. This transfer
principle poses additional requirements on the
organization as numerous interactions between
departments have to be managed as opposed to
few design transfer events. The second aspect
involves exchange of preliminary information
which is not fully confirmed at the time of transfer.
Results of a simulation are transferred to other
departments even though physical evaluation of
a prototype has not been fully performed. This
aspect requires precise information and require-
ment tracking throughout the organization. Trans-
parency concerning the state of each information
artefact has to be ensured, to allow for adequate
decision-making processes for each recipient.

Increased product complexity requires
approaches as modularization and systems engi-
neering to reduce the impact of insufficient or
false information on parallel processes which are
based on incremental information (Loureiro and
Curran 2007).
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Integrated Project Management
CE requires all projects along the development
process to be managed simultaneously. While
central project management functions are required
for a successful CE implementation, project man-
agement has to be performed by cross-functional
teams and other involved units. This requires
appropriate training for all employees involved
as well as clearly defined project management
methods (Sohlenius 1992).

Concurrent Product Realization
Product development tasks are divided into sub-
systems and components which can be devel-
oped and tested and to an increased extend be
produced independently of the main system.
Especially the later stages of the development
process including production development are
special to CE activities. This enables strong para-
llelization of the tasks leading to significantly
lower total development times (Ehrlenspiel and
Meerkamm 2013).
Methods of Cooperative Engineering

Despite of the nature of CE as an organizational
strategy, methods have been identified which fos-
ter a successful implementation (Ehrlenspiel and
Meerkamm 2013).

Management by Objectives
CE and development in cross-functional teams
requires independent decision-making within
those teams. All members have to be aligned to
common development targets. Singular alignment
toward department goals may not lead to optimal
results in holistic context. Leadership by targets
needs to support the alignment of employees
toward those goals (Backhouse and Brookes
1996).

Integration of Customer
Frontloading of development activities requires
early integration of customers to evaluate pre-
liminary designs. This is not only limited to
engineering decisions but also extended to prod-
uct properties defined by production processes.
CE engineering aims at acquiring stakeholder
requirements as early as possible and reviewing
all design artefacts frequently. Total quality
management (TQM) on the basis of quality func-
tion deployment (QFD) has been traditional
methods which have been extended to fully
cover production and additionally business pro-
cesses. Those methods are extended by lead user
approaches as well as early prototype evalua-
tions by customers (Ehrlenspiel and Meerkamm
2013).

Requirements Management
Formalized management of requirements creates
the base for efficient product development.
Requirements engineering (RE) originated from
the sector of software development has been
widely adopted for product development pro-
cesses. Integration of stakeholder requirements
has gained increased importance for CE pro-
cesses. New approaches have enabled additional
stakeholders to articulate their requirements allo-
wing SE teams to develop optimal solutions based
on formalized criteria.

Simulation and Virtual Reality
Following the overarching goal perform changes
to the product designs as early as possible,
methods which allow the identification based
on preliminary development results are of great
importance to CE. Those include all forms of
simulation as well as virtual reality (VR). Phys-
ical mock-ups and experiments are currently still
common methods to evaluate development
results for all stakeholders. Software-based sim-
ulations have gained increased potential and in
combination with powerful virtual reality
approaches foster the communication within the
SE teams.

Rapid prototyping has gained significant
importance in CE with the advent of additive
manufacturing. Physical models of development
artefacts are commonly used to evaluate their
compliance with stakeholder requirements.
Despite the visualization of properties virtually,
physical prototypes for products but also for pro-
duction processes foster the common understand-
ing within SE teams.
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Information and Data Management
Increased complexity of products has led to an
increased amount of data generated during the
development process. Close cooperation
between departments based on preliminary or
partial development results requires efficient
management of data. All development efforts
from idea generation to production planning
must be based on a singular data basis. CE
requires clear indicators for each development
artefact which allows members involved in
the project to know whether they are
working on fixed or preliminary data. Efficient
data management in the context of CE does
not only require appropriate software systems
but also well-defined product and process
architectures.

Successful implementations of CE in industry
focus on uninterrupted tool chains from
computer-aided design (CAD) to computer-aided
manufacturing (CAM) as well as traceability
through all stages. Propagation of changes from
design to other stakeholders and their results can
be identified by applying methods of system engi-
neering and a powerful IT infrastructure (Skalak
2002).

Qualification and Mind-Set
CE is particularly successful if team members
manage to exchange their knowledge efficiently.
This requires education and continuous training
for systemic development methods.

Team members must have a broad understand-
ing of all processes within their department to
integrate all requirements into the development
process. Job rotation may support this broad
knowledge.

Cost Controlling
Immediate targets and cost evaluations are neces-
sary for sound concept evaluations within the
cross-functional teams. Therefore, methods and
structures for target costing as well as cost con-
trolling are essential to CE. Due to the nature of
CE, cost controlling does not only include the
costs created during the development process but
also costs which are directly or indirectly defined
by development artefacts.
Quality Management Functions
During CE development activities, quality man-
agement functions become integrated elements
for all cross-functional teams. Total quality
management and quality function deployment as
well as reengineering are core elements of CE.
Additionally, failure mode and effect analysis
(FMEA) is used frequently due to its multi-
disciplinary nature. In addition to the traditional
product-centered FMEA, process FMEAs are
mandatory elements of CE development
activities.

Introduction of frequent review meetings as
well as quality circles has been implemented in
most CE development processes.

Organizational Structure
Cooperative engineering requires the transition
from functional organizations to product-
orientated structures in the form of matrices.
Workers assigned to a specific product develop-
ment project report to the project manager instead
of the department. In order to accelerate decision-
making processes, flat hierarchical structures as
well as efficient delegation of competencies are
required for cooperative engineering.

Local Integration
Despite the increased relevance of digital and
online communications as well as virtual reality
integration, a strong interaction between involved
actors across all departments is ensured by local
integration. Work areas are shared by project-
specific cross-functional teams and allow for an
early evaluation of product and process proto-
types. Development centers have to be designed
as fully integrated work zones.

Software Support
Fragmented software environments along the
development were present at the advent of
CE. In recent past, closed CAD–CAM interaction
and universal data formats have reduced problems
and inefficiencies during CE activities. Especially
view-based approaches which allow different
team members to access master data from their
perspective significantly support the work in CFT
(Lamghabbar et al. 2004). Current software aims
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to present an increasing support for agile commu-
nication and project management.
Shortcomings and Challenges

CE has been introduced by major companies
around the world, and significant benefits have
been reported. However, current implementations
still face some major challenges. Early reports of
problems primarily stated insufficient software
support as a lack of computation power of infor-
mation systems. Recent sources state missing data
models and data structures as well as technologies
to manage the increased amount of data as current
IT problems. Communication within teams
including the holistic evaluation of design alter-
natives is still regarded as highly critical without
optimal generic approaches.
Cross-References

▶Computer-Aided Design
▶Computer-Aided Manufacturing
▶Virtual Reality
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Definition

A coordinate measuring machine (CMM) is a
measuring device with the capability to determine
spatial coordinates of points that are probed on the
surface of a workpiece (ISO 10360–1:2000), by
means of a probing system that is moving in a
defined measuring volume. The probing system
can be contact or noncontact, with point acquisi-
tion rate depending on the measuring principle.

The term coordinate measuring system (CMS)
is used to indicate all measuring devices having
the capability to determine spatial coordinates on
the surface of a workpiece. In addition to CMMs,
examples are laser trackers, fringe projection sys-
tems, and computed tomography systems.
Theory and Application

Introduction
Coordinate measuring machines (CMMs) are the
most important measuring systems for the mea-
surement of workpieces in industry, because they
are very flexible and allow the automated mea-
surement of points in space with high accuracy,
even on complex parts and surfaces. The probed
spatial points are computed into substitute geo-
metrical elements, enabling the evaluation of size
and geometrical deviations of workpiece features
within a short period of time and relatively low
measuring uncertainty (Christoph and Neumann
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2004; Keferstein and Marxer 2015; Savio et al.
2007; Weckenmann 2011).

A CMM consists of the following main ele-
ments: mechanical assemblies, drives, length
transducers, probing systems, and control unit.
The measurement process is programmed step
by step using a measuring software.

Architecture
The most common CMM designs are Car-
tesian, i.e., three components are moving
along guideways perpendicular to one another,
and can be described as follows (ISO 10360-
1:2000; ISO 10360-2:2009; Hocken and Pereira
2011):

a. Moving bridge: a stationary table supports the
workpiece; the probing system is attached to
the ram axis, which moves vertically in rela-
tion to a carriage that moves horizontally on
the bridge. The bridge is supported on two
legs, which descend on opposite sides of the
stationary table, and moves horizontally. It is
the most common in industry, has small to
medium measuring volume, and medium to
high accuracy.

b. Fixed bridge: a moving table supports the
workpiece, while the bridge is rigidly attached
to the machine bed (Fig. 1). This design
enables higher accuracy; therefore it is the
preferred solution to achieve the smallest mea-
suring uncertainty. Limitations are lower speed
due to the larger moving mass, lower permis-
sible workpiece weight, and larger footprint for
the moving table.

c. Cantilever: a stationary table supports the
workpiece; the probing system is attached to
the ram axis, which moves vertically in relation
to a carriage that moves horizontally on a can-
tilever. It enables high accessibility on three
sides and has low to medium accuracy.

d. Horizontal arm: the probing system is attached
to the ram axis, which moves horizontally in
relation to a carriage that moves vertically on a
column. The third displacement is horizontal
by a moving column. It is limited in accuracy
however has very good accessibility; therefore
it is commonly used for the measurement of
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large and heavy parts. Dual-arm designs allow
best accessibility to all sides of large objects,
e.g., car bodies.

e. Gantry: the probing system is attached to the
ram axis, which moves vertically in relation to
a carriage that moves horizontally on a beam.
The beam moves horizontally on two guide
rails raised on either side above the machine
base on which the workpiece is located. This
design allows large measuring volume, excel-
lent accessibility, and medium accuracy.

An example of non-Cartesian design is the
articulated arm CMM: the probing system is
attached to the end of two or more linkage arms
connected by rotating joints with optical encoders
to a base having a vertical rotating axis. It is
operated manually and portable, with medium
accuracy; therefore, it can be cost-effective in
case of large parts.

The selection of the most suitable CMS for a
certain measuring task is based on multiple
aspects (Hocken and Pereira 2011; Savio 2012;
Weckenmann 2011); the most important can be
summarized as follows:

• Size and geometrical complexity of the part
• Target measurement uncertainty
• Single or repetitive measurement
• Production step (process control or final

inspection)
• Economical aspects (initial investment,

productivity, labor cost, etc.)

Probing Systems
The probing system designs can be grouped in:

• Tactile probing systems
• Optical probing systems

Tactile probing systems, mainly designed on
inductive or capacitive principles, are usually
equipped with changeable styluses. Common sty-
lus tip geometries are sphere, cylinder, and spher-
ical disk. The sphere is suitable in most cases for
all kinds of surfaces. Cylindrical tips are used,
e.g., for holes in flat sheet metals, where it is
challenging to probe the edge correctly using a
spherical tip. When applied to boreholes or shafts,
spherical disk geometries of the tip are a suitable
solution. Most of the stylus tips are made of steel,
artificial ruby, or ceramics.

Optical probing systems can be divided into
distance sensors (e.g., laser triangulation sensors)
and vision-based edge detection sensors (e.g.,
sensors based upon CCD cameras using image
processing and edge detection). Being non-
contact, they are preferred for the measurement
of deformable parts, e.g., made of sheet metal,
rubber, plastic, or features too small for contact
probing (e.g., small holes or grooves). Optical
probing systems can measure with high point
density and speed. It is worth noting that the
interaction of light with the surface, edges, and
material of a workpiece is of a different nature
than in contact probing and may result in higher
measuring uncertainty (Carmignato et al. 2010;
Keferstein and Marxer 2015; Schwenke et al.
2002; Weckenmann et al. 2004).

The integration of different probing systems on
a single CMM (Fig. 2) offers the opportunity to
combine the strengths of one with another,
depending on the feature to be measured
(Hocken and Pereira 2011).

Geometrical Error Compensation of CMMs
The accuracy of CMMs is affected by error
sources that may cause a change in the geometry
of the machine’s components; consequently, the
probing system position and orientation relative to
the workpiece differ from the nominal position
and orientation, resulting in a relative error. The
magnitude of this error depends on the sensitivity
of the machine’s structural loop on various error
sources (Schwenke et al. 2008).

When the single parts of a CMM are assem-
bled, the mechanical axes show specific devia-
tions and also deviations to each other.
A Cartesian 3-axis CMM has a total of 21 devia-
tions in all 3 axes:

• Length or position deviations in x-, y-, and
z-direction: xpx, ypy, and zpz

• Rotary deviations around the x-, y-, and
z-direction: xrx, xry, xrz, yrx, yry, yrz, zrx,
zry, and zrz



Coordinate Measuring Machine, Fig. 2 Fixed-bridge
CMM equipped with contact and optical probing systems.
(Source: NTB – Institute for Production Metrology, Mate-
rials and Optics, Buchs, Switzerland)
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• Translatory/straightness deviations perpendic-
ular to the x-, y-, and z-direction: xty, xtz, ytx,
ytz, ztx, and zty

• Perpendicularity deviation between axes: xwy,
xwz, and zwy

CMM accuracy is increased by mapping of
these systematic deviations and appropriate com-
pensation using software. These deviations are
evaluated using direct measurements (e.g., laser
interferometers, straightedges) or indirect mea-
surements (e.g., 2D- and 3D-calibrated artefacts,
multilateration).

This approach is also applied to specific effects
of the probing systems. In contact probing, the
mechanical bending caused by probing forces is
compensated. This applies also to the size and
form of the stylus tip (Hochen and Pereira 2011;
Weckenmann 2011).
Acceptance and Reverification
The ISO 10360 series describes a number of
widely accepted tests covering the most common
aspects for CMMs equipped with tactile and opti-
cal probing systems.

Acceptance tests are to verify that the perfor-
mance of a CMM is as stated by the manufacturer;
they are also used for reverification, with fre-
quency depending on use and conditions of the
machine (ISO 10360-1:2000). The common
approach is to perform measurements on cali-
brated material standards (e.g., gauge blocks,
step gages, spheres, ball plates) or laser interfer-
ometers, preferred for large CMMs.

The performance of a CMM is mainly defined
in terms of errors of indication and related maxi-
mum permissible error (MPE); a number of spe-
cialized tests have been designed with reference to
the specific CMM types and probing systems:

• CMMs used for measuring linear dimensions
(ISO 10360-2:2009)

• CMMs with a rotary table as the fourth axis
(ISO 10360-3:2000)

• CMMs in scanning measuring mode (ISO
10360-4:2000)

• CMMs using single and multiple stylus
contacting probing systems (ISO 10360-
5:2010)

• CMMs equipped with imaging probing sys-
tems (ISO 10360-7:2011)

• CMMs with optical distance sensors (ISO
10360-8:2013)

• CMMs with multiple probing systems (ISO
10360-9:2013)

• Articulated arm CMMs using tactile probes
and optionally optical distance sensors (ISO
10360-12:2016)

Traceability
The tests described in the ISO 10360 series of
standards are delivering only a partial picture of
the error sources of the complete measuring pro-
cess, because the CMM itself is only one out of a
number of contributors to the measuring uncer-
tainty on workpieces. For instance, the influence
of the measuring strategy can dominate the result,
especially when in combination with significant
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form errors on the part to be measured. When
measuring using imaging probing systems, the
interactions between type and intensity of illumi-
nation, part geometry, and material are also
influencing the measurement result. Therefore, it
is important to emphasize that traceability in the
sense of the definition is not obtained by ISO 10360
tests only, in case of measuring task that are differ-
ent from those described in the specific tests.

Task-specific uncertainty assessment is there-
fore required, and this is a challenging activity in
case of CMM measurements. Different
approaches have been proposed (Wilhelm et al.
2001), and the two most widely accepted are now
described in the ISO 15530 series (ISO/TS 15530-
1:2013) as follows.

Use of Calibrated Workpieces
The experimental approach described in ISO
15530-3:2011 consists in carrying out repeated
measurements cycles on calibrated workpieces,
respecting similarity conditions to the actual mea-
surement task in terms of geometrical features,
form deviations, roughness, material characteris-
tics, measuring strategy, and probe configuration,
as well as environmental conditions. The limita-
tions of this approach method are related to its
experimental nature: the time required, the need of
artefacts with adequate stability and sufficiently
small calibration uncertainty, and related costs.

Use of Computer Simulation
The assessment of uncertainty based on computer
simulation of the measurement process (i.e., Monte
Carlo method) was demonstrated to be feasible for
CMMs (Trapet et al. 1999), and today different
implementations are available in industry. ISO/TS
15530-4:2008 specifies requirements for the
application of simulation-based uncertainty eval-
uating software to CMMmeasurements and gives
informative descriptions of simulation techniques
used for evaluating task-specific measurement
uncertainty, along with advantages and disadvan-
tages of various testing methods.

Cross-References
▶Accuracy
▶Computed Tomography
▶ Inspection (Precision Engineering andMetrology)
▶Measurement Uncertainty
▶Reverse Engineering
▶Traceability
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Synonyms

Change of elemental and functional characteris-
tics of the surface; Surface degradation
Definition

Corrosion is the degradation of the surface prop-
erties, most commonly appearing in metals and
alloys, through a chemical and/or electrochemical
interaction with the environment, converting mat-
ter into a more chemically stable form, such as
oxide, hydroxide, or sulfide.
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Theory and Application

Introduction
Corrosion is a surface-originated phenomenon,
having though a strong impact on the service life
of components and structures. Some of the major
parameters affecting the corrosion performance
of a surface are its inherent material properties
and its potential to passivate, the type and aggres-
siveness of the environment, the operating tem-
perature, the surface characteristics (roughness,
texture, porosity), and the surface condition
(manufacturing process, residual stresses)
(Schulze et al. 2016; Stergioudi et al. 2016).
In most of the used components, the presence of
multi-effect features is complicating the predic-
tion of the corrosion performance, i.e., materials
with complex microstructure and multiple heat
and mechanical treatments and manufacturing
processes, exposed to severe corrosion environ-
ments and temperatures.

History and Economic Impact of Corrosion
Corrosion has been the endless war for several
centuries since the use of the metallic structures
when exposed to aggressive environment; during
the pass of the years, the awareness and con-
science of the natural phenomena has been
addressed from intuition to macroscopic eco-
nomic numbers (Johnson et al. 1987; McCafferty
2010). Materials performance and degradation in
corrosive environments have been impacting the
global economy when each country reports its
losses in terms of the GNP.

An IMPACT report issued by NACE states that
the cost of corrosion is estimated to be US 2.5
trillion or an equivalent of 3.4 GNP of the global
impact in terms of corrosion (NACE 2017). This
cost is directly related to the corrosion process
occurring in different sectors and industries
around the world. The awareness and best prac-
tices in corrosion control can help to reduce such
cost between 15% and 35% annually.

In the USA the economic losses due to corro-
sion process have reached close to the global
number of 3% GNP; this represents high impact
in the US economy. The corrosion phenomenon
impacts close to $1 trillion per year on the
global economy to different industrial sectors.
The awareness of corrosion phenomena has been
increased through the years; however the eco-
nomic, environmental, and health impact due to
this process has not been reflected in the last
decades. In 1998 the cost of corrosion in the
USA was 298 billion dollars; only few years
later in 2013, the cost increases to 1 trillion dol-
lars. The number of people studying and under-
standing corrosion has increased; R&D efforts
have been introduced for more awareness and
diligence in this phenomenon. Corrosion is the
degradation of the material due to the interaction
with the environment; this latter puts a dynamic
aspect in corrosion science and engineering, part
of the reason is the new materials that have been
developed, and a second reason is the continuous
change in the environment with time. Different
industrial sectors have placed corrosion as one of
the key areas in their R&D centers to understand
the degradation mechanisms due to the newest
development in materials. The impact results in
the society by the corrosion mechanisms have
been helping the global economy by the valida-
tion of new materials, control and prevention of
current materials exposed to harsh environments,
and management of the assets based on corrosion
mitigation, control, and repairing actions.

Forms of Corrosion

Uniform Corrosion
This form considers the continuous area dissolu-
tion of a material when anodes and cathodes are
distributed homogeneously over the entire surface
in contact with the electrolyte.

Galvanic Corrosion
Two dissimilar metallic materials are in electrical
contact and exposed to electrolytic environment
causing a potential difference between the metal-
lic electrodes. The interfacial reactions anodic and
cathodic are activated due to the energy (in terms
of potential).

Pitting Corrosion
This localized form of degradation includes the
generation of cavities, holes, from a smooth



Corrosion, Fig. 1 SEM
cross section of an
aluminum sample suffering
from pitting corrosion after
exposure in an acidic
solution (Karayan 2015)
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metallic surface when anodic sites act as dissolu-
tion sites in contact with cathodic sites in corro-
sive environments. The initial state of the pitting
includes the initiation and later becomes the
growth state (see characteristic example of Fig. 1).

Stress Corrosion/Corrosion Fatigue
The synergetic interaction between materials
properties susceptibility, mechanical loads, and
corrosive environment leads to electrochemical
processes combining to crack initiation – and
propagation mechanisms. Hence, the life expec-
tancy of structural elements imposed to mechani-
cal loadings and corrosion may be severely
affected, leading to significant deviations from
the designed one. When the mechanical load is
static, we refer to stress corrosion, while when the
load is cyclic, then corrosion fatigue takes place
(Michailidis et al. 2014). Figure 2 shows the
comparison of the performance of a NiTi shape
memory alloy (SMA) imposed solely to cyclic
mechanical loading versus combined with corro-
sion in a 3.5 wt% NaCl aqueous solution.
Although NiTi is supposed to be super-passive,
the combined action of cyclic mechanical load
and corrosion yields to the half-life span.

Hydrogen Embrittlement
The permeation of hydrogen atoms within the
metallic matrix due to incomplete formation of
hydrogen molecule and integration in the
microstructure produces internal stresses and sur-
face brittleness. Thus, crack growth is facilitated.

Crevice Corrosion
Original design in a metallic material when in
operation conditions can form a cavity promoting
a gradient within the cavity and the external part
of the original cavity. The corrosion mechanism
includes the synergic action of such naturally
formed gradient with the corrosive environment.

Intergranular Corrosion
Intergranular corrosion is the result of the selec-
tive attack on the grain boundaries of a metal or
alloy. The main cause of that is either the segre-
gation of impurities at the grain boundaries or the
depletion/enrichment of one or more of the allo-
ying elements in the areas of the grain boundaries.
A typical example of intergranular corrosion,
leading to exfoliation of grains, is presented in
Fig. 3, in the case of AA2024-T3, after 6 h
exposed to NaCl/KNO3/HNO3 solution.

Filiform Corrosion
Filiform corrosion appears at the interface of
coated metals in the form of threadlike filaments,
leading to unwanted marks on the surface.
Usually, this form of corrosion is not critical for
the component performance but downgrades
its surface quality. Figure 4 presents an example
of the evolution of filiform corrosion of a



Corrosion, Fig. 3 Intergranular (exfoliation type) corrosion of AA2024-T3, after 6 h in NaCl/KNO3/HNO3 solution.
(Source: PML)

Corrosion, Fig. 2 Fatigue and corrosion-fatigue performance of NiTi SMA. (Source: PML)
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powder-coated aluminum alloy, exposed to rela-
tive humidity of 80% at 40 �C for 30, 60, and
90 days. The length of the threadlike filaments is
increasing over the exposure time.

Fretting Corrosion
The relative motion of surfaces being in contact
under mechanical loading in a corrosive
environment (atmosphere) is the combination
of conditions that flourish fretting corrosion.
The damage in this type of corrosion appears at
the vicinity of the surfaces in the form of debris
next to pits or grooves. Examples of fretting
corrosion lie in mechanical joints like nails and
screws/bolts imposed to vibrations or even in
ball bearings.



Corrosion, Fig. 5 Oxidation appearing on a coated tool in milling hardened steel at high cutting speeds (Bouzakis et al.
1999)

Corrosion,
Fig. 4 Evolution of
filiform corrosion after 30-,
60-, and 90-day exposure.
(Source: PML)
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High-Temperature Corrosion
High-temperature corrosion is mostly manifested
in the form of oxidation. Above a critical temper-
ature, metals tend to oxidize, leading to scaling,
loss of material, and changes in physical proper-
ties. This includes the aerospace, automotive,
power, manufacturing, and chemical processing
industries. Especially in metal machining, oxida-
tion is one of the major wear parameters at high
cutting speeds, even when high-end coated tools
are employed. Figure 5 shows the oxidation
appearing on the rake of a (Ti,Al)N-coated cutting
tool in milling 42CrMo4+QTat a cutting speed of
600 m/min (Bouzakis et al. 1999).
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Microbiology Induced Corrosion
The presence of bioorganisms originate biofilm at
the substrate/electrolyte interface where bioactiv-
ity occurs, producing charge transfer and mass
transfer processes causing dissolution of metallic
material. Figure 6 is indicative of the susceptibil-
ity of low carbon steel to bacteria.

Corrosion Protection
An electrochemical cell consists of four different
elements: anode, cathode, electrical path, and
ionic path. Once the system is formed, naturally
or by original design, corrosion is initiated. The
anode and the cathode are exposed to the environ-
ment causing the anodic (metallic dissolution)
and cathodic reactions (reduction). Corrosion is
a galvanic cell generated thermodynamically by
anodic and cathodic process; the mechanisms can
be avoided if one of the elements is not in contin-
uous contact forming the cell. There are different
approaches for corrosion control and mitigation,
called anodic protection and cathodic protection.
The principle is to suppress or avoid either one of
Corrosion, Fig. 6 Sulfate reduces bacteria for MIC on low
and Benetton 2008)
the electrochemical reactions (Jones 1996). The
anodic protection includes the chemical inhibi-
tors; the cathodic protection covers the galvanic
anodes, impressed current, and coatings. Finally,
one classification that is unique in principle is
the materials selection, mostly the anode in the
electrochemical cell.

Inhibitors
The inhibitors are chemical species or compounds
that act by following two different mechanisms
that prevent corrosion. The first mechanism con-
siders the influence in the mass transport by
blocking the corrosive species going at the inter-
face as a barrier layer avoiding the direct contract
of such species, such as oxygen, chloride, and
different ions with the metallic substrate; the
name of these chemicals are filmic inhibitors.
The second mechanism is the chemical reaction
of corrosion precursors by the added chemical
into the electrochemical cell formed to trap the
aggressive species by transforming to a less haz-
ard species.
carbon steel. (a) No bacteria, (b) with bacteria (Castaneda
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Cathodic Protection
Cathodic protection considers the reduction
of potential difference created by the cathodic
and anodic sites in one metallic structure when
exposed to corrosion environment to zero gradi-
ent. There are two paths to achieve this; the first
one is by creating an electrochemical cell, where
the anode is the electrode used to drain the cur-
rent to the cathode (metallic structure) to be
protected by inducing a current to the system.
The second mode for cathodic protection is by
the formation of a galvanic cell thermodynami-
cally activated by the formation of an electro-
chemical cell, named galvanic anodes. Both
modes of protection are based on the current
drain to the electrode that is going to be corroded,
which is the cathode (Fig. 7).
Coatings
Coatings are the most used form of corrosion
control; the principle is by the elimination of
the interaction between the corrosive environ-
ments with the metallic substrate by adding a
physical barrier between them. Different mecha-
nisms have been developed to influence the
dissolution mechanism of the anode by avoiding
the anodic reaction. Different coating systems
utilize anodic protection, inhibition protection,
and cathodic protection principles (Uhlig and
Revie 1985).
Corrosion, Fig. 7 Cathodic protection system (Revie
2015)
Corrosion in Industry

Oil and Gas
The oil companies are classified in three different
business units: downstream, upstream, and transpor-
tation. Each unit owns different assets that are
exposed in continuous harsh and extreme environ-
mental conditions and could suffer aging by degra-
dation. Metallic assets are exposed to harsh
environments, among which temperature, pressure,
and loads can influence corrosion or degradation
kinetics. Upstream operations can add the sweet or
sour corrosion to the extreme environment
(Castaneda 2009). Lately, more exploration fields
in this sector have increased the sulfur content and
subsequently the H2S in the oil content. Deeper
waters to extract more oil increase the influence of
parameters that catalyze or kinetically favor the
corrosion mechanism. Different environment and
range of the similar parameters produce the down-
streamoperations. An electrochemical cell is formed
during downstream due to the aqueous (water cut)
content but also due to organic electrolytes influenc-
ing the corrosion mechanism. The metallic assets
suffer from corrosion degradation due to a natural
electrochemical cell formed at the interface metal/
electrolyte in combination with parameters existing
for operation conditions. Flow dynamics, loads,
temperature, and pressure are parameters enhancing
the kinetics of the corrosion process. Finally, the
transportation unit in oil and gas relates all about
systems that carry the oil and gas and subproducts.
The most known transportation system is the pipe-
line; this later suffers from the aging, chemical, and
electrochemical degradation with time (see Fig. 8).
This transportation is included in the upstream and
downstream operations.

Infrastructure
Corrosion in infrastructure has captured the atten-
tion of the entire world because the structures that
connect communities, cities, and countries have
been deteriorating due to the interaction with the
environment and parameters that, while are used
to maintain a continuous operation, may be a
corrosion precursor in the short or long term,
such as salts to deice the roads. The Department
of Transportation (DOT) in the USA maintains



Corrosion, Fig. 8 Underground pipeline corrosion (original)
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a large bridge inventory among the entire nation in
addition to different pipelines, sewer, and
other infrastructure systems. The electrolyte with
corrosive precursors in the natural environment
corrosion precursors such as oxygen, humidity,
temperature, CO2, NOx, and also the corrosion
precursors used that affects the infrastructure sys-
tems are some examples of corrosion-induced
damages to structural elements are one of the
leading causes for damage to spend an enormous
amount of annual budget for maintenance, repair,
rehabilitation, and replacement.
Automotive
Automotive industry is expected to grow at a
rate of 6.27% by the next decade. This grow will
affect the design and characteristics of each auto-
mobile due to the more demanding environment
conditions. Vehicles require coatings not only as
aesthetic requirement but also as barrier environ-
mental protection. Today, it can be assured that
corrosion protection of almost all-automobile
bodywork includes a multilayer coating system.
New trends for corrosion and durability testing are
leading to the simulation of more realistic condi-
tions of the automobile parts exposed to daily
conditions. With the new challenges of low CO2

emissions to the environment, the automotive
industry is targeting lightweight materials to
reduce the total weight of the vehicle, while the
oil consumption becomes more cost-effective.
This challenge put corrosion on the map; the
materials selected such as aluminum and magne-
sium are more prone to corrosion, making this
phenomenon important for this industry. The con-
trol and prevention actions for this industry have
been mainly for coatings, this latter due to the
corrosion nature in these systems.
Cross-References

▶Electroforming
▶Electroplating
▶Residual Stress (Abrasive Processes)
▶Residual Stress (Forming)
▶Roughness
▶ Surface texture
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Synonyms

Charge; Disbursement; Expenditure; Expense;
Monetary value; Price
Definition

Cost is the amount of cash expended or other
property transferred, the capital stock issued, the
services performed or a liability incurred, in con-
sideration of the goods or services received or to
be received (Belkaoui 1985).

However, there is no exact definition of the
term “cost” since its interpretation would depend
upon the nature of the business or industry and the
context used. The use of the term “cost” without
qualification may be misleading. Different costs
arise for different purposes.
Theory and Application

Cost, together with flexibility, time, and quality
are the main manufacturing attributes that
should be considered during the manufacturing
system design and operation (Chryssolouris
2006). In order for manufacturers to evaluate
the effectiveness of their facilities and formulate
their strategies and decision-making procedures,
there is a need for methods that are able to quan-
tify the exact cost numbers related to their
manufacturing process (Alexopoulos et al.
2007). To this effect, a breakdown of costs and
an identification of different cost types are usu-
ally followed.

Manufacturing Costs
The costs related to manufacturing encompass
a number of different factors, which can be
broadly classified into the following categories
(Chryssolouris 2006):

• Equipment and facility costs. These include
the costs of equipment necessary for the oper-
ation of manufacturing processes, the facilities
used for housing the equipment, the factory
infrastructure, etc.

• Materials. This category includes the cost of
rawmaterials for the production of the product,
and that of the system’s tools and auxiliary
materials, such as coolants and lubricants.

• Labor. The direct labor required for the opera-
tion of both equipment and facilities.

• Energy required for the performance of the
different processes. In some manufacturing
industries, the cost of energy may be negligi-
ble, compared with other factors, while in other
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industries it significantly contributes to the
financial burden of the manufacturing system.

• Maintenance and training. This includes labor,
spare parts, etc., which are required for the
maintenance of the equipment, facilities, and
systems, as well as the training necessary to
accommodate new equipment and technology.

• Overhead. This is a part of the cost that is
not directly attributable to the operation of
the manufacturing system, but supports its
infrastructure.

• The cost of capital, which may not be readily
available within the manufacturing firm, and
therefore, has to be borrowed under specific
terms.

This classification provides a general frame-
work of the way that cost issues can be addressed
in the manufacturing environment by establishing
a systematic way of measuring the cost perfor-
mance of different solutions. Another classifica-
tion considers the distinction between cost factors
that are directly and indirectly related to the
manufacturing or assembly process. Such a clas-
sification is presented in Fig. 1 (Michalos et al.
2008).

Cost Modelling and Accounting Techniques
During the past decades, several attempts, ranging
from very simple “rules of thumb” and activity-
based cost models to complicated and specialized
technical cost models, have been proposed for the
Direct
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Energy

Depreciation

Equipment
Cost

Cost, Fig. 1 Assembly
cost factors
quantification of the assembly cost (Monteiro
2001). Other empirical methods include function
costing and cost scaling methods, which involve
the use of historical data for determining the cost
of producing a certain part, with a given set of
features (Esawi and Ashby 2003). An overview of
the most relevant accounting techniques is pre-
sented hereafter:

Traditional cost accounting: This method con-
siders three basic cost categories, namely, direct
labour, raw material, and overhead costs. All
costs that are not included in the first two cate-
gories are regarded as overhead costs. This is
considered to be the main weakness of the
method due to the fact that over the last years,
the estimation of the overhead costs is becoming
both significant and hard (Monteiro 2001).

Activity-based Costing (ABC):Due to the inability
of traditional cost accounting to capture the
actual cost of the process, new methods capa-
ble of considering lower level information,
regarding the manufacturing processes, were
sought. This led to the generation of the
Activity-based Costing (ABC) techniques,
which break down even further the costs at
activity level, thus providing estimates of the
cost per unit of the activity’s output. Activity-
based costing (ABC) considers that almost all
activities taking place within a firm support the
production, marketing, and delivery of goods
and services.
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Technical Cost Modelling (TCM) was developed
by the Massachusetts Institute of Technology
and is a method mainly focusing on the
manufacturing cost, breaking it into its constit-
uent elements, and estimating them separately.
TCM provides a model that uses empirical
data, regression analysis, theoretical formulae,
and the knowledge of experts. TCM allows the
direct link and investigation of the interaction
between manufacturing cost and process
parameters through engineering and physical
principles, underlying the process under exam-
ination (Monteiro 2001). TCM can provide a
much more detailed estimation of the
manufacturing cost, but it is weak at capturing
the indirect and overhead costs. This favours
the use of TCM for the evaluation of compet-
ing production technologies.

Function based cost estimating (FUCE) aspires
to improve the communication between cost
estimators with commercial (CE-C) and engi-
neering (CE-E) backgrounds. The approach
enables the communication of the functional
requirements of CE-C as the basis of cost esti-
mation, where CE-E works at the detailed
design level, based on a previous similar prod-
uct family for data collection and development
of cost estimates. The two activities are then
integrated through function-attribute-product
parameter mapping (Roy et al. 2008).

Resource-based modelling is another approach
that assesses the resources of materials, energy,
capital, time, and information, associated with
manufacturing applications. The basic advan-
tage is that it is applicable to all processes
(since they all consume the basic resources)
and therefore, it provides a measure for the
comparison of the relative costs of processes
(Esawi and Ashby 2003).

Techno-economical Model Example
The techno-economical models enable the scien-
tific execution of the decision-making process.
This paragraph provides an example of a techno-
economical model in the case of a Machining
(Turning) operation (Eq. 1):

Techno economical model for a turning
operation
Feeding
Time

Rapid
Feeding

Time

Operating Time per
Workpiece
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tool insert

replacement
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workpiece

+ + + ×
No. of work-
pieces bet.
tool insert
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1Cost per
Workpiece

=
Machine
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Cost
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tool

insert

ð1Þ
Factors contributing to the cost per work-
piece include machine, labour, and overhead

rates. The contribution of these factors
is proportional to the operating time, which
comprises the feeding time for material
removal, rapid movement time for tool posi-
tioning, and tool replacement time (Fig. 2).
The tool is a replaceable insert, whose cost is
another factor contributing to the cost per work-
piece. This “techno-economical” model can be
derived from the mechanics and geometry of
the turning process. In turning, material is
removed from a workpiece, rotating about an
axis of symmetry by a cutting tool or insert,
which travels in the axial and radial workpiece
directions.

The decision variables of the process are
two typical parameters of machining, namely the
feed rate fr [mm/rev], usually expressed as length
per revolution, and the Cutting Speed v [m/min].
These decision variables are mapped into
the manufacturing attribute “cost”, expressed in
[$/piece] by a techno-economical model as
follows:
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Mathematical formulation of the techno-
economical model

C ¼ M TF þ TRF þ TIR½ � þ 1

NIR
C1½ � (2)

Where:
TF ¼ D Lþ eð Þ
318f rv

,

TRF ¼ R

r
,

TIR ¼ DLtd
318f rvT

,

1

NIR
¼ DL

318f rvT
:

Where:

C is the cost of turning one workpiece [$]
fr is the feed per revolution [mm]
v is the cutting speed of the insert along the work-

piece surface [m/min]
M is the machine + labour + overhead cost on

lathe [$/min]
TF is the feeding time per workpiece [min]
TRF is the rapid feeding time per workpiece [min]
TIR is the insert replacement time per workpiece,

assuming that the insert replacement time is
distributed evenly over the workpieces [min]

NIR is the number of workpieces between inserts
changes

CI is the cost per insert [$]
D is the diameter of the workpiece [mm]
L is the length of the workpiece [mm]
e is the extra travel at feed rate fr [mm]
R is the total rapid traverse distance for one part

[mm]
r is the rapid traverse rate [mm/min]
td is the insert replacement time [min]
T is the tool life [min]

For a given workpiece, the insert material, the
feed rate and the machining cost [$/piece] primar-
ily constitute a function of the cutting speed v. As
the cutting speed increases, the material removal
rate increases, thereby reducing the machining
cost by allowing more pieces to be made per unit
time. However, the machining cost also depends,
among other things, on tool wear; inserts, creating
costs both in terms of acquiring new ones and time
lost from production, have to be replaced period-
ically. As the cutting speed increases further, the
wear of the tool also increases, leading to higher
tooling costs and more frequent tool replace-
ments; this, in turn, increases the cost per piece.
Product Cost Estimation
According to the life cycle theory, the majority of
product costs occur during the manufacturing
phase, however, most of these costs are mainly
determined in the design phase. The possibility
to influence the costs during the design phase is
much higher than in the other phases. Therefore,
good cost estimation techniques are required
(Chryssolouris 2006). Within literature, there is
a common classification of cost estimation
methods in quantitative and qualitative techniques
(Chryssolouris et al. 2008).
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Quantitative approaches, based on a detailed
analysis of the product design and the manufactur-
ing processes, demand a lot of information (Niazi
et al. 2006). In parametric techniques, the cost is
expressed as an analytical function of constituent
variables, based on statistical methods.

In contrast to quantitative techniques, the qual-
itative methods seem to be more effective for cost
estimation, during the design phase, since they
neither require detailed information of the product
design nor the manufacturing processes. Case
Based Reasoning (CBR), decision support tech-
niques, regression analysis and Artificial Neural
Networks (ANNs), are mainly based on a compar-
ison between the new product and the past products
in order to provide a first draft cost estimation.
Artificial Neural Networks (ANNs) have also
been used in product cost estimation. ANNs are
trained by utilizing data from past products for the
evaluation of the cost of a new product (Cavalieri
et al. 2004). Moreover, rule-based approaches,
fuzzy algorithms and case-based reasoning (CBR)
have been employed for the estimation of the pro-
cess time and cost (Shehab and Abdalla 2001).
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Synonyms

Crack forming; Crack nucleation
Definition

Crack initiation is the formation process of a
crack, including the incubation period and the
embryonic stage.
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382 Crack Initiation
Theory and Application

Introduction
Fracture failure is one of the biggest threats to the
structures in the engineering materials. The frac-
ture process of materials consists of the crack
initiation, crack propagation, and final parting.
Apparently, the crack plays an important role in
the fracture of materials. The cracks can be pro-
duced in the process of manufacturing, assembly,
and service, which are the interaction results of the
material microstructures, loading condition, and
environment. Generally, the performance of struc-
tures would be adversely affected by the existence
of cracks. For example, the cracks in the laser
crystal would reduce its laser-induced damage
threshold (LIDT), the cracks in the bearing struc-
ture are likely to shorten its service life, and the
cracks on the optical surface would affect its per-
formance. Therefore, the crack initiation should
be avoided or reduced as much as possible in the
manufacturing of materials. Taking silicon, for
instance, brittle materials easily crack during
machining. However, the super smooth surface
without cracks can be achieved by optimizing
the process conditions and technological parame-
ters (Fang and Venkatesh 1998).

There are many kinds of classification basis for
cracks. The cracks can be classified as opening-mode
cracks (mode I), sliding-mode cracks (mode II),
and tearing-mode cracks (mode III), as shown in
Fig. 1. A cracked body can be loaded in any one of
these modes or their combinations (Anderson 2005).
The cracks can also be classified as surface cracks,
Crack Initiation,
Fig. 1 Three kinds of
cracks according to the
loading
embedding cracks, and through cracks according to
their locations in thematerial. Based on the mode of
crack propagation and the relative failure charac-
teristics in the static loading, there are trans-
granular brittle cracks, transgranular ductile
cracks, intergranular brittle cracks, and
intergranular ductile cracks. Considering the
physical cause for the formation of cracks, the
cracks consist of weld cracks, fatigue cracks,
hydrogen embrittlement cracks, stress corrosion
cracks, creep cracks, and so on. On the basis of
relative size to the microstructure of materials, the
crack can be classified as macroscopic cracks,
mesoscopic cracks, and microscopic cracks. The
crack initiation is mainly involved with the micro-
scopic cracks.

Mechanism of Crack Initiation
The various microstructural features of materials
have fundamental important influence on the
mechanism and process of crack initiation. Taking
the complex metallic alloy, for example, the
microstructural features (not all of which would
be present in a particular material) such as dislo-
cation, slip line, precipitate, grain boundary, and
second phase would have different effects on the
formation process and propagation path of the
crack and then on the fracture path (Janssen
et al. 2004), as shown in Fig. 2.

Brittle Crack
The abrupt brittle fracture is very dangerous for
material structures. Based on the type of fracture
path, there are transgranular fracture and
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pp. 285, with permission)
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intergranular fracture, which correspond to trans-
granular brittle cracks and intergranular brittle
cracks, respectively.

Under static loading, transgranular brittle crack
usually propagates along the cleavage plane of the
grain. When the material undergoes localized
plastic deformation, the materials would respond
to the applied loading by separation alone the
cleavage plane instead by continued plastic defor-
mation if the dislocation motion is hindered for
some reason (e.g., dislocation pileup). There are
several cleavage crack initiation models based on
the dislocation theory, such as Stroh’s dislocation
piling-up model (Stroh 1957), Cottrell’s disloca-
tion reaction model (Cottrell 1958), and Smith’s
model (Smith 1966). The stress criterion for crack
initiation is that the local stress reaches the cleav-
age fracture stress of material, which is relevant to
the grain size and surface energy. The smaller
dimensions of grain and higher surface energy
usually indicate the greater cleavage fracture
stress. In addition, how easily the transgranular
brittle cracks initiate and propagate is also
related to the lattice resistance to the dislocation
motion (Peierls-Nabarro force). The smaller the
Peierls-Nabarro force is, the more easily the dis-
locations are emitted from the crack tip, which
would induce the crack tip blunting, and almost
no cleavage crack initiation and propagation
would happen, such as the single crystal with
FCC or HCP structure. The greater the Peierls-
Nabarro force is, the more easily the cleavage
fracture occurs, such as covalent bond crystal
and ionic crystal. In addition, the grain boundary,
sub-boundary, phase boundary, and nonmetallic
inclusion would block the motion of dislocation,
inducing the dislocation pileup and then the crack
initiation and propagation.

The grain boundary of metallic materials is
usually thought to be conductive to the material
strengthening because of the greater grain-
boundary bonding than that inside the grain. How-
ever, when the embrittling elements and particles
and precipitates segregate along the grain bound-
aries at certain levels, the grain-boundary bonding
would be weakened and leads to the reduction of
local effective fracture energy, resulting in the
decrease of impact toughness and fracture tough-
ness of materials. As a result, the propagation path
of brittle crack changes from the cleavage plane to
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the grain boundary, forming the intergranular brit-
tle crack. The critical value depends on the yield
strength, grain size, and microstructure of mate-
rials. Moreover, the high-temperature environ-
ment and the hydrogen embrittlement would also
weaken the grain boundary and induce
intergranular brittle cracks.

Ductile Crack
Ductile fracture is one of the main failure models
for metallic materials, the obvious plastic defor-
mation occurs in materials before fracture. There
are transgranular ductile cracks and intergranular
ductile cracks according to the propagation path
of cracks.

Under static loading, transgranular ductile
cracks mainly relate to the second-phase particles
and nonmetallic inclusions. The forming process
of transgranular ductile cracks is described as
follows: the debonding at the boundary of the
second-phase particles or the nonmetallic inclu-
sions, or particles themselves cracking at the high-
strain zones, causes the nucleation of microvoid,
which grows around the particles in the promotion
of plastic strain and hydrostatic stress. As the local
stress increases, the interactions of microvoids or
the microvoids and microcracks initiate the
internal necking, inducing microvoid coalescence
Crack Initiation,
Fig. 3 Schematic of void
nucleation, growth, and
coalescence in ductile
metals: (a) inclusions in
materials; (b) microvoid
nucleation and growth;
(c) internal necking by
strain localization; (d)
microvoid coalescence and
fracture
and crack propagation as well as the eventual
formation of a continuous fracture surfaces.
A schematic of void nucleation, growth, and coa-
lescence in ductile metals is given in Fig. 3.
Figure 4 shows the scanning electron microscope
(SEM) images of damage during an in situ tensile
test of copper; the microvoids/cavities nucleate by
interfacial decohesion of inclusions and coalesce
along shear directions.

The micro-mechanism of intergranular ductile
crack initiation is also related to the growth and
coalescence of microvoids in the boundaries of
second-phase particles and inclusions. There are
two reasons for the crack propagation along the
grain boundaries, one is that the impurity segre-
gation and precipitation at the grain boundaries
cause the reduction of grain-boundary energy and
make it the propagation path of ductile cracks, and
the other is that the high-temperature environment
weakens the grain boundary and then the grain-
boundary sliding resulting from the long-time
loading promotes the initiation and propagation
of ductile cracks.

Fatigue Crack
Fatigue crack occurs in the cyclic loading. More
than 80 percent of practical structure failures
appear in the form of fatigue failure, which have
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Fig. 4 SEM micrographs
of damage during an in situ
tensile test: (a) complete
decohesion of the interface;
(b) coalescence along shear
directions (Reprinted from
Pardoen et al. 1998, with
permission from Elsevier)
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caused many catastrophic accidents and is now
generally recognized as a significant problem. The
fatigue failures usually happen in the condition of
repeated loading far below the static strength or
even the yield strength and without obvious mac-
roscopic plastic deformation previously.

The fatigue life until failure consists of macro-
scopic crack initiation period and macroscopic
crack growth period. The fatigue crack initiation
period includes the microcrack nucleation and
microcrack growth. The initiation period is sup-
posed to be completed when microcrack growth is
no longer depending on the material surface con-
ditions (Schijve 2009).

Fatigue cracks usually initiate at the inclusion,
grain boundary, twin boundary, the inhomoge-
neous region, and the stress concentration region
of materials, deriving from the nonuniform local
cyclic plastic deformation, which is the result of
cyclic slip. Under fatigue loading, the surfacemate-
rial tends to deform by cyclic slip, the concentra-
tion of which is called the persistent slip band
(PSB). A large number of random and irreversible
cyclic slip deformations in PSBs form the slip
steps, intrusions, and extrusions on the surface,
inducing the formation of stress concentration
region and benefitting to the fatigue microcrack
initiation. Figure 5 shows the slip distributions
during fatigue and monotonic loading. The parallel
microcracks or extrusions were observed by SEM
on the surface of Cu after some cyclic deformation,
which associated with the persistent slip band
(PSB) activity, as shown in Fig. 6. For homoge-
neous metallic materials, PSBs generally appear on
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Fig. 5 Illustration of slip
distribution during fatigue
and monotonic loading.
(Reprinted from Janssen
et al. 2004, pp. 304, with
permission)

Crack Initiation, Fig. 6 SEM images show surface fea-
tures typically associated with persistent slip band activity.
Microcracks (a) and extrusions (b) are typical for fatigued
samples but surprising in a metal with such a fine starting

microstructure. The scratches run parallel to the loading
axis of the sample (Reprinted fromAgnew et al. 1999, with
permission from Springer)
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the free surface. For heterogeneous material,
fatigue crack often initiated at inclusions, resulting
from the interaction of slip band and inclusion. The
fatigue crack initiation at a notch or some other
geometric discontinuity is promoted by the inho-
mogeneous stress distribution.

There are three kinds of nucleation site for
fatigue crack. The first one is the slip band; these
fatigue cracks are commonly seen in many ductile
pure metals, single-phase alloys, and high-strength
alloys with nonprecipitation strengthening in the
condition of high-cycle fatigue with slight higher
stress than fatigue limit. The second one is the grain
boundary, which is common in high-strain fatigue
or in high-temperature environment or in hydrogen
embrittlement. The third one is the inclusion or
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second-phase particle; these fatigue cracks usually
form in commercial alloys.

In practice, the micron-scale crack nucleation
at slip band and gain boundary, or the roughening
of fatigue specimen surface, is defined as the
initiation period of fatigue crack in the view of
physics and material science. From an engineer-
ing perspective, the resolution limit of nonde-
structive testing equipment is thought as the
critical dimension of crack initiation.

Environmental Influence on Crack Initiation
The service environment including the tempera-
ture, medium, surrounding atmosphere, and so on,
together with the stress, would have a strong
influence on both crack initiation and crack
growth of structural components.

In an aggressive environment, the chemical
reaction between the material and corrosive
medium would promote the initiation and propa-
gation of cracks in static loading, inducing the
failure in low stress level, which is called the
stress corrosion. The combination of corrosion
and cyclic loading would accelerate the initiation
and propagation of fatigue cracks.

In smelting, machining, and service process of
metallic materials, the invasive hydrogen atoms
diffuse and migrate with dislocations in the mate-
rial; the local enrichment of hydrogen (usually at
defect locations such as phase boundary, grain
boundary, microcrack, and microvoid) gives a
rise to the decrease of atomic bonding nearby,
promoting the crack initiation. This phenomenon
is known as the hydrogen embrittlement.

At high temperature, the materials usually
evolve by diffusion, aging, dislocation recombine,
recrystallization, and so on. The microstructure of
material comes to change, showing up as the time-
dependent plastic deformation of material at a con-
stant stress, and this process is called creep. High
temperature would weaken the grain boundary,
with assistance from stress, creep cavities, or
wedge cracks which easily initiate and grow at
grain boundary (Wilkinson and Vitek 1982).

Detection of Cracks
In engineering, the common nondestructive test-
ing methods for cracks mainly include various
types such as the visual testing (VT), penetrant
testing (PT), magnetic particle testing (MT),
radiographic testing (RT), ultrasonic testing
(UT), eddy current testing (ET), thermal infrared
testing (TIR), and acoustic emission testing
(AE) (Hellier 2003). Since each method has its
own advantages and limitations, the appropriate
method or the combination should be chosen
according to the actual situation. The microstruc-
ture of crack is usually analyzed by optical micro-
scope, scanning electron microscope, and
transmission electron microscope. However, the
monitoring of the crack initiation is very difficult;
it generally needs to design the detection scheme
flexibly according to the situation. For example,
microcracks on the monocrystalline silicon sur-
face occurred during nanoindentation can be
examined by absorbed energy (Fang et al. 2007).
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Creep Feed Grinding
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Design Technology, Berlin, Germany
Synonyms

Creep grinding; Deep grinding
Definition

Various standards define creep feed grinding as a
peripheral grinding process with a relatively large
depth of cut ae and accordingly low feed rate vf
(ISO 3002-5 1989; VDI 3390 2014; VDI 3391
2016). Commonly, surface grinding is referred to
as creep feed grinding when depth of cut
ae 
0.1 mm and a feed rate vf �3,000 mm/min
are applied. In contrast, pendulum grinding can be
characterized by varying ae and vf opposingly;
hence, a relatively high feed rate vf and low
depth of cut ae are applied. For a better under-
standing of creep feed grinding, comparisons will
be drawn between both mentioned grinding strat-
egies in the following.
Theory and Applications

Creep feed grinding is a special grinding strategy
where considerablematerial removal rates and high
surface qualities are attained along with quite low
grinding wheel wear. It was applied in the early
1950s for the first time and lead to an extensive
development of machines, grinding tools, and
grinding technology in order to fully exploit the
potential of this grinding process (Uhlmann 1994).
Through creep-feed grinding, the total stock
removal is being cut in only one or a few passes.
In comparison, the depth of cut ae in pendulum
grinding with equal specific material removal
rates Q0

w is in the range of a few hundredths of a
millimeter, and the feed rate is in a scope of several
meters per minute. The speed ratio q = vs/vf is
greater by the factor of 100–1,000 for creep-feed
grinding compared to pendulum grinding. Figure 1
depicts the two process variants pendulumgrinding
and creep feed grinding and compares characteris-
tic process parameters. Creep feed grinding can be
used for both surface grinding and cylindrical
grinding. The feed motion may be radial to the
workpiece as in the case of cylindrical plunge
grinding, or it may be axial as in the case of
cylindrical traverse grinding or peal grinding
(Klocke and König 2005).

A negative profile of the grinding wheel is
reproduced into the workpiece by creep feed
grinding. Mostly the time of one finishing run
equals the total machining time; thus, the auxiliary
process time in creep feed grinding is consider-
ably lower as in the case of pendulum grinding.
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vs

vf

a e

vf

vs

a e

workpiece workpiece

grinding wheel
grinding wheel

Pendulum grinding Creep feed grinding

0.001 - 0.05 Depth of cut ae (mm) 0.1 - 30

100 - 500 Feed rate vf (mm/s) 0.1 - 40

40 - 400 Speed ratio q (-) 3,000 - 300,000

1.4 - 4.5 Geometrical contact lg (mm)* 14 - 110

Function of infeed Number of grinding passes Usually one

* radius of the grinding wheel r = 200 mm

Creep Feed Grinding,
Fig. 1 Comparison of
pendulum grinding and
creep feed grinding (Based
on Marinescu et al. 2007)

Pendulum grinding Creep feed grinding
High Feedrate Low

Low Infeed High

High Number of tool passes One (or a few)

Larger Average chip thickness Smaller

Smaller Average chip length Larger

Lower Grinding temperature Higher

Lower Grinding forces Higher

Larger Surface roughness Smaller

Smaller Total wear on the grinding wheel Larger

Creep Feed Grinding,
Fig. 2 Differences
between pendulum grinding
and creep feed grinding
(Based on guideline VDI
3390 2014 with reprint
courtesy of the German
Association of German
Engineers (Verein
Deutscher Ingenieure e. V.))

Creep Feed Grinding 389

C

The geometrical contact length lg between
workpiece and grinding wheel rises with
increasing depth of cut ae, whereby the trans-
port of coolant into the grinding contact zone
and the removal of grinding chips are impeded.
As this causes friction and heat, porous grind-
ing wheels with low hardness and an effective
coolant supply might be applied. Furthermore,
up-grinding, where the vectors of the cutting
and the feed motion have opposite directions,
is also a way to allow coolant to access the
contact zone faster, and especially the grains
contacting the final product surface are opti-
mally cooled.
The advantages of creep-feed grinding over
pendulum grinding are higher workpiece surface
qualities and lower grinding wheel wear since a
considerably higher speed ratio q and depth of cut
ae lead to a smaller average chip thickness and
hence to a lower surface roughness: The larger
contact area between tool and workpiece results in
a higher number of active cutting edges compared
to pendulum grinding. Creep feed grinding is used
industrially especially for the manufacturing of
precise profiles, as guideways and clamping pro-
files for turbine blades. Figure 2 lists the differ-
ences between pendulum grinding and creep feed
grinding (Heisel et al. 2014).
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High-Performance Creep Feed Grinding
The development of the creep feed grinding process
toward higher material removal rates Q0

w led to the
term high-performance creep feed grinding. Firstly,
high-speed grinding was developed by increasing
grinding wheel circumferential speed vs. Later on,
with an additional increase of the feed rate vf, high-
performance creep feed grinding provided even
higher material removal rates Q0

w and hence
the opportunity of shorter primary process times.
Figure 3 categorizes the mentioned creep feed
grinding processes depending on grinding wheel
circumferential speed vs and depth of cut ae.

Machines used for high-performance creep-
feed grinding require more demanding features
due to higher grinding forces and temperatures
compared to conventional creep feed grinding
(Marinescu et al. 2007):

• Superior stiff structural design or rigid concrete
construction

• Resilient guiding elements
• Potent spindle drives and mountings
• User-friendly cooling system and lubricant
• Adjusted grinding tools and dressing gear
• Efficient control equipment
Creep Feed Grinding,
Fig. 3 Categorizing
variants of creep feed
grinding depending on the
grinding wheel
circumferential speed vs and
depth of cut ae (Based on
Werner and Tawakoli 1988)
For grinding wheel circumferential speeds
vs 
100 m/s, special grinding wheels have to
be engaged. Only few corundum grinding
wheels can be used at grinding wheel circum-
ferential speeds vs up to 125 m/s. Metallic bond
cBN grinding wheels allow extremely high
grinding wheel circumferential speeds vs

100 m/s. To acquire high removal rates Q0

w,
high grinding wheel circumferential speeds vs
and feed rates vf are necessary. The enlarge-
ment of the feed rate vf and hence a larger
specific material removal rate Q0

w lead to a
rise of temperature in the contact zone between
the workpiece and the grinding tool. Neverthe-
less, a high contact zone temperature does not
inevitably lead to a high temperature in the gen-
erated workpiece surface, as, e.g., the local contact
time is shorter with increasing feed rates vf. The
impact of an increased grinding wheel circumfer-
ential speed vs can be summarized as follows:
Less grinding forces and tool wear lead to higher
surface qualities due to smaller chip dimensions.
On the other side the temperature in the contact
zone between the grinding wheel and the work-
piece increases with higher grinding wheel cir-
cumferential speeds vs (Tawakoli 1990).
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Creep Feed Grinding with Continuous
Dressing
Creep feed grinding makes it possible to reduce
machining times through a significant increase in
material removal rates. CBN and diamond grind-
ing wheels can be used as well as conventional
grinding wheels. There are particular advantages
of combining creep feed grinding with continuous
dressing (CD) when conventional grinding
wheels are used. Conventional grinding wheels
are dressed continuously during the grinding pro-
cess with a diamond profile roller which has at
least the width of the grinding wheel. As a result,
the profile of the grinding wheel is constantly
regenerated, and new sharp cutting grains get
engaged in the grinding process. Hereby, high
profile accuracy along with high material removal
rates can be achieved (Pearu and Howes 1979;
Saljé 1984). Due to the continuous feed motion,
the grinding wheel diameter is constantly reduced
as a result of the dressing process. To achieve a
plane and parallel workpiece surface during creep
feed grinding, the diameter reduction of the grind-
ing wheel must be compensated. Thus a precise
control of the spindle and dressing roller feed is
inevitable (Uhlig et al. 1982). When conventional
creep feed grinding is applied, the achievable
specific material removal rate depends very
much on the material removal as the grinding
wheel’s sharpness drops as a result of wear. There-
fore the maximum achievable material removal
is considerably reduced. In contrast, material
removal in CD grinding only depends on the
grinding wheel’s volume which can be dressed.

Creep Feed Grinding with Continuous
In-Process Sharpening
In order to maintain the cutting ability of the grind-
ing wheel during grinding, continuous in-process
sharpening (CIS) was developed to be applied in
pendulum grinding and creep feed grinding of
ceramics (Tio 1990; Uhlmann 1994). The aim of
CIS is to ensure low and constant grinding forces as
well as small and constant surface roughness values
along with uniform grinding wheel wear. Through
the sharpening process, an optimal constant protru-
sion of the abrasive grain is obtained. Thus, a bal-
ance between reduction of grain protrusion by
grinding and increase of grain protrusion by sharp-
ening is established. By implementing CIS it is
possible to control grinding forces, wear mecha-
nisms, and surface qualities to the greatest possible
extent. Based on vast technological investigations,
Uhlmann (1994) developed a process model for
practically oriented process dimensioning of creep-
feed grinding for high-strength ceramics with CIS.
Only few grinding experiments are needed to obtain
the optimal operating point for any grinding process.
Cross-References

▶Grinding
▶Grinding Machines
▶Grinding Monitoring
▶Grinding Parameters
▶Grinding Tool Structuring
▶Grinding Wheel
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Cross Wedge Rolling
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Leibniz Universität Hannover, Garbsen, Germany
Synonyms

Flashless; Forming; Preforming
Definition

Cross wedge rolling is a forming process for
reshaping circular cylindrical billets to plastic
rotationally symmetrical workpieces with variable
diameter in axial direction using two oppositely
moving wedge-shaped tools. While in cross
rolling the rolled material is passed through two
or more rolls to reduce the overall thickness of the
parts, in cross wedge rolling, the wedges of the
tools lead to an unequal mass distribution along
the main axis. It is mostly used for preforming, but
also some shafts are formed entirely by cross
wedge rolling. Depending on the tool geometry,
three different process variants can be
distinguished:

Cross wedge rolling with convex curved tools
rotating in the same direction

Cross wedge rolling with a fixed concave tool and
a rotating convex tool

Cross wedge rolling with two flat wedge tools
linearly moving in opposite directions

The geometry and arrangement of the tools of
the three different process variations for cross
wedge rolling are shown in Fig. 1 (Lange 1988,
Chapter 4.3.2.2).
Theory and Application

Advantages of Cross Wedge Rolling
The main advantages of the cross wedge rolling
technology in comparison with other preforming
technologies are:

High productivity
Material utilization of up to 100%
Low operating costs
Less energy consumption
Better product quality (compared to machining or

casting)
Very high cross-sectional reduction with high

angles
High geometrical tolerances
Easy tool and machine concept

Although the cross wedge rolling technology
has a lot of advantages, it has not been widely
accepted throughout the forging community. One
of the main reasons is the complexity of cross
wedge rolling tools and process design. The tool
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Convex curved tools rotating
in same direction

Fixed concave tool and a
rotating convex tool

Two flat wedge tools moving
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Cross Wedge Rolling, Fig. 1 Process variants for cross wedge rolling according to Lange (1988) (Reprinted with
permission of Springer)

Cross Wedge Rolling, Fig. 2 Flat cross wedge tool and corresponding workpiece
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design is difficult because of potential failure
mechanisms that can be encountered during
cross wedge rolling processes. The risk of faulty
manufactured parts increases even more for cross
wedge rolling parts with complex shapes.

Geometrical Parameters of Cross Wedge
Rolling Tools and Billets
Cross wedge rolling tools, round or flat wedge
tool design, are divided into different forming
zones, the knifing zone, guiding zone, stretching
zone, and sizing zone (Li et al. 2002). Most tools
are designed with only three zones (see Fig. 2); in
this case, the guiding zone, between knifing and
stretching zone, is eliminated (Pater 2010). This
reduces the tool length without reducing work-
piece quality.

Regardless of process variants, the geometrical
parameters of cross wedge tools are the forming
angle a, the wedge angle b, the workpiece diam-
eter do, the reduced diameter d, and the reduced
cross-sectional length 2 l. The angle a is located
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between the rolling plane and the forming plane.
The angle b is situated between the rolling direc-
tion and the shoulder plane and defines the
forming progress during the rolling process. An
important rolling parameter is the cross-sectional
reduction DA. If the cross-sectional reduction is
too high (DA>70%), two or more reduction steps
are necessary, and if the cross-sectional reduction
is too low (DA<20%), a rolling process cannot be
established.

The shoulder angle a, the wedge angle b, and
the cross-sectional reduction DA are the most
important parameters for the design of the differ-
ent forming zones. The form and length of the
different forming zones and therefore the dimen-
sion of the cross wedge rolling tool depend mostly
on these parameters.

In the first zone – the knifing zone – a V-shaped
cut is centered upon the billet. Within the subse-
quent stretching zone, the central cut is dilated to a
designated value, and the billet is stretched in lon-
gitudinal direction. Within the final sizing zone, the
billet is, at least once, rotated around its longitudi-
nal axis. Only minimal forming is done in this zone
in which the wedge sides are parallel, and toler-
ances are adjusted (Doege and Behrens 2010). The
serrations on the wedge sides in the knifing and
stretching zone are necessary to enable a rotation of
the billet. In cross wedge rolling operations, the
serrations increase the friction so that the billet
rotates during the process. The use of lubrication
in cross wedge rolling would be counterproductive
Parameter

Forming angle
a [°] 15

3 

20

0,1

5 Edge rounding [°]

Wedge angle
b [°]

Cross section
reduction ΔA [%]

Rolling speed

v [m/s]

Ra
Cross Wedge Rolling,
Fig. 3 Influence of process
and geometrical parameters
on cross wedge rolling
defects
since it would interfere with the rotating of the
billet. The serrations can leave marks on the work-
piece; therefore, the serrations end in the sizing
zone, so that eventual marks can be removed.

Process Parameters in Cross Wedge Rolling
The main process parameters are billet tempera-
ture, tool temperature, and rolling speed. The bil-
let temperature depends on the material used, like
in forging. Tool heating is used to reduce
manufacturing tolerances. Due to the heat trans-
fer, the hot billets heat up the tools, causing them
to expand during the forming process and
resulting in different end geometries. Further-
more, heated tools are needed to avoid a cooling
of the billet. Especially for parts with complex
shapes, cooling is a challenge due to the long
contact time between billet and tool. Various
heating concepts can be taken into consideration
for tool heating in cross wedge rolling: gas
fired, infrared radiation, laser, or induction.
A temperature reduction impairs the formability
of forged parts and therefore increases the risk of
defectively manufactured parts. The rolling speed
affects the rolling quality of the billet. The lower
the rolling speed, the lower is the risk of improp-
erly formed workpieces.

The geometrical and process parameters have
to be in a specific size range in order to enable a
functional rolling process. Depending on the cho-
sen parameter values, the tendency toward work-
piece failure can rise and fall (see Fig. 3).
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Defects in Cross Wedge Rolling
Johnson and Mamalis (1977) distinguish between
three categories of failure mechanisms: improp-
erly formed workpiece cross section, surface
defects, and internal defects (see Fig. 4).

Li et al. have investigated defects occurring in
cross wedge rolling (Li and Lovell 2008).
Improperly formed cross sections are character-
ized by compression of the workpiece without
distributed material at its axis (see Fig. 4a). If the
workpiece has excessive slip, it fails to rotate,
basically preventing the rolling process which
leads to an improperly formed cross section by
merely compressing the workpiece. To ensure
the interfacial friction forces in all zones of the
cross wedge rolling tool is one of the main chal-
lenges in the development of a new cross wedge
rolling process.

The second defect of cross wedge rolled parts
is the surface defect (see Fig. 4b) occurring due to
the CWR tool design, e.g., the serrations of the
wedges. The wedge can leave marks on the
reduced part. The serrations are machined onto
the surface of cross wedge rolling wedges. These
serrations can leave marks on the surface of the
cross wedge rolling parts. Parts with surface
defects cannot be used in further processing
since the defects reduce the mechanical properties
of the parts so that they do no longer meet the
a
improperly formed w

piece cross secti

Excess slip

Cross Wedge Rolling,
Fig. 4 Failure mechanisms
in cross wedge rolling
(Li and Lovell 2008)
(Reprinted with permission
of Springer)
surface requirements. Another possible surface
defect is the final size of the cross wedge rolling
parts. Especially for flash-reduced final forming
processes, the cross wedge rolling parts have to be
in a small range of tolerances. The production of
cross wedge rolling parts with small tolerances
depends on the roll gap between the wedges.
The roll gap changes during cross wedge rolling
processes due to the heating of the tools by the
high billet temperatures.

Internal defects (see Fig. 4c) are cavities along
the longitudinal axis in the workpiece. Especially
for mechanical products with high loads and high
requirements on the microstructure, these cavities
are a problem, since they are weak points in the
cross wedge rolling parts. Under high loads, the
parts are likely to fail at this point. The develop-
ment of cavities during rolling processes is
also known as the Mannesmann effect. The
Mannesmann effect occurs due to a combination
of mechanical and thermal loads on the part during
rolling processes. Alternating tensile and pressure
loads are the main reason for the Mannesmann
effect. Depending on the temperature of the billet,
these loads exceed the formability of the part, so
the cavities are formed. The Mannesmann effect is
therefore a consequence of the chosen process
parameters and is especially critical for complex
parts due to the high strain rate.
b c
ork-

on surface defect

Internal void

Internal defect

Necking
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rolled parts (Reprinted courtesy of Officina Meccanica
Sestese (OMS) S.p.A., www.oms-spa.it)
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Cross Wedge Rolling Workpiece Materials
Nearly all metallic materials can be processed by
cross wedge rolling. With the correct process
design, even brittle materials can be rolled without
defects due to high tensile stress (Lange 1988,
Chapter 4). Industrially manufactured rolled
parts mainly consist of steel, e.g., 42CrMo4 and
38MnVS6. State of the art is rolling at a temper-
ature between 1.050 and 1.250 �C, the so-called
hot forging. Latest research projects have shown
that cross wedge rolling is also possible in warm
forging, at temperatures between 650 and 950 �C
(Kache et al. 2011).

The use of aluminum alloys like EN AW-6082
and EN AW-7075 is less common. One major
problem in rolling aluminum is adhesion. While
rolling aluminum parts, the material of the billet
has the tendency to stick to the surface of the tools.
The experience in rolling titanium and other valu-
able materials is very low due to the complex
process design and tool layout. Acceptable tool
geometries (e.g., forming, wedge angle) depend
on the rolled material.
Cross Wedge Rolling Workpiece Examples
See Fig. 5.
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Synonyms

Chamfer; Honed cutting edges; Macro geometry;
Micro geometry; Rounded cutting edge
Definition

The cutting edge geometry is the geometry of the
cutting wedge in the orthogonal cut of the tool. It
has to be divided in the cutting edge micro geom-
etry and macro geometry. The macro geometry is
described by the rake, clearance, and wedge
angle. The micro geometry is described by the
cutting edge rounding and the chamfer geometry.
The cutting edge geometry has a big influence on
the machining forces, the chip formation, and the
tool wear.
Theory and Application

Introduction
Besides the process parameters and tool coatings,
the cutting edge geometry shows a major impact
on the chip formation, machining forces, and tool
wear. The right choice of the cutting edge geom-
etry enables a higher productivity, workpiece
quality, and a reduced tool wear (Byrne et al.
2003). The cutting edge geometry is the geometry
of the cutting wedge in the orthogonal cut (ISO
3002-1 1982). The cutting edge macro geometry
is described via the rake angle g, clearance angel
a, and wedge angle b. The sum of these angles is
90�. The choice of the angle values depends on the
process and the workpiece material, whereby the
rake angle can be positive or negative (Tönshoff
and Denkena 2004). However, besides the process
parameters, the cutting edge macro geometry has
a big influence on the chip formation process
(Shaw 1984). For example, a change of the clear-
ance angle by �1� leads to an increase of the
cutting force of 1–2%. Furthermore, the tool
wear is influenced by the cutting edge geometry.
The wedge angle determines the stability of the
cutting edge and though the resistance against tool
breakage. The clearance angle affects the friction
between tool and workpiece and though the flank
wear of the tool.

Current research focuses mainly on the cutting
edge micro geometry (Denkena et al. 2011). The
micro geometry describes the wedge geometry
within a distance of up to 150 mm from the ideal
cutting edge. The main geometry features are the
cutting edge rounding and the chamfer geometry
on the rake and the clearance face. In the following,
these geometry features are described and their
main impact on the process variables is shown.

Cutting Edge Rounding

Geometry
Conventionally, the cutting edge rounding has
been described by the cutting edge radius or
hone geometry (Stephenson and Agapiou 2006).
However, current research shows that a single
radius is not appropriate to describe the micro
geometry. Due to the manufacturing process
(e.g., abrasive blasting, brushing, magnetic
finishing), the rounding at the cutting edge is
irregular and has to be described by further param-
eters. One approach is shown in Fig. 1.

This approach enables the differentiation of
three shapes. If the geometry is symmetrical, the
mean size of the cutting edge roundness can be
used for the description. In this case, the form
factor K is equal to 1. A form factor higher than
1 indicates a slope toward the rake face, and a
form factor smaller than 1 a slope toward the flank
face. For these asymmetrical geometries, the
parameters Sa and Sg describe the size of the
cutting edge rounding.

The size and the shape of the honed cutting
edge geometry have a big impact on the tool life.
For this reason, tool life maps have been

https://doi.org/10.1007/978-3-662-53120-4_300073
https://doi.org/10.1007/978-3-662-53120-4_300311
https://doi.org/10.1007/978-3-662-53120-4_300390
https://doi.org/10.1007/978-3-662-53120-4_300429
https://doi.org/10.1007/978-3-662-53120-4_300590


80

60

μm

50

40

area of
tool life
maximum

area of
tool life
minimum

K = 1

tool life criterion:
VBB = 200 μm
cutting edge
breakage

Bas/58894 © IFW

AISI1045process parameters:
Vc = 200 m/min
f    = 0.25 mm
ap = 1.5 mm
cutting fluid: none

process: turning

Vf
n

Workpiece:
tool substrate:
coating:
cutting tool:

KMF
TiNALOX
SNGA 120408

6
α β γ

90 −6 90 75 0

to
ol

 li
fe

 tr
av

el
 p

at
h 

l c

1.4

2.8

4.2

5.6

km

8.4

reference tool

0 20 40 60

cutting edge segment Sα

cu
tti

ng
 e

dg
e 

se
gm

en
t S

γ

80 μm 120

30

20

10

0

ε κ λ

Cutting Edge Geometry, Fig. 2 Tool life map for varying cutting edge roundings

mean size of
cutting edge roundness

S = (Sγ + Sα)/2

measurement

Sγ

contour

K = Sγ /Sα

Δr

bisecting line

rake face flank face

ϕ

Sα

Cutting Edge Geometry, Fig. 1 Cutting edge micro geometry

398 Cutting Edge Geometry
developed. These maps show the tool life travel
path for different shapes and sizes of cutting edge
micro geometry. Figure 2 shows such a tool life
map for an external turning operation of AISI1045
steel. It can be seen that the tool life travel path is
reduced by a factor of 4 for a big rounding with a
slope toward the clearance face. On the other
hand, the tool life travel path can be doubled by
small rounding with a slope toward the rake face.

The main reason for this effect is the change
in the tool wear mechanism (Fig. 3). Increasing
the cutting edge segment Sg leads to an increase
of the crater wear, while a rising cutting edge
segment Sa leads to an increase of the flank
wear. This effect can be used when the wear
mechanism of a sharp ground cutting edge is
known. When crater wear is dominant, the
rounding should have a high cutting edge seg-
ment Sa and a small cutting edge segment Sg.
When flank wear is the dominant wear mecha-
nism, small cutting edge segments Sa should be
applied.



80

μm

60

50

40

30

20

10

0
0 20 40 60

cutting edge segment Sα

tendency to flank wear

K=1

te
nd

en
cy

 to
 c

ra
te

r 
w

ea
r

cu
tti

ng
 e

dg
e 

se
gm

en
t S

γ

VBBVBB
200 μm

Bas/58894 © IFWlc = 1.4 kmlc = 4.9 km

lc = 6.3 km

lc = 3.5 km

Vf

n

C

C

A

B

B

DC

200 μm

D

80 μm 120

Cutting Edge Geometry, Fig. 3 Tool wear mechanisms for changing cutting edge rounding

Cutting Edge Geometry 399

C

The described effect could be observed for the
machining of different materials. Furthermore,
investigations with interrupted cut have been car-
ried out. In this case, a breakage of the cutting
edge is dominant. For this reason, high values for
the cutting edge segments are favorable (see
Fig. 4).

Another effect that occurs when honed cutting
edges are applied is an increase of the process
reliability (Fig. 5). When nonconditioned tools
are used, sporadical tool breakage may occur.
However, when honed cutting edges are applied,
the tool wear can be higher than for sharp ground
tools, but the sporadical tool breakage can be
avoided.

Apart from the tool wear, the chip formation as
well as the cutting forces is influenced by the
cutting edge rounding. Figure 6 shows the
machining force Fz with regard to the cutting
edge rounding. An increase of the parameters Sa
and Sg leads at all to increasing machining forces.
However, the impact of the cutting edge segment
Sa on the machining force is much higher than the
influence of the cutting edge segment Sg. When Sa
and Sg are increased together, the influence on the
forces is comparable to the single influence of Sa.
This is mainly due to the higher friction at the
clearance face.

A further analysis of the machining forces,
according to Ernst and Merchant, shows that the
friction angle is also influenced by the cutting
edge rounding. This means that a higher cutting
edge segment Sa leads to a higher machining force
at all, but mainly the passive force is increased.

As it can be seen from the exemplarily presented
results, the cutting edge rounding is a very impor-
tant factor regarding the development of new tool
geometries. However, dependent on the workpiece
material as well as the tool macro geometry and
process parameters, tailored micro geometries are
needed. Applying the right rounding may result in
an increase of the tool life by a factor of 2, and
applying the wrong geometry may result in a
strongly decreased tool wear.
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Chamfer Geometry
Besides the cutting edge rounding, also chamfer
geometries have a high impact on the machining
process. Chamfers can be applied at the rake face
or at the clearance face for different reasons.
Chamfers at the clearance face are mainly applied
for influencing the process stability. Due to the
reduced clearance angle, a damping effect occurs,
which allows, e.g., the application of higher depth
of cut in milling operations. The effects on the
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process stability are described in (Altintas and
Weck 2004).

Chamfers on the rake face of the cutting tools
(chamfer lengths of 100–300 mm and chamfer
angle of 10–30�) are applied for twomain reasons.
The first is an increase of the stability of the
cutting wedge. A higher chamfer angle leads to a
higher wedge angle and to a decreased effective
rake angle of the tool (Stephenson and Agapiou
2006). However, for several machining opera-
tions, especially when ceramics or CBN as tool
material is applied, the higher wedge angle is
necessary to avoid a sudden tool breakage. The
second effect is a result of the highly negative
effective rake angle (Tönshoff et al. 2000). The
negative rake angle leads to a higher friction and
to higher temperatures in the chip formation zone.
This can be helpful, when hard materials, e.g.,
hardened steels, are machined. The higher tem-
peratures in front of the tool path result in a ther-
mal softening of the workpiece material. This
leads to a better machinability of the material
and to reduced machining forces and load on
the tool.
Cross-References

▶Cutting, Fundamentals
▶Machinability
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Machining Titanium Alloy
Konrad Wegener
Institut für Werkzeugmaschinen und Fertigung
(IWF), ETH Zürich, Zürich, Switzerland
Definition

The performance of machining titanium can be
enhanced by using cutting tools with rounded cut-
ting edges at adapted cutting speed and feed. The
rounded cutting edges influence the active force
components including plowing forces and tool
face friction, which are especially important in
machining titanium alloy as Ti–6Al–4V. Methods
to correctly determine the cutting edge radius are
prerequisite for this analysis as well as methods to
prepare cutting edge geometry in a controlled way.

The state of the art is mainly described in Wyen
andWegener (2010) aswell as inWyen et al. (2012).
Theory and Application

Introduction
Titanium is classified as a difficult-to-machine mate-
rial. Its mechanical and chemical properties cause
rake
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and chip forming force FCh and into components in feed and
high wear on cutting edges. By preparing cutting
edges with defined rounding, initial crack formation
can be reduced, the mechanical strength of a cutting
edge can be improved, and the load on the cutting
edge is changed. Different researchers prove an
enhancement of the tool life when using cutting
tools with rounded cutting edges (Bouzakis
et al. 2002; Rech et al. 2005; Denkena et al. 2008).
The optimal cutting edge radius for a machining
process depends on the workmaterial and tool mate-
rial including its coating and machining conditions.

Generally, total forces recorded in a cutting
process are the sum of forces acting on the tool
flank and its cutting edge, as well as on the face.
The force acting directly on the cutting edge is
called plowing force FPl; see Fig. 1. It originates
from elastic and plastic deformation of the work
material around the cutting edge. The plowing
force is also referred to as parasitic force or zero-
feed force (Albrecht 1960; Stevenson 1998; Guo
and Chou 2004). In literature, different methodol-
ogies exist to reveal the plowing force (Albrecht
1960; Stevenson 1998). Its determination and sep-
aration from the total forces allows a better under-
standing of tool wear and shearing process and
enables the determination of actual coefficients of
friction in a cutting process.

The analysis of these forces in machining tita-
nium alloy needs to be done for different cutting
edge radius rn, cutting speed vc, and feeds f.
rection of cutting

irection of feed

Ff Fa

FCh, c

FPI, c

FPI, fFPI

FCh, f

FCh

Fc

ig. 1 Separation of active force Fa into plowing force FPl
cutting direction (Albrecht 1960)
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Cutting Edge Characterization

As essential precondition, such analysis needs
precise cutting edge preparation and characteri-
zation method featuring high repeatability. Cur-
rently available characterization methods for
rounded cutting edges are often found to be not
repeatable. A recent survey (Denkena 2008)
comparing the cutting edge radius measurement
at different institutions shows significant devia-
tions in the determined radii. No international
standard yet exists that defines how the micro-
geometry of a cutting edge profile has to be
described. The characterization of a rounded
cutting edge by its radius is mentioned in DIN
6582 (1988–2002). Unfortunately, no details are
given about how the area for a circle fitting is to
be chosen or what fitting procedure is to be used.
This missing detail is a major drawback in the
application of this method. Thus, results may
differ depending on measurement uncertainty,
user, fitting area, and procedure used for the
fitting. Other attempts for the characterization
of rounded cutting edges (Denkena et al. 2002;
Cortés Rodríguez 2009) exist. However, in some
cases their significance and applicability is
preset distance
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profile by a Gaussian fitted circle with a unique solution
strongly influenced by the uncertainty factors
mentioned, too, and the same characterization
method may produce different results for the
characterization of a cutting edge.

In general, the uncertainty of a circle fitting
depends on uncertainty of the individual points,
the number of points, and the area chosen for the
fitting. To reduce uncertainties in the characteri-
zation, C. F. Wyen (Wyen et al. 2011) developed
an algorithm that defines its fitting area iteratively
as a function of edge flattening and wedge angle b
of the cutting edge. By making the fitting area user
independent, the repeatability increases. As one
uncertainty driver – definition of cutting area – is
eliminated, the resulting characterization uncer-
tainty is reduced. The steps described by
C. F. Wyen are illustrated in Fig. 2.

Following this algorithm a circle fitting is
achieved that gives a unique solution for the char-
acterization of a rounded cutting edge by its radius
rn independent from starting values. To character-
ize the asymmetry of a rounding, further parame-
ters have to be used, e.g., distances between
cutting edge profile and an auxiliary horizontal
straight line left and right to the wedge angle
bisector.
int pint

new upper line
fitting limit

edge
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circle
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new line fitting area

circle fitting area,
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geometry

Cutting edge
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ig. 2 Steps to characterize the rounding of a cutting edge
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Influence of Rounded Cutting Edge Radius rn
on Forces and Coefficient of Friction m

For different uncut chip thicknesses t, Fig. 3 rep-
resents the cutting forces Fc and feed forces Ff in
orthogonal turning of Ti–Al6–V4 using rounded
cutting edges with different radii rn. The force
values are standardized to a cutting width of
b = 1 mm. As can be seen, both force compo-
nents increase when raising the cutting edge
radius. The cutting force is less sensitive to a
change in cutting edge radius than the feed force.
The influence of uncut chip thickness t is non-
linear for small values of t, also indicated by the
dashed lines in Fig. 3. For larger values of uncut
chip thickness, the relation between forces and
uncut chip thickness can be linearly approximated
(full straight lines in Fig. 3).

The plowing force components FPl, c and FPl, f
from this data can be determined by the same
approach as reported in Albrecht (1960). The
approach is based on the assumption that (1) the
Cutting Edge Influence on Machining Titanium
Alloy, Fig. 3 Experimentally determined cutting forces
Fc and feed forces Ff for turning Ti–Al6–V4 with different
total force in a cutting process increases linearly
with increasing feed, provided that the zone of the
cutting edge, which is influenced by the plowing
force, is fully engaged, (2) the plowing force FPl
does not change with increasing feed, and (3) the
coefficient of friction m on the tool–chip interface
is independent of the uncut chip thickness. Force
values can then be extrapolated to an uncut chip
thickness of t = 0. The resulting force is the
plowing force FPl.

To ensure that no data is used for the extrapo-
lation, which is still influenced by a changing
plowing force (which is the case for large ratios
of rn/t), force values of cutting tests with an uncut
chip thickness t above 0.06 mm were considered
only. The extrapolated values of the plowing force
components in the direction of cutting FPl, c and in
the direction of feed motion FPl, f are represented
in Fig. 4 for the cutting edge radii tested.

For plowing cutting force and plowing feed
force values FPl, c and FPl, f, a linear fitting was
accomplished. The different slope of these two
functions implies that the direction of plowing
force changes with increasing cutting edge radius.
cutting edge radii rn at different uncut chip thicknesses t:
data is standardized to a cutting width of b = 1 mm
(vc = 70 m/min)



Cutting Edge Influence on Machining Titanium
Alloy, Fig. 4 Influence of cutting edge radius rn on
plowing force components in the direction of cutting

(left) and direction of feed motion (right): forces are stan-
dardized to a cutting width of b = 1 mm (vc = 70 m/min)
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The extrapolated forces for a perfectly sharp
tool (cutting edge radius rn = 0) are not zero.
Titanium possesses a low Young’s modulus
which can cause excessive deflection of the sur-
face being machined, leading to a spring back of
material behind the cutting edge. Interpreting the
plowing force data, such a material deflection also
occurs for ideal sharp tools in machining titanium.

By knowing the direction and magnitude of the
plowing force Fpl, it is now possible to determine
the average coefficients of friction m on the
tool–chip interface by subtraction of the plowing
force from the total force F. As a result direction
and magnitude of the force acting on the face, the
chip forming force FCh, can be deduced.
According to Fig. 1, the coefficient of friction m
on the face can be determined by
m ¼ sin g � FCh,c þ cos g � FCh,f
cos g � FCh,c þ sin g � FCh,f (1)

The direction of the chip forming force FCh can
also be deduced from the slope of the measured
curves given in Fig. 5, which shows the recorded
feed forces against cutting forces at different
feeds f using different cutting edge radii rn. The
direction of the chip forming force FCh and thus
the friction on the tool face correspond to the
slope of that part of the curve, where the curva-
ture approaches zero. It can be noticed that the
slope rises with increasing cutting edge radius
(df, 10 < df, 50). Thus, the coefficient of friction
on the tool–chip interface is apparently depen-
dent on the cutting edge radius in machining
Ti–Al6–V4. The calculated coefficients of fric-
tions, using Eq. 1, are presented in Table 1 for the
different cutting edge radii.

Influence of Cutting Speed vc on
Plowing Force FPl and on Coefficient of
Friction m

The influence of cutting speeds vc of 10, 30,
70, and 110 m/min at different cutting edge radii
rn of 10 and 40 mm using feeds f of 0.06 and
0.1 mm on the active force values and their com-
ponents is shown in Fig. 6.



Cutting Edge Influence on Machining Titanium
Alloy, Fig. 5 Influence of cutting edge radius rn and
feed f on cutting forces Fc and feed forces Ff for turning

Ti–Al6–V4, standardized to a cutting width of b = 1 mm
(vc = 70 m/min): angle d indicates slope of straight part of
curve

Cutting Edge Influence on Machining Titanium
Alloy, Table 1 Experimentally determined average coef-
ficients of friction m on tool face for machining Ti–Al6–V4
with different cutting edge radii, vc = 70 m/min, rake
g = 10

Cutting edge
radius rn (mm) 10 20 30 40 50

Coefficient of
friction m

0.32 0.35 0.37 0.39 0.42
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The influence of the cutting speed on the
force components and thus on the active force is
nonlinear. While cutting forces tend to decrease
with increasing cutting speed for the machining
parameters tested, feed forces behave differently
depending on the cutting edge radius. With
increasing cutting speed, feed forces increase
when using cutting edge radii of 40 mm, and
they decline for cutting edge radii of 10 mm.
This interdependency might be caused by oppo-
site effects of cutting speed on deformation resis-
tance and thermal softening in a cutting process.

For cutting edge radii of rn = 10 mm, rn = 20
mm, and rn = 40 mm, plowing forces for cutting
speeds of 10, 30, 70, and 110 m/min are shown in
Fig. 7. No uniform influence of the cutting speed
can be recognized. Forces are spread within a
range of 30 N or less, dependent on the cutting
edge radius. The calculated coefficients of friction
on the tool–chip interface for machining at differ-
ent cutting speeds are given in Table 2.

The data indicate that there is an influence of
cutting speed and cutting edge radius on friction.
A large cutting edge radius causes a large defor-
mation of material in front of the cutting edge.
More energy is needed for the plus of deforma-
tion. Thus, temperatures increase. The same result
is caused by an increasing cutting speed and is a
possible explanation for the increase in friction.
The increase in friction with increasing tempera-
ture is in agreement with high-temperature
tribotests.
Influence of Cutting Edge Radius on
Surface Integrity

Residual Stress
Residual stress is generally caused by mechanical
and thermal loads.



Cutting Edge Influence on Machining Titanium Alloy, Fig. 6 Influence of cutting speed vc on forces in turning
Ti–Al6–V4 with different feeds f and different cutting edge radii rn, standardized to a cutting width of b = 1 mm

Cutting Edge Influence on Machining Titanium Alloy, Fig. 7 Influence of cutting edge radius on plowing force in
turning Ti–Al6–V4 at different cutting speeds: forces are standardized to a cutting width of b = 1 mm
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It is thus the force which also directly influ-
ences the surface being generated. With increas-
ing cutting edge radius, especially the feed force
component of the plowing force increases. This
indicates that an additional material deformation
in front of the cutting edge, respectively between



Cutting Edge Influence on Machining Titanium
Alloy, Table 2 Experimentally determined average coef-
ficients of friction m on tool face for machining Ti–Al6–V4
with different cutting edge radii at different cutting speeds
vc, rake g = 10

Cutting edge radius rn (mm) 10 20 40

vc = 10 m/min 0.34 0.35 0.38

vc = 30 m/min 0.32 0.37 0.37

vc = 110 m/min 0.34 0.49 0.49
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the cutting edge and surface being generated,
occurs, which consequently generates compres-
sive stresses. Hence, an increase in mechanical
deformation and thus compressive residual stress
with increasing cutting edge radius can be
expected for processes both up and down milling.
Compressive residual stresses are favorable as
they improve workpiece fatigue strength and
resistance to stress corrosion cracking.

In up milling, the uncut chip thickness
increases within the cut. Before chip formation
occurs, a friction and material compression pro-
cess starts, inducing elastic–plastic deformation
into the workpiece surface. The larger the cutting
edge radius, the higher are the forces on the sur-
face to be generated. At cutting edge entry, the
edge temperature is assumed to be low. The gen-
erated surface is thus expected to be mostly
influenced by mechanical-induced compression
processes.

In down milling, however, the tool exit condi-
tion is characterized by a continuously decreasing
chip thickness until no cutting action occurs due
to underrunning the minimum chip thickness. The
properties of the generated surface are mainly
determined by the separation processes involved
in chip formation. Moreover, tool temperature in
down milling can be expected to have a higher
effect on residual stress as the edge which is in
contact with the new surface is heated up by the
foregoing cutting action.

Figure 8 shows the results of residual stress
measurements on surfaces generated in up milling
(left) and down milling (right) with different cut-
ting edge radii. The angle j denotes the measure-
ment direction in residual stress analysis. An
angle of j = 0� denotes measurements in the
direction of cutting, whereas j = 90� stands for
measurements orthogonal to the direction of cut-
ting. The directions of feed and cutting speed were
parallel to each other at tool entry and exit.

Polished reference samples showed an average
residual stress of s = 12 N/mm2. Both up and
down milling induce residual stresses of compres-
sive type. The compressive stresses measured in
the direction orthogonal to the cutting velocity are
generally higher than those determined in the
direction of cutting.

In up milling, the maximum induced residual
compressive stresses on the surface increase with
increasing cutting edge radius from around
s = �310 N/mm2 when using a non-rounded
cutting edge (rn � 6 	 2 mm) to approximately
s = �600 N/mm2 when machining with edges
rounded to a radius of rn = 50 	 1 mm. Including
measurement uncertainty, the scattering of resid-
ual stresses averages 	32 N/mm2 for machined
surfaces.

In down milling, the maximum detected com-
pressive stresses react less sensitive to a change in
cutting edge radius. Compressive stresses on the
surface remain roughly at an average value of
s = �400 N/mm2. This behavior might be
caused by opposite effects of mechanical and
thermal load when using rounded cutting edges.
The mechanical deformation increases with
increasing cutting edge radius, causing a specific
elastic–plastic deformation on the machined
surface.

At the same time, process temperatures
increase, which shift the surface stress toward
the tensile direction. Especially in the machining
of titanium, known for its poor thermal conduc-
tivity that causes high temperatures which effect
only small subsurface areas, this effect might be
more strongly pronounced than for other metals.
However, in up milling, this effect is assumed to
have only little influence as a cooled down cutting
edge is entering the workpiece. No explanation
can be given for the strong variation of the resid-
ual stress measured in the direction of cutting
(j = 0�).

Microhardness
Hardness is the measure for the resistance of a
material against plastic deformation caused by an
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indenter. Hardness measurements are generally
suited for cross-checking the results of residual
stress measurements. The higher the compressive
stress, the larger is typically the resistance against
plastic deformation. The opposite is the case for
residual tensile stresses.

Figure 9 shows Vickers hardness measure-
ments carried out on the identical surfaces as
used for the residual stress measurements. At
an indentation time of ti = 20 s, an indentation
force of F = 300 mN was used. The results are
depicted in. Each data point is the average of at
least nine measurements randomly distributed
over the generated surface. The polished refer-
ence surface has an average hardness of roughly
HV420. As expected from the residual stress
measurements, the hardness values of milled
surfaces are generally higher. The average slope
of hardness values against cutting edge radius is
in agreement with the maximum compressive
residual stresses from the X-ray diffraction mea-
surements in Fig. 8. On the surfaces that were
machined by up milling, hardness increases
slightly with increasing cutting edge radius,
whereas no significant influence of cutting edge
radius on hardness was detected on the down-
milled surfaces. Thus, rounded cutting edges
have a positive influence on residual compres-
sive stresses, with a more significant effect in up
milling than in down milling.

Surface and Near-Surface Characterization
The effect of the cutting edge radius on surface
finish was analyzed using scanning electron
microscopy. Figure 10 shows images of surfaces
generated by up and down milling. Horizontal
traces are caused by notchedness of the edge,
whereas vertical marks are caused by the tool
feed. Independent of process kinematics, feed
marks become more pronounced at larger cutting
edge radii.

In up milling, the following mechanism is
assumed: the feed marks result from elastic mate-
rial deflections that occur when the cutting
edge enters the cut and successive separation of
material at the point when minimum chip thick-
ness is reached. A similar mechanism is proposed
in down milling: while cutting, material is



Cutting Edge Influence on Machining Titanium Alloy, Fig. 9 Results of microhardness measurements on Ti–6-
Al–4 V surfaces machined with different cutting edge radii rn
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continuously being separated from the workpiece
surface until the minimum chip thickness is
reached.

Surface Roughness
With a tool diameter of d = 25 mm and a feed per
tooth of fz = 0.08 mm, the following theoretical
kinematic roughness values are expected:
Rzt ¼ 0:064mm,Rat ¼ :0164mm

The experimentally determined kinematic surface
roughness values Ra and Rz are depicted in Fig. 11.
Each data point is the average value of nine indi-
vidual measurements carried out on the surfaces of
two different workpieces. The values of Ra and Rz
generally lie above the theoretical surface values.
For both up- and down-milled surfaces, roughness
is minimal when using a rounded cutting edge
radius of rn = 30 mm. Moreover, the roughness is
not in agreement with the visual surface appear-
ance given in Fig. 10, from which an increase in
roughness would be expected with increasing edge
radius for both up- and down-milled surfaces. The
reason of this difference is that the theoretical kine-
matic stiffness does not consider cutting edge
radius.
Influence of Cutting Edge Radius on Burr
Formation

Machining burrs are generally classified by
the cutting edge concerned and the mechanism
of their formation. The size of burr is a
function of the material properties, the effective
cutting edge radius, and the pressure at the effec-
tive radius and flank of the tool. The pressure and
thus the tendency to form burr are especially high
on materials with low thermal conductivity and
low Young’s modulus. Both are properties that
titanium (Fig. 12) depicts surfaces and resulting
burr in milling titaniumwith different cutting edge
radii. The left side shows surfaces generated by up
milling. The right side shows down-milled sur-
faces. Burr formation occurs on both top and



Cutting Edge Influence on Machining Titanium Alloy, Fig. 10 SEM images of surfaces machined with different
cutting edge radii rn
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bottom edges as the surfaces were generated in
free orthogonal milling.

The burr produced in up milling is frayed
(ruptured type). This results from the repeated
entrance of the cutting edge into the workpiece.
Every time the cutting edge enters the cut, new
material is bulged at the free surfaces, pushing out
the burr from the previous cut. On the one hand,
this leads to an increase in burr height. On the
other hand, it causes a partial separation of burr
from the machined edge. Below a certain cutting
edge radius, it can be assumed that burr of the
previous cut is partly removed by the successive
cut. With increasing cutting edge radius, however,
the burr formed at the beginning of chip formation
is not removed by a successive cut, but only
pushed away, leading to burr with long fringes.
Especially for cutting edge radii of rn = 40 mm or
larger, this effect seems to take place.

In down milling, no significant burr formation
was observed for cutting edge radii of rn = 10 mm
or smaller. As expected, burr formation increased
when the cutting edge radius became larger. The
burr formation is generally much more pro-
nounced in up milling than in down milling.

Nevertheless, an increase of burr with increas-
ing cutting edge radius was also observed in down
milling. Thus, the increase in burr with increasing
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cutting edge radius is generally in agreement with
the measurement results of residual stress of
machined surfaces.
C
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Cutting Fluid
Toshiaki Wakabayashi
Faculty of Engineering, Kagawa University,
Takamatsu, Kagawa, Japan
Synonyms

Coolant; Cutting lubricant; Cutting oil; Metal-
working fluid; Water-based cutting fluid; Water-
miscible cutting fluid
Definition

Cutting fluids, or coolants, are media used to
facilitate machining operations. Their function is
mainly resulted from the action to cool and lubri-
cate the vicinity of cutting zones. The term “cool-
ant” is often employed if the cooling action of the
media is more important, whereas the term “cut-
ting fluid” applies to rather general cases.
Theory and Application

Action Mechanism of Cutting Fluids
Cutting fluids and coolants are used in order to
elongate tool life by restraining tool wear, to
reduce cutting resistance, to provide a fine sur-
face finish, and to improve machining accuracy.
At higher cutting speeds, since the tool suffers
from wear because of sufficiently raised temper-
ature to cause thermal softening, their cooling
action is more important. As cutting speed
lowers, their lubricating properties become
more prominent, easing the chip removal at the
tool rake face. However, a distinction between high
and low cutting speeds is rather ambiguous, and
actually in most cases, both cooling and lubrication
are to some extent performed by cutting fluids
(Shaw 1984).

Cooling is readily understood to be the ability
to remove heat generated during cutting. Regard-
ing the lubricating action, investigations showed
that the application of a lubricant to the contact
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between the chip and the tool induced a steeper
interfacial shear stress gradient, leading to a
lowered frictional force at the rake face and a
smaller radius of chip curl. This result is closely
related to the other experimental evidence
suggesting that cutting lubricants decrease the
frictional force on the tool rake face by reducing
the chip-tool contact length (DeChiffre 1981).

Access of Cutting Fluids to the Chip-Tool
Interface
Provided that a cutting fluid acts as a lubricant at
the chip-tool interface, the problem is the mode of
its access to this boundary. In all cases, the fluid
must penetrate down the interface in a direction
opposed to the motion of the chip flow. There had
been argument about the approach of the fluids
through the chip-tool, and hence, the access from
the sides of the tool or from the flank face was
thought to be important.

Some intimate sticking also exists between the
chip and the tool near the cutting edge, so that no
liquid lubricant is probably able to gain access to
this sticking region. However, the distribution of
the normal stress on the rake face over the chip-
tool contact area can be divided into the portion of
very high stress near the cutting edge and the
remainder of decreasing stress near the part
where the chip and the tool separate. It is therefore
possible that a potential fluid may penetrate into
this latter area of the chip-tool contact. Further,
cutting fluids in vapor phase, rather than liquid,
can penetrate deeper and faster through a network
of interconnecting micro-capillaries existing at
least over a portion of the chip-tool contact area
(Williams 1977).

Another mode of the penetration has been pro-
posed as diffusion of a lubricant to the chip-tool
interface through the plastically deforming mate-
rial within the primary shear zone, but the exis-
tence of such bulk diffusion through the chip is
still under controversy.

Gaseous Lubrication
If cutting fluids can approach the vicinity of a
cutting point in a vapor phase, even in the case
of dry cutting, some gas, mainly oxygen, in
the air should probably influence the
cutting phenomena. From this point of view,
cutting of ferrous materials was carried out in
a vacuum chamber, and the results demon-
strated a lower cutting force in oxygen than in
vacuum. This fact emphasized the role of gas-
eous oxygen in preventing gross adhesion
between the chip and the tool. In machining of
aluminum and copper, on the contrary, the cut-
ting force was lower in the absence of oxygen
than in its presence.

Such distinctive effects of oxygen on individ-
ual materials can be explained by a difference
between the shear strength of the material and
that of its oxide, and these results reinforce the
importance of the action of cutting lubricants in
gaseous phase. In practical cutting, therefore, if a
fluid can satisfactorily act as a lubricant, it may
probably evaporate due to high cutting tempera-
ture and readily penetrate, against the chip flow
motion, to some extent deep through a network of
micro-capillaries existing between the tool and
the chip.

Additives for Lubrication in Cutting
Since the metal cutting process is accomplished
under such severe conditions that boundary lubri-
cation predominates, most cutting fluids involve
boundary lubrication additives, such as oiliness
agents or extreme-pressure (EP) additives which
can avoid metallic contact between sliding sur-
faces of solids. The boundary lubrication addi-
tives embrace numerous chemicals and various
compositions which can form a lubricating film
possessing a high load-carrying capacity at the
interface under very severe frictional conditions.
While oiliness agents are categorized as those
which make such film by means of chemical
adsorption on metal surfaces, EP additives pro-
vide the film by reaction with the metal at the
interface.

The lubricating ability of an adsorbed film
delivered from an oiliness agent is strongly
influenced by the adsorption potential and the
structure of the film. The high load-carrying
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Workpiece JIS S45C steel (corresponding to AISI
1045)

Cutting
speed

1.25, 3.33 m/s

Depth of cut 0.5 mm

Feed 0.1 mm/rev

Tool
materials

Cermet

DRY

C
oe

ffi
ci

en
t o

f f
ric

tio
n

0.6

0.8

1

1.2

1.4
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1.25m/s
3.33m/s

CL S CA SCA

Cutting Fluid, Fig. 1 Results of turning test

Cutting Fluid, Table 2 Sample oils containing EP
additives

EP additives

Name of sample oils

CL S CA SCA

Chlorinated paraffin
mass %

10 – – –

Polysulfide mass % – 10 – 10

Calcium sulfonate
mass %

– – 10 5

Chlorine content
mass %

5.0 – – –

Sulfur content mass % – 3.2 – 3.2

Calcium content
mass %

– – 1.6 0.8
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capacity of oiliness agents is commonly consid-
ered to necessitate their molecule having a
strong polar group at one end and a linear
structure of a long carbon chain. Polar groups,
such as –OH, –COOH, and –COOC–, are typ-
ical examples which enable the molecule to
adsorb chemically, rather than physically, on
the metal surface. For this reason, alcohols,
fatty acids, and esters with a long linear carbon
chain are usually added into cutting fluids as an
oiliness agent.

Under such severer frictional conditions that
raised temperature destroys the lubricating film
provided by oiliness agents, EP additives replace
the role as an effective lubricant. The considerably
high load-carrying capacity of these additives
could be due to the lubricating film of an inorganic
metal compound formed by reaction of the addi-
tive with the metal under extremely high pressure
and temperature. In metal cutting operations,
compounds containing chlorine, sulfur, or phos-
phorus perform as an effective EP additive. In
particular, organic chlorides are well known as a
successful heavy-duty EP additive: they react
with the metal surface and form some lubricating
film of a metallic chloride whose shear stress is
lower than that of the base metal.

Key Applications

Replacements for Chlorinated EP Additives
Recent concern about environmental issues
regarding cutting fluids has raised the problem of
using lubricants containing chlorinated chemical
compounds because chlorine causes serious air
pollution in connection with dioxin emission
when they are disposed by incineration. At the
moment, the most practicable replacement for
chlorinated EP additives would be the combina-
tion of organosulfur compounds and overbased
sulfonates.

Under the cutting conditions shown in Table 1,
the effects of this combination on the cutting
performance were examined by turning. Figure 1
illustrates the typical results of the measured coef-
ficient of friction on the tool rake face for various
cutting oils listed in Table 2. As seen in this figure,
chlorinated paraffin is more effective in reducing
the coefficient of friction than single polysulfide
or calcium sulfonate. However, the sample oil
containing both polysulfide and calcium sulfonate
shows almost the same coefficient of friction as
that provided by chlorinated paraffin. It is
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therefore evident that the combination of polysul-
fide and calcium sulfonate can synergistically
improve the cutting performance.

Synthetic Esters as an Optimal Lubricant for
MQL Machining
Minimal quantity lubrication (MQL) machining
supplies a cutting lubricant as oil mist particles to
the cutting zone with a compressed carrier gas.
The oil particles provide lubrication, and the com-
pressed gas, normally air, partly provides cooling.
The amount of lubricant supply in MQL is typi-
cally only several tens of milliliters per hour and is
very small compared with the conventional flood
coolant supply of generally several tens of thou-
sands of milliliters per hour. Nevertheless, MQL
machining provides suitable cutting performance
in a number of practical applications. Hence,
MQL machining can considerably reduce the
Methyl propionate
+O2

Methyl propionate

n-Hexane

0 0.1 0.2
Adsorption activity, sec–1

0.3 0.4

Cutting Fluid, Fig. 2 Values of measured adsorption
activity

Cuttin

Workpiece

Conventional su

a

Cutting Fluid,
Fig. 3 Schematic
illustration of the difference
between (a) conventional
supply and (b) MQL supply
consumption of cutting fluids, leading to environ-
mentally friendly manufacturing operations
(Weinert et al. 2004). Under the circumstances,
fully synthetic biodegradable polyol esters have
been developed as an optimal lubricant for MQL
machining (Suda et al. 2002).

Perhaps, in the case of MQL machining, com-
pared with coolants in the case of flood fluid
supply, small particles of the lubricant should
evaporate extremely easily, so that the gaseous
lubrication is most likely expected in MQL
machining. In addition, since the lubricity of an
ester usually depends on a metal soap film formed
by some strong chemical adsorption onto the slid-
ing surfaces, there is the possibility that the lubri-
cating action of MQL machining esters is related
to their adsorption phenomena on the freshly cut
metal surface.

Using a controlled atmosphere machining
apparatus, therefore, the adsorption activity of
methyl propionate as a model ester on a freshly
cut steel surface was measured in comparison
with n-hexane as a model hydrocarbon
(Wakabayashi et al. 2006). Figure 2 presents the
results, demonstrating that methyl propionate
shows relatively high adsorption activity, whereas
n-hexane shows no significant adsorption. This is
the expected result because hydrocarbons have no
polar group to be adsorbed by the metal surface. It
is considerably interesting that the adsorption
activity of methyl propionate is increased if
g fluid

Tool Tool

Workpiece

pply MQL supply

Air (Oxygen) +
Lubricant particles

b
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oxygen is present, suggesting that oxygen can
enhance the adsorption ability of ester. This situ-
ation may possibly be very similar to the behavior
of a lubricant in MQL machining because, even
near the cutting point, the lubricant particles are
surrounded by a large amount of air containing
oxygen.

Figure 3 illustrates schematically the differ-
ence between (a) the conventional flood supply
and (b) the MQL supply, in this sense. In MQL
cutting, the adsorption ability of the lubricant ester
is supposed to be intensified by atmospheric oxy-
gen, leading to the formation of a robust and
tribologically effective lubricating film. The prac-
tical cutting performance in MQL machining of
steels was in good accordance with the above
adsorption behavior of the ester and atmospheric
gases. On the contrary, the cutting performance
for machining of aluminum improved with lower
oxygen concentration in the gas, presumably
because of the aluminum oxide (alumina) forma-
tion: alumina is extremely hard and its machining
is difficult.
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Synonyms

Cutting forces model; Shear stress modeling
Definition
Cutting
Force
Is a force that is generated by the
cutting tool as it machines the
workpiece. It can be divided into
primary and secondary cutting
forces.
Primary
Cutting
Force
Is a cutting force that is directly
generated by the relative motion of
the cutting tool with respect to the
workpiece during machining. It
occurs in the same direction as
cutting tool movement.
Secondary
Cutting
Force
Is a cutting force that is generated in
response to primary cutting forces,
for example, vibrations during the
machining.
Cutting
Forces
Modeling
The mathematical representation of
a machining process in order to
study the effects of varying process
parameters on the cutting forces.
Theory and Application

Machining is a process of chip formation.
Although the final purpose is to obtain a deter-
mined form and shape from the cutting of the
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material, this has to be done by creating defined
chips. Thus machining is a process in which the
components of the process are in such form that
the external forces applied can cause the fracture
of the chips. This fracture can be caused by the
combination of bending stresses: tensile stress and
shear stress. Cutting is a process of extensive
stresses and plastic deformations. The high com-
pressive and frictional contact stresses on the tool
face result in a substantial cutting force.

Knowledge of the cutting forces is essential to
make a proper design of the cutting tools, of the
fixtures used to hold the workpiece and cutting
tool, for the calculation of the machine tool power,
and for the selection of the cutting conditions to
avoid an excessive distortion of the workpiece.
Cutting force is also one of the most important
parameters in the machining operation, as the
power consumed by the machine to take out the
process is always a factor to be optimized. In spite
of their importance, it is one of the least under-
stood operation parameters of a machining oper-
ation. In the following, the most important
theoretical cutting forces modeling available in
the literature will be presented for the most com-
mon cutting operations: turning, milling, and dril-
ling (Van Luttervelt et al. 1998).

Mechanics of Cutting
In any machining operation, the unit product of
the material removal is called chip. The thick-
ness of the chip is always more than the layer of
the metal removed. This is due to plastic defor-
mation of the metal during the cutting process.
The separation of the chip from the workpiece
takes place by shearing. Frictional forces being
generated at the cutting edge result in heat and
tool wear.

In the actual cutting of the metal, the tool
deforms some of the material and then separates
it through plastic deformation. This elastic and
plastic deformation of the metal takes place as it
approaches and exceeds the yield strength of the
material as it moves past the tool face. In this
deformation, large forces are produced. For its
convenient analysis and resolution of the resultant
cutting force F acting on a tool, it is divided into
three components (Fig. 1) (Black et al. 1996):
1. The tangential force Fc
2. The axial force Ff
3. The radial force Fp

The radial cutting force component (Fp) is
directed at right angles to the tangential force
from the cutting point. The axial cutting force
(Ff) is directed along the feed of the tool, axially
along the direction of machining of the compo-
nent. This is an important force factor in drilling
operations. The cutting ability of the drill geome-
try will considerably influence the size of the force
needed and as a rule the axial feed force require-
ment rises with the diameter of the drill (Black
et al. 1996).

The cutting force value is primarily affected by
the following:

– Cutting conditions: cutting speed vc, feed f,
and depth of cut ap (Fig. 2)

– Cutting tool geometry (tool orthogonal rake
angle)

– Properties of work material

The simplest way to control cutting forces is to
change the cutting conditions. The cutting speed
vc does not change significantly the cutting force
FC. Increasing the cutting speed slightly reduces
the cutting force. The decrease in force varies with
the type and condition of material and the range of
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the cutting speed. The dependence is more com-
plex in the low speed range for materials, which
tend to form a built-up edge. When the built-up
edge disappears at high cutting speeds, the depen-
dence is essentially the same as this for materials,
which do not form a built-up edge at all. For most
workpiece materials, increasing the cutting speed
leads to lower cutting forces. The higher temper-
ature in the flow zone and reduced contact area
contribute toward this effect (Black et al. 1996).

Feed changes significantly the cutting force.
The dependence is nonlinear because of the
so-called size effect at low feeds. Depth of cut
also changes significantly the cutting force, but
the dependence now is linear (Marinov 2010). All
three components increase in size with increasing
chip cross section, the most tangential one of all.
For rough turning, a typical relationship might be
for Fc:Fp:Ff 4:2:1. The tangential cutting force is
twice as large as the radial and four times that of
the axial force (Fig. 1). In drilling, the relationship
would be quite different and highly dependent
upon the feed rate (Black et al. 1996). These
dependences also can be seen on Fig. 2.

From the above, it can be concluded that the
most effective method of force control is to
change the depth of cut and feed. If for some
reasons change of the cutting conditions is not
justified, it can be controlled by the geometry of
the rake angle (Marinov 2010). Especially, the
entering angle will determine the size of the two
force components. Their relationship becomes
especially important when deflection of tool with
large overhang or a slender workpiece is a factor
as regards accuracy and vibration tendencies. The
rake angle also influences the size of the radial
cutting force component. Positive rake angles
mean lower cutting forces in general, but at the
same time will increase the possibility of tool
breakage (Black et al. 1996).

As it may be expected, the size relationship
between the force components varies consider-
ably with the type of machining operation. The
tangential force often dominates in milling and
turning operations, especially in power require-
ments. The radial force is of particular interest in
boring operations and the axial, feed force in
drilling. The size of the radial cutting force is
dependent upon the entering angle used and the
nose radius. A 90� entering angle and small nose
radius will minimize the radial cutting force com-
ponent, which strives to deflect the tool and gives
rise to vibrations. Vibration tendency is one con-
sequence of the cutting forces, as well as tool or
workpiece deflection (Black et al. 1996).

Friction force also comes partly into the pro-
cess as the material is forced onto the tool at great
pressure and high temperature. The pressure
depends upon the shear yield strength of the work-
piece material and the area of the shear plane.

Cutting forces can be either measured in the
real machining process or predicted in the
machining process design. Cutting forces are
measured by means of a special device called
tool force dynamometer mounted on the machine
tool. But there are other several possibilities avail-
able for cutting force prediction, for approximate
calculations of sufficient accuracy for all practical
purposes, with the so-called specific cutting force
and by more advanced options for cutting force
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prediction based on analytical or numerical
modeling of metal cutting. Due to the complex
nature of the cutting process, the modeling is
typically divided by cutting conditions: generally
orthogonal cutting conditions because of its ease,
although solutions for the oblique cutting or three-
dimensional cutting are accessible.

In order to simplify the analysis of the state of
the art in force modeling, the study will be
divided by cutting type based on the inclination
in the cutting edge: orthogonal and oblique
cutting.

Orthogonal Cutting
In order to understand the complex process of
oblique cutting, the tool geometry is simplified
from the three-dimensional (oblique) geometry,
which typifies most processes, to a two-
dimensional (orthogonal) geometry. Although
the majority of the machining processes are tridi-
mensional, the orthogonal model is an aid for the
study of the basic cutting mechanisms. For under-
standing the forces acting on a tool, we will ana-
lyze the case of orthogonal cutting shown in Fig. 3
where it can be observed that the tool approaches
to the workpiece with its cutting edge parallel to
the uncut surface. Thus, tool approach angle and
cutting edge inclination are zero, as shown in
Fig. 4 (Bawa 2004).

Several forces can be defined relative to the
orthogonal cutting model. Based on these forces,
shear stress, coefficient of friction, and certain
relationships can be defined (Groover 2010).

For the purpose of modeling chip formation,
assume the relationships among the various forces
(established by Merchant 1944) with the follow-
ing assumptions:

(i) The tool is perfectly sharp and there is no
contact along the clearance face.

(ii) The shear surface is a plane extending
upward from the cutting edge.

(iii) The cutting edge is a straight line,
extending perpendicular to the direction of
motion and generates a plane surface as the
work moves pass it.

(iv) The chip does not flow to either side.
(v) The depth of cut is constant.
(vi) The width of the tool is greater than that of
the workpiece.

(vii) The work moves relative to the tool with
uniform speed.

(viii) A continuous chip is produced with no
built-up edge.

(ix) Planar strain conditions exist, that is, the
width of the chip remains equal to the
width of the workpiece.

(x) The chip is assumed to shear continuously
across a plane AB, on which the shear
stress reached the value of the shear flow
stress.

In an orthogonal cutting, the total cutting force
F can be conveniently and simply resolved into
two components in the horizontal and vertical
directions. If the force and force components are
plotted at the tool point instead of at their actual
points of application along the shear plane and
tool face, we obtain a convenient and compact
diagram (Fig. 4) (Merchant 1944). The two basic
components of the resultant Fz are Fc and Fp � Fc,
the force acting in the direction of the tool travel. It
shows the amount of work required to move the
cutting tool through a given distance. Force Fp
does not work, but both components produce
deflection in the workpiece and the cutting tool
when it is in operation. The whole system is based
on the assumption that chip is a body in stable
equilibrium under the action of forces (Bawa
2004).

The forces applied against the chip by the tool
can be separated into two mutually perpendicular
components: friction force (FTg) and normal force
(FNg) of friction. FTg represents the frictional
resistance encountered by the chip as it slides
over the face of the tool. FNg is the normal force
to friction which is perpendicular to the friction
force. The ratio of FTg to FNg is known as the
coefficient friction between the tool and the chip
and is represented by m. The coefficient of friction
between the chip and the tool is equal to the
tangent of angle r as shown in Fig. 3 (Bawa
2004).

The relationships between the force compo-
nents seen on Fig. 3 can be indicated in the fol-
lowing manner (Bawa 2004):
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FT fð Þ ¼ Fc � cos fð Þ � Fp � sin fð Þ (1)

FZ ¼ Fc � sin fð Þ þ Fp � cos fð Þ (2)

FNg ¼ Fc � cos gð Þ � Fp � sin gð Þ (3)

where

– g = rake angle
– F = shear plane angle
Mathematically, the coefficient of friction (m)
is
m ¼ FTg
FNg

¼ Fp þ Fc � tan gð Þ
Fc � Fp � tan gð Þ (4)

The frictional force (FTg) is the actual force
resisting the sliding of the chip over the tool face.
Mathematically, the force of friction is (Bawa
2004):



422 Cutting Force Modeling
FTg ¼ Fc � sin gð Þ þ Fp � cos gð Þ N½ � (5)

The total work done for cutting a material is
equal to the sum of the work done in shearing the
material plus work done in overcoming friction
(Bawa 2004).

In addition to the tool forces acting on the
chip, there are two force components applied by
the workpiece on the chip: shear force and
normal force to shear, shown in Fig. 3. FTF
represents the shearing force and is the force
required to shear the material on the shear
plane. FNF acts normal to the shearing plane.
It results in compressive stresses being applied
to the shear plane. The mean shearing stress
acting on the shear plane is equal to the mean
strength of the metal subjected to cutting action.
So based on the shear force, we can define the
shear stress (t) that acts along the shear plane
between the workpiece and the chip (Groover
2010):
t ¼ FTf
A

N½ � (6)

where A = area of the shear plane.
This shear plane area can be calculated as

(Groover 2010)
AS ¼ t1 � w
sin fð Þ (7)
D1

Cutting Force Modeling,
Fig. 5 Oblique machining
components of forces acting
on the tool
where
h = chip thickness before the cut
w = width of cut

The shear stress in the equation represents the
level of stress required to perform the machining
operation. Therefore, this stress is equal to the
shear strength of the work material under the
conditions at which cutting occurs (Groover
2010).

The orthogonal cutting is just a particular case
of the oblique cutting. Most of the metal cutting
operations in industry are oblique cutting opera-
tions and the majority of the tools are supposed to
be oblique. The fundamental difference in the
analysis of cutting will be presented.

Oblique Cutting
All of the processes such as turning, sawing,
grinding, milling, shaping, planning, broaching,
and drilling are examples of oblique or three-force
cutting. The cutting force system in a conven-
tional, oblique-chip formation process is shown
schematically in Fig. 5.

Oblique cutting has three components:

1. Fc: Primary cutting force acting in the direc-
tion of the cutting velocity vector. This force is
generally the largest force and accounts for
99% of the power required by the process.
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2. Ff: Feed force acting in the direction of the tool
feed. This force is usually about 50% of Fc but
accounts for only a small percentage of the
power required because feed rates are usually
small compared to cutting speeds.

3. Fp: Radial or thrust force acting perpendicular
to the machined surface. This force is typically
about 50% of Ff and contributes very little to
power requirements because velocity in the
radial direction is negligible.

The relationships in oblique cutting forces
shown in Fig. 6 illustrate the general relationship
between these forces with speed, feed, and depth
cut. Note that these figures cannot be used to
determine forces for a specific process.

In oblique cutting, the resultant force Fz can be
calculated as
Fz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
c þ F2

f þ F2
p

q
(8)

In which the primary cutting force Fc can be
assessed by the proportional relation that experi-
mentally can be observed with the area of the chip
and can be given by.
Fc ¼ kc � A N½ � (9)

where

kc = Cutting pressure [N/mm2]
A = Area of the chip section = f � ap [mm2]
Fp

Fc

ap
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of cut, and feed
After calculating the primary cutting force, the
power (P) can be obtained by the scalar product of
the force and cutting speed as
P ¼ Fz � �V
¼ Ff � vf þ Fp � vp þ Fc � vc W½ � (10)

where we know vp = 0, then
P ¼ Ff � vf þ Fc � vc (11)

where vf is the feed rate in mm/min and vc the
cutting speed in m/min.

Furthermore,
vf � vc and Ff < Fc

Therefore,
P ¼ Fc � vc W½ � (12)

Remembering that
vc ¼ p � D � n
1,000

m=min½ � (13)

n ¼ vc � 1,000
p � D rpm½ � (14)

vf ¼ f � n mm=min½ � (15)
Fc
Ff

Fp

fz

Ff

ng forces in oblique cutting: the forces vary by speed, depth
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where
n = Spindle speed [rpm]
f = Feed per revolution [mm/rev]

In case of tools with more than one cutting
edge, like milling, vf must be calculated as
vf ¼ f z � n � Z mm=min½ �,

where

fz = Feed per tooth [mm/tooth]
Z = Number of teeth

Another approach to calculate approximately
the main cutting force is the exploit of a very
useful parameter called unit, or specific pressure,
which is defined as:
u ¼ Fc � 60,000
Q

N=mm2
� �

(16)

where Q = Material removal rate is given by
Q ¼ 1,000 � vc � f � ap mm3=min
� �

(17)

where

vc = cutting speed [m/min]
f = feed per pass [mm/pass]
ap = depth of cut [mm]

The parameter u permits to roughly estimate
the primary cutting force Fc according to
Fc ¼ u �MRR

vt
N½ � (18)

This type of estimate of the major force Fc is
useful in the analysis of deflection and vibration
problems in machining and in the proper design of
work holding devices, because these devices must
be able to resist movement and deflection of the
part during the process. In general, increasing the
speed, the feed, or the depth of cut will increase
the power requirement. Doubling the speed dou-
bles the power directly. Doubling the feed or the
depth of cut doubles the cutting force Fc. How-
ever, speed has a strong effect on tool life because
most of the input energy is converted into heat,
which raises the temperature of the chip, the work,
and the tool, to the latter’s detriment.

The values for specific pressure u are normally
obtained through orthogonal metal-cutting exper-
iments. Specific pressure is related to and corre-
lates well with shear stress ts for a given metal.
The unit power is sensitive to material properties
(e.g., hardness), rake angle, depth of cut, and feed,
whereas ts is sensitive to material properties only.
Specific power can be used to estimate the motor
power required to perform a machining operation
for a given material.

The power required for cutting (power at
spindle).
P ¼ Fc � vc (19)

P ¼ Fc � vc=60 W½ � (20)

For the motor power, the u values are multi-
plied by the approximate Q for the process. The
motor power, Pmotor is then
Pmotor ¼ u � Q � CF
60,000 � � W½ � (21)

where E is the efficiency of the machine which
accounts the power needed to overcome friction
and inertia in the machine and drive moving parts.
Usually, 80% is used. Correction factors (CFs)
may also be used to account for variations in
cutting speed, feed, and rake angle, usually a
tool wear correction factor of 1.25 used to account
for the fact that dull tools use more power than
sharp tools.

Note
In Eqs. 9 and 18, two different approaches in
cutting force calculation are presented and the
parameters kc and u are introduced. Considering
Eq. 9, kc is the ratio between the cutting forrce and
the removed chip area and some authors refer to
cutting pressure. According to these authors, kc
depends on the chip area and the kc0 parameter,
specific cutting pressure, is introduced as reported
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in Eq. 23 in the following paragraph. Other
authors refer to the u parameter that, according
to Eq. 16, is a specific cutting energy. Taking into
account the Q expression in Eq. 17, it is evident
that kc and u are referring to the same physical
quantity (18).

Cutting Forces Modeling by Process
Cutting force is the most fundamental, and in
many cases the most significant parameter in
machining operations. In the main manufacturing
processes like turning, milling, and drilling, they
can cause part and tool deflections which may
result in tolerance violations.

Force modeling and simulation have the poten-
tial for improving cutting tool designs and
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selecting optimum conditions, especially in
advanced applications. Force modeling in metal
cutting is also important for a multitude of
purposes, including thermal analysis, tool life
estimation, chatter prediction, and tool condition
monitoring. Numerous approaches have been pro-
posed to model metal cutting forces with various
degrees of success.

Turning
All the relations reported in orthogonal cutting
condition can be also be applied in oblique con-
ditions (according toMerchant), since the relevant
section of the secondary cutting edge to the cut is
too small compared to that of the main cutting
edge, and the curvature of the machined surface is
not excessively large. This is the case of turning
an element with a diameter not too small, with a
large depth with respect to the feed.

In a turning process, the resultant cutting force
can be decomposed into three components
(Fig. 7): feed force (Ff), radial force (Fp), and
tangential force (Fc). The value of these compo-
nents not only depends on the workpiece material,
the tool geometry, and the cutting parameters, but
also on the cutting angle and the area of the chip
section.

The performance of the cutting force compo-
nents as a function of the registration angle (k) can
be observed in Fig. 8.

The tangential force in turning is the applica-
tion of the main cutting force previously
10 20 30 40

Ff

Fp

Fc

50 y
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explained in the oblique cutting section. The rela-
tionship between the tangential force and the area
of the chip section is given by (Santochi and
Giusti 2000)
Fz ¼ Ks � S N½ � (22)

where

kc = Cutting pressure [N/mm2]
A = Area of the chip section = f� � �ap [mm2]

The cutting pressure kc, previously defined by
the tangential force Fc and the chip area, is given
according to Kronenberg by the relation:
kc ¼ kc0
A1=n

(23)

where n is a positive constant that depends only
on the workpiece material (Table 1), while kc0 is
the specific cutting pressure, where the cutting
pressure corresponds to a unit cross section of
the chip (A = 1 mm2). The value of kc0 depends
on the workpiece material, rake angle, tool
material, lubricant, etc.; the most common
values are given on the Table 2 (Santochi and
Giusti 2000).
Cutting Force Modeling, Table 1 Values of the con-
stant 1/n according to Kronenberg

Steels Irons Brass Aluminum alloys

0.197 0.137 0.255 0.060

Cutting Force Modeling, Table 2 Values of specific
cutting pressure (kc0)

Material

Brinell
hardness HB
[N/mm2]

Specific cutting
pressure kc0
[N/mm2]

Brass 80–120 70–90

Bronze 60–70 80

Aluminum
alloys

65–70 55

Lightweight
alloys

50–60 25
Kronenberg proposes for the steels:
kc ¼ 2:4 � R0:454
m � b0:666 N=mm2

� �
(24)

where Rm [N/mm2] is the tensile strength and b is
the cutting angle of the tool (b= 90� � g� a) and
for the iron it is proposed:
kc ¼ 0:9 � HB0:4 � b0:666 N=mm2
� �

(25)

where HB [N/mm2] is the Brinell hardness of the
iron. For other materials, it can be used with their
correspondent values of HB.

Then the Eq. 21 can be written as
Fc ¼ kc � A1�1=n N½ � (26)

The relation (25) highlights that the cutting
force increases when the chip section increases,
but less than proportionally, maintaining all the
other conditions. This is explained because the
tangential force depends linearly from the depth
of cut in orthogonal cutting, and approximately
linear in constrained cutting conditions, if the
radius between the main cutting edge and the
secondary cutting edge is smaller than the depth
of cut.

In regard to the feed, the Fc grows less rapidly
than ap, when the feeds are not too high, as a result
disturbing forces arise caused by the presence of a
fillet radius between the tool rake face and the tool
flank, the friction present at the tool flank and
built-up edge.

These considerations explain the decreasing of
the cutting pressure with the increment in the chip
section as shown in Eq. 22.

It can be concluded with a following relation:
Fc ¼ kc � f s � axp N½ � (27)

Thereby, resulting in
kc0 ¼ Fc

f � ap ¼ kc � f s�1 � ax�1
p N½ � (28)

This takes into consideration, separately, the
depth and the feed, fitting better than the one
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proposed by Kronenberg, which involves only the
chip section. As mentioned above, it assigns to x a
value of 1, while the feed exponent has a value
very close to 0.825.

Some researchers have proposed to introduce
in Eq. 27, a correction factor that takes into
account the influence of the angle of the main
cutting edge:
Fc ¼ kc � f s � ap �
cos 45

�� �
cos 90

� � kð Þ
� 	

N½ � (29)

where the exponent z is assigned a value of 0.18.
After the tangential force is calculated, the power
(P) can be obtained by the scalar product of the
force and cutting speed as
P ¼ Fz � vt W½ � (30)

Milling
Milling is a very commonly used manufacturing
process in industry due to its versatility to generate
complex shapes in variety of materials at high
quality. Despite the developments, the process per-
formance is still limited, and the full capability of
the available hardware and software cannot be
realized due to the limitations set by the process.
The mills are tools with sharp teeth placed on
diverse surfaces (cylindrical, flat, conical, in
shape, etc.), each tooth, with its took rake face
and flank cutting edge, is comparable to a single
cutting tool characterized by the rake angle, cutting
edge angle, and clearance angle required for proper
chip removal. The edge may be straight or helical,
the latter being preferable for a more gradual cut.

The mode of chip breaking in machining is
more complex than those for turning, since there
is the presence of several teeth and the disconti-
nuity in the chip formation. To analyze the prob-
lem it can be considered the simplest case of
milling a flat surface, as the others are a combina-
tion of the two methods described. It can be done
in two modes:

• Peripheral or end milling: in this case, the axis
of rotation of the cutter is parallel to the worked
surface.
• Face milling: in this case, the axis of rotation of
the cutter is normal to the machined surface
and each tooth removes variable chip thickness
ranging from the entry point.

In both cases of milling, the resultant cutting
force (Fz) on a tooth can be decomposed into two
components, parallel and perpendicular to the
direction of feed. The evaluation of cutting forces
and power consumption is not easy to do in mill-
ing operations, given the complex shape of cutters
and chip. For most applications it can be consid-
ered satisfactory, and the calculated values with
the approximate method are described below.

EndMilling ForceModeling Referring to Fig. 9
(Groover 2010), the chip thickness varies radially
between two extreme values, zero and the value of
(tmax). The Fc max maximum tangential force on a
tooth, in the simplified straight edge and with
circular arc of contact, can be assessed as follows:
tmax ¼ f z � sin fð Þ (31)

where fz is the feed per tooth, from the relation
vf ¼ f z � n � Z (32)

where

f z ¼
vf

n � Z tmax ¼ vf
n � Z � sin fð Þ (33)

From Fig. 9 we obtain

OB ¼ D

2
� ap ¼ D

2
� cos fð Þ (34)

D is the cutter diameter and ap the depth of cut.
Then

cos fð Þ ¼ D

2
� ap

� 	
� 2
D
¼ 1� 2 � ap

D
(35)

sin fð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos fð Þð Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1� 2�ap

D

� �2
r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 �ap
D

�4 �a2p
D2 ¼ 2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ap
D
� 1�ap

D

� �rs

(36)
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Since

1� p

D
� 1 p � Dð Þ (37)

we have
sin fð Þ � 2 �
ffiffiffiffiffi
ap
D

r
(38)

Therefore
tmax ¼ 2 � vf
n � Z �

ffiffiffiffiffi
ap
D

r
(39)

The maximum section of the chip is
Amax ¼ tmax � l

where l is the width of milling.
The maximum force (Fc max) is expressed as

follows:
Fcmax ¼ kc � Amax (40)

where kc cutting pressure is expressed in
N/mm2.

Substituting we have
Fcmax ¼ kc � l � 2 � vfn � Z �
ffiffiffiffiffi
ap
D

r
N½ � (41)
The maximum power is then.
Pmax ¼ Fcmax � vc
60 � 1,000 kW½ � (42)

The average values of force Fc avg and power
consumption Pavg are a first approximation to half
of their maximum values, because the average
chip thickness is approximately equal to half the
maximum thickness. So it can be said that
Fc avg ¼ Fcmax

2
(43)

Pavg ¼ Pmax

2
(44)

The power required for movement can be con-
sidered approximately equal to 15% of the cutoff.
The knowledge of the maximum power consump-
tion is useful for the selection of cutting parameters
based on the machine on which you are working,
while the average value is useful for evaluation of
power consumption and thus the cost of processing.

Face Milling Force Modeling
In this case, the tangential component Fc (Fig. 10)
can be expressed as follows (Groover 2010):
Fc ¼ kt � Zi � A N½ � (45)
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where Zi is the average number of working teeth

in the mill. Zi can be described as a function of the
number of teeth Z of the cutter by the following
relation:
Zi ¼ Z

2 � p � f (46)

Assuming constant the chip section, A can be
calculated as
A ¼ ap � f z mm2
� �

(47)

where ap is the depth of cut and fz the feed per
tooth. Then
Fc ¼ kc � Zi � ap � f z N½ � (48)

And therefore, the power (P) consumption is
p ¼ Fc � vc
60 � 1,000 kW½ � (49)

Drilling
Drilling is one of the most important operations
for metal removal, since, in quantitative terms, is
the most frequent in the production of mechanical
components. The drilling operation is the most
common and is used to obtain a cylindrical hole
with a quality equivalent to a roughing: Indeed,
the tolerances on the diameter of the hole, its
roundness, and surface finish are quite poor. The
easiest way to do this is a classic helicoidal drill,
whose geometry is shown in Fig. 11 (Groover
2010).

The forces acting on the helicoidal drill can be
originated from the following:

– The cutting edge
– The compression and the central cutting edge
– The friction of the two edges
– The lateral friction

The cutting force for each cutting edge can be
broken down as follows:

• Axial direction (Ff1, Ff2) component in the
middle of the cutting edge which is along the
axis of the tool and gives rise to the penetrating
power (feed).

• Tangential direction (Fc1, Fc2,) component
that generates the cutting torque.

The estimation of the torque and power in
drilling can be done as follows. The cutting sec-
tion can be expressed as.

A ¼ f � D
4

(50)

where f is the feed inmm/rev andD is the diameter of
the tool inmm. The relation for the calculation of the
torque C and power P is based on the cutting pres-
sure kc in N/mm2 (taken from oblique cutting rela-
tions) and the angular speed o in rad�1.
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The cutting force (on a cutting edge) is given by

Fc1 ¼ Fc2 ¼ kc � A ¼ kc � f � D4 N½ � (51)

The torque is given by

Mc ¼ 2 � Fc1 � D

4,000
N � m½ � (52)

Substituting we have
Mc ¼ 2 � kc � f � D
4

� D

4,000

¼ kc � f � D
2

8,000
N � m½ � (53)

The power absorbed by the drilling is specified
by
P ¼ Mc � o
1,000

kW½ � (54)

Remembering that
o ¼ 2 � p � n
60

rad�1
� �

(55)

where n is the spindle speed in rpm.

New Trends in Force Modeling
In the last years, finite element methods have been
developed for simulating a variety of manufactur-
ing processes such as metal forming and cutting.

Attempts to apply finite element techniques to
machining have been made by many researchers.
In these studies, we can distinguish basic differ-
ences due to the different approaches used by
researchers. In particular, we can quote several
finite element models used in the study of cutting
processes:

Eulerian model
Lagrangian explicit model
Lagrangian implicit model

The Eulerian Model
First examples for the application of this model to
cutting processes can be found in the work of
Strenkowski and Carroll (1985).

In particular, these authors have developed a
viscoplastic model for the study of the steady state
in orthogonal cutting. The finite element mesh
defines a control volume through which the work-
piece material flows through. The advantages of
the Eulerian model consist of its simplicity in
steady-state simulation and good computational
velocity for predicting tool forces, chip geome-
tries, and the residual plastic zone in the work-
piece. The main limitations refer to the need of
knowing the boundaries of the chip-free surface in
advance.

The Lagrangian Explicit Model
In the Lagrangian explicit model, the equations of
motions of each mass node are integrated directly
and explicitly.
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The original geometry of workpiece and tool
are modeled, and the contact between two differ-
ent surfaces and the friction influence in the area
of contact between chip and tool are considered by
the software.

The advantages of the Lagrangian explicit
model are that they are able to handle large defor-
mations, thermal effects, friction influence, and
segmented chipping. The major disadvantages of
this model are related to the need of implementing
fracture criteria.

The Lagrangian Implicit Model
The Lagrangian implicit model was also used to
study cutting processes. In this model, the work-
piece is represented by a thermo-elastic-plastic
material. The FEM codes consider the contact
between solid bodies, different friction models,
and chip separation criteria.

During the simulation, the tool is incrementally
advanced into the undeformed workpiece.
A deformation zone is formed depending on the
tool advancement.

The advantages of the Lagrangian implicit
model are the possibility to simulate all cutting
stages, that is, indentation, incipient cutting and
steady state, to handle chip segmentation, and to
predict cutting forces with reasonable accuracy.

The main disadvantages are related with the
long computational time for the simulation of a
cutting process and for reaching the thermo-
mechanical steady state.
vc=260 m/min
f=0.2 mm/rev

FEM

Cutting Force Modeling,
Fig. 12 FEM output of
orthogonal cutting, oblique
cutting, face milling, and
drilling operations
In the last decade, these models have been
developed and improved and efficient commercial
solutions for 2-D and 3-D cutting process simula-
tions are now available (Ceretti et al. 2008).

The input of finite element codes refers to the
following:

• Workpiece and tool geometry and mesh
• Workpiece and tool material properties (flow

stress as a function of stress, strain, strain rate
and temperature, and coating properties)

• Thermal properties of materials and heat
exchange coefficients

• Boundary conditions (workpiece and tool
constraints)

• Friction at the tool workpiece interface
• Process parameters (cutting speed, feed, and

depth of cut)

With such models, it is possible to identify the
cutting forces, stress, strain rate, and temperature
distributions in the tool and workpiece, to test the
tool geometries and materials, to identify the best
process parameters to obtain a segmented chip
flow or a better surface roughness, and to evaluate
the effect of tool wear on the machining process.
As an example, Fig. 12 shows the results of four
different machining processes: orthogonal cut-
ting, oblique cutting, face milling, and drilling.

Thanks to these information it is possible to
optimize the cutting process parameters in order to
reduce tool wear, cutting forces, or cutting power
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or to improve the surface finishing and residual
stresses distribution as shown in Fig. 13.
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Synonyms

Cemented Carbides; Ceramics; Cubic Boron
Nitride
Definition

Nickel base materials have outstanding resistance
to thermal, mechanical, and corrosive stresses.
They include up to 15 elements with a portion of
more than 50% in weight and are able to resist
long-term stresses up to a homologous tempera-
ture, which is the ratio between the temperature
load and the melting temperature, of approxi-
mately 0.85 (Buergel 2006). Nickel base materials
are used in gas turbines, jet engines, space vehi-
cles, and many more modern applications with
extreme conditions.

However, due to the outstanding capabilities
the material is hard to machine (Donachie
and Donachie 2002). To understand the
machinability of nickel base materials the fol-
lowing characteristics are essential (Wiemann
2006):

• Toughness stays stable with the temperature.
• Strain hardening is common.
• The structure includes hard and abrasive

carbides.
• Poor heat conductivity leads to high tempera-

tures in the cutting process.
• Diffusive wear appears for most cutting mate-

rials due to chemical affinities.
• Built-up edges and cold fusing of workpiece

material and tool appear during cutting
process.

Table 1 shows the chemical composition of
three alloys: Inconel 718, Inconel 738 LC, and
CMSX-4. The interdependence of the tensile
strength and the temperature is shown in Fig. 1.
Theory and Application

In the past decades, high-speed steel and
cemented carbide cutting tools have dominated
the cutting of nickel base materials and are still
widely used. For intermitted cutting operations
like milling, tapping, and broaching, high-speed
steel is usually employed, whereas for continuous
cutting manly cemented carbide is used (Ezugwu
et al. 1999). Figure 2 shows the results of tool life
tests for machining different alloys with coated
cemented carbide tools. A significant reduction of
tool life with increasing cutting velocity can be
observed. Therefore, milling of nickel base mate-
rials with cemented carbide is applicable only at a
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Cutting of Inconel and Nickel Base Materials, Fig. 2 Tool life of cemented carbide in dependence of cutting velocity
for different workpiece materials (Uhlmann and Wiemann 2004)

Cutting of Inconel and Nickel Base Materials, Table 1 Chemical composition of selected nickel base materials in
wt-% (Donachie and Donachie 2002)

Fe Cr Co Mo W Ta Nb Al Ti Re C B Zr Hf Ni

IN718 18.5 19 – 3 – – 5.1 0.5 0.95 – 0.05 0.004 – – ~52

IN738LC – 16 8.5 1.7 2.6 1.7 0.9 3.4 3.4 – 0.11 0.01 0.05 – ~61

CMSX-4 – 6.5 9 0.6 6 6.5 – 5.6 1 3 – – – 0.1 ~61
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relatively low cutting velocity (Uhlmann and
Wiemann 2004).

An alternative to cemented carbide are boron
nitride and ceramics. Due to their properties, signif-
icant higher cutting velocities can be applied. Boron
nitride tools show good results for turning of nickel
base materials. A tool life travel path of 3,000 m is
reported for cutting Inconel 718 with coolant and a
cutting velocity of 300 m/min (Gerschwiler 2002).
In direct comparison with TiAlN-coated cemented
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carbide tools, cubic boron nitride had a 100% lon-
ger tool life at a cutting velocity of 50 m/min
(Uhlmann et al. 2009).

Plain oxide ceramics do not enable economical
machining of nickel base materials, due to their
poor resistance to thermal shock and low fracture
toughness. Alumina oxide with titanium-carbide,
so-called mixed ceramics, was successful applied
with cutting velocities up to 500m/min for turning
operations (Wiemann 2006).

SiC-whisker-reinforced aluminum oxide
ceramics have been developed especially for the
machining of nickel base materials (Wei and
Becher 1985). This ceramic cutting material
allows cutting speeds between 200 and 750 m/
min (Ezugwu et al. 1999). For milling 30 times
higher, material removal rates were achieved with
SiC-whisker-reinforced aluminum oxide com-
pared to cemented carbide (Uhlmann and
Wiemann 2004). Tool life travel path of SiC-
whisker-reinforced aluminum oxide increases up
to 70% by using high-pressure coolant supply
with 15 MPa for turning Inconel 718. Further
increase to 20.3 MPa show a negative impact
(Ezugwu et al. 2005).

SiAlON is an alloy of silicon nitride and alu-
minum oxide and has proven to be the best
performing ceramic cutting material for high-
speed milling of nickel base materials. Cutting
velocities up to 1400 m/min were employed with-
out significant disruptions on the cutting edge
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high speed machining of Inconel 718 (Wiemann 2006)
(Wiemann 2006). The positive influence of high-
pressure cooling was confirmed for turning oper-
ations with SiAlON. Combining conventional
cooling and 20 MPa high-pressure cooling
reduced flank wear and increased tool life
(Vagnorius and Sørby 2011).

Figure 3 shows tool life and cutting torque
while milling Inconel 718 with three different
ceramics: aluminum oxide with titanium-carbide
(CM), SiC-whisker-reinforced aluminum oxide
(CR) and SiAlON (CN).

Ceramic inserts are available with different
types of normal clearance angle. In general,
these are the positive (P) and neutral
(N) geometry. The positive geometry has a clear-
ance angle a0 = 11� and a wedge angle b0 = 79�.
The neutral geometry has no clearance angle and
has a wedge angle of 90�. In the tool holder, the
inserts are arranged with an additional tool cutting
edge inclination. Examinations on milling of
Inconel 625 have shown that the neutral geometry
reaches almost twice the tool lifetime compared to
the positive (Rodrigues and Hassui 2008).

The potentials of ceramic cutting materials are,
until now, restricted to applications where ceramic-
indexable inserts can be employed. Performance of
machining smaller geometrical features, which
need tool diameters below 12 mm, is still tied to
the limitations of high-speed steel and cemented
carbide tools. To transfer the performance of mod-
ern ceramic cutting materials into this field of
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Cutting of Inconel and Nickel Base Materials, Table 2 Parameters for machining trails with monolithic ceramic
milling cutters (Uhlmann and Wacinski 2010)

vc [m/min] fz [mm] ae [mm] ap [mm] D [mm] Z [1] N [1/min] vf [mm/min] Qw [cm3/min]
Workpiece
material

Cutting
material

600 0.05 0.2 4 8 8 23,873 9550 7.64 MAR 247 SiAlON
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Cutting of Inconel and Nickel Base Materials, Fig. 4 Cutting forces and built-up edges for monolithic ceramic
milling cutters with diameter of 8 mm (Uhlmann and Wacinski 2010)
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applications, the development of monolithic
ceramic milling cutters is essential. Regarding the
fundamentally different material properties of
ceramics, high-speed steel and cemented carbide,
the transfer of typical tool geometries is disputable
(Uhlmann and Wacinski 2010).

An obvious coefficient for peripheral milling is
the so-called axial degree of uniformity
denominated by “n”, which is the ratio between
the projected length of cutting edge and the pitch.
Since the significant influence of “n” on the
performance of peripheral milling of materials
hard to machine was verified (Gey 2003), the
design of monolithic ceramic milling cutters was
based on it. Table 2 shows the parameters for
machining test of the developed milling cutters.
The experiments have shown that complex geom-
etries can be used for monolithic ceramic cutters
and result in lower process forces, Fig. 4
(Uhlmann and Wacinski 2010).

The direct benchmark of cemented carbide tools
andmonolithic ceramic milling cutters has shown a
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material removal rate eight times higher. Figure 5
shows the process parameters used for the
comparison of both cutting materials for groove-
milling in the nickelbase material MAR 247.

Modern ceramic cutting materials like SiAlON
have proven to push the limits of material removal
rates for cutting of nickel base materials. Econom-
ical calculations have shown that the substitution of
cemented carbide tool by SiAlON enables a
machining cost reduction of 28% (Wiemann 2006).
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becomes high. The temperature affects not only
the rate of wear of the cutting tool but also the
integrity of workpiece surface such as residual
stress, hardness, and surface roughness. The cut-
ting temperature is one of the very important
factors to investigate the mechanism of cutting
process.
Theory and Application

Heat Generation in Cutting
The cutting energy E0 consumed in cutting pro-
cess is expressed by the following equation:
Eo ¼ Fcvc
J¼ kcQw

¼ kcAvc

(1)

where Fc is the cutting force, vc is the cutting
speed, J is the mechanical equivalent of heat, kc is
the specific cutting energy, Qw is the metal
removal rate, and A is the chip cross section. E0
shear plane

workpiece

1  : primary shear zone

5  : preliminary deformation z

2  : secondary shear zone at

4  : secondary shear zone at

3  : seperative zone

h
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Cutting Temperature,
Fig. 1 Chip formation in
orthogonal cutting (This
figure is used in section C of
CIRPedia under “Cutting,
Fundamentals” Fig. 6)
is used to make a plastic deformation of work
material as well as heat due to friction between
the cutting tool and workpiece, and more than
95% of E0 is converted to heat. As a result, the
temperature of the interaction area of the cutting
tool and workpiece becomes high. The conver-
sion of energy to heat is performed in the follow-
ing areas:

1. Primary shear zone
2. Secondary shear zone at rake face
3. Secondary shear zone at flank face

The chip formation in orthogonal cutting is
shown in Fig. 1. “1” designates the primary
shear zone, “2” the secondary shear zone at rake
face, and “4” secondary shear zone at flank face.

Therefore, E0 is expressed as follows:
E0 ¼ E1 þ E2 þ E3 (2)

where E1 is the energy generated in area “1,”
E2 is the energy in area “2,” and E3 is the energy at
area “4.”
γ    : rake angle
α   : clearance angle
φ   : shear angle
tv   : deformation depth
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(a) Case when the friction at flank face is ignored

It is possible to ignore the tool wear at flank
face when the new cutting tool is used. Then the
heat source E 3 at secondary shear zone (at flank
face) need not be considered. Then the Eq. 2 can
be expressed by:
E0 ¼ E1 þ E2 (3)

In Fig. 2, the shear speed vs is expressed as
follows:
vs ¼ vc cos g
cos f� gð Þ (4)

and the following relationship holds among the
cutting forces.
Fs ¼ Fc cosf� Fp sinf (5)

where f is the shear angle, vc is the cutting speed,
Fs is the shear force, Fc is the cutting force, and Fp

is the thrust force (passive force).
Therefore, the energy E1 generated at shear

plane is expressed by:
h

F

Workpiece
Vsp

Vc

V

R

Cutting Temperature,
Fig. 2 Model of cutting
process in orthogonal
cutting
E1 ¼ Fsvs
J

¼ Fc cosf� Fp sinf
� � vc cos g

J cos f� gð Þ (6)

Let us consider the energy E2 generated at the
rake face:
vsp ¼ vc sinf
cos f� gð Þ (7)

F ¼ Fc sin gþ Fp cos g (8)

Therefore, E2 is expressed by:
E2 ¼ Fvsp
J

(9)

where F is the friction force at rake face and vsp is
the chip exit speed on rake face.

Consequently,
E2 ¼ Fc sin gþ Fp cos g
� � vc sinf

J cos f� gð Þ (10)
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When h designates the undeformed chip thick-

ness and h0 the chip thickness, then the chip thick-
ness ratio lh is expressed by
lh ¼ h=h0 (11)

so that the shear angle f is given by:
tan f ¼ lh cos g
1� lh sin g

(12)

The values of factors Fc, Fp, h, h0, f, and vc
used in Eqs. 6 and 10 can be determined through
the experiments. Substituting these quantities into
Eqs. 6 and 10, the heat generated in cutting is
calculated.

Since the area of shear plane is (bh/sin f) and
the contact area between chip and rake face is (bl

c), where b is cutting width and lc is contact
length between chip and rake face and assuming
that the heat is generated in these faces uni-
formly, the energies e1 and e2 generated per
unit time and unit area in these faces are given
by the following equations:
e1 ¼ E1 sinf=bh (13)

e2 ¼ E2=blc (14)

(b) Case when the tool wear is not ignored

As the tool wear develops during the cutting
operation, the friction between the workpiece
Mercury contact

Cutting Temperature,
Fig. 3 Tool–work
thermocouple circuit in
turning
surface and the tool flank increases and the
heat generated in the area “4” in Fig. 1 becomes
more and more pronounced. Consequently, the
temperature at flank face rises and the influence
of the temperature on the surface layer of work-
piece becomes significant. The temperature is
closely related to the integrity of workpiece
surface such as residual stress, hardness, and
surface roughness. The width of the wear at
flank face is sometimes used as the criteria of
tool life. In Eq. 1, the specific cutting energy kc
increases with the tool wear so that the cutting
energy E0 increases and, as a result, the tem-
perature of cutting edge rises (Boothroyd 1981;
Shaw 1984; Oxley 1989; Childs et al. 2000).

Temperature Measurement Method

Tool–Work Thermocouple Method
Thermocouples are most commonly used
sensor for measuring cutting temperature. The
tool–work thermocouple technique is applied to
measure the mean temperature over the entire
contact area between the tool and the work. The
basic configuration of experiment setup is shown
in Fig. 3. This method is based on the fact that an
e.m.f. is generated at the interface of two differ-
ent metals when the temperature of the junction
changes. The figure is to measure the tool
temperature during a turning operation. The
tool–work junction constitutes the hot junction,
while the cold junction remains at room temper-
ature, and the e.m.f. is generated depending on
the temperature difference between these two
Chuck

Workpiece

Insulation

Tool

Voltameter
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junctions. This method measures the mean tem-
perature over the entire contact area between
work (chip) and tool (including the flank face).
It cannot distinctly measure the temperature dif-
ference between work (chip) and rake face from
that between work and flank face. However, this
measuring technique is used conveniently
because it is relatively simple to apply (Childs
et al. 2000).

Thermocouple embedded in cutting tool has
also been used to measure the distribution of
cutting temperature in it. Temperature distribution
at the tool edge can be measured by a fine insu-
lated platinum wire embedded in the tool. The Pt
wire constitutes the thermocouple with the chip
(Shaw 1984; Childs et al. 2000).

Radiation Method

Two-Color Pyrometer with Optical Fiber
(a) Temperature on Rake Face in Turning

>In Fig. 4, the temperature on the rake face of a
single crystal diamond tool is measured using an
infrared radiation pyrometer. In the pyrometer,
the infrared rays radiated from the contact area
between the chip and the rake face of the dia-
mond tool, and transmitted through the diamond
tool, are accepted by a chalcogenide fiber and led
to a two-color detector consisting of InSb and
HgCdTe detectors. The infrared energy is
converted to an electric signal by the detectors
Chip

Vc

Workpiece

InSb 

HgCdTe

Diamond

Optical fiber

Tool shank
BaF2 conde

Cutting Temperature, Fig. 4 Two-color pyrometer with a
and the temperature is determined by the ratio of
these two signals. Figure 5 shows the output
wave when a work material of copper is cut at a
cutting speed of 726 m/min. From the figure, it
can be seen that the average temperature during
cutting is approximately 214 �C (Ueda et al.
1998).

(b) Temperature on Flank Face in Turning

A schematic illustration of the experimental
setup is shown in Fig. 6. A cylindrical work-
piece is gripped by a chuck of lathe. Chalco-
genide glass fiber-A is embedded in the
workpiece and the incidence face of the fiber
is inserted into a small hole which extends to
the outer surface of the cylindrical workpiece.
The incidence face of optical fiber-A which
rotates with the workpiece accepts the infrared
rays radiated from the flank face of the tool tip
when the incidence face of fiber-A passes
through the tool tip during the cutting opera-
tion. The infrared rays accepted by optical
fiber-A are emitted at the other face. The infra-
red rays are accepted by fiber-B which is fixed
at the pyrometer and led to the two-color detec-
tor. These two optical fibers are connected with
the noncontact fiber coupler. The infrared
energy is converted to electric signals by the
two-color detector. Taking the ratio of these two
output voltages, the temperature can be
obtained (Ueda et al. 2008).
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(c) Temperature on Flank Face in End Milling

The temperature on the flank face during cut-
ting is measured. Figure 7 shows the experimental
setup. It is very difficult to measure the tempera-
ture of end milling cutter accurately when it is
rotating at a high speed. The frequency character-
istics of the pyrometer are crucially important
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Cutting Temperature, Fig. 5 Cutting temperature in
diamond turning (Work: Copper, Cutting tool: Single crys-
tal diamond, Cutting speed: 726 m/min, Depth of cut:
10 mm)
because they determine the limit of rotating
speed to which this method is applied. Figure 8
shows the frequency characteristics of the pyrom-
eter in Fig. 7. The pyrometer has a flat response to
about 400 kHz. This pyrometer can be applied to
measure the temperature when the endmilling cutter
is rotating at up to 50,000 rpm (Ueda et al. 2001).

In Fig. 7, the workpiece has a hole which
extends to the tool–workpiece contact area. An
optical fiber is inserted into the fine hole from
the outer surface. The optical fiber can accept the
infrared energy radiated from the flank face of the
cutting tool when it passes above the hole. The
temperature on the flank face of the cutting tool is
measured at various intervals after cutting. The
point where the cutting edge has just finished
cutting is indicated by C = 0� and the rotating
angle is assigned based on this point. The optical
fiber is set at C = 0�, 90�, 180�, and 270�. It
accepts the infrared rays radiated from the tool
flank face when the cutting tool passes over the
incidence face of the optical fiber.

Figure 9 shows the tool temperature on the
flank face while the cutting tool revolves. During
one cycle of intermittent cutting, the cutting edge
cools almost linearly from 730 to 580 �C and is
heated to 730 �C by the cutting process. The
l fiber-B
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cutting tool, therefore, undergoes a thermal shock
of 150 �C with every revolution.

The temperature on the rake face in end milling
can be measured using the same equipment shown
in Fig. 6 (Ueda et al. 2008).

Thermal Photograph The temperature distribu-
tion in workpiece, chip, and cutting tool under a
constant cutting condition can be measured by
taking an infrared photograph. Figure 10 shows
the temperature distribution during orthogonal cut-
ting. The workpiece is preheated at 611 �C before
cutting in order to improve the sensitivity of the
infrared film. The workpiece (chip) is heated when
passing through the primary deformation zone and
secondary deformation zone, and the maximum
temperature appears along the tool face some dis-
tance from the cutting edge (Boothroyd 1981).

Recently, instead of thermal photograph,
IR-CCD camera is used to measure the tempera-
ture distribution in cutting (Davies et al. 2007).

Influence of Cutting Conditions on Tool
Temperature
It is important to understand the influence of cut-
ting conditions such as cutting speed, depth of cut,
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and feed rate on tool temperature. Kronenberg
(1966) proposed the following empirical equation
by measuring the tool temperature using a
tool–work thermocouple method:
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C
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Cutting speed m/min
2000

Cutting Temperature, Fig. 12 Tool–work interface
temperature (Work: AISI 1055, Cutting tool: Al2O3,
Depth of cut: 30 mm)
T ¼ C0kcv0:44c A0:22

K0:44 rcð Þ0:56 ¼ C1v
0:44
c A0:22 (15)

where C0, C1 are constants, kc is the specific cutting
energy, A is the chip cross section, K is the thermal
conductivity, r is the specific mass, and c is the
specific heat. Equation 15 enables us to estimate
the influence of each cutting condition on the tool
temperature.

Influence of Cutting Speed
Equation 15 predicts that the tool temperature
increases with the increase of cutting speed.
Figure 11 shows the tool temperature in turning of
chromium-molybdenum steel AISI 4140 and cast
iron ASTM A220 (Ueda et al. 2008). The tool
temperature increases with the increase of cutting
speed. Especially, the tool temperature rise in turn-
ing of AISI 4140 is marked. This result raises us a
question: What is the maximum temperature
attained as the cutting speed is further increased?
Figure 12 shows the cutting tool–workpiece inter-
face temperature which is measured using a two-
color pyrometer. As a cutting tool, a conical tool of
translucent alumina is used and the workpiece is a
carbon steel. The temperature shows the tendency to
saturate at about 1,400 �C, which is close to the
melting point of the carbon steel (Ueda et al. 1995).

Influence of Depth of Cut and Feed Rate
In Eq. 1, the area of cross section A (= fh) is larger
for a larger depth of cut h and a higher feed rate f.
Therefore, the cutting energy E0 increases as a
function of these factors. Figures 13 and 14
show the influence of depth of cut and feed rate
on tool temperature. From these figures, the influ-
ence of depth of cut and feed rate on tool temper-
ature is small compared to that of cutting speed. It
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is because a large part of the heat generated in
cutting is removed by the chip. Consequently, the
effects of depth of cut and feed rate on tool tem-
perature are not as large as the effect of the cutting
speed (Ueda et al. 2008). Equation 15 also
explains the same tendency.

Influence of Work Hardness
The influence of work hardness on the tool tem-
perature is shown in Fig. 15. There is a close
relationship between the temperature on the
flank face and the hardness of the work material.
The highest temperature is attained for AISI52100
(700HV1) which has the greatest hardness among
these materials. The temperature for AISI1045
(210HV1) is the lowest, even though severe cut-
ting conditions are adopted (Ueda et al. 1999).

Influence of Thermal Conductivity of Cutting Tool
Figure 16 shows the relationship between the
thermal conductivity of cutting inserts and the
tool temperature on flank face. The thermal con-
ductivity of the tool is varied by changing the
content of CBN. From figure, it is found that the
tool temperature decreases with an increase in
thermal conductivity of tool (Tanaka et al. 2009).

Influence of Cutting Fluid and Oil Mist
The influence of coolant on the temperature of the
tool–chip interface is generally small in turning. The
temperature in wet cutting is lowered only by about
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Cutting Temperature, Fig. 17 Influence of oil mist on
tool temperature in intermittent cutting (Work: AISI1045,
Cutting tool: HIP-Al2O3, Radial depth of cut: 0.2 mm,
Axial depth of cut: 10 mm, Feed per tooth: 0.05 mm/tooth)
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50 �Ccompared to the temperature in dry cutting.At
high cutting speeds, the cutting fluid would not
penetrate the tool–chip interface, since the contact
pressure of the interface is very high and the cutting
process operates very fast (Mahfudz et al. 2002).

Figure 17 shows the comparison of tool tem-
peratures in dry, air-blow, and oil-mist cuttings
during intermittent cutting. There is little
difference between the temperatures of dry and
air-blow cutting. The temperature in the oil-mist
cutting at a cutting speed of 300 m/min is lower by
70 �C than that in the case of the other cuttings. In
end milling, the oil mist has more pronounced
effect on cutting performances than the one in
turning (Ueda et al. 2006).

Analytical Method
There are analytical methods to obtain the cutting
temperature. Here, two typical methods are intro-
duced, one derived by Carslaw and Jaeger (1967)
and the other with FEM (Finite Element Method).

Figure 18 shows “Idealized diagram of shear-
plane moving heat source” which was used by
Show to drive the shear-plane temperature rise.
Here the chip may be considered as a perfect
insulator if the total heat flux through the interface
is equal to the heat flux flowing into the work-
piece, (1� R1)q1, where q1 (= e1 given by Eq. 13)
is the heat flux which flows from the shear zone.
The detail of theory byM.C. Shaw can be found in
his book (Shaw 1984).

The Finite Element Method is a very powerful
and convenient tool to obtain temperature fields
accounting for the variable material properties in
the analysis. Figure 19 shows a two-dimensional
model for FEM analysis. For calculation, the tem-
perature on the rake face of a diamond tool is
calculated. Two-dimensional heat conduction
can be expressed by the equation:
k
@2T

@x2
þ @2T

@y2

� 	
� rc vx

@T

@x
þ vy

@T

@y

� 	
þqs ¼ 0

(16)

where k is the thermal conductivity, r is the den-
sity, c is the specific heat, and T0 is the room
temperature.

Then, boundary conditions are as follows:
T ¼ T 0 S0j
�k

@T

@n
¼ qc Sq

��
�k

@T

@n
¼ h T � T0ð Þ Shj

�k
@T

@n
¼ 0 Sij

(17)
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448 Cutting Temperature
The temperature dependency of the thermal

conductivity and the specific heat is considered.
Figure 20 shows the calculated results of the tem-
perature distribution in the tool and the workpiece.
The average temperature at the contact area on
rake face is 175 �C and the maximum temperature
is 178 �C (Ueda et al. 1998).
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Synonyms

Manufacturing by material removal; Material
removal processes; Mechanical machining
Definition

Cutting is manufacturing by removal of material
(DIN 8580; CIRP Dictionary 2004). Particles of
material, the chips, are mechanically removed
from the raw material or from an unfinished part
by cutting edges of a tool. The tool has one or
several cutting edges, which can be geometrically
defined by number, shape, and position (cutting
by geometrically defined cutting edges), whereas
in abrasive processes the separation of chips
takes place by numerous cutting edges which
have to be statistically described and which are
randomly distributed inside the tool (cutting by
geometrically undefined cutting edges). Figure 1
shows some cutting processes (DIN 8589; CIRP
Dictionary 2004).

History
The first systematic encyclopedic collection of
manufacturing processes in Europe was written
by K. Karmarsch (1837), describing the known
methods and means of manufacturing. In 1873,
Tresca had already investigated the mechanics of
cutting on lead, iron, and other metals (Tresca
1873). For planning of iron, he found shearing
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Fig. 1 Cutting processes
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as the dominant deformation resulting in a chip
thickness ratio of 2–3. In 1907, F.W. Taylor
published his fundamental work “On the Art of
Cutting Metals.” He showed the strong depen-
dency of tool life and cutting speed and was able
to point out an economic optimization of the
cutting process (Taylor 1907). The shearing pro-
cess in front of the rake face was explained by
V. Piispanen with the play card model (Piispanen
1937). Schwerd was the first to film high-speed
cutting processes (Schwerd 1936). In 1944, Mer-
chant published his “Basic Mechanics of Metal
Processes,” which today is still seen as a mile-
stone in the domain (Merchant 1944). The
monograph of Shaw (1984) is another corner-
stone in the history of the industrially important
theory of cutting. In the recent past, many other
scientists have worked in this field. A valuable
knowledge pool is given in the CIRP Annals
(CIRPAnnals), especially in the keynote papers of
STC Cutting (STC C).
Theory and Application

Cutting as a System
The cutting process may be seen as a system in
which input operators go in and output operators
come out. Process inputs are the cutting mode and
the set variables, i.e., kinematic or geometric
quantities controllable from the outside like
speed, feed, or cutting depth; the properties of
the workpiece relevant for the process like work
material or shape, of the tool as tool material;
macro and micro properties of the active part of
the tool and of the environment as the relevant
machine properties or the coolant and lubrication.

Process interaction describes the actual process
itself and summarizes those quantities which
accompany the interaction of tool and workpiece
real time as forces, power, and temperatures dur-
ing interaction, vibrations of the mechanical struc-
ture, as well as stress and deformation in the
working zone.

Process outputs denote the effects of the pro-
cess concerning the workpiece, the tool, and the
environment.

Following Figs. 2 and 3 show the basic struc-
ture of the field of cutting and the up-to-now-
defined entries in the CIRP Encyclopedia of Pro-
duction Engineering, section Cutting (see also the
Cross-References below).

Kinematic and Geometric Parameters
The cutting processes are distinguished by the
kind of tools and by the relative motion between
the tool and the workpiece according to the cutting
motion (cutting speed vc), the feed motion (feed
speed vf), and the resulting effective motion
(effective speed ve) (Fig. 4).

The feed and cutting motion direction vectors
fix the working plane. The angle between the two
vectors is termed as the feed motion angle ’,
while the angle between the effective direction
and the cutting direction is termed as the effective
direction angle �. The relationship
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tan � ¼ sin ’

vc=vf þ cos ’
� �

applies to all cutting processes (Fig. 5).
With the cutting speed motion, the cross sec-

tion of the undeformed chip A is removed from
the workpiece (Fig. 6). The cross section A may
be defined by the parameters depth of cut ar and
feed f, measured perpendicular to the working
plane or by the undeformed chip parameters
h (chip thickness) and b (chip width). These
parameters are convertible by the cutting edge
angle k.

A ¼ ap � f ¼ h � b with h ¼ f sin k and

b ¼ ap= sin k

For processes in which the feed motion angle ’
always measures 90�, i.e., turning, drilling, bor-
ing, and broaching, the material removal rate is

Qw ¼ A � vc

with A the chip cross section and vc the cutting
speed. For processes in which the feed motion
angle ’ is variable, i.e., milling, circular sawing,
and drill-milling, the material removal rate is

Qw ¼ ap � ae � vf

with ap the depth of cut, ae the width of cut, and vf
the feed speed.
Chip Formation
The mechanical operation of cutting, the chip
formation, can be described best referring to the
orthogonal process (two-dimensional deforma-
tion) as shown in Fig. 7.

The cutting wedge is defined by the rake angle
g, the clearance angle a, the wedge angle b, and
the edge radius rb. The angles a, b and g sum up to
90�. The penetration of the wedge causes elastic
deformations, plastic deformations of the working
material, and finally chip separation (chip
removal). Figure 7 shows five zones of plastic
deformation in continuous chip formation. The
thickness of the material removed changes from
the undeformed chip thickness h to the (deformed)
chip thickness h0 by passing through the deforma-
tion zones, resulting in the chip compression
(upsetting) lh = h0/h. The shear angle F encloses
the shear plane direction with the cutting speed
vector.

Besides continuous or flowing chip forma-
tion, other kinds of chip formation may occur
(Fig. 8):

• Flowing chip formation is a steady flow of
material from the workpiece. The plastic defor-
mation of the material is continuous. Periodic
changes in the intensity of the deformation
might occur. Preferably this happens at higher
cutting speeds (see high-speed cutting, HSC).
Lamellae are generated in the chip.
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• Shearing chip formation occurs when the plas-
tic formability of the material is exceeded in
the shearing zone and locally concentrated
shearing takes place. Shearing chip formation
is found with negative rake angles, higher cut-
ting speeds, larger chip thicknesses, and lim-
ited formability of the material.

• Tearing (rupture) chip formation occurs in
materials with low formability, e.g., lamellar
cast iron. The fracture interface between the
chip and the generated surface on the work-
piece is irregular.

• Forming of built up edges may occur when
machining ductile, work hardening materials
at low cutting speeds and sufficiently steady
chip formation.
cutting motion

workpiece

nw

vc

ap

depth of cut

tool

feed motion
Vf

Cutting, Fundamentals, Fig. 4 Cutting and feed motion
in turning

Cutting, Fundamentals, Fig. 5 Working plane
The chip formation process can be visualized by
quick stop devices, bymicro cinematography (for a
video presentation, please see either a short version
http://www.ifw.uni-hannover.de/fileadmin/IFW/
07_Downloads/Warnecke-3.wmv or an extended
version http://www.ifw.uni-hannover.de/fileadmin/
IFW/07_Downloads/Warnecke-1.wmv)
(Warnecke 1977; Warnecke and Inst.wis.Film
1988) or by simulation, e.g., FEM. Figure 9
shows a chip root gained by the quick stopmethod.

Shear Plane Model
The shear plane model assumes that the plastic
deformation of cutting takes place exclusively in a
plane inclined against the cutting speed vector by
the shear angle f. The deformation is plain shear
strain (card model of Piispanen 1937). Under the
postulate of this model and two dimensional
deformation (orthogonal cutting), the shear veloc-
ity vF can be determined

vf ¼ vc
cos g

cos f� gð Þ

From the constancy of volume, which can be
assumed with large plastic deformations, and
two-dimensional deformation follows the chip
thickness ratio lh

lh ¼ cos f� gð Þ
sin f

The shear strain gs (not to be mixed up with
rake angle g) therefore is (Fig. 10)

http://www.ifw.uni-hannover.de/fileadmin/IFW/07_Downloads/Warnecke-3.wmv
http://www.ifw.uni-hannover.de/fileadmin/IFW/07_Downloads/Warnecke-3.wmv
http://www.ifw.uni-hannover.de/fileadmin/IFW/07_Downloads/Warnecke-1.wmv
http://www.ifw.uni-hannover.de/fileadmin/IFW/07_Downloads/Warnecke-1.wmv
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Cutting, Fundamentals,
Fig. 7 Chip formation,
zones of deformation
(acc. G. Warnecke)
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gs ¼ tan f� gð Þ þ 1

tan f

The principal strains can be derived from there
(Denkena and Toenshoff 2011) (Fig. 11).
The numeric simulation by finite element
methods is based on two different approaches:
the Euler formulation and the Lagrange formula-
tion. In the Euler formulation, the knots are fixed;
therefore, only stationary processes can be
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Fig. 8 Kinds of chip
formation

Cutting, Fundamentals, Fig. 9 Chip root from HSC (source: Ben Armor)
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described. In the Lagrange formulation, the net
flows and deforms with the work material. The net
in front of the cutting tool is extremely deformed;
therefore, remeshing is necessary. The method
needs separation criteria. It is able to simulate
nonstationary deformations, loads, and thermal
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Fig. 10 Deformation for
orthogonal cutting
acc. shear plane model

Cutting, Fundamentals, Fig. 11 Simulation of segmented chip formation (FEM)
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states. There are several customized programs
which can be applied for the simulation of cutting
processes, e.g., SFTC/Deform, MSC/Superform,
and Abaquus.

Power and Forces
The resulting cutting force Fz is generally inclined
directed in space. It is convenient to define com-
ponents in a rectangular coordinate system
according to the motions between tool and work-
piece (Fig. 12), i.e., the cutting force Fc, the feed
force Ff, and the passive force Fp.

To determine forces and the cutting process-
related power, several approaches are applied:
• Empirical models using experimental data
• Analytical models based on elementary

plastomechanics
• Finite element methods (FEM)

Empirical models are used to determine forces
and power with necessary accuracy in a limited
domain of validity. An approach commonly
applied is the Kienzle formula

Fc,f ,p ¼ kc,f ,p1:1 � b � h0 h

h0

� 	1�mc,f ,p
and

kc f p ¼ Fc,f ,p
A
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in which the parameters kc,f,p 1.1 and the exponent
C

mc,f,p are material-dependent constants. h0 is a
reference parameter usually assigned to
h0 = 1 mm (Kienzle 1952). Table 1 gives data
experimentally obtained for different materials.
The Kienzle formula was derived for turning pro-
cesses with a large ratio of b/h, i.e., a slender
rectangular undeformed chip cross section. For
Cutting, Fundamentals, Table 1 Parameters of specific fo

cutting speed :  Vc = 100 m/min

depth of cut : ap = 3.0 mm

parameter Rm

MPa kc1.1 1
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St 52–2

Ck 45 N
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16 MnCr 5

100 Cr 6
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X22CrNiMoNb1810**)

*) Vc = 400 m/min γ = 15 **) Vc = 100 m/min
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Cutting, Fundamentals, Fig. 12 Components of the
resultant force in turning (DIN 6584; CIRP Dictionary
2004)
curved cutting edges and milling processes, the
approach of Friedrich may be favorable (Friedrich
1909; Engin and Altintas 1999).

Fc,cN,p ¼ Kc c,cN,p � Aþ Ke c,cN,p � s and

kc,cN,p ¼ Fc,cN,p
A

in which Fc,cN,p are the force components in tan-
gential (cutting), radial, and axial (passive) direc-
tions. Kc is the cutting coefficient, which
implicates the shearing effect (dependent of the
undeformed chip cross section A), and Ke is the
edge coefficient which considers the friction
between the cutting edge (length s) and the work-
piece material.

The process-dependent cutting power Pc can
be written as.

Pc ¼ kc � Qw

in which kc is the specific (material removal related)
energy. kc can also be expressed by the cutting force

kc ¼ Pc

Qw
¼ Fc � vc

A � vc ¼ Fc

A

and is therefore called the specific cutting force.
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Merchant has proposed an analytical approach
elegantly applicable to determine the force compo-
nents in orthogonal cutting (Merchant 1944). He
assumes the shear plane model and Coulomb’s
friction law. In Fig. 13, the force components are
drawn in a Thales circle.Fz is the resulting force,Fc
and Fp; the normal and tangential force on the rake
face FNg and FTg as well as the normal and tangen-
tial force on the shear plane FNF and FTF are
perpendicular to each other. Assuming that the
shear stress tF in the shear plane is constant, the
equation can be derived taking in consideration that
the shear plane is directed as the maximum shear
stress (extreme value).
Cutting, Fundamentals,
Fig. 14 Wear forms (ISO
3685)

shear

workpie

F

Vch

Cutting, Fundamentals,
Fig. 13 Composite force
circle
tf ¼ Fz

b � h � cos f� r� gð Þ � sin f

in which r is the friction angle. If three of the
written variables are given (tF = tmax from met-
allurgical data, F via lh by measuring h and h0,
and r from comparable incidents), the fourth can
be determined.

Wear and Tool Life
Cutting tools wear as a result of mechanical, ther-
mal, and chemical loads (Klocke 2011). The main
wear forms (phenomena) are shown in Fig. 14. The
dominant input parameter for the development of
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wear is the cutting speed. Taylor (1907) already
described the dependency between tool life and
speed for a given tool life criterion (Fig. 15).

The dependency is
vc ¼ C � T

T0

� 	1=k

in which C is the cutting speed resulting from
T0 = 1 min tool life. T is the tool life for the
speed vc. The material-dependent constants k
and C may be found in the literature
(Machinability Data Center 1980) (Fig. 15).
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Synonyms

Smart systems
Definition

Cyber-Physical Systems (CPS) are systems of col-
laborating computational entities which are in
intensive connection with the surrounding physi-
cal world and its on-going processes, providing
and using, at the same time, data-accessing and
data-processing services available on the internet.
With other words, CPS can be generally charac-
terized as “physical and engineered systems
whose operations are monitored, controlled, coor-
dinated, and integrated by a computing and com-
municating core” (Rajkumar et al. 2010). The
interaction between the physical and cyber ele-
ments is of key importance: “CPS is about the
intersection, not the union, of the physical and
the cyber. It is not sufficient to separately under-
stand the physical components and the computa-
tional components. We must understand their
interaction” (Lee and Seshia 2014).
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Theory and Application

Origin, Short History
Most of the researchers originate CPS from the
embedded systems (Park et al. 2012), which are
defined as a computer system within some
mechanical or electrical system to perform
dedicated specific functions with real-time com-
puting constraints. These embedded systems
are characterized by tight integration and coordi-
nation between computation and physical
processes. According to this conception, in CPS
various embedded devices are networked to
sense, monitor, and actuate physical elements in
the real world.

The CPS notation can be traced back to 2006,
when the first NSF Workshop on Cyber-
Physical Systems was held in Austin, Texas,
October 16–17. The following announcement
can be read on the conference web page: “The
research initiative on Cyber-Physical Systems
seeks new scientific foundations and technolo-
gies to enable the rapid and reliable develop-
ment and integration of computer- and
information-centric physical and engineered
systems. The goal of the initiative is to usher
in a new generation of engineered systems that
are highly dependable, efficiently produced, and
capable of advanced performance in informa-
tion, computation, communication, and control.
. . .Sensing and manipulation of the physical
world occurs locally, while control and observ-
ability are enabled safely, securely, reliably and
in real-time across a virtual network. This capa-
bility is referred to as Globally Virtual, Locally
Physical” (N.N. 2006).

Application Fields
“The potential of CPS to change every aspect of
life is enormous. Concepts such as autonomous
cars, robotic surgery, intelligent buildings,
smart electric grid, smart manufacturing, and
implanted medical devises are just some of the
practical examples that have already emerged”
(N.N. 2013a).

The following main applications fields of CPS
were identified by the CPS Vision Statement
issued by the federal Networking and Information
Technology Research and Development (NITRD)
CPS Senior Steering Group (N.N. 2012a):

• Agriculture
• Building controls
• Defense
• Energy response
• Energy
• Healthcare
• Manufacturing and industry
• Society
• Transportation

In the same mission statement, crosscutting
challenges were also outlined that are essential
to success in all sectors:

• Cybersecurity
• Economics
• Interoperability challenge
• Privacy
• Safety and reliability
• Socio-technical aspects of CPS
Cyber-Physical Production Systems
(CPPS)

If we look through the development of computer
science, information and communication technol-
ogies, and manufacturing science and technology,
a parallel development can be observed (Fig. 1).

The development of computers led to the
numerical control of machine tools and robots,
the microprocessor constituted the heart of
computer numerical control (CNC), and the appli-
cation of computer graphics resulted in computer-
aided design (CAD) systems. The development of
manufacturing systems was unimaginable without
computer networks. The data of computer-
integrated manufacturing (CIM) systems were
stored in databases. The then novel results of
artificial intelligence (AI) and machine learning
(ML) significantly contributed to the intelligent
manufacturing systems (IMS). Computer vision
algorithms were applied in robotics for recogniz-
ing the environment and the object to grasp. The
internet revolutionized the cooperation of humans
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and systems (extended enterprises (EE), supply
chain management (SCM), or production net-
works (PN)). Multi-agent systems were applied
for realizing agent-based manufacturing and
holonic manufacturing systems (HMS) (Van
Brussel et al. 1998; Valckenaers and Van Brussel
2005; Monostori et al. 2006). Wireless communi-
cation, sensor networks, and internet of things
(IOT) made the development of high resolution
manufacturing systems possible (Schuh et al.
2007) and tracking and tracing solutions in pro-
duction (Monostori et al. 2009). Embedded sys-
tems helped in realizing smart automation
solutions and product-service systems, while the
semantic web solutions supported the interopera-
bility of systems by using ontologies. Grid
computing led to grid manufacturing and, simi-
larly, cloud computing to cloud services to
manufacturing.

Summarizing, the results of CS and ICT
undoubtedly contributed to the development in
production, but this was not a one-way street:
the importance and highly complex nature of
production gave newer and newer challenges
for the representatives of other disciplines. As
we look at this parallel, mutually inspiring
developments, a kind of convergence can be
observed, namely, between the virtual and
physical worlds (Fig. 1).

Cyber-Physical Production Systems (CPPS),
relying on the newest and foreseeable further
developments of computer science (CS), informa-
tion and communication technologies (ITC), and
manufacturing science and technology (MST)
may lead to the fourth Industrial Revolution, fre-
quently noted as Industrie 4.0 (Kagermann et al.
2013). According to the Federal Ministry of Edu-
cation and Research, Germany (BMBF): “Indus-
try is on the threshold of the fourth industrial
revolution. Driven by the Internet, the real and
virtual worlds are growing closer and closer
together to form the Internet of Things. Industrial



Cyber-Physical Systems 463

C

production of the future will be characterized by
the strong individualization of products under the
conditions of highly flexible (large series) produc-
tion, the extensive integration of customers and
business partners in business and value-added
processes, and the linking of production and
high-quality services leading to so-called hybrid
products (Kagermann et al. 2013)”.

CPPS consist of autonomous and cooperative
elements and subsystems that are getting into
connection with each other in situation dependent
ways, on and across all levels of production, from
processes through machines up to production and
logistics networks. Modelling their operation and
also forecasting their emergent behavior raise a
series of basic and application-oriented research
tasks, not to mention the control of any levels of
these systems. The fundamental question is how
to explore the relations of autonomy, cooperation,
optimization, and responsiveness. Integration of
analytical and simulation-based approaches can
be projected to become more significant than
ever. One must face the challenges of operating
sensor networks, handling big bulks of data, as
well as the questions of information retrieval,
representation, and interpretation, with special
emphasis on security aspects. Novel modes of
man-machine communication are to be realized
in the course of establishing CPPS.
Cyber-Physical Systems, Fig. 2 Decomposition of the aut
CPPS partly break with the traditional automa-
tion pyramid (left side of Fig. 2). The typical
control and field levels still exist which includes
common PLCs close to the technical processes to
be able to provide the highest performance for
critical control loops, while in the other, higher
levels of the hierarchy a more decentralized way
of functioning is characteristic in CPPS (right side
of Fig. 2).

The general assumption, i.e., CPPS consists of
two main functional components, is manifested in
the right side of Fig. 2. The lower one is respon-
sible for the advanced connectivity which ensures
real-time data acquisition from the physical world
and information feedback from the cyber space,
while the higher level incorporates intelligent data
management, analytics, and computational capa-
bilities that constructs the cyber space.

The 5C architecture introduced in Lee, et al.
(2015) consists of five levels in a sequential
workflow manner and illustrates how to construct
a CPPS from the initial data acquisition, through
analytics to the final value creation (Table 1). In
the table some examples are also given from the
field of process, machine, or system level moni-
toring. In a CPPS approach, the smart connection
level (Level 1) manifests the physical space, while
the configuration level (Level 5) realizes the feed-
back from the cyber space to the physical space.
omation hierarchy with distributed services (N.N. 2013b)



Cyber-Physical Systems, Table 1 5C architecture for implementation of CPPS. (After Lee et al. 2015)

464 Cyber-Physical Systems
The importance of CPPS is hard to underesti-
mate. In the PCAST’s Report to the President on
Capturing Domestic Competitive Advantage
in Advanced Manufacturing of July 2012, 18 rec-
ommendations were formulated (N.N. 2012b).
In Recommendation No. 2 on Increase R&D
Funding in Top Cross-Cutting Technologies, the
first point was Advanced Sensing, Measurement,
and Process Control (Including Cyber-Physical
Systems).

In Germany CPPS play an especially favored
central role, e.g., (Zühlke and Ollinger 2012;
Spath et al. 2013; Schuh et al. 2013; Schmitt and
Große Böckmann 2014; Bauernhansl et al. 2014;
Michniewicz and Reinhart 2014). The strategic
initiative Industrie 4.0 underlines the fact that
“Germany has one of the most competitive
manufacturing industries in the world and is a
global leader in the manufacturing equipment sec-
tor” (Kagermann et al. 2013). The implementation
of three features of Industrie 4.0 was targeted:

• Horizontal integration through value networks.
• End-to-end digital integration of engineering

across the entire value chain.
• Vertical integration and networked manufac-

turing systems (Kagermann et al. 2013).
Expectations Towards CPS and CPPS

Expectations towards CPS are manifolds, some-
times over exaggerated:

• Robustness at every level
• Self-organization, self-maintenance, self-

repair, generally, self-X
• Safety
• Remote diagnosis
• Real-time control
• Autonomous navigation
• Transparency
• Predictability
• Efficiency
• Model correctness

Through CPS, the development of new busi-
ness models, new services are expected
which may change many aspects of our life.
The potential application fields are almost end-
less: air- and ground-traffic; discrete and con-
tinuous production systems; logistics; medical
science, energy production, infrastructure sur-
rounding us, entertainment, and we could keep
on enumerating. Through cyber-physical
approaches, they could result in smart cities,
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production-, communication-, logistic- and
energy systems; furthermore, they could con-
tribute to creating new quality of life. In the
latter case, we may either talk about cyber-
physical society, which already includes
human, social, cultural spheres as well, above
the physical- and cyber spaces.

As to CPPS, many see the opportunity for the
fourth industrial revolution in it (Kagermann et al.
2013). The first industrial revolution is contrib-
uted to the first mechanical loom, from 1764, the
second to the Ford assembly belt from 1913, the
third to the first PLC in 1968. It is envisioned that
CPPS can bring a similar big jump as the above
mentioned breakthrough inventions.
R&D Challenges

The expectations towards CPS and CPPS are ver-
satile and enormous: robustness, autonomy, self-
organization, self-maintenance, self-repair, trans-
parency, predictability, efficiency, interoperabil-
ity, global tracking and tracing, only to name a
few. Though there are very important develop-
ments in cooperative control, multi-agent systems
(MAS), complex adaptive systems (CAS), emer-
gent systems, sensor networks, data mining, etc.,
even a partial fulfilment of these expectations
would represent real challenges for the research
community.

As to the main R&D challenges on the side of
CS and ICT, we refer to the literature (Lee 2007,
2008; Poovendran 2010; Park et al. 2012; Borgia
2014), here only four fundamental ones with gen-
eral importance are outlined:

• Appropriate handling of time in programming
languages, operation systems, and computer
networks.

• Development of computational dynamical sys-
tems theory. Namely, the behavior of the phys-
ical parts of the systems can be modelled,
simulated and analyzed using methods from
continuous systems theory, while the cyber
part by computational systems theory (e.g.,
computability, complexity). Hybris solutions
in this sense are required.
• Standardization in the CPS field. Standardiza-
tion is of crucial importance and it necessitates
wide range cooperation activities involving the
main players of the ICT field. Without stan-
dardization only isolated CPS solutions can be
developed.

• Security issues in the cyber-physical system
era. CPS consists of various hardware and soft-
ware parts working together. In addition to
hardware and software security, operational
issues are also required to be considered for
safety and dependability reasons.

In the coming space only some of the R&D
challenges are outlined from the much bigger set
of research fields which are related to CPPS
(Monostori 2014; Monostori et al. 2016).

• Context-adaptive and (at least partially)
autonomous systems. Methods for comprehen-
sive, continuous context awareness, for recog-
nition, analysis and interpretation of plans and
intentions of objects, systems and participating
users, for model creation for application field
and domain and for self-awareness in terms of
knowledge about own situation, status, and
options for action are to be developed.

• Cooperative production systems. New
theoretical results are to be achieved and
the development of efficient algorithms for
consensus seeking, cooperative learning, and
distributed detection is required.

• Identification and prediction of dynamical sys-
tems. The extension of the available identifica-
tion and prediction methods is required, as well
as development of new ones which can be
applied under mild assumptions on the dynam-
ical system, as well as the disturbance process.

• Robust scheduling. New results are to be
achieved in handling production disturbances
in the course of schedule execution.

• Fusion of real and virtual systems. The devel-
opment of new structures and methods are
required which support the fusion of the virtual
and real subsystems in order to reach an intel-
ligent production system which is robust in a
changing, uncertain environment. Novel refer-
ence architectures and models of integrated
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virtual and real production subsystems; the
synchronization of the virtual and real modules
of production systems and their role-specific
interaction; and context-adaptive, resource-
efficient shop floor control algorithms are
needed.

• Human-machine (including human-robot)
symbiosis. The development of a geometric
data framework to fusion assembly features
and sensor measurements and fast search algo-
rithms to adapt and compensate dynamic
changes in the real environment is required.

Without any questions, CPPS can be consid-
ered as an extremely important step in the devel-
opment of manufacturing systems of cooperative
and responsive nature (Váncza et al. 2011). How-
ever, in order to really come up at least to a portion
of the partly exaggerated expectations, significant
further R&D&I activities are needed.

The biological transformation inmanufacturing,
as defined by the authors “the use and integration of
biological and bio-inspired principles, materials,
functions, structures and resources for intelligent
and sustainable manufacturing technologies and
systems with the aim of achieving their full poten-
tial,” represents a new and ground-breaking fron-
tier of digitalization and Industry 4.0 (Byrne et al.
2018). The cyber-physical-biological approaches,
i.e., the use of biomimetic solutions in production
structures in the cyber-physical era, can open up
novel and highly promising ways for making some
viable compromises between the seemingly con-
tradictory issues of robustness, complexity, and
efficiency.
Cross-References

▶ Smart Products
▶ Smart Systems
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