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Synonyms

Scanning electron microscopy

Definition

A scanning electron microscope (SEM) is an
instrument for imaging topography and for
obtaining material information of conductive
specimen using a focused beam of high-energy
electrons. The electron beam is deflected in a
magnetic field and performs a scanning move-
ment in a raster pattern to capture the specimens’
surface. For imaging purposes interaction phe-
nomena of the electron beam with the specimen
like emission of secondary electrons (SE) or
backscattered electrons (BSE) are detected and
converted to grey values. A frequency analysis
of X-rays reveals information about the present
material. Nonconductive surfaces have to be cov-
ered with a conductive layer.

Theory and Application

Historical Background
The invention of the SEM principle cannot be
pinpointed to only one contributor in history.
However, it was the German scientist Max Knoll
who built the first “scanning microscope” in 1935
(Bogner et al. 2007; McMullan 1993). Manfred
von Ardenne laid a further foundation for the
SEM as well as for the transmission electron
microscope (TEM). He described the theoretical
principles in a 1938 published paper (von
Ardenne 1938). The first true SEM with a resolu-
tion of 50 nm and magnification of 8000� was a
contribution from the US-American scientists
Zworykin, Hillier, and Sniyder in 1942 who still
could not convince their fellow scientists of its
usefulness (Zworykin et al. 1942). Charles Oatley,
in his two-decade long process of researching the
SEM, finally achieved the acceptance of the SEM
as “one of the most powerful and productive
methods of microscopy yet invented” (Oatley
1982; Smith 1997).

Structure and Basic Principle of the SEM
The SEM can be used to obtain information about
the surface with high depth of focus or material
composition of a specimen. The SEM uses a
focused electron beam to scan the surface of a
specimen in a raster pattern (Hafner 2007). The
electron beam is focused by electromagnetic
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lenses on a small spot on the surface. Spot diam-
eters of about 1 nm are possible (FEI Company
2016). The interaction products (e.g., secondary
electrons, backscattered electrons, X-rays,
cathodoluminescence) of the beam electrons and
the specimen are detected.

Figure 1 shows the basic structure of an SEM.
The SEM consists of an electron source, an accu-
mulation of lenses (electromagnetic coils), detec-
tors, and a vacuum system (chamber and pump
system). The image is recorded/displayed on a
computer system and/or a screen.

For surface imaging, the most common opera-
tion modes use signals of backscattered electrons
and secondary electrons (Egerton 2005). While the
electron beam scans the surface line by line, the
detectors collect and count the secondary and

backscattered electrons. The resulting signals for
each point are converted to grey values. Scanning
movement and displaying device are synchro-
nized. As a result a grey value image of the topog-
raphy is obtained, similar to a black and white
photography or a black and white television
image. The more electrons are detected, the
brighter the image point will be. SEMs feature a
magnification in the range of 100–1,000,000�
(Hansen et al. 2006). The magnification is deter-
mined by

Magnification
¼ width on screen=scan length on specimen

(1)

For material analysis a frequency analysis of
emitted X-rays is evaluated. Since every element

Pump System

Vacuum Chamber

Specimen

Electron Interaction Area
SE

SE Detector

BSE Detector
BSE

Lens

Scan Coil
Beam Electrons

Lenses

Anode

Wehnelt Cylinder

Electron SourceScanning Electron
Microscope, Fig. 1 The
basic structure of an SEM

1502 Scanning Electron Microscope



has its characteristic X-ray spectrum, the identifi-
cation of the characteristic signal gives informa-
tion about the chemical composition. Using an
adequate standard, a quantitative evaluation is
possible. The X-rays can also be used to create a
map of the specimen which represents the elemen-
tal distribution.

The specimen for SEM has to fulfill certain
requirements. It needs to withhold vacuum and
electron bombardment, it has to be electrically
conductive, and furthermore, it needs to be clean
and dry. A special version of an SEM is the
environmental SEM (ESEM) which uses a differ-
ent vacuum system and other types of detectors.
The ESEM can be operated in higher, more natu-
ral pressures.

The Electron Source
The electron source consists of a cathode (electron
source in Fig. 1), an anode, and a Wehnelt
cylinder.

The cathode emits electrons that are acceler-
ated towards the anode with a defined voltage,
typically 50–30,000 V. There are basically two
types of electrodes: thermionic cathodes (tungsten
or LaB6 (lanthanum hexaboride)) and field emis-
sion cathodes. The Wehnelt cylinder controls the
current density and brightness of the electron
beam. Brightness is defined as current per unit
area normal to the given direction, per unit solid
angle, and a criterion for beam quality.

The voltage defines the energy of the electron
beam and determines the de Broglie wavelength
l:

l ¼ h

p
¼ c � hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2m0 � eU
p (2)

where h is the Planck constant and p the relativis-
tic impulse of the electron, e the electron charge,
U the voltage, m0 the electrons’ rest mass, and
c relativistic correction factor. The wavelengths of
electrons are significantly smaller compared to
wavelengths of visible light. Therefore, higher
resolution is possible. The resolution of SEM is
limited by the focal spot size of the electron beam

and the imaging signals coming from a large
interaction volume of the specimen. Common
SEMs feature a minimal lateral resolution of
about 2 nm (Hansen et al. 2006).

Lenses
Electromagnetic lenses focus and direct the elec-
tron beam in the SEM. The aim is to minimize the
size of the focal spot at the specimens’ surface.
Condenser lenses bundle the electrons whereas
the objective lens focuses the beam onto the spec-
imen. The scan movement of the beam is con-
trolled by a set of scan coils.

Detectors
SEM can be equipped with various detector sys-
tems like scintillator detectors (e.g., Everhart-
Thornley detector) and solid state detectors. The
standard setup contains a backscattered electron
detector and a secondary electron detector. Since
BSEs are deflected out of the specimen, the detec-
tor is mounted at the exit point of the electron
beam. The collector system for SE and BSE are
shown in Fig. 1.

Vacuum System
The vacuum system consists of the vacuum cham-
ber and the pump system. The vacuum is created
by a rough pump and a turbo molecular pump.
The vacuum prevents interactions of the beam
electrons with gas atoms and avoids sparkovers
which could destroy the electron source and the
detectors.

Specimen: Electron Beam Interactions
The electron beam interactions with the specimen
produce various signals which are evaluated for
the imaging process. These interactions can be
distinguished between elastic and inelastic scat-
tering of beam electrons in the specimen. In the
scattering processes, the electrons interact with
the coulomb potential of the atoms. In elastic
scattering the total kinetic energy is conserved.
In contrast, in inelastic scattering the total kinetic
energy is not conserved. The most important inter-
actions are explained below (Reimer 1998;
Goldstein 2003).
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Secondary Electrons (SE)
The most common imaging mode uses low-
energy secondary electrons as a result of an inelas-
tic scattering process. Due to their low energy, the
SE originates from a small interaction volume
only few nanometers below the surface. There-
fore, the SE signal delivers the best resolution.
The main mechanisms that generate secondary
electrons are:

1. Interactions of electrons from the incident
beam with specimen atoms

2. Interactions of high-energy backscattered elec-
trons with specimen atoms

3. Produced by high-energy BSEs which strike
the pole pieces and other solid objects within
the specimen chamber

The SE is attracted to the detector using a
positively biased collector grid placed on one
side of the specimen. The topographic contrast
depends mainly on the incident angle and the
border effect (Fig. 2).

Backscattered Electrons (BSE)
Backscattered (high-energy) electrons are elasti-
cally scattered beam electrons. The electrons are
deflected back out of the specimen interaction
volume.

The probability of backscattering depends on
the atomic number. In areas with a higher mean
atomic number, the surface looks brighter in the
image. This is called material contrast.

X-ray Emission
X-rays are generated by high energetic electrons
impinging on a solid specimen. In general, the
characteristic radiation is analyzed to determine
the chemical composition of the specimen. Beam
electrons can knock out bound electrons from
inner shells when their kinetic energy is higher
than the binding energy. The vacancy is subse-
quently filled by an electron of a higher shell. The
energy difference is emitted as characteristic
X-ray radiation. X-rays, though less common
than, e.g., BSE and SE, can also be used for
imaging.

Scanning Electron
Microscope, Fig. 2 SEM
imaging of a specimen:
illustration of the border
effect and the incident angle
influencing the imaging.
The arrows represent SEs.
At edges more SEs are
emitted. The more electrons
are emitted, the brighter the
image appears. Since the
detector is located on one
side of the specimen, edges
can produce a shadow
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Other phenomena that can be exploited are,
e.g., emission of photons (light) and absorption
of electrons (Amelinckx et al. 1997). If the spec-
imen is thin enough and therefore efficiently pen-
etrable by electrons (transparent), it provides an
excellent sample for the transmission electron
microscope (TEM).

Key Applications
• Image morphology of samples (e.g., view bulk

material, coatings, sectioned material, foils,
even grids prepared for transmission electron
microscopy).

• Image compositional and some bonding differ-
ences (through contrast and using back-
scattered electrons).

• Image molecular probes: metals and fluores-
cent probes.

• Undertake micro- and nano-lithography:
remove material from samples; cut pieces out
or remove progressive slices from samples
(e.g., using a focused ion beam).

• Heat or cool samples while viewing them
(while possible in many instruments, it is gen-
erally done only in ESEM or during cryo-
scanning electron microscopy).

• View frozen material (in an SEM with a
cryostage).

• Generate X-rays from samples for microanal-
ysis (EDS; WDS).

• Study optoelectronic behavior of semiconduc-
tors using cathodoluminescence.

• View/map grain orientation/crystallographic
orientation and study related information like
heterogeneity and microstrain in flat samples
(electron backscattered diffraction).

• Electron diffraction using electron back-
scattered diffraction. The geometry may be
different to a transmission electron microscope
but the physics of Bragg diffraction is
the same.

(Key applications: http://www.ammrf.org.au/
myscope/sem/background/practical/. Accessed
20 Jan 2016).

Cross-References

▶Metrology
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Synonyms

Scanning tunneling microscopy

Definition

Scanning tunneling microscope (STM) is an
instrument for imaging conductive solid surfaces
with an atomic resolution based on the concept of
quantum tunneling.

Theory and Application

Introduction
STM was originally developed in 1981 by Gerd
Binnig and Heinrich Rohrer (Binnig and Rohrer
1982), who were awarded the 1986 Nobel Prize in
Physics for this great invention. Over the years,
the STM has been proved to be an extremely
versatile and powerful technique for many disci-
plines in material science (Yao and Wang 2004),
precision engineering (Weckenmann and Hoff-
mann 2007; Hansen et al. 2006), physics, biology,
and so on (Gao 2010).

The STM can be used not only in ultrahigh
vacuum but also in ambient of air, water, liquid,
or gas and at temperatures ranging from near-zero
Kelvin to a few hundred degrees Celsius. Apart
from surface topograph imaging, since the quan-
tum tunneling also depends on the chemical

nature of sample and tip, the STM also serves
for characterization of electronic properties of
solid samples, atomic manipulation, and nano-
structure fabrication.

Physics Principle of Tunneling
Tunneling phenomena have been studied for long
time and can be well understood in terms of quan-
tum theory. Considering an one-dimensional vac-
uum barrier between two electrodes (the sample
and the tip) and assuming their work functions to
be the same and thus the barrier height to be F, if a
bias voltage of V is applied between the two elec-
trodes with a barrier width d, according to quan-
tum theory under first-order perturbation (Hansen
et al. 2006), the tunneling current is

I ¼ 2pe
�

X
m,v

f Em
� �

1� f Evþ eVð Þ½ �

� jMmvj2 d Em � Ev
� �

where f(E) is the Fermi function, M m v is the
tunneling matrix element between states c m and
c n of the respective electrodes, and E m and E n
are the energies of c m and c n. The tunneling
matrix element Mmv can be expressed as

Mmv ¼ �2

2m

ð
dS � cm

• ∇cv � cv
• ∇cm

� �
where the integral is over all the surfaces surround-
ing the barrier region. To estimate the magnitude of
Mm v, the wave function of the sample c n can be
expanded in the generalized plane-wave forma:

cv ¼ Os
�1=2

X
G

aG exp k2 þ jkG
� ��2Þ1=2zh i

� exp ikG � xð Þ

where Os is the volume of the sample, k ¼ h�1
2møð Þ1=2 is the decay rate, ø is the work function,
kG ¼ k== þ G,k== is the surface component of
Bloch vector, andG is the surface reciprocal vector.

The above formulas mean that the tunneling
current depends on the tunneling gap distance
d very sensitively. In the typical case, the tunneling
current would change one order, while the gap
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distance changes only 1 Å. This accounts for
extremely high vertical resolution of 0.1 Å of STM.

Operation Principle of STM
The basic operation principle of STM is illustrated
in Fig. 1. A sharp conductive probe tip is fixed on
the top of a piezodrive (Pz) to control the height of
the tip above a surface. When the tip is brought
close enough to the sample surface, electron can
tunnel through the vacuum barrier between tip and
sample surface. Applying a bias voltage on the
sample, a tunneling current can be measured
through the tip, which is extremely sensitive to
the distance between the tip and the surface.
Another two piezodrives (Px and Py) are used to
scan the tip in two lateral dimensions. There are
two basic operation modes to acquire surface
images (Whitehouse 1994). Figure 2 shows the
schematic of the two operation modes in STM.

Constant Current Mode
A feedback controller is employed to adjust the
height of the tip to keep the tunneling current
constant. During the tip scanning on the surface,
the height of the tip (the voltage supplied to Pz
piezodrive) is recorded as an STM image, which
represent the topograph of the surface. This oper-
ation mode of STM is called constant current

mode. Constant current mode is mostly used in
STM topograph imaging. It is safe to use the mode
on rough surfaces since the distance between the
tip and sample is adjusted by the feedback circuit.

Constant Height Mode
For a smooth surface, it is also possible to keep the
tip height constant above the surface. The varia-
tion of the tunneling current reflects the small
atomic corrugation of the surface. The constant
height mode has no fundamental difference to the
constant current mode. However, the tip could be
crashed if the surface corrugation is big. On the
other hand, the STM can scan very fast in this
mode for research of surface dynamic processes.

Key Applications
• Characterization of nanostructures with atomic

resolution
• The reconstruction illustration of materials

deposited on the surface of gold
• Morphological characterization of carbon

nanotubes
• Analysis of nanoparticles
• Determination of the structure in thin layers of

organic semiconductors
• Characterization of ceramic layers obtain from

the method of CVD/PVD

Set-point
Value

Feedback Loop to maintain
constant tunneling current Controller

Electronics

3D PZT
Scanner

Tunneling current
Preamplifier

Bias Voltage
STM Probe

Sample

X ,Y

Z

Scanning Tunneling
Microscope, Fig. 1 Basic
principal of STM system
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• Characterization of nanostructure conductors
and semiconductors by using STM

• Study of surface atomic dynamic processes
• Study of electronic properties of surfaces
• STM-based atomic manipulation
• STM-based fabrication

Cross-References

▶Metrology
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(Reproduced from
“Scanning tunneling
microscopy,” PK Hansma
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the permission of AIP
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Definitions

Scatterometry is a technique for measuring
periodic structures on a surface with dimen-
sions from a few nanometers to tens of micro-
meters. Scatterometry is a fast, nondestructive
technique and is, therefore, suitable for in-line
metrology.

Theory and Applications

The basic working principle of scatterometry is to
use the information in the interference of light
interacting with periodic structures, for example,
a diffraction grating, to characterize a surface. The
intensities of the resulting diffraction orders are
used as a unique fingerprint for a given surface.
Scatterometry is often applied where imaging
techniques cannot be used due to a lack of reso-
lution and can be considered a super-resolution
technique.

The Principal Workflow
The principal workflow (Fig. 1) when performing
scatterometry measurements uses an inverse
modeling approach, with three steps: (1) the
experimental measurement in which the light
from an optical source is incident on the sample
to be measured, reflects from the surface, and the
resultant diffraction pattern is detected, (2) model-
ing of the diffraction pattern that would result if
reflecting the light from an ideal grating, and
(3) comparison of the experimental and simulated
diffraction patterns. Note that some scatterometers
operate in transmission through the sample, but
only reflection mode systems will be discussed in
the rest of the document.

The experimental quantities to be measured in
scatterometry are the intensities of the diffracted
light as a function of the angle of incidence, the
reflection angles of the diffracted orders, and/or
the wavelength of the diffracted light. Quantities
of interest are represented by the diffraction effi-
ciencies calculated as the ratio of the incident
intensity and scattered intensity for a given order.

1 - Sample characterization 2 - Computer simulation
of diffraction efficiencies

3 - Measured diffraction efficiencies are compared with the simulated 
data to calculate the dimensions of the structures on the sample

1

1

0

0

-1

-1

Sample

Scatterometry,
Fig. 1 Principal workflow
while performing
scatterometry
measurements.
(1) Experimental
measurements,
(2) modeling diffraction
efficiency, (3) comparison
of the data from the first two
steps
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Simulation of the diffraction efficiencies is
typically performed using software for solving
Maxwell’s equations, such as rigorous coupled-
wave analysis (RCWA) (Moharam and Gaylord
1981) or finite element methods (FEMs)
(Humphries 1997). A degree of a priori informa-
tion about the sample being measured is needed in
order to simulate the diffraction efficiencies. This
includes the material properties of the periodic
structures and substrate and an estimate of the
dimensions of the structure. Such a priori infor-
mation is almost always available, for example,
when scatterometry is used for quality control of
fabricated structures.

The last step is to compare the measured diffrac-
tion efficiencies to the simulated ones. Performing
many simulations of structures with small dimen-
sional variations can produce a database of diffrac-
tion efficiencies. The database approach greatly
reduces the time for the comparison. Instead of
performing the lengthy calculations described in
step (2), a simple database lookup process is used.
On a normal desktop computer, this can be accom-
plished in a few milliseconds.

Applications
Continuous advancement in the semiconductor
industry and development of large volume pro-
duction technologies (i.e., injection molding,
microinjection molding, roll-to-roll manufactur-
ing) have introduced new fabrication methods to
produce micro- and nanoscale periodic structures
enabling different functionalities. To characterize
nanostructured surfaces, scanning electron
microscopy (SEM) or atomic force microscopy
(AFM) is generally used to ensure the required
lateral and vertical resolutions. However, AFM
and SEM are far too slow to use for in-line char-
acterization, unless highly costly parallel realiza-
tions are employed. As such, due to its potential
for high-speed measurement, scatterometry is a
competitive technique for in-line applications
(Calaon et al. 2015). With scatterometry, it is
possible to characterize relatively large areas
(up to square centimeters) with nanometer preci-
sion for the geometry of periodic structures.

The ability to only measure periodic structures
may seem limiting. However, many structures,

especially in the semiconductor industry, are peri-
odic by design. Furthermore, periodic structures
for the purpose of characterization can often be
placed near the real structures of interest, for
example, in the dice lines on a wafer. Instead of
measuring on the real structure, measurements
can be performed on the test structure and corre-
lated to the real design. This method is also known
from the printing industry, for example, test fields
at the edge of a newspaper.

Semiconductor Industry
Scatterometry is used for in-line dimensional
measurements of critical geometries during the
fabrication of silicon components, for example,
measuring the etch depth before continuing to
the next process step. The increasing use of mul-
tiple patterning steps extended the initial adoption
of scatterometry to monitor etch processes on
integrated circuit masks to complex features,
where as many as ten parameters are included in
the model (e.g., line-width, height, sidewall
angles, roughness, and pitch measurements). In
some applications, the use of multi-patterned fea-
tures (e.g., antireflective coatings) can prevent
ultraviolet light from penetrating into deeper
layers. Recent developments have focused on
applying scatterometry to overlay metrology, but
challenges in multilayer measurements need to be
resolved (Hsu et al. 2015).

The semiconductor industry is currently
adopting scatterometry for line shape metrology,
providing statistically valid average values for
large numbers of increasingly smaller features.
Recent technological advances have demon-
strated scatterometry to be a viable solution for
fast nondestructive in-line process control and
monitoring for extreme ultraviolet lithography in
electronic circuit fabrication (Li et al. 2013).

Instruments are commercially available for the
semiconductor industry, but they are highly expen-
sive and only target large production facilities.

Polymer Industry
With the development in nano-texturing of sur-
faces with materials other than semiconductors,
scatterometry has found applications in fields
from microfluidic channels (Calaon et al. 2015)
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to roll-to-roll applications (Petrik et al. 2014).
Scatterometry has recently been used for in-line
optical critical dimension quantification of injec-
tion molded nanostructures on transparent poly-
mer surfaces (Madsen et al. 2017). Quantification
of replication fidelity between master geometries
and polymer structures can be used as direct feed-
back for continuous quality control of injection
molded production of nanostructured products.
Scatterometers can characterize the critical geom-
etries of different nanostructures with an accuracy
of a few nanometers in less than a second for
single acquisitions.

Scatterometers
Scatterometers can be divided into two main
categories: (1) those that scan the incoming
and/or outgoing angles, referred to as “angular
scatterometers,” and (2) those that scan a range
of wavelengths, referred to as “spectroscopic
scatterometers.”

The simplest scatterometer comprises a
static setup with the incoming beam and detector
kept at fixed angles, limiting the intensity measure-
ment acquisition to a single diffraction order
(Kleinknecht andMeier 1978). Due to its simplicity,
this setup is suitable for in-process characterization.

In angular scatterometers, a fixed incidence
angle and a moving detector in the same plane as
the incoming beam are used to measure the angle-
dependent scattering intensities (Fig. 2 left). Such
a setup can also measure the pitch of a periodic
lattice. However, for pitch measurement, a
Littrow configuration (Chernoff et al. 2008) is
superior. This configuration enables overlapping
of the diffracted light with the incident light.

Concurrent sample rotation allows precise mea-
surement of the angles between different diffrac-
tion orders from which the pitch is calculated.

Spectroscopic scatterometry scans the wave-
length of the incoming light, filtered at the detec-
tor side with, for example, a spectrometer.
Specular reflection is studied, instead of the first
(and higher) orders of the diffracted light. In the
simple configuration (Fig. 2 right), both the light
source and the detector are positioned normal to
the sample. The setup of the normal incidence
configuration, without any moving parts, provides
simple alignment and good vibration isolation
properties. The possibility of imaging specific
areas of interest has been demonstrated by build-
ing a scatterometer into a conventional optical
microscope (Madsen et al. 2015).

In imaging scatterometry, a set of multispectral
images acquired at different wavelengths is used
to determine the diffraction efficiencies of differ-
ent structures at single pixels in the images. Ref-
erence images (e.g., a dark image and an image of
a blank sample) are acquired for each wavelength
and used to characterize the diffraction efficiency
of a single pixel. The diffraction efficiency from a
single pixel is then used for reconstruction of the
grating shape parameters in that local area.

Modeling
For modeling of grating structures, RCWA is
the most widespread technique to calculate diffrac-
tion efficiencies. The introduction ofRCWAenables
scatterometers to determine the dimensions of grat-
ings. RCWA decomposes periodic structures into
smaller boxes characterized by representative
parameters that describe the grating, such as pitch,

Fixed angle Spectroscopic

Scatterometry,
Fig. 2 Schema of different
scatterometry setups. (Left)
A fixed angle setup where
only the detector moves.
(Right) Spectroscopic
system with no moving
parts
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height, width, sidewall angles, and, for more
advanced models, the roundness of the top and
bottom corners of the grating. The computer
model solves the electromagnetic field of the differ-
ent boxes composing each single object of the peri-
odic structure. Consequently, the boundaries of the
different rectangular boxes are matched to find the
electromagnetic field outside the grating structure.

FEM can also be applied for simulation of
diffraction efficiencies. With FEM, more complex
structures can be handled with the support of a
CAD model in the design phase and a meshing
procedure for the determination of Maxwell’s
equations (Jin 2002). However, the drawback of
this method is the need for much longer compu-
tational times, which can only be reduced by the
use of supercomputers.

Comparison of Experimental and
Numerical Data
Diffraction efficiencies are compared with the sim-
ulated data and the best match yields the dimen-
sions of the structures on the sample (Fig. 1). Direct
optimization or library search approaches are the
main approaches for the comparison.

Direct optimization is generally used for simple
geometries, and all the free parameters (e.g., height
and width) are optimized using, for example, a
differential evolution algorithm (Storn and Price
1997). The optimization identifies the best fit using
either scalar diffraction theory, RCWA, or FEM
between selected free parameters of the structure
under analysis and reference measurements.

For the library search approach, all values are
computed for different elements in a pre-
generated database. The size of the generated
database containing scattering intensity profiles
for different structures is limited by the time avail-
able to generate it. The subsequent comparison is
based on a very fast algorithm, such as chi-
squared minimization, where w2 can be defined as

w2 ¼ 1

N

XN
i¼1

�i � f Vi,að Þ
d�i

� �2

, (1)

where �i is the ith measured diffraction effi-
ciency, N is the number of measured diffraction

efficiencies, d� are the experimental uncertainties,
and f(Oi, a) are the modeled diffraction intensities
for a given set of parameters.

Typically, the minimization only takes a few
milliseconds, and direct feedback using the library
search approach is a valuable tool when used on a
production line. The approach will always pro-
vide a best fit within the produced library data-
base. The validity of the generated “true value”
can be subject to errors coming from values
outside the pre-generated database and faulty
data calculated using incorrect optical material
properties.

Uncertainty Analysis
The uncertainty of scatterometry measurements
has influence factors resulting from both the
modeling and the experimental steps. For
scatterometry instruments, the most important
influence factors are (Madsen and Hansen 2016):

• Type A: Detector noise, light fluctuations
• Type B: Long-term stability of the light source,

polarization of the light, incident angle varia-
tions, wavelength variations of the detected
light, orientation of the sample, light losses
in the system, incomplete collection of the
scattered light

Sources of random error can be reduced by
increasing the integration time or averaging the
dataset, and their quantification and computation
are well addressed by least-squares approaches.
Type B influence factors require instrument cali-
bration to identify and quantify their magnitude.

The uncertainties resulting from the model are
more challenging to handle, and a full uncertainty
analysis for the combined uncertainties has yet to be
presented in the literature. For the advanced
scatterometry technique known as “Mueller polar-
imetry,” where changes in light polarization are
measured, traceable measurements have recently
been demonstrated (Hansen et al. 2017). Here, a
general least-squares analysis approach was used
to estimate the combined instrument and model
uncertainties.
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Scheduling

Giuseppe Stecca
IASI - CNR, Institute for Systems Analysis and
Computer Science, National Research Council,
Rome, Italy

Synonyms

Executive planning; Machine scheduling; Pro-
gramming; Sequencing

Definition

Scheduling deals with the allocation of resources
to tasks over given time periods, and its goal is to
optimize one or more objectives (Pinedo 2008).

Theory and Application

Role and History of Scheduling
The role of scheduling is the assignment of
resources to working jobs over time. Scheduling
is an operational decision-making process affect-
ing company and organization performance and
its ability to add value and to respect contracts.
The application of scheduling is wide, starting
from manufacturing and production systems to
information processing environments as well as
transportation and distribution systems. Typical
scheduling problems are the sequencing of
batches in continuous and discrete manufacturing
environments with the aim of minimization of the
total time spent on setups and/or the maximization
of throughput while meeting the due dates,
assigning gate in airports, scheduling of tasks in
computing processing units, scheduling of project
activities in a team, healthcare, and timetabling.

Scheduling theory and application was
pioneered by Henry Gantt at the beginning of the
twentieth century; he developed the famous Gantt
charts during the First WorldWar. Gantt’s findings
were further developed by the researches of John-
son (1954), Jackson (1956), and Smith (1956).
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Other important references are in Conway et al.
(1967), Lawer (1973), Błażewicz et al. (1996),
and Lee et al. (1997). Further, recent important
references are Pinedo (2008), and Potts and
Strusevich (2009).

Scheduling Problems

Elements of a Scheduling Problem
Usually, a scheduling problem is defined by the
following characteristics:

• A finite number n of jobs that need to be
processed

• A finite number m of machines

Each job j to be processed can be detailed by
using different characteristics of features:

• The release date rj defined as the time when the
job is ready for processing

• The due date dj, defined as the completion date
required for the job

• The weight wj defined as the relative impor-
tance of the job in respect to the others

• The setup time sj defined as the time needed
(e.g., for tooling) before processing the job j

For each machine i and for each job j, pij
defines the processing time.

Additional elements of a scheduling problem
may be:

• Precedence constraints among jobs (prec).
• The presence of sequence-dependent job setup

times (SDJST): when immediately scheduling
job k after scheduling job j on machine i, a sijk
setup time is required.

• Preemption (prmp): the job execution on a
machine may be interrupted and continue in a
later time.

• Blocking constraints (block): blocking may
arise in the presence of limited buffers among
machines arranged in series. The upstream
machine will be blocked until the downstream
buffer is not full. The most common modeled
situation foresees zero buffer size.

• No-wait constraints (nwt): jobs are not allowed
to wait, during execution, between machines.
This is a normal situation in continuous
manufacturing environments.

• Breakdown (brkdwn): machines are not con-
tinuously available mostly because of sched-
uled maintenance or shifts.

• Batch processing (batch): the machine can
process a number b of jobs simultaneously,
and the duration of the process is equal to the
longest job processed in the batch.

• Common operations (cos): jobs share opera-
tions; once the shared operation i is completed,
it is completed for all the jobs; that require i.

With respect to machines and layout, the
scheduling problems can be classified in:

• Single-machine problems: the simplest
machine environment with a single machine.

• Flow-shop problems: when themmachines are
arranged in series. Under this layout, the job is
constrained to visit the job in the same
sequence from the first machine to the last
machine (permutation flow shop). More gen-
eral hypothesis allows overtake of jobs
(general flow shop). In flexible flow shop prob-
lems machines are arranged in stages. Jobs are
constrained to visit stages in sequence, but
each stage has a set of identical machines,
and in some cases, transportation system may
allow overtake (Baffo et al. 2013).

• Job-shop problems: machines are arranged in a
job-shop layout and each job has its own route
among machines.

• Open-shop problems: The machines are multi-
purpose and the result of the scheduling is the
determination of the route of the jobs among
the machine together with the sequencing of
the job processing.

Notation
The most commonly used notation for theoretical
scheduling is the so-called three-field notation intro-
duced by Graham et al. (1979). The notation fore-
sees three fields called a|b|g. The first field defines
the scheduling environment: a equal to F stands for
flow shop, J for job shop, P for parallel machines,
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and O for open shop. A specific number may be
inserted to indicate the number of machines. The
second field specifies job characteristics indicating,
for example, the preemption, ready times, and addi-
tional resources. The third field specifies the perfor-
mance index (objective). Some examples can be the
following: 1|sjk|C max denotes a single-machine
problem with sequence-dependent setup times and
minimization of maximum completion time
(makespan); Jm||Cmax denotes a job-shop problem
with m machines and makespan minimization.

Objectives
The objective of the scheduling problem is to
minimize a performance indicator computed on
the schedule. A schedule is the specification of a
feasible sequence of starting (and waiting) times
of operations for each job in each machine.

For a single job j, the most frequent perfor-
mance indicators are:

• Cj: the completion time of job j intended as the
date when the job j exits the system

• Fj: the flow time of job j, i.e., the total time
spent in the shop by the job j, Fj = Cj � rj

• Lj: the lateness of the job j, Lj = Cj � dj
• Tj: the tardiness of the job j, Tj = max{0, Lj}
• Ej: the earliness of the job j, Ej = max{0, �Lj}
• Uj: Number of tardy jobs. The job is late: if

(Cj > dj) Uj = 1; else U = 0

Most common objectives of scheduling prob-
lems are the minimization of:

• Makespan, defined as Cmax = max(j ∊ J){Cj}
• Maximum lateness Lmax

• Maximum tardiness
• Weighted sum of completion times
• Weighted sum of jobs tardiness
• Weighted sum of late jobs
• Weighted sum of lateness – earliness

Types of Scheduling and Scheduling
Problems

Dynamic and Stochastic Scheduling
Dynamic scheduling is considered when the list of
jobs to schedule is partially or totally unknown at

the beginning of the schedule. In this case, the
three-field notation is expanded in a four-field
notation. The first field defines the distribution
function of arrivals for jobs. A typical dynamic
scheduling environment is the task processing
problem in computation and communication sys-
tems. Stochastic scheduling, in a more general
meaning, is defined when a scheduling problem
has a random feature. One common random fea-
ture considered may be the processing time
of jobs.

Decentralized Scheduling
In decentralized or distributed scheduling, there
are local schedulers responsible for local or shared
resources who must coordinate in order to com-
pose a global, optimized schedule of given jobs.
The discipline of distributed scheduling is consid-
ered not only in manufacturing science (Shen
2002) but also in distributed artificial intelligence,
in multiagent systems, and in economic theory.
One of the most famous applications of distrib-
uted scheduling is the contract-net protocol (CNP)
proposed by Smith (1980), where each resource is
modeled as a local scheduler agent. The CNP
coordinates task allocation, providing dynamic
allocation and natural load balancing. A way to
connect the theoretical classical scheduling
framework with decentralized scheduling is pro-
posed by research which investigates the multi-
agent scheduling problem in a formal way
(Agnetis et al. 2004). Duffie and Prabhu (1994)
introduced real-time scheduling for decentralized,
heterarchical manufacturing systems. Recent
research trends consider scheduling in distributed
artificial intelligence and swarm robotics.

Integrated Scheduling Problems
Together with decentralized scheduling, a current
trend in deterministic scheduling is the so-called
integrated scheduling problem. Complex real
manufacturing and logistics environments impose
the integrated analysis of planning and scheduling
problems. Another direction of research is actu-
ally the integration along the supply chain of the
scheduling problem, considering in the schedul-
ing problems inventory, distribution, and routing
issues.
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Complexity and Solution Approaches
Most of the scheduling problems proposed are
NP-hard in the strong sense and difficult to solve
even for small instances. A list of complexity
results for scheduling problems can be found on
Brucker and Knust (2009). Exact approaches for
solving scheduling problems are indeed very rare.
Heuristics and metaheuristics are very often used.
Relaxation techniques such as column generation,
Lagrangian relaxation, or branch and cut can be
used when the mixed integer linear programming
(MILP) model of the scheduling problem is for-
mulated. For dynamic and stochastic scheduling,
dispatching rules may be designed. Some classes
of problems (e.g., problems with sequence-
dependent setup times) can be treated with graph
theory.

Cross-References

▶Artificial Intelligence
▶Distributed Manufacturing
▶Optimization in Manufacturing
▶ Planning
▶ Production Planning
▶ Statistical Process Control
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Self-Propelled Rotary Tool

Hossam A. Kishawy
Department of Automotive, Mechanical and
Manufacturing Engineering, Faculty of
Engineering and Applied Science, University of
Ontario Institute of Technology (UOIT), Oshawa,
ON, Canada

Synonyms

Cutting tool; Machining; Rotary tools; SPRT

Definition

Self-propelled rotary tool (SPRT) is a general
term which is usually entitled to a family of
round cutting tools in the form of circular inserts
that spin around their axis during machining
operation (Shaw et al. 1952; Venuvinod and
Rubenstein 1983; Armarego et al. 1991, 1993,
1994a, b). The SPRTs offer a superior perfor-
mance over the conventionally used cutting
tools where the tool rotates continuously which
provides a fresh part of the cutting edge into the
cutting area. The insert spinning around its center
provides a way for carrying the fluid to the tool
point as in the case of a journal bearing. This
rotation allows the tool to be cooled down;

hence, it significantly reduces the adverse effects
of temperature on the tool life as well as the
workpiece surface quality. In addition, employ-
ment of self-propelled rotary tools results in a
higher material removal rate (MRR) in machin-
ing difficult to cut materials such as hardened
steels and titanium alloys.

Theory and Application

Introduction
Machining is a general term commonly used to
define the process of material removal from a part
to achieve a desired shape by means of a cutting
tool. In machining operations, a wedge shape
cutting tool is pushed against and moved over
the workpiece surface to remove the unwanted
materials and generate the part with desired
shape and geometry. Regardless of the process,
all of the machining operations are typically
conducted in two distinct stages, namely,
roughing and finishing. In some cases, a third
stage is also added to the abovementioned catego-
ries which is called semi-finishing.

The main objective of the roughing operations,
as the first stage in machining, is to remove the
bulk of material from the workpiece as quick as
possible. The result of this stage is a part with
shape close to the desired form with no dimen-
sional or surface accuracy. Finishing operations
are then implemented to remove the remaining
undesired materials and accomplish the job by
achieving the final dimension with the desired
tolerances and surface finish.

Almost all of the traditional machining opera-
tions share the same fundamental principles to
remove the unwanted materials. In conventional
machining operations, when the cutting tool or
insert enters the cutting zone, it remains engaged
with the workpiece for the entire pass. During this
period of time, a certain part of the cutting edge is
constantly in touch with the workpiece and plas-
tically deforms the workpiece material to form
chips. Plastic deformation absorbs energy and
generates heat; as a result, cutting tool experiences
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high mechanical and thermal stresses when it is
engaged with the workpiece.

Heat is an influential factor yet complex to
study that influences the successful accomplish-
ment or failure of a machining operation. Accu-
rate prediction of temperature distribution and its
intensity during machining is not straightforward
as the behaviors of workpiece material and tem-
perature are interrelated parameters. The charac-
teristics of workpiece material alter with
temperature, while, in the same manner, variation
of temperature during machining is also affected
by the material characteristics. From one view-
point, the elevated temperature in the cutting
zone can be considered as a desirable factor to
some extent as it locally softens the workpiece
material and facilitates the ease of machining;
however, constant exposure to high temperature
drastically reduces the tool life and dramatically
increases the machining costs. Moreover, keep
machining with the blunt tool not only further
intensifies the temperature and repeatedly dam-
ages the tool but also deteriorates the surface
quality of the workpiece. The temperature-
induced problems become even more challeng-
ing when it comes to machining difficult to cut
materials due to their inherent characteristics
such as high hardness (higher than 45 HRC up
to 70 HRC, e.g., hardened steels) or very low
thermal conductivity and modulus of elasticity
(e.g., titanium). The amount of temperature gen-
erated during machining of these materials is
extremely high; hence, only relatively expensive
cutting tools such as ceramics, polycrystalline
cubic boron nitrides (PCBN) (Kishawy and
Wilcox 2003), and polycrystalline diamonds
(PCD) that are capable of sustaining elevated
temperatures can be employed in machining
such materials.

One of the most commonly used approaches to
eliminate the adverse effects of high temperature
on the tool life and integrity of workpiece is
employing coolant. However, application of cool-
ant is not fully advantageous and has its own
drawbacks. These drawbacks include but are not
limited to corrosion if the coolant is not properly
selected, environmental side effects if the standard
disposal procedures are not appropriately

followed, as well as negative effects on the oper-
ator’s health. As a result, finding a cheap yet
effective way to minimize the temperature-related
issue was always a never ending job in machining
industry.

A more effective yet simple solution to reduce
the temperature-related issues and protect the cut-
ting tool is to replace the active portion of the tool
or in the other words by constantly providing a
fresh cutting edge to the cutting zone (Kishawy
et al. 2004). This may look unrealistic at the first
glance, while it is the fundamental idea behind the
introduction of a new generation of cutting tools
entitled rotary tools.

What Are Rotary Tools?
In order to describe the rotary tools and their
effectiveness in machining technology, the major
difference between rotary tools and their station-
ary counterparts must be primarily described. This
major difference is the type of relative motion
between the tool and workpiece. In conventional
machining operations such as milling, tuning, and
drilling tools, the tool motion is usually confined
to the main cutting and feed motions. It may come
into question that the milling tools are rotary tool
spinning about their axis. A careful attention to
this case reveals the fact that the rotation of mill-
ing tool provides cutting motion same as the rota-
tion of workpiece in turning; thus, once a unique
point on the cutting tool engages the workpiece, it
remains in cut until the tool leaves the workpiece.
This mechanism of cutting constantly exposes a
certain portion of the cutting edge to an elevated
temperature which in most of the cases gradually,
if not rapidly, deteriorates the tool and makes it
blunt. The dominant mechanisms of wear in such
cases are crater wear on the rake face as a result of
elevated temperature due to constant rubbing of
the chip against the same area of the tool and also
flank wear due to contact ploughing between the
flank face of the tool and newly machined surface
(Kishawy and Wilcox 2003, Kishawy et al. 2004)
(see Fig. 1).

In rotary tools, another degree of freedom will
be added to the system. This degree of freedom is
the relative motion between the tool itself and
tool holder in terms of rotation of the cutting
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insert around its axis. Rotary tools are typically
circular inserts capable of rotating freely about
their axis. There are two types of rotary tools,
namely, driven and self-propelled. In self-
propelled rotary tools (SPRT), the insert is driven
as a result of engaging the tool with the work-
piece in the absence of any external actuator. In
this case the inclination angle and the friction
between the chip and the rake face of the tool
are the main driving source of the insert. In case
of the driven rotary tools, the insert is forced to
rotate by means of an external source such as
motor or actuator. Due to their inherent func-
tional characteristic, in one full rotation of the

rotary tools, each portion of the cutting edge
performs cutting for a short period of time and
then disengages from the cutting zone which
provides a cooling period which ends when this
portion of the insert reaches the workpiece again.
The rotation dissipates the accumulated temper-
ature to the surrounding environment and allows
the tool face to be cooled down during the disen-
gagement period. This exactly resembles a tool
with several cutting edges over which the tool
wear can be uniformly distributed. This configu-
ration significantly reduces the tool wear and
increases the material removal rate (Kishawy
et al. 2011) (see Fig. 2).

Self-Propelled Rotary Tool, Fig. 1 Machining with non-rotary tools and its dominant wear mechanisms
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Synonyms

Deep drilling; Drilling; Vibratory drilling

Definition

The self-vibratory drilling is an innovative tech-
nology that allows increasing the productivity,
without coolant. The poor removal of chips in
deep drilling of small diameter is often the
cause of tool breakage and poor quality surface.
The self-vibratory drilling enables the chip to
be split, thanks to the axial vibrations of the
drill self-maintained by the cutting energy.
Therefore chips are evacuated easily. A specific
tool holder with a variable axial stiffness was
developed.

Theory and Application

Introduction
The drilling is a machining operation to obtain a
hole in a workpiece with a twist drill. This oper-
ation is difficult because the cutting edge is
embedded in the material. The fragmentation of
the chip is difficult. The drill geometry, including
the orientation of the drill tip and propeller of the
flute, is supposedly designed to evacuate directly
the chip tape or force it to undergo a second
deflection by winding on itself which can lead to
the breakup. The majority of the holes are shallow
on industrial parts (5 � diameter in most cases),
and the evacuation of the chip is easy.

Deep drilling may be defined as a hole whose
depth is greater than five times the diameter. These
holes were primarily designed to bring a fluid at a
specific location (lubrication, injection channel,

etc.). Deep drilling almost exclusively uses mono-
bloc twist drills, which limits the range of appli-
cation for the machining of small diameter holes,
statistically lower than 13 mm. These operations
are greatly facilitated by the use of lubrication
through the center of the spindle with pressure ~
40 bars optionally available on almost all modern
machine tools.

The drilling of deep holes of small diameters
required the use of retreat cycles and successful
lubrication to evacuate the chip. The main limit
for a higher productivity in drilling operation was
directly connected to the poor chip evacuation. It
cannot be a reference solution to industrialize
parts.

Dry machining processes are much better for
environment than classical machining processes
using coolant. There are still machining processes
where coolant is part of physical process, not only
for thermal matters. The deep drilling is a difficult
operation because the drill flute must evacuate the
chips formed at the cutting edge. A new technol-
ogy was developed to be a dry technology. The
splitting of the chip in deep drilling can be
obtained by vibrating the drill axially.

Self-Vibratory Drilling Principle
The approach consists in using the cutting energy
to create the axial vibrations necessary to split the
chip. The objective here is to choose the cutting
conditions in order to obtain drill axial chatter.
The axial vibrations at low frequency have an
amplitude bigger than the feed rate allowing to
split the chip which is easily evacuated.

The principle adopted is to insert a spring
between the spindle and the twist drill to get a
consistent stiffness with the phenomenon of chat-
ter leading to the fragmentation of the chip.
A sliding connection between the spindle and
the twist drill is also required to maintain, on the
one hand, good coaxiality between the axis of the
spindle and the drill axis and, on the other hand, to
allow the axial movement from vibrations.

During self-vibratory drilling, the axial vibra-
tions that cause the splitting of the chip are
obtained by the instability of the cut (Paris et al.
2005). The chip is then naturally evacuated with-
out coolant.
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Elements constituting the machining system
(machine tool, work piece, fixture, and cutting
tool) have stiffness higher than the axial stiffness
of the spring between the spindle and the drill.
Furthermore, the spring has a very big rigidity in
twisting and a low rigidity in compression. From
these hypotheses, the vibrations in twisting and
the dynamic behavior of the machine tool, fixture,
and workpiece can be neglected. The dynamic
behavior of the machining system was modeled
as a second-order system characterized by a
mass (m), stiffness (k), and damping (c) (Fig. 1). (h)
is the instantaneous thickness of the chip
and (P) is the cutting thrust force.

The surface generated by a lip of the drill is the
result of the axial feed of the drill (combination of
axial vibratory and feed rate) and of the spindle
speed. The following lip then machines this sur-
face. This regeneration of the chip thickness is
modeled via the block diagram presented in
Fig. 2.

The cutting forces in drilling are modeled by a
thrust force and a torque around the drill, with the
hypothesis that the sharpening of the tool is per-
fect and that the lips of the drill work in the same
way, the lateral force being on every lip
counterbalance.

The machined shape is a wavy surface owing
to vibrations of the machining system (Fig. 3).
This surface is then machined by the following
lip of the twist drill. Three situations can arise:

• Case 1: the shape of the machined surface is
perfectly superimposed to that generated by the
passage of the previous lip. In this case, the
thickness of the chip is always the same for
each lip passing. The system is stable and the
chip is not fragmented.

• Case 2: the shape of the machined surface does
not overlap perfectly to that generated by the
passage of the previous edge. The thickness of
the chip is not always the same in each pass of
the lip. The system is unstable and the chip is
not fragmented.

• Case 3: the shape of the machined surface is
offset by a value close to a half wave. The chip
thickness varies with each pass of the cutting
edge. The chip is fragmented since the cutting
edge is outside the material. The system is
highly unstable and we have the presence of
the chatter phenomenon. Figure 4 shows the
geometry of the bottom of the hole when the
chip is fragmented.

The chatter prediction and linear stability anal-
ysis (Altintas 2000) of the machining system
modeled allow identification of the stable and
unstable domains according to the cutting param-
eters of depth of cut and the spindle speed. As the
width of cut is imposed by the drill diameter, it is
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more interesting to draw these stability lobes
according to three variables: the stiffness of the
spring, the spindle speed, and the mass of the drill
holder (Fig. 5). The zone outside the limits corre-
sponds to conventional drilling because it does
not provide sufficient energy for the chatter. The
zone inside the limits covers the vibratory field of
instability, which is an interest in the context of
self-vibratory drilling.

The aim is to use the natural axial chatter to
fragment the chips. The challenge is to keep them

stabilized at a suitable frequency and magnitude
for a good quality of cutting. So, the cutting
parameters are chosen to be in the unstable
domain. All the values (k, m, and cutting speed N)
belonging to the unstable domain have no interest.
Indeed, the amplitude of the vibrations must be
compatible with the feed rate in order to have a
chip fragmentation and with the flank angle to
avoid plowing effect, which tends to dampen the
vibrations.

Self-Vibratory Drilling Head
An innovative tool holder for drilling operations
to obtain a fragmented chip using cutting condi-
tions compatible with good productivity and life
of the drill, while ensuring a good quality of the
deep hole (diameter, straightness, roughness), was
developed in G-SCOP laboratory (Fig. 6).

It is composed of three main elements; the drill
holder called sliding body, with a mass m, fixes
the twist drill and enables axial vibrations. The
vibrating device body connects the device to the
spindle and the leaf spring, with a stiffness (k), is a
dynamic cutting fixture enabling a magnitude and
an adapted frequency. The cutting parameters are
chosen to be in the area of unstable cutting.

The self-vibrating drilling head (SVDH) gen-
erates chatter for adequate cutting parameters by
using the small stiffness of the spring located

Chip no fragmented

Case 1

Chip no fragmented
Case 2

Chip fragmented

Case 3

Self-Vibratory Drilling, Fig. 3 Influence of the phase shift between two lips passing on splitting chip

Self-Vibratory Drilling, Fig. 4 Geometry of the bottom
of the hole in case 3
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between the body and the drill holder. This low-
rigidity part creates conditions for controlled axial
regenerative vibrations.

The objective here is to choose the cutting
conditions in order to obtain drill axial chatter.
The axial vibrations at low frequency have ampli-
tude bigger than the feed rate allowing splitting
the chip which is easily evacuated.

Adjustment Parameters of the Self-Vibratory
Drilling Head
The adjustment parameters of the SVDH are the
stiffness of the spring, the mass of the drill holder,
and the spindle speed. It is indeed difficult to
modify the other parameters: the diameter of the

drill is imposed by the machining operation. To
facilitate the choice of the parameters, it is inter-
esting to determine the stability zones according
to the stiffness of the spring, the mass of the drill
order, and the spindle speed (Fig. 4).

All the values belonging to unstable domains
are of no interest. Indeed, the amplitude of the
vibrations must be compatible with the flank
angle to avoid the plowing effect, which tends to
dampen the vibrations. Smith (Smith and Tlusty
1997) showed the interest to place it in the unsta-
ble domains of the first lobes (high rotation speed)
to avoid the damping. On one hand, the presence
of plowing leads to the drill degradation and on
the other hand to the attenuation of the vibrations,
and its consequence is a ribbon chip. Furthermore,
this amplitude must be higher than the feed by a
lip to obtain short chips.

The study of the influence of the speed of
rotation is done by keeping the other two param-
eters mass and stiffness constant. Figure 7 shows
the stability lobes for a drill diameter of 5 mm into
a steel to 300 HB. The mass of the drill holder is
3.25 kg (Fig. 7 right). By positioning stiffness at
1000 N/mm, it is possible to study the influence of
the spindle speed. The spindle speed range is more
important when one is situated in the first lobe,
where the spindle speed is between 5800 (b) and
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10,300 (a) rev/min, between 2700 and 3850 rev/
min for the second lobe, and between 1800 and
2400 rev/min for the third lobe. Beyond the third
lobe, it is very difficult to obtain cutting edge
jumps out of the material. For the first lobe, the
chatter frequency is close to 1.7 vibrations per
revolution. This means that the cut is interrupted
1.7 times for a revolution of the twist drill. Since
the twist drill has two lips, then the chips are
fragmented into 3.4 pieces per revolution. They
are very small and easily evacuated by the flute of
the drill. The chatter frequency is 3.5 for the
second lobe and 5.5 for the third lobe.

The influence of the mass is observed
maintaining stiffness and spindle speed. Figure 7
shows the lobes of instability for two different
masses: a mass of 3.25 kg and a mass of 2 kg.
For stiffness of 1000 N/mm and for a mobile mass
of 3.25 kg, the position of the first instability lobe
is for cutting speeds of 5800 rev/min (b) and
10,300 rev/min (a). For the same stiffness and
lower mass (2 kg), the unstable zone is between
7500 rev/min (b) and 13500 rev/min (a). The
increase in mass translated all of instability lobes

toward the low spindle speeds. For a high spindle
speed, use low mass. In contrast, for a low spindle
speed, choose a large mass.

The influence of the stiffness is observed in
keeping a constant mass. The influence of the stiff-
ness of the spring is visible in Fig. 7 right. The
stiffness has an effect on the width of the unstable
cutting regions. With a stiffness of 1000 N/mm and
amass of 3.25 kg, it is possible to obtain an unstable
cut for spindle speeds between 5800 rev/min (a) and
10,300 rev/min (b) to level of the first lobe. With a
stiffness of 2000 N/mm and a mass of 3.25 kg, it is
possible to obtain an unstable cut between 9000 rev/
min (c) and 12,000 rev/min (d). Finally, with an
excessive stiffness (greater than 2500 N/mm), what-
ever the spindle speed, it is not possible to obtain an
unstable cut.

Productivity
We now compare productivity between the two of
obtaining deep-hole techniques: a long drilling
with high pressure lubrication and vibratory dril-
ling without lubrication. The operating conditions
are different between a traditional drilling and a
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self-vibratory drilling. Indeed, the temperature at
the cutting edge is lower in self-vibratory drilling,
and it is possible to increase the cutting speed.
However, the chip thickness must remain compat-
ible with the mechanical characteristics of the
drill. As we have a variable chip thickness in
self-vibratory drilling and cutting rates close to
50%, it is not possible to choice a big feed rate.
A feed rate of 0.15 mm/rev in self-vibratory dril-
ling leads to a maximum chip thickness
corresponding to an advance of 0.3 mm/rev in
traditional drilling.

It can also be seen on Fig. 8 that the productivity
of self-vibratory drilling exceeds the productivity
of traditional drilling: the pink dots correspond to
the cutting conditions recommended by the manu-
facturer of the twist drill during traditional drilling,
and the blue dots correspond to the conditions used
in vibratory drilling in order to obtain a good split
of the chip. The three curves of iso-productivity,
which represent three different material removal
rates, show that the performance of self-vibratory
drilling exceeds those achieved in traditional dril-
ling with a twist drill. The energy consumption of
the drilling operation is substantially identical in
both cases.

Dry Machining
The vibratory drilling is compatible with dry dril-
ling. This new technique allows extending the dry

machining of delicate operations confined. This
technological leap can meet the new environmen-
tal standards.

The use of coolant in traditional drilling gen-
erates at least 90% of the environmental impacts
during the drilling operation (Paris and Museau
2012). Self-vibratory drilling is equivalent to the
classical technology of deep drilling without any
coolant in terms of environmental impacts.

Lifespan of Twist Drills and Quality of the
Deep Hole
The purpose of the wear tests was to identify the
lifetime of a carbide drill of diameter 5 mm on the
drilling of crankshaft lubrication holes. The holes
diameter is 5 mm and the depth is 100 mm. The
crankshaft is made of steel 35MnV7.

The results of the wear tests are very encourag-
ing. To the last hole, the vibration of the drill is
preserved. The wear of the tool does not seem to
have any influence on the fragmentation of the chip.

During our experimental studies, several
results on the lifespan of a twist drill have been
obtained. In each case, the lifespan of a twist drill,
defined by the length of drilled holes, exceeds
40 m during self-vibratory drilling.

The three parameters on hole quality are as
follows: the drilling diameter, the straightness,
and the surface roughness of the hole at the begin-
ning and end of the hole.
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The diameter of the hole is constant at 4.98 mm
during the first half of the life of the drill and then
gradually decreases to 4.96 mm at the end of life
of the drill.

The straightness was around a mean deviation
of 150 microns and remains permanently below
300 microns.

Roughness measured at the end of hole gradu-
ally decreases with the length of cumulative dril-
ling. The quality of the surface seems to be
improving with the wear of the tool, which is
relatively unusual in machining. Industrially, this
presents a huge advantage for the vibratory dril-
ling. Indeed, if the quality of the surface of the
hole is good during the first holes, it will remain so
throughout the use of the tool.

Cross-References

▶Chatter
▶Chatter Prediction
▶Drilling
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Synonyms

Detector; Measurement device; Measuring probe;
Sensing element; Transducer

Definition

A sensor is any functional unit that records
a desired information from a process and provides
it for subsequent processing (CIRP Dictionary of
Production Engineering 2004).

A sensor is typically a device that transforms
signals from the mechanical, thermal, radiant,
chemical, or magnetic domain to the electrical
domain, but it could measure electric values as
well. A single sensor may be based on cross-
effects between different signal domains to
achieve the signal transformation to the electrical
domain to be read by a human or an electronic
instrument. These cross-effects are shown in
Table 1, where the input signal domains are on
the left-hand side, and the output signal domains
are at the top (Meijer 2008).

Sensors can also be divided into passive and
active sensors. Passive sensors achieve their out-
put energy from an input signal such as a force or
pressure; active sensors achieve it from an internal
source such as a chemical balance (Meijer 2008).

With the MEMS (micro-electro-mechanical
systems) technology and information technology
developed in the past decades, sensors also
include the “integrated smart sensor,” which
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integrates a sensor, an analog interface circuit, an
analog-to-digital converter (ADC), and a bus
interface in one chip, and, hence, can process
signals and provide decisions. Furthermore, mul-
tiple “smart sensors” can communicate with each
other and with remote users through the internet
to construct a “sensor network,” which can sense
the environment with a group of sensors and
deliver the information remotely.

Theory and Application

Sensor Types and Applications
Many assembly tasks are performed manually, but
high-volume assembly tasks are often performed
by special-purpose machines that form an
automated assembly line or a semiautomated
assembly line. With a multisensor assembly sta-
tion, the assembly task can be accomplished with
high accuracy, repeatability, and efficiency.

Assembly tasks can be considered to consist
of two main functions: (1) sorting parts and
(2) mating parts in the final assembly (Soloman

2010). To sort parts, their parameters, type, and
position/orientation have to be sensed and sent to
mechanical devices to perform containerization,
feeding, fixturing, and gripping. During part mat-
ing, the present state of the parts to be manipu-
lated needs to be monitored by sensors and
compared with a priori information, and then
modifications of the parts’ positions can be
performed to mate them finally in the required
assembly pattern.

Sensors commonly used for assembly are
listed in Table 2 and discussed in the following.
The table depicts that most sensors used in assem-
bly are based on cross-effects between different
domains. A comprehensive review of sensor tech-
nology in assembly systems was given by
Santochi and Dini (1998). There were two recent
review articles on sensors for assembly used on
robotic hands (Almassri et al. 2015; Saudabayev
and Varol 2015).

Photoelectric Sensors
A photoelectric sensor consists of a source and
a detector, as shown in Fig. 1 (Soloman 2010).

Sensor (Assembly), Table 1 Physical sensor effects

In/Out Radiant Mechanical Thermal Electrical Magnetic Chemical

Radiant Photo
luminance

Radiant pressure Radiant
heating

Photo
conduction

Photomagnetic Photo chemical

Mechanical Photoelastic
effect

Conservation of
moment

Friction heat Piezo-
electricity

Magnetostriction Pressure-induced
explosion

Thermal Incandescence Thermal
expansion

Heat
conduction

Seebeck
effect

Curie-Weiss law Endotherm
reaction

Electrical Inject
luminance

Piezoelectric
effect

Peltier effect PN junction
effect

Ampere’s law Electrolysis

Magnetic Faraday effect Magnetostriction Ettingshausen
effect

Hall effect Magnetic
induction

Chemical Chemo
luminance

Explosion
reaction

Exothermal
reaction

Volta effect Chemical reaction

Sensor (Assembly),
Table 2 Sensors
commonly used in
assembly

Sensor/Domain Radiant Magnetic Mechanical Electrical

Photoelectric √ √
Vision √ √

RFID √ √
Inductive √ √
Magnetic √ √
Force-torque √ √

1528 Sensor (Assembly)



The source can be a light-emitting diode (LED)
that emits a beam of light either in the infrared or
visible light spectrum, or a laser. The detector can
detect the light presence or absence with a photo-
diode. An amplifier is used in the detector so that
it can respond to the light emitted by the source
without being affected by the ambient light.

Based on the target, three detection methods
are applied by photoelectric sensors: through-
beam detection, reflex detection, and diffuse
detection (Soloman 2010).

The through-beam detection method requires
that the source and detector are aligned accurately
to make the greatest possible amount of light
travel from the source to the detector (Fig. 2). If
an object passes between the source and detector,
the light will be broken and a signal of object
detection will be generated. This method is suit-
able for detecting opaque or reflective objects.
It provides the longest range among three methods
and a high power at a shorter range, which make it
suitable in a contaminant environment.

The reflex detection method requires the
source and the detector in one unit, as shown in
Fig. 3. The light from the source is transmitted
to a retroreflector and returned to the detector.
The object is detected when it passes between
the sensor and the reflector and breaks the light.
This method is flexible and easy to install, but the

detected object must be less reflective than
the retroreflector.

In the diffuse method, the source and the
detector are in one unit, as shown in Fig. 4.
When an object is present before the sensor, the
light from the source is diffused from the object’s
surface at all angles. When the detector receives
enough reflected light, the object is detected. If the
source light is laser and the detector is a position
sensor detector (PSD), the ability to detect small
parts, high switching speeds, or longer sensing
distances can be achieved (Fig. 5).

One type of photoelectric sensor is the photo-
electric color sensor, which uses a true color
technology to provide accurate information.
A halogen light source is used to illuminate the
target. The reflected light is transmitted over
a fiber-optic bundle and received by a detector
with RGB optical filters, which analyze the
reflected light into red, green, and blue (RGB)
color contents. An analog signal is generated
based on RGB color contents and then amplified
and converted to digital data, which is then pro-
cessed by the microprocessor to meet specific
requirements by using different algorithms.
A photoelectric color sensor can provide high-
speed operation (1-ms response time) for most
manufacturing environments and even hazardous
environments with a fiber-optic cable. It is simple
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Fig. 1 Photoelectric sensor

Sensor (Assembly), Fig. 2 Through-beam detection
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to set up and calibrate the color sensor and
needs less than a few minutes to start operating
the sensor.

Another type of photoelectric sensor is the
fiber optics sensor, which uses a bundle of trans-
parent fibers of glass or plastic to conduct and
guide light energy using the principle of total
internal reflection, as depicted in Fig. 6. Fiber

optics serve as “light pipes” to transmit the light
from the source to the detector. With a small
diameter and flexibility of the fibers to be bent
and twisted, fiber-optic sensors can be placed in
confined places.

In industrial application, through-beam slot sen-
sors have been embedded into the conveyor in an
assembly line to control the material flow and feed
equipment. Through-beam sensors are also used to
control the product height such as stack height and
lipstick height before capping. Reflex sensors are
mostly applied to count discrete components
through the conveyor in the assembly line such as
bottles, cans, or cartons by detecting the presence
of objects. The laser diffuse sensor with back-
ground suppression is usually used to detect small
parts and ensure quality. For example, it has been
used to determine the orientation of an IC chip and
to detect items of varying heights with the help of
PSD. The fiber-optic sensor has been successfully
installed in some hard-to-access locations such as
beneath the product surface to verify that screws
are correctly seated (STEP 2012).

Vision Sensors
More and more assembly processes rely on vision
sensors for automation. A vision system performs
the following functions: image acquisition, image
processing, feature extraction, and decision-
making (Malamas et al. 2003). Typically, it
includes single or multiple cameras, illumination
devices, as well as image processing hardware
and software, as shown in Fig. 7. Usually, the
scene to be monitored needs to be illuminated
for achieving better image features and facilitating
image processing and classification. The cameras
are configured and calibrated to get the

Sensor (Assembly),
Fig. 3 Reflex detection

Sensor (Assembly), Fig. 4 Diffuse detection

Sensor (Assembly), Fig. 5 Diffuse detection with PSD
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configuration data. Images containing the
required information are acquired in a digital
form and then are processed to remove the back-
ground noise. A set of uncorrelated features such
as size, position, and contour and texture measure-
ment are computed and analyzed by statistical or
other computing techniques. Depending on the
application, a decision is made by processing a
set of features with thresholds, statistical or soft
classification. As an economical solution, vision
sensors are the ideal choice when different details
need to be automatically scanned as part of a
100% quality inspection at the end of a production
line.

Most industrial applications with vision sen-
sors can be divided into the following four types:
dimensional inspection, surface quality inspec-
tion, assembly inspection, and operation inspec-
tion. In the assembly line, vision sensors are
widely used in robots as the machine vision to
help them recognize the positions/orientations of
objects to be handled or assembled, to determine
the presence or absence of parts, and to detect
parts which do not meet required specifications.

Zhu et al. (2013) and Chadda et al. (2011) built
vision systems using low-cost cameras such as
Wii Remotes and Firefly MV cameras to track
the object or human motion in an assembly line.
Object motion data was used to generate assembly
simulation for training, and human motion data
was used to do ergonomic analysis to help design
a better assembly cell.

Radio-Frequency Identification (RFID) Sensors
RFID is a technology capable of providing
wireless identification of objects. Figure 8 shows
a typical RFID system that consists of a transpon-
der (a tag) including an integrated circuit
containing an RF circuitry and information to be
transmitted, with a transceiver to read the radio
frequency and transfer the information to a pro-
cessing device.

RFID tags can be divided into three types:
passive, active, and semi-passive. A passive tag
does not have any power source and is only
activated by an approaching transceiver. How-
ever, both active and semi-active tags need a
power source such as a button cell battery.

Sensor (Assembly), Fig. 6 Fiber optics with total internal reflection

Sensor (Assembly),
Fig. 7 A typical vision
sensor system
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When required by a transceiver, the tag uses
power from its internal battery or from power
harvested from the transceiver’s electromagnetic
field to modulate or demodulate the signal and
transmits it through the antenna. The signal gen-
erated must not create interference with the
transceivers. The transceiver picks up the tag’s
radio frequency and interprets it to meaningful
information, and then sends it to a processing
device.

RFID has been used in manufacturing plants
for more than a decade. It is used to track parts
and work in process and to reduce defects,
increase throughput, and manage the production
of different versions of the same product. In an
assembly line, RFID sensors ensure a reliable
exchange of information between material flow
and data processing, including all areas of
production where materials need to be moved
and identified. Tateno (2006) applied RFID
onto assembled objects to automatically recog-
nize human movement or assembly states in
assembly training. The following have been
detected using RFID sensors: (a) workpieces,
(b) assembly tools, (c) work points, and
(d) work time.

Inductive Sensors
Inductive sensors are used to detect metallic
objects without contact between the sensor and
the object. An inductive sensor consists of four
components: coil, oscillator, detection circuit, and
output circuit, as shown in Fig. 9. A small amount
of energy is supplied to the coil, and the detection
circuit uses this coil to produce an oscillator.
The “kill oscillator” principle is implemented in
inductive sensors. When the metals enter the
changing magnetic field, eddy current is built up
on the metal surface through drawing energy from
the coil. When more metal enters the field, less
energy is left in the coil, and the amplitude of
the oscillator is reduced more. Finally, the oscil-
lator is killed by inadequate energy, and an output
signal is generated (Soloman 2010).

Inductive sensors often apply a simple princi-
ple of discrete on-off to determine a part’s pres-
ence and for feature detection, hole presence, and
nesting validation. Inductive sensors are reliable,
accurate, and stable in operation. They can work
in a wide range of temperature and are among the
easiest sensors to deploy. An inductive sensor
should be first considered if the target to be
detected is metal (Balluff 2008).

Sensor (Assembly),
Fig. 8 A typical RFID
system

Sensor (Assembly), Fig. 9 Inductive sensor component and principle
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Inductive sensors have been used to detect
the positions of rotary index tables, which are
standard components used in assembly systems.
Inductive sensors are also used to ensure quality
control in packaged or bottled food and drink
production by detecting metal parts to allow for
accurate positioning in filling, labeling, or batch-
counting applications.

Magnetic Sensors
Magnetic position sensors are based on aniso-
tropic magneto-resistance (AMR) which exists in
certain ferrous material and can be used as
a resistive element with thin strip shape, as
shown in Fig. 10. The resistance of AMR strip
element changes in a relationship with cos2y,
where Y is the angle between the magnetic
moment (M) and the current flow (I), as shown
in Fig. 10. Four ARM elements can be connected
together to form a Wheatstone bridge, and those
side contacts in the bridge produce a differential
voltage as a function of the supply voltage, MR
ratio, and the angle Y (Honeywell 2002).

A magnetic sensor can provide both position
and angle information. For example, Fig. 11
shows a typical magnetic angular position sensor
that includes AMR elements and an electronic
part to achieve biasing, amplification, offset
cancelation, and temperature stabilization. The
permanent magnet is mounted on the shaft end
of a rotating axis and is magnetized diametrically.
The magnetic field through the sensor rotates
when the magnet rotates with the shaft. The output
can be transformed into the angle a between the

magnet field direction and the current flow in
the sensor plate, enabling the angular position of
the shaft to be calculated (Meijer 2008).

Magnetic sensors are becoming popular to
locate moving objects without contact in the
assembly line, such as a “pick and place” module
which requires precise positioning and high
accuracy at high speeds. The magnetic operating
principle ensures process reliability even when
contamination from oil or dust is present.

Force-Torque Sensors
Transducers for measuring force or torque usually
contain an elastic member that converts the
mechanical quantity to a linear or rotational

Ferrous material
(thin film)

M

I
θ

Metal contact
Magnetic field

Current
flow

Sensor (Assembly),
Fig. 10 AMR principle

Sensor (Assembly), Fig. 11 Magnetic angular position
sensor
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deflection that can be measured by a set of strain
gages, which give an electrical signal proportional
to the quantity of force or torque.

The commonly used force sensors are load
cells. A typical link-type load cell with strain
gages constituting the sensor is shown in
Fig. 12, where the load P can be either tensile
or compressive. The four strain gages are
bonded to the link such that two of them
(gages 1 and 3) are in the axial direction and
the other two (gages 2 and 4) are in the trans-
verse direction. The four gages are wired into a
Wheatstone bridge. The load P is applied to the
link that can be measured based on changes in
the axial and transverse strains.

Figure 13 shows a torque cell consisting of
a circular shaft mounted with four strain gages on
two 45� helices that are diametrically opposite to
each other; gages 1 and 3mounted on the right-hand
helix sense a positive strain, while gages 2 and
4 mounted on the left-hand helix sense a negative
strain. The two helices define the principal stress and
strain directions when the circular shaft is subjected
to pure torsion.

Some applications require that force and torque
can be measured simultaneously. The combined
measurements can be accomplished by using two
or more strain-gage bridges mounted on an elastic
element or by using selected gage combinations to
form a single bridge. An example is given in
Fig. 14, which shows a link having a circular
cross-section (Dally et al. 1993). Gages A and
C are wired into a Wheatstone bridge to measure
the axial force P, and gages B and D are wired into
a Wheatstone bridge to measure the torque M.

Force sensors are most commonly used in
aerospace, medical, and automation measurement
platforms, while torque sensors are often used in
process monitoring and control. Different types
of force and torque sensors can be used together
to improve the quality of measurement in
manufacturing processes.

Sensor Characteristics

The following characteristics should be consid-
ered in the selection of actual sensors according
to application requirements (Morris 2001).

Gage 1

Gage 4

Gage 3

Gage 2

P

P

Sensor (Assembly), Fig. 12 Link-type load cell

Sensor (Assembly), Fig. 13 Torque sensor made by mounting strain gages on a circular shaft
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Accuracy
The accuracy of a sensor depicts how close
the sensor output reading is to the correct
value. The sensor inaccuracy can be
represented by the percentage of the maximum
reading of a sensor. For example, if a magnetic
angular sensor having the range of 0�–360�

has a quoted inaccuracy of �0.1% of full-
scale reading, then the maximum error to be
expected in any reading is 0.36�.

Precision/Repeatability
Repeatability depicts how close the output read-
ings are when all of them are read under same
inputs over a short period of time. The degree
of repeatability defines the sensor’s precision.
Figure 15 shows the difference between accuracy
and precision. In this figure, the circle center point
is the true value the sensor measures, and black
dots are several readings from the sensor under
same inputs.

Measurement Range
A sensor’s measurement range describes the range
of maximum and minimum values that the sensor
is designed to measure.

Linearity
The output readings of a sensor should be linearly
proportional to the measured values. A mathemat-
ical line-fitting technique can be used to draw a
line fitting through output readings, as shown in
Fig. 16. The nonlinearity is defined as maximum
deviation of any output reading over the full-scale
reading, expressed as a percentage of full-scale
reading.

Sensitivity
The sensitivity is the ratio of the change in output
reading to the change in the value of the measured
parameters. It is the slope of the straight line
shown in Fig. 16.

Sensor (Assembly), Fig. 14 Transducer for measuring both axial load and torque

Sensor (Assembly), Fig. 15 Comparison of accuracy and precision

Sensor (Assembly) 1535

S



Drift (Bias)
Zero drift represents how much the zero reading
of a sensor changes with a change in the surround-
ing condition. The zero drift can be removed by
a calibration process. For some sensors, the
repeated measurements under same conditions
can drift with time.

Hysteresis
If the value of input parameter changes in sign, the
output reading tends to form a loop as shown in
Fig. 17, which may also result in a time lag
between the input and the output. The non-
coincidence between the curve a and curve b is
called hysteresis. The maximum input hysteresis
and the maximum output hysteresis are marked in
Fig. 17.

Dead Space
Dead space is the range of input value at which the
output value is zero. The dead space exists in
Fig. 17 with the hysteresis effect, but even without
hysteresis, some sensors may still suffer from
dead space. Fox example, a sensor with backlash
in mating gears has a dead space.

Cross-References

▶ Sensor (Machines)

Output
reading

b

a

Maximum
output

hysteresis

Measured value

Maximum input
hysteresis

Dead space

Sensor (Assembly), Fig. 17 Sensor hysteresis

Output
reading

Measured value

Sensor (Assembly), Fig. 16 Sensor linearity and
sensitivity
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Sensor (Machines)
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Synonyms

Encoders; Gauges; Probes; Transducers

Definition

The word “sensor” typically refers to a device that
converts a change in a physical stimulus into
output parameters that can be read by human or
an electronic instrument. As an example, a ther-
mocouple that converts the difference in temper-
ature at a reference point and the measurement
point into an electrical voltage forms a tempera-
ture sensor. The output of a sensor contains infor-
mation about the state of a physical object (e.g., a
machine tool) or a process (e.g., metal forming).
Such information can be processed for improved
observability in manufacturing machines and pro-
cesses (Dornfeld 1992; Altintas and Park 2004;
Gao et al. 2008; Altintas and Jin 2011), leading to
better control and decision-making (Toenshoff
and Inasaki 2000).

With the advancement of microelectronics and
information technology over the past decades, the
definition of “sensor” has been broadened by
including the concept of “sensor nodes” or “sens-
ing agents,” which are sensing devices equipped
with data communication and signal processing
capabilities. Such self-contained sensing devices
are capable of preprocessing analog signals
acquired, extracting characteristic features hidden
in the signal, and performing decision-making
tasks. Further expansion of the definition of sen-
sors is seen in the recent advancement of multi-
sensor system or “sensor networks,” in which a
group of sensors cooperate to sense the physical
environment and automatically deliver the extra-
cted information to remote users.

Theory and Application

Sensors for Machine Monitoring
Before the widespread acceptance and application
of sensors, machines and processes were moni-
tored by human operators, by means of visual
observation, hearing, smell, or touch. These
inputs are processed by the brain for machine
control. The advancement of sensing technologies
aims to replace human-based, subjective percep-
tion by physical sensors that enable objective
measurement with high accuracy, repeatability,
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and efficiency and even the ability to sense phe-
nomena that cannot be sensed by humans, such as
infrared and ultrasonic waves.

Depending on the type of physical stimulus,
sensors used for machine monitoring can be gen-
erally classified into five categories:

1. Mechanical: for measurement of position,
velocity, acceleration, force, pressure, stress,
strain, torque, flow velocity, viscosity, etc.

2. Thermal: for measurement of temperature,
heat flux, thermal conductivity, etc.

3. Electrical: for measurement of charge,
current, voltage, conductivity, permittivity,
impedance, etc.

4. Magnetic: for measurement of magnetic field,
magnetic flux, permeability, etc.

5. Radiation (optical): for measurement of
radiation energy, emissivity, reflectivity,
intensity, etc.

Sensing Physics
Sensing physics is the mechanism underlying the
operation of sensors that converts an input param-
eter (e.g., a mechanical force) into an output signal
of different nature (e.g., an electrical charge), to
enable electrical measurement of non-electrical
parameters. Sensing physics is realized through

either the properties of the material used for
manufacturing the sensors (e.g., piezoelectric
effect or Seebeck effect, as listed in Table 1) or
the mechanical design of the sensor structure
(e.g., MEMS structures for capacitive pressure
sensing or acceleration sensing). A single sensor
may be based on one or a multiplicity of such
mechanisms to achieve the signal conversion
from the detected physical phenomenon to the
electrical signals to be displayed or transmitted to
an end user.

Sensor Evaluation Metrics
The performance of a sensor can be evaluated
using standard metrics that have been generally
accepted by the international research community
as reflected in the table below (Table 2).

In Fig. 1, some of the major metrics that have
been commonly used for characterizing sensors
are graphically illustrated.

Sensors for Machine and Process Monitoring

Thermocouple
Thermocouple (Fig. 2) is one of the most widely
used sensors for temperature measurement and
control. The mechanism underlying the function
of thermocouples is the so-called thermoelectric

Sensor (Machines), Table 1 Material properties related to sensing mechanisms

Mechanical Thermal Electrical Magnetic Radiant

Mechanical Mechanical and
acoustic effects

Friction effects Piezoelectricity,
piezoresistivity

Magnetomechanical
effects

Photoelastic
systems

Cooling effects Resistive,
capacitive, and
inductive effects

Interferometers

Sagnac effect

Doppler effect

Thermal Thermal expansion Seebeck effect,
thermo-
resistance,
pyroelectricity

Thermooptical
effects

Radiometer effect Thermal
(Johnson) noise

Radiant
emission

Electrical Electrokinetic and
electromechanical
effects

Joule (resistive)
heating

Charge collectors,
Langmuir probe

Biot-Savart’s law Electrooptical
effects

Peltier effect

Magnetic Magnetomechanical
effect

Thermomagnetic
effect

Galvanomagnetic
effect

Magneto-
optical effects

Radiant Radiation pressure Bolometer,
thermopile

Photoelectric
effects

Photorefractive
effects, optical
bistability
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effect or Seebeck effect, named after the German-
Estonian physicist Thomas J. Seebeck in 1821.

Each thermocouple consists of two different
metal alloy conductors joined at two junctions,
called the “hot junction” and “cold junction,”
respectively, as shown in Fig. 2. When the two
junctions are maintained at different tempera-
ture ranges, the difference will produce an electro-
motive force (EMF), known as the Seebeck EMF.
As a result, an electrical voltage proportional to the
temperature will be generated by the thermocouple.
The relationship between the voltage and tempera-
ture depends on the type of materials. For practical
applications, such a relationship is utilized to pro-
duce different types of thermocouples for different
temperature ranges. Thermocouples have
been used in machining system (Arriola et al.
2011) for tool temperature monitoring and error
compensation through temperature dependent
axis motion.

Strain Gauge
Strain gauges, invented by Arthur C. Ruge and
Edward E. Simmons in 1938, have been used for
measuring strain on the surface of an object. The
sensing physics of strain gauges is rooted in the
dependence of the resistance of conductive mate-
rials on the material geometry. When the material
is stretched within the limit of elasticity, the resis-
tance will change with the deformation, based on
the definition of conductivity. A practical strain

gauge usually maximizes the length of the con-
ductive material by arranging it in a zigzag pattern
to maximize the changes in the output resistance.
To convert resistance to voltage signals, strain
gauges are typically configured as an arm in a
half or full Wheatstone bridge. Strain gauges
have also been used as the sensing element in
the load cell, torque sensors, or pressure sensors
(gas/liquid), as well as vibration detectors in
microstructure sensors (Fig. 3).

Acoustic Emission Sensors
Acoustic emission sensors are sensing elements
that measure the acoustic wave generated by
machine components such as metal-cutting tool,
stamping die, or grinding wheel during machining
processes. When acoustic wave arrives at the sen-
sor surface, the sound pressure causes change in
strain within the sensing element, e.g., piezoelec-
tric material, and it produces a dynamic voltage
signal according to the piezoelectric effect. Due to
the nature of high internal impedance of piezo-
electric materials, such a voltage signal needs to
be amplified by a circuitry with high input imped-
ance, e.g., a JFET amplifier. Because of the broad
bandwidth (typically 100–900 kHz), AE sensors
can detect most of the phenomena in machining,
although significant data acquisition and signal
processing are required to properly interpret the
AE signals measured (Fig. 4) (Toenshoff and
Inasaki 2000).

Sensor (Machines), Table 2 Metrics for sensor evaluation

Metrics Definition

Sensitivity The minimum magnitude of input signal required to produce a specified output signal having a
specified signal-to-noise ratio or other specified criteria (see Fig. 1a)

Full-scale
range

The maximum and minimum values of the measured property

Offset (bias) Magnitude of the output signal when the measured property is zero (see Fig. 1b)

Nonlinearity The amount the output differs from ideal behavior over the full range of the sensor, often noted as a
percentage of the full range (see Fig. 1c)

Drift The change of sensor output signal independent of the measured property over a period of time
(see Fig. 1d)

Hysteresis A type of path-dependent error caused by the time lag of sensor response to the dynamics of measured
properties (see Fig. 1e)

Noise The random fluctuation in an electrical signal which can be further categorized as thermal noise, shot
noise, flicker noise, burst noise, and avalanche noise, based on the effect of noise generation

Sampling
rate

The number of samples taken from a continuous signal per unit of time (see Fig. 1f)
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Besides piezoelectric materials, AE sensors
can also be constructed as having a parallel-plate
structure, which converts incoming acoustic
waves into variations in the distance between the

two plates, which in turn results in the change of
capacitance across the two plates. The capacitance
change is then converted into voltage signal by a
Wheatstone bridge. Compared with piezoelectric
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acoustic sensors, capacitive sensors have higher
accuracy but are very sensitive to sensor position
and surface mounting quality, which limit its
application in manufacturing process monitoring,
where the operating environment is typically
harsh for the sensor.

Displacement Sensors
Displacement sensors are typically noncontact
sensors measuring the position or change of posi-
tion of a target. Depending on the sensing phys-
ics, displacement sensors either are typically
capacitive or use eddy current for displacement
sensing. The former employs plates to form a
pair of capacitor electrodes between itself and
the target surface (metallic or other conductive
materials). The change of distance will be
converted into voltage by approximately follow-
ing the principle of capacitance between parallel
plates. Eddy current displacement sensors utilize

a high-frequency magnetic field, which is gener-
ated by passing a high-frequency current through
the sensor head coil. When a metal target is
present in the magnetic field, electromagnetic
induction causes an eddy current perpendicular
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Sensor (Machines),
Fig. 2 Working principle
and practical illustration of
thermocouple

Sensor (Machines), Fig. 3 Strain gauges

Sensor (Machines), Fig. 4 Acoustic emission sensor
(From Kistler)
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to the magnetic flux passage to flow on the sur-
face of the target. This changes the impedance of
the sensor head coil. The sensors measure the
distance between the sensor head and target
based on the change in the oscillation status.
Due to the difference in electrical and magnetic
field, capacitive displacement sensors are more
sensitive to the presence of particles such as oil or
water drops in the sensing range and thus are not
as robust as the eddy current sensors in an indus-
trial environment (Toenshoff and Inasaki 2000).
Other types of displacement sensors include
acoustic and laser-based sensors that utilize the
time-of-flight (TOF) of the waves to provide
high-precision measurement. Applications of
displacement sensors have been demonstrated
for positioning objects in the nanometer scale
(Fig. 5) (Gao and Kimura 2007).

Embedded Sensing for Stamping Monitoring
In stamping operations, sheet metal is formed
into a desired shape by being pressed between
suitably shaped dies in a hydraulic or mechanical
press (Sah and Gao 2011). As a predominant
manufacturing process, sheet metal forming
has been widely used for the production of auto-
mobiles, aircraft, home appliances, beverage cans,
and many other industrial and commercial prod-
ucts. A major effort on stamping processes mon-
itoring has been focused on investigating
variations in the press force. Given that the press
force itself is an integral of the contact pressure
distribution over the die and binder contact inter-
faces, measuring contact pressure distribution at

the tooling-workpiece interface provides direct
insight into the localized forming process and
the quality of the stamped parts, as compared to
measuring the total press force on the supporting
structure of the press.

Tonnage sensing refers to the measurement of
press forces (from the punch and binder) either
directly by piezoelectric load cells or indirectly
through piezoresistive strain gauges mounted on
the press columns and/or linkages that determine
the elastic strain in load-bearing members
induced by the press forces during a stamping
cycle.

Another approach to stamping process moni-
toring is the measurement of acoustic emissions
(AE) (Liang and Dornfeld 1990). This technique
used wideband piezoelectric acoustic sensors that
are in direct contact with the sheet metal work-
piece within the binder. The energy release rate of
the acoustic emissions was used to identify differ-
ent forming events such as initial impact, shear
fracture, and rupture in the stamping operation.
Large acoustic activity in the initial stages of
plastic deformation can be well represented by
AE measurements, but the generally low signal-
to-noise ratios encountered in the later stages of
the process make AE-based monitoring a difficult
endeavor.

Recent effort has investigated tooling embed-
ded sensors for measuring the temporal and spa-
tial distributions of stamping forces on the punch
and binder for improved fault diagnosis and pro-
cess control. Piezoelectric sensors have been flush
embedded into the die structure. Processed by
numerical surface algorithms (Sah and Gao
2011), force output from the sensors provided
input to building a temporal-spatial map
representing the actual force distribution at the
tool-workpiece interface for die misalignment
detection, as illustrated in Fig. 6.

Cross-References

▶Actuator
▶Mechatronics
▶Monitoring

Sensor (Machines), Fig. 5 Eddy current displacement
sensor (From Lion Precision)
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Mechanical and Mechatronics Engineering,
University of Waterloo, Waterloo, ON, Canada

Synonyms

Feedback control system; Motion control system

Definition

In a broad context, a control system designed to
follow a given reference input that changes as a
function of time can be classified as a servo sys-
tem (Franklin et al. 2005).

Theory and Application

Description
In practical implementation for industrial
manufacturing systems, servo systems are fre-
quently used in a feedback configuration, as
shown in Fig. 1, where a sensor is (or multiple
sensors are) used to measure variables of interest
and an actuator is (or multiple actuators are) used
to affect change in a system (i.e., plant) being
controlled, so that all or part of its states and/or
outputs follow the reference input as closely as
possible, in spite of disturbances acting on the
system, as well as measurement errors (i.e., sensor
noise) and changes in the plant dynamics. The

controller uses sensor measurement and reference
values to determine the actuation effort that needs
to be applied to the physical system, and commu-
nicates it to the actuators via the control signal.
The main aspect that sets a servo system apart
from a regulator is that in the latter, the reference
input is constant over time, whereas in a servo
system, the reference input is expected to change
as a function of time, which makes it typically
more challenging to track by the system states or
outputs.

Examples
In machine tool or robot control, a plant consists
of a motion delivery mechanism (e.g., translating
or rotating components with specific inertia; a
geared or ball screw drive-type motion transmis-
sion and conversion systems with inherent
mechanical flexibility; and bearings and guiding
components). The most commonly used actuators
are typically electric motors. In some applications,
they can also be pneumatic, hydraulic, or
piezoelectric. These actuators are typically
powered by electrical amplifiers and in some
cases, pneumatic and hydraulic circuits. The sen-
sors are typically position sensing encoders,
velocity sensing tachometers, and in some cases,
accelerometers. Each of these sensors has specific
noise characteristics. Among some of the most
commonly used controllers in industry are
Proportional-Integral-Derivative (PID) position
control, P-PI position-velocity cascade control,
and PI motor current control (Franklin et al.
2005; Ogata 1997). Common sources of distur-
bances in drive systems can originate from the
friction and cutting or process forces, especially

Servo System,
Fig. 1 General overview
of a servo system
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in machine tools or machining/polishing/assem-
bly robots (Altintas 2000).

An overview of a servo system being used to
control a ball screw driven machine tool has been
shown in Fig. 2. In the figure, the trajectory
planning is achieved by designing the toolpath
geometry and the feedrate profile (i.e., timing
information) in a coordinated manner. Interpo-
lating the feed motion, representing the arc dis-
placement with respect to time s(t), then enables
the interpolation of the parametric toolpath
expressions x(u(s(t))) = x(t), y(u(s(t))) = y(t),
etc. This allows for the servo axis level trajectory
commands (i.e., set points) to be obtained as a
function of time. The position commands are
then fed into their respective servo control
loops, which enable execution of the desired
multiaxis trajectory.

Theory and Practical Application
Considerations

A generalized model for a servo-control system
can be depicted as shown in Fig. 3 (Skogestad and

Postlethwaite 2005). By applying block diagram
algebra (Franklin et al. 2005; Ogata 1997), the
true output y(s) can be expressed in terms of the
reference (r(s)), disturbance (d(s)), and sensor
noise (v(s)) as:

y sð Þ ¼ G sð ÞKff sð Þ
1þ G sð ÞK sð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Gtrack:Tracking Transfer Function TFð Þ

r sð Þ

þ 1

1þ G sð ÞK sð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Gdist sð Þ:Disturbance TF

Gd d sð Þ

� G sð ÞK sð Þ
1þ G sð ÞK sð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Gnoise sð Þ:Noise TF

v sð Þ (1)

In frequencies where it is desired to have the
servo system output (y(s)) accurately replicate
the reference input r(s), it is essential to have
Gtrack(jo) 	 1. In addition, for successful dis-
turbance rejection we need to maintain |
Gdist(jo)|
 1. This is typically achieved by having
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the loop transfer function L(s) = G(s)K(s) assum-
ing large values in this frequency range (i.e., |
L(jo)| 
 1). As a trade-off, this causes the noise
transfer function to also become Gnoise(jo) 	 1.
This means that in the frequency range that we
achieve successful tracking and disturbance rejec-
tion, sensor noise also directly disturbs our output.
Hence, correct sensor selection with sufficient pre-
cision and accuracy is crucial in servo system
design, in addition to selecting the actuator(s) to
be sufficiently powerful in order to deliver the
required actuation effort.

While one of the most critical factors that
determine the performance of a servo system is
the closed-loop bandwidth (Skogestad and
Postlethwaite 2005) (i.e., active frequency range,
within which disturbance inputs are successfully
rejected and reference inputs are accurately
followed), there are also important limitations
that determine the achievable bandwidth in a
servo system, arising typically from the dynamics
of the plant and controller such as unstable zeros
and delays, unmodeled dynamics, vibration
modes, actuator saturations, and measurement
noise (Franklin et al. 2005; Pritschow 1996).
Therefore, in designing servo controllers, it is
crucial to guarantee that the final system will
also be stable and retain its stability and perfor-
mance in the presence of the aforementioned

factors. To this end, several methods are being
used for this purpose, such as the Routh-Hurwitz
and Nyquist stability criteria (Franklin et al. 2005;
Ogata 1997; Skogestad and Postlethwaite 2005),
Lyapunov’s Stability Theorem (Pritschow 1996),
and Structured Singular Value (m-) Analysis
(Skogestad and Postlethwaite 2005).

While traditional servo design for machine tool
and robotic applications has focused primarily on
controlling the rigid body dynamics, the require-
ments to achieve greater accuracy during high
travel speeds and accelerations have pushed the
research community to develop a new generation
of servo designs that actively compensate for the
structural flexibilities and vibration modes of drive
systems and machines (Altintas et al. 2011). In
return, this allows significantly greater positioning
and disturbance rejection bandwidths to be real-
ized. One key issue then becomes maintaining the
stability and performance of such designs in the
presence of variations in the machine’s or drive’s
structural (i.e., vibratory) parameters (Pritschow
1996), which is still an open research topic.

Cross-References

▶Computer Numerical Control
▶Control

Servo System,
Fig. 3 Functional block
diagram of a servo-control
system
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Synonyms

Blanking; Cutting; Die cutting; Piercing;
Punching; Shearing

Definition

Shear cutting is the separation of workpieces by
two blades moving in opposite directions past
each other (DIN 8588 2013).

Theory and Application

Basics
The shear cutting processes are part of the separa-
tion manufacturing processes, standardized in
(DIN 8580 2003) and more precisely character-
ized in (DIN 8588 2013) as the mechanical
separation of workpieces without forming
shapeless matter. Here, shapeless matter refers to
chips or grinding dust, for example. Some parts
manufactured by shear cutting are displayed in
Fig. 1.

Figure 2 shows a typical tool with sheet metal.
A shear cutting tool consists of at least a punch
and a die, also referred to as die plate. The punch
and die plate move in opposite directions past
each other and are, therefore, responsible for the
cutting. On account of this, they are also referred
to as the tool’s active elements. Both the punch

Shear Cutting 1547

S

https://doi.org/10.1007/978-3-662-53120-4_6616
https://doi.org/10.1007/978-3-662-53120-4_16680
https://doi.org/10.1007/978-3-662-53120-4_6683
https://doi.org/10.1007/978-3-662-53120-4_6500
https://doi.org/10.1007/978-3-662-53120-4_6683
https://doi.org/10.1007/978-3-662-53120-4_6405
https://doi.org/10.1007/978-3-662-53120-4_6430
https://doi.org/10.1007/978-3-662-53120-4_300050
https://doi.org/10.1007/978-3-662-53120-4_300137
https://doi.org/10.1007/978-3-662-53120-4_300165
https://doi.org/10.1007/978-3-662-53120-4_300499
https://doi.org/10.1007/978-3-662-53120-4_300559
https://doi.org/10.1007/978-3-662-53120-4_300619


and die need to possess cutting edges. These are
usually sharp or manufactured with a small radius
of approximately 15 mm. Bigger radii or a chamfer
may be used instead of the radius in special cases.
As illustrated in Fig. 2, the punch’s lower surface
and the die’s upper surface are both flat and par-
allel. Therefore, the whole cutting edge operates
from the beginning of the cutting operation. How-
ever, this is not a necessity. The geometry of the
punch and die plate does not have to be identical: a
sloped punch may be used together with a flat die
plate, for example.

The die clearance is the distance between
punch and die plate, measured perpendicular to
the area in which the cutting edge moves during
the cutting process (DIN 8588 2013). It is com-
mon to specify the die clearance as a percentage of

the sheet metal thickness. Usually, the die clear-
ance ranges between 5 % and 12 % of the sheet
metal thickness, depending on the workpiece
material and the desired cut surface qualities, for
example.

A blank holder, in the case of fineblanking with
an additional vee-ring (see Fig. 2 on the right), is
used to improve the quality of the manufactured
parts. It fixes the sheet metal by pressing it against
a stationary part before the cutting operation. Fur-
thermore, it reduces warping of the sheet metal
during the cutting operation by applying pressure
on the workpiece, created by the blank holder
force. Additionally, the blank holder is used to
strip the sheet metal strip off the punch and may
be used to guide the punch and act as a
positioning unit.

Shear Cutting, Fig. 1 Parts manufactured by shear cutting (Courtesy of Feintool Technologie AG, Lyss (Switzerland))

Shear Cutting, Fig. 2 Basic terms of the shear cutting process (left) and the fineblanking process (right) according to
(Schmidt et al. 2007)
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To reduce the bending of the workpiece under
the punch, a cushion can be used (Smith 1994;
Schuler GmbH 1998; Schmidt et al. 2007;
Hörmann 2008; Altan and Tekkaya 2014a; b;
Demmel 2014).

Subgroups
Subgroups of the shear cutting process can be
distinguished according to several criteria:

Open cut and
closed cut

If the contour of the cut crosses the
rim of the workpiece, it is an open
cut; otherwise, it is considered a
closed cut (see Fig. 3)

Piercing and
blanking

The first describes a process where
the cut-out part is scrap, whereas,
with blanking, this piece is used. In
this case, the punched out part is
called a blank or a slug, and the
remains are referred to as sheet metal
strip (see Fig. 3) (DeGarmo
et al. 2011)

Blanking and
fineblanking

Fineblanking produces parts with
smooth cut surfaces, usually as a
result of using a vee-ring on the
blank holder and a cushion (see the
section on precision cutting
processes). Conventional blanking
on the other hand is characterized by
a bigger die clearance, a blank
holder without a vee-ring, and the
absence of a cushion. This results in
a smaller proportion of clean-cut
compared to fineblanking

Continuity of
the process

Refers to whether one or more
strokes are needed for the cutting
process or if it is continuous

Several other subgroups are listed in
(DIN 9870-2 (1972)), and their classifications
depend on the cutting line or the function of the
cut-out or cut-off part.

Furthermore, a distinction is made between
whether the full length of the cutting edges
operates from the beginning of the process, or if
the blades cross each other and one gradually cuts
through the workpiece. The maximal force neces-
sary for the cut is significantly lower for the case
of the crossing blades, due to the fact that the
active elements cut the workpiece gradually
along the cutting line and not the whole contour
at once. The sloping shape of an active element,
necessary for the blades to cross, causes forces
perpendicular to the punch’s movement direction,
which may cause the tool to distort, if not properly
designed. This effect may also cause deformations
on either the sheet metal strip, if the die plate is
sloped, or the cut-out part, if the punch is sloped
(Rao 1993; DIN 9870–2 1994; Schmidt
et al. 2007; Demmel 2014).

Phases of the Shear Cutting Process
According to (Hoffmann et al. 2012), the shearing
process can be divided into five phases. These are
illustrated in Fig. 4. In this section, only the
one-stroked closed cut, which produces a circular
blank with a blank holder, is focused on. Further-
more, the full length of the blade edges operates
from the beginning.

Shear Cutting, Fig. 3 Open (left) and closed cut (right) together with piercing and blanking according to (DIN 8588
2013)
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Phase 1 – The blank holder fixes the sheet
metal: After inserting the sheet metal, the blank
holder touches the sheet metal and clamps down
on it with the blank holder force FNH. Simulta-
neously, the punch moves toward the sheet metal
with a defined velocity.

Phase 2 – Elastic deformation of the sheet
metal: After having established a firm contact
with the sheet metal, the punch deforms the
sheet metal elastically. Mainly due to die clear-
ance, a bending torque is induced, which causes
the workpiece to warp under the punch. The blank
holder limits this effect on the rim of the sheet
metal. This bending torque also reduces the con-
tact area between the punch and sheet metal to a
ring-shaped zone. Additionally, elastic energy is
stored in both the tool and press (Hoffmann
et al. 2012; Doege and Behrens 2010; Demmel
2014).

Phase 3 – Plastic deformation of the sheet
metal: Once the yield point of the material is
reached, plastic deformation occurs. Stress is
highest at the blade edges, and material flows
downward with the punch movement. The plastic
deformation is located in an area near to the blade
edges, which is referred to as shearing zone. Due
to the material flow, a roll over is formed, in this
case on the upper side of the sheet metal strip and
on the lower side of the blank. The progressive
penetration of the sheet metal by the punch
results in the clean-cut zone, which is character-
ized by a very smooth surface. Furthermore, the
previously mentioned bending torque leads to a
permanent bend in the workpiece (Lange and
Liewald 1990).

Phase 4 – Formation of cracks and separa-
tion of the sheet metal: Once the formability of
the material is exhausted, cracks appear.
Depending on different parameters, this can start
from either the punch, the die, or both at the same
time. If both blade edges are equally sharp, the
crack usually initiates at the die plate, due to the
combined stress from bending and plastic defor-
mation. The cracks begin to grow with ongoing
deformation, eventually merge, and thus separate
the workpiece. If they do not coalesce, another
scenario is possible. In this case, the bridge that
still connects the material can be sheared off again
by the previously mentioned mechanism, resulting
in separation of the pieces. This results in one or
more additional clean-cut zones. If these are sepa-
rated from the roll over by a fracture zone, they are
referred to as secondary clean-cut zones or double
shear (Groover 2002; Rapien 2010; Hoffmann
et al. 2012; Demmel 2014).

Phase 5 – Springback and punch movement
to the initial position: The stored elastic energy is
released after the separation of the workpiece,
which causes the whole system to vibrate. The
springback may also result in a change of the
workpieces’ shape and an interference fit between
the punch and the sheet metal strip. After reaching
the bottom dead center, the punch moves back to
the initial position. The relative movement
between the punch as well as the die and the
sheet metal is responsible for wear on the respec-
tive active elements (Doege and Behrens 2010).
The blank holder strips the sheet metal strip off the
punch by preventing the sheet metal strip to move
upward (Hoffmann et al. 2012; Demmel 2014).

Shear Cutting, Fig. 4 Phases of the shear cutting process according to (Hoffmann et al. 2012)
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Mechanics of the Shear Cutting Process
The forces and torques occurring during the shear
cutting process are shown in Fig. 5.

These forces, necessary to overcome friction
and the deformation resistance of the material,
have to be provided by the press. Therefore, the
occurring forces are of utmost importance for the
tool’s design.

The cutting force FS consists of, as illustrated
in Fig. 5, the contact force FV perpendicular to the
bottom of the punch and the frictional force mFH

on its lateral surface.
The cutting force – punch travel curve, pre-

sented in Fig. 6, enables to evaluation and moni-
toring of the cutting process, due to the fact that

the geometry of the cut surface can be retraced
with this curve.

All of the abovementioned phases can be found
in this curve. The almost linear, very steep
increase at the beginning corresponds with the
elastic deformation of tool, press, and workpiece.
After reaching the sheet metals yield limit, a still
increasing curve can be observed. Two competing
mechanism, strain hardening and the reduction of
the sheets thickness by the plastic deformation,
are mainly responsible for the curves shape in that
region. At first the increase in force necessary to
compensate strain hardening is bigger than the
decrease of the cross-sectional area, until a maxi-
mum of the cutting force is reached. Afterward,

Shear Cutting,
Fig. 5 Force components
during the shear cutting
process according to
(Hoffmann et al. 2012)

Shear Cutting, Fig. 6 A
typical cutting
force – punch travel graph
with corresponding phases
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the reduction of the cross-sectional area domi-
nates, and, therefore, a decrease of the cutting
force can be observed. After the formability limit
is reached, cracks occur and the workpiece is
separated. This results in a sudden decrease in
the cutting force. The stored elastic energy is
released and causes the whole system to vibrate,
which results in the oscillating part of the curve
after the abrupt decrease. Due to friction between
the sheet metal strip and the punch, a force is
necessary even after the separation until the
sheet metal strip is stripped of by the blank holder
(Rao 1993; Schmidt et al. 2007; Hoffmann
et al. 2012; Demmel 2014).

According to (Klocke 2013), the cutting force
is affected by the following factors:

– Shear strength tB of the workpiece material
– Sheet thickness s
– Die clearance u
– Length of the cutting line lS
– Geometry of the cutting line
– Tool wear
– Surface condition of the tools
– Lubrication

Punch and die radii influence the occurring
force as well (Schmidt et al. 2007).

An estimation for the maximum of the cutting
force FSmax can be calculated according to
(Hoffmann et al. 2012):

FSmax ¼ s lS kS

with the sheet metal thickness s, the length of the
cutting line lS, and the cutting resistance kS.

The cutting resistance kS can be approximated
by the ultimate tensile strength of the sheet metal
material Rm and then multiplied by the factor cS,
which varies between 0.6 for brittle and 0.8 for
ductile materials (Doege and Behrens 2010):

kS ¼ cS Rm

The work required for the cutting operation, defined
by the integral of the cutting force along the punch
travel of one cycle, is another important parameter
for the selection of a suitable press (Klocke 2013):

WS ¼
ðzg
0

FS zð Þ dz

with the work required for the cutting operation
WS, the cutting force FS, the punch travel z, and
the total punch travel zg.

The equation above can be approximated by

WS ¼ FSmax s c

with the work required for the cutting operation
WS, the maximum of the cutting force FSmax, the
sheet metal thickness s, and a coefficient c.

The coefficient c ranges between 0.3 and 0.7 and
incorporates workpiece material properties as well
as process parameters. The lower end of this range
should be chosen for brittle sheet metal materials
together with a big die clearance and a high sheet
thickness. Consequently, the upper range allows to
approximate the work for ductile sheet metal mate-
rials with a small die clearance and a thin sheet
(Schuler GmbH 1998; Klocke 2013).

The horizontal force component on the punch,
consisting of FH and mFV, is necessary for a com-
plete understanding of the shear cutting process.

The cutting force is not evenly distributed on the
contact surface between active element and sheet
metal, but concentrated on a small area near the
blades.

The resultants of the area loads in vertical
direction, FVand FV

0, are located within a distance
LK from each other. This results in the bending
torques MA and MS which are mostly determined
by the die clearance, the sheet metal thickness,
and the punch diameter (Hörmann 2008). The
torque MA causes the sheet metal to warp and
lifts it of the die surface. This results in stresses
on the lateral area of punch and die, which can be
combined in the respective forces FH and FH

0.
Additional frictional forces in horizontal and ver-
tical direction can be found on the contact surface
between the active elements and the sheet metal.
These frictional forces depend on contact pressure
and several other conditions, lubrication and sur-
face conditions, for example (Klocke 2013; Hoff-
mann et al. 2012; Altan and Tekkaya 2014b;
Demmel 2014).
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Especially in an open cut, the horizontal force
components should be kept in mind. They can
cause undesired displacements between punch
and die plate which can lead to poor size accuracy.
When cutting a circular hole or any other geome-
try with a rotationally symmetric cutting line, this
effect cannot be observed due to the fact that the
horizontal force components cancel each other
(Hoffmann et al. 2012).

Cut Surface Characteristic Values
Characteristic values of the cut surface can be seen
in Fig. 7. They are selection criteria for obtaining a
workpiece with the desired quality. Here, the
function of the part defines which cut surface
characteristics are desired.

Due to the plastic deformation during the cut-
ting process, the roll over and clean-cut zone are
formed. This deformation also causes strain hard-
ening in the shearing zone and, therefore, an ele-
vated hardness in this region. The clean-cut zone
is also referred to as burnish or shear zone.

A fracture zone is formed after the formability
of the sheet metal material is exhausted. The shape
of the burr is determined by several parameters,
for example, the shape of the blade edges and the
locus of crack initiation.

The vertical dimensions are usually evaluated
as a percentage of the sheet metal thickness. This
allows easier comparison between different

materials (Groover 2002; Schmidt et al. 2007;
Altan and Tekkaya 2014b; Demmel 2014).

Precision Cutting Processes
For some applications, the surface characteristics
achieved by conventional shear cutting are not
sufficient. The outer surface of a gear, for exam-
ple, needs small tolerances and a smooth surface
to be able to transmit the desired torque. This can
be achieved by finishing the surface by grinding,
milling, or additional shear cutting operations.
Another possibility is to adjust the parameters
and the set-up of the shear cutting process to
achieve the desired workpiece quality in a single
cutting operation.

One possibility is to cut the workpiece in a first
step slightly bigger than the desired final contour.
This additional material is cut off in a second
shear cutting operation. Due to the small dimen-
sions of the additional material, a higher percent-
age of clean-cut zone can be achieved. The
combination of those two shear cutting operations
is called sheaving or burnishing.

A burr-free cut surface with a higher
percentage of clean-cut zone compared to the
conventional shear cutting can be achieved by
counterpunching. A tool with two sets of active
elements, one on each side of the sheet metal, is
required for this process. The first set is used to cut
the sheet metal from one side and stopping the

Shear Cutting, Fig. 7 Cut surface characteristic values according to (VDI 2906 Blatt 2 1994) (left) and photography of a
cut surface (right)
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operation slightly before the material is separated.
Afterward, the second set of active elements is
used to cut through the sheet metal from the oppo-
site side, this time by fully separating the parts.

For some applications, the surface characteris-
tics achieved by shear cutting with a die clearance
smaller than 5 % can be sufficient.

Parts which were produced by fineblanking
can show a clean cut over the whole thickness of
the sheet metal. The high quality of the surface is
achieved by altering the stress condition in the
shearing zone. An additional vee-ring on the
blank holder penetrates the sheet metal and hin-
ders the material flow during the cutting process
which reduces the roll over. The pressure induced
by this penetration delays the crack formation.
Furthermore, a small die clearance of around
0.5 % and a cushion are used. The counterforce
on the cushion opposes the punch force to reduce
the bending of the sheet metal (Rao 1993; VDI
2906 Blatt 3 1994; VDI 2906 Blatt 5 1994;
Schuler GmbH 1998; Szumera 2003; Schmidt
et al. 2007; Tschaetsch 2007; Hörmann 2008).

Presses for Shear Cutting
Both mechanical and hydraulic presses are used
for shear cutting. Gap-frame presses are usually
used for the production of parts with low-quality
requirements and press forces smaller than 2500
kN. For press forces higher than 4000 kN, straight
side presses are used exclusively (Lange and
Liewald 1990; Smith 1994; Schuler GmbH 1998).

To decide whether a mechanical or a hydraulic
press best suits the production of the desired part,
several factors should be taken into account:

– Number of production steps
– Tool design
– Sheet metal thickness
– Desired component quality
– Efficiency (Lange and Liewald 1990)

To improve the production rate, high-speed
presses are used, which allow 2000 strokes per
minute (Schuler GmbH 1998).

Fineblanking requires a blanking force, a force
for the vee-ring, and a counterforce on the cush-
ion. Therefore, triple action presses are used. To

achieve the desired cut surface quality, the die
clearance is not allowed to change under load:
A stiff construction of tool and frame is needed
to avoid undesired displacements. Furthermore,
high precision of, for example, slide gibs and
parallelism of the die clamping surfaces are nec-
essary (Schmidt et al. 2007; Schuler GmbH 1998).

Cross-References
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Shear Forming

Omer Music
Mechanical Engineering Department, TED
University, Ankara, Turkey

Synonyms

Hydrodynamic spinning; Power spinning; Shear
spinning; Shear/flow turning

Definition

Ametal-forming process is used for production of
hollow, rotationally symmetric sheet metal com-
ponents. To produce a component with a given
shape and thickness distribution, the sheet is
clamped to a rotating rigid mandrel and formed
by a roller tracing the shape of the mandrel at a
fixed distance.

Theory and Application

Introduction
Shear forming belongs to a group of processes
used for production of hollow, rotationally sym-
metric parts. The term spinning is used to refer to
the three processes in this group: metal
(conventional) spinning, shear forming (shear
spinning), and flow forming (tube spinning). The
main difference between the three processes is the
wall thickness of the formed part. While metal
spinning preserves sheet thickness, shear-forming
and flow-forming thickness is deliberately
reduced to obtain a given part shape and thickness
distribution.

Spinning processes have evolved from the
craft of pottery using a potter’s wheel, which
can be traced back to ancient Egypt. The pro-
cess has developed over the years; however, at
the beginning of the twentieth century, it was
still considered a craft process. In the middle of
the past century, demand by industry for shorter
production times and tighter dimensional toler-
ances led to an increase in power of the spin-
ning machines and automation of the process,
leading to an improvement in product quality
and subsequently to the evolution of shear
forming.

Components produced by shear forming are
mainly parts for the automotive and aerospace
industries, along with art objects, musical instru-
ments, and kitchenware. Typical examples are jet
engine and turbine components, dishes for radar
antennas, and domestic utensils. The process is
capable of forming components of diameters
ranging from 3 mm to 10 m and thicknesses of
0.4–25 mm (Brown 1998). Figure 1 shows the
main features of the process and examples of
obtainable geometries.

The main alternative to shear forming is press
forming. However, shear forming has three main
advantages when compared to press forming; as
the material deformation is localized under the
roller, forming forces are low; simple and non-
dedicated tooling provides flexibility; lastly,
formed components generally have improved
mechanical properties and a high-quality surface
finish.
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Process Description
In contrast to metal spinning, in shear forming, the
wall thickness is deliberately reduced while keep-
ing the sheet diameter equal to the diameter of the
original blank. The sheet is formed by the roller
which traces the shape of the rigid mandrel, reduc-
ing the thickness from the initial thickness t0 to a
thickness t1. The sine law (Fig. 2) relates the final
thickness t1 to the angle between the wall of the
component and the axis of rotation (a). The mech-
anism of deformation in shear forming is predom-
inantly shear along the axis of rotation.

The blank is typically formed in a single roller
pass. Blank shape can be either a flat sheet or a
preform produced by other means. Generally, a
single roller is used to form the sheet; however, in
case of high-strength and thick-walled compo-
nents, a multiple roller configuration may be used.

The sheet in conventional shear forming is
clamped in the central section, allowing for pro-
duction of parts with a flat central section only. To
form the sheet over the mandrel end, a slightly
different configuration is employed; instead of
clamping the central section, the sheet is
supported around the edges, with the support
moving together with the roller.

Defects in Shear Forming
Defects in shear forming may occur in two cases.
In the first case, defects occur when forming com-
ponents with low wall angles. As the wall angle
decreases, the sheet becomes thinner, as imposed
by the sine law, eventually leading to severe thin-
ning and sheet fracture. The minimum wall angle
for a given material depends mainly on its

ductility and the clearance between the roller and
the mandrel. Reducing the clearance between the
roller and the mandrel applies an additional com-
pressive stress on the sheet and allows the sheet to
be formed to lower wall angles. However, reduc-
ing the roller-mandrel clearance requires a devia-
tion from the sine law – the second case in which
defects may occur. Ideally, the final sheet thick-
ness t1 should be set to the value obtained from the
sine law. Any deviation from the sine law may
cause defects in the flange. This is because in
shear forming to sine law value, the internal
stresses are confined to the immediate area around
the roller, leaving the flange stress free. Deviation
from sine law causes the stresses to extend to the

Roller

Sheet

Mandrel Tailstock

t0
t1 = t0 sina

α

t1

Shear Forming, Fig. 2 Shear forming

t0

D0

ba

D1 = D0

t1

a

t0

Shear Forming,
Fig. 1 Shear forming:
main feature, blank (left)
and product (right), (a) and
examples of obtainable
geometries (b) (D0 and D1,
diameter before and after
forming; t0 and t1, thickness
before and after forming;
a, product wall angle)
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flange and can lead to bending or wrinkling of the
flange (Fig. 3).

Recent Developments
In spite of its age, the original shear-forming
configuration had seen little or no change to the
original configuration until recently. In the last
two decades, the industrial trend toward low-
volume, small batch production has driven a
range of innovations in shear forming aimed
toward making the process more flexible, pro-
ducing a wider range of shapes, and forming
challenging materials.

Flexible Shear Forming
Conventional shear forming is not flexible, since a
specific mandrel is required for each product. To
overcome this limitation, four different configura-
tions of shear forming without a mandrel
(mandrel-free shear forming) have been proposed.

In the first configuration, rotating sheet is
supported around the edges, while a tool gradually
forms it into final shape (Kitazawa et al. 1994),
shown in Fig. 4a (left). To allow forming of sharp
corners and complex shapes, the sheet can be pre-
formed and then reversed (Fig. 4a – right). Themain
feature of this configuration is its ability to form
vertical walls, which is not possible in the conven-
tional shear-forming configuration. In the second
configuration, a moving holder supports the sheet
around its edges and moves along the axis of

rotation together with the roller (Matsubara 2001).
This configuration allows forming of extreme, reen-
trant shapes from a flat sheet (Fig. 4b). In the third
approach, the mandrel is replaced by a roller on the
inner side of the sheet, located opposite the conven-
tional roller (Shima et al. 1997), shown in Fig. 4c.
This configuration creates a highly localized, con-
trollable deformation in the sheet. The fourth con-
figuration shown in Fig. 4d is similar to the first one;
however, in this case, the sheet is not clamped
around the edges but in the center, leaving the
edges free (Kawai et al. 2001).

Asymmetric Shear Forming
Conventional shear forming is limited to produc-
tion of rotationally symmetric components. To
produce asymmetric components and therefore
increase the range of shapes that can be produced
by shear forming, four asymmetric configurations
have been proposed.

The first configuration (Fig. 5a) involves shear
forming with a pair of spring-controlled rollers
which trace the shape of the asymmetric mandrel
as it rotates (Awiszus and Meyer 2005). In the
second approach (Fig. 5b), a single roller oscillates
radially, tracing the shape of the mandrel as it rotates
(Amano and Tamura 1984). Radial roller oscillation
is achieved through a copying mechanism, linked to
the main motor to synchronize the radial motion
with mandrel rotation. Similar relative motion
between the mandrel and the roller can be achieved

t1 t1 t1

t0t0t0

t1> t0 sinα t1= t0 sinα t1< t0 sinα

Shear Forming, Fig. 3 Deviation from sine law in shear forming
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by oscillating the mandrel instead of the roller and
keeping the roller fixed radially, shown in Fig. 5c
(Gao et al. 1999). The last approach is based on a

hybrid force/position control system which allows
the roller to track the mandrel shape automatically
(Arai 2005).

Shear Forming, Fig. 4 Flexible shear-forming configu-
rations. (a) Shear forming of preformed shells. (Adapted
from Kitazawa et al. 1994). (b) Shear forming with a
moving blank holder. (Adapted from Matsubara 2001).

(c) Shear forming with two rollers. (Adapted from Shima
et al. 1997). (d) Shear forming with a simple cylindrical
mandrel. (Adapted from Kawai et al. 2001)

Shear Forming, Fig. 5 Asymmetric shear forming. (a) Spring-controlled rollers. (b) Radially offset roller. (c) Radially
offset mandrel
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Hot Shear Forming
Shear forming is typically performed cold, but in
case of high-strength materials and thick compo-
nents, heating is applied to reduce the roller forces.
In industry, manual heating is used widely; sheet is
heated by an oxyacetylene flame as it is formed.
However, this improvised approach has its disad-
vantages; sheet temperature cannot be controlled
accurately; strength-reducing diffusion can occur
along with reactions with atmosphere; and lastly,
the workpiece needs to be removed, annealed, and
replaced several times during the process. Two hot
shear-forming configurations have been proposed
to overcome these challenges.

The first approach (Fig. 6a) uses a laser to heat
the sheet, just before it contacts the roller, allo-
wing localized and controllable heating of the
sheet (Klocke and Wehrmeister 2003). This
approach has been applied in conventional spin-
ning; however, it is also applicable in shear
forming. In the second approach, shown in
Fig. 6b, the shear-forming setup is enclosed in a
chamber, and hot air is used to heat the sheet
(Mori et al. 2009).

Cross-References

▶ Flow Forming
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Sheet-Bulk Metal Forming

Marion Merklein
LFT, Institute of Manufacturing Technology,
Friedrich-Alexander-Universität Erlangen-
Nürnberg, Erlangen, Germany

Synonyms

Plate forging

Definition

Sheet-bulk metal forming (SBMF) processes are
defined as forming of sheets with an intended
three-dimensional material flow as in bulk

forming processes (Merklein et al. 2012). As
semifinished product, sheets with an initial thick-
ness of 1–5 mm are used and subjected to one or
several conventional bulk forming operations.
Typical applications of SBMF include the
forming of local functional elements on blank
parts or the intended and locally restricted alter-
ation of the sheet thickness in order to produce
highly functional integrated parts out of sheet
metal (Fig. 1) (Mori 2012). Further complexity
can be achieved by the combination of SBMF
processes with traditional sheet forming opera-
tions like bending or deep drawing, which is gen-
erally possible for most applications (Merklein
et al. 2012). Besides the fabrication of end
products, SBMF can also be used to produce
tailored blanks with adjusted properties for usage
in subsequent manufacturing processes (Tan
et al. 2008).

Theory and Application

Classification
According to DIN 8582 (2003), forming pro-
cesses are categorized with respect to their stress
states during the forming operation. This classifi-
cation is not applicable to SBMF processes due to
the fact that characteristics of multiple processes
can merge in some cases and due to the missing
consideration of the geometry of the semifinished
part in question. Kudo (1980) proposed a different
approach that enables a general classification of
SBMF processes as a function of the semifinished
parts in question, the resulting product geometry,
and the strain state in relation to the main axis of
the part. Standring (1999) proposed another, more
detailed classification, which also uses the contact
normal vector, as well as the ratio of the contact
areas in the forming zone in comparison to the
remaining contact area as criteria. However, since
both approaches are kept very general, an exact
assignment of process characteristics to the pro-
cess class SBMF is not possible. In order to solve
this challenge, Merklein et al. (2011) proposed a
classification in respect to the tool motion as is
displayed in Fig. 2. According to this classifica-
tion, upsetting, ironing, forging, and coining can
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be assigned to the group of linear tool motion,
whereas flow forming, orbital forming, and boss
forming processes possess a rotational tool
motion. As Fig. 2 depicts, with the exception of
orbital forming and boss forming, combinations
with conventional sheet forming processes are
possible in all cases. Additionally, nearly all pro-
cess variants allow the selective, local thickening
and thinning of the sheet in use. Regarding typical
forming forces, big differences between the indi-
vidual process variants exist. The force demands
are generally determined by the size of effective
contact area between the tool and the forming
zone. In principle, smaller contact areas result in
less process forces. Hence, the lowest force
demands can be found in incremental forming
operations like flow forming or orbital forming.

Material Flow
Most applications of SBMF aim to produce parts
that possess local functional elements on sheet
metal with an element height in the dimension of

the initial sheet thickness. Due to the complex
three-dimensional material flow necessary for
the forming of the singular elements, the stress
and strain states during the forming operation are
complex and three dimensional as well. In con-
trast to this, the remaining blank area shows com-
paratively low two-dimensional stress conditions.
The high strains in the forming zone of the ele-
ments result in high and locally restricted strain
hardening that is surrounded by large areas of low
strain-hardened material.

Due to the strain gradient, the material flow
tends to be directed away from the functional
elements and therefore results in incomplete
forming. Figure 3 demonstrates this circum-
stance by means of an exemplary SBMF forging
process that enables the forming of two different
element shapes on a circular blank. In order to
allow proper forming of the functional elements
despite this, the material flow for a particular
SBMF process has to be considered in detail
during the process design, and measures have to

Sheet-Bulk Metal Forming, Fig. 1 Examples of sheet-bulk metal forming parts with functional elements (Feintool 2015)

Sheet-Bulk Metal Forming, Fig. 2 Process classification and characteristics of common sheet-bulk metal forming
operations (Merklein et al. 2011)
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be taken to control the material flow as desired.
Current research shows that this can be achieved
either by means of geometrical flow restrictors
(Koch and Merklein 2013) or by a local modifi-
cation of the friction between the workpiece and
the tool as demonstrated by Löffler et al. (2015).

Tribology
Tribological conditions are of major importance
in SBMF processes, due to their influence on
the process quality and accuracy (Merklein
et al. 2012). Hence, detailed knowledge on the
friction behavior is important to allow proper
tool and process design by means of FE simula-
tions. In order to determine the required friction
factors and friction coefficients, laboratory
friction tests are utilized. However, since SBMF
processes possess both characteristics of conven-
tional sheet and bulk forming operations, the tri-
bological conditions during SBMF operations are
of high complexity and cannot be represented by
one friction test alone (Hetzner et al. 2012). Tri-
bological conditions vary locally in dependence
of the stress and strain conditions present at the
contact surface in question. For this reason, the
combined usage of the three friction tests shown
in Fig. 4, strip drawing, ring compression, and pin
extrusion, has been proposed in order to represent

the dominant stress and strain states during SBMF
processes. Both the ring compression test and the
pin extrusion test have been adapted for this pur-
pose by Vierzigmann et al. (2013) to meet the
conditions of SBMF.

Tooling
Due to the complexity and locally varying stress
and strain conditions during SBMF operations,
the requirements on tool design and load capacity
are demanding. Especially forging processes
result in very high tool contact stresses as has
been demonstrated for example by Nakano
(2009). Furthermore, forming of asymmetrical
parts leads to inhomogeneous tool loading and
increased horizontal forces. An example for an
asymmetrical product and the corresponding tool
system is displayed in Fig. 5. Furthermore, since
tool load in the forming zone of the elements can
be as high as in conventional cold forging that
show values up to 2750 MPa, tool systems for
SBMF have to be reinforced in many cases in
order to increase the load capacity and prolong
tool life. For the same reason, the use of modern
powder metallurgical high strength steels and
innovate tool design, like non-circular reinforce-
ments, are oftentimes necessary (Merklein
et al. 2012).

Sheet-Bulk Metal Forming, Fig. 3 Insufficient mold filling during a SBMF forging process (Gröbel et al. 2015)
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Modeling
Since material flow and the resulting stress and
strain conditions, as well as the tribological inter-
action between workpiece and tool, are complex
and locally varying, process design by use of FE
simulation is advisable. However, the modeling of
SBMF operations currently presents a challenge
due to limited computational capacity. Asymmet-
rical products prevent in part the exploitation of
symmetries in order to reduce model size and
therefore increase the number of necessary finite
elements. Furthermore, the three-dimensional
stress and strain states, which lead to the forming
of the functional elements, require volumetric
finite elements and fine meshing. If the same
element strategy is used for the remaining blank
area, a very high number of integration points will
be necessary, which, in turn, will make the

calculation difficult. A powerful strategy to over-
come this problem is the use of adaptive modeling
based on the dual weighted residual method,
which enables the local modification of the
numerical mesh (Becker and Rannacher 2002).
This way, it is possible to heighten the mesh
efficiency in respect to the numerical demands
without distinctly reducing the solution precision.
Since SBMF processes typically possess high
areas of contact between the workpiece and tool,
efforts have been made to apply the model adap-
tivity on friction problems as well, in order to
further reduce calculation time (Rademacher
2015).

Besides the simulation of material flow and
tool load, damage criteria have to be deployed to
effectively use the forming potential in a given
process. However, the conventional forming limit

Sheet-Bulk Metal Forming, Fig. 4 Different friction tests proposed for SBMF processes after Vierzigmann
et al. (2012) and Vierzigmann et al. (2013)

Sheet-Bulk Metal
Forming, Fig. 5 Forming
die and finished part with
functional elements
(Behrens et al. 2011)
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diagram cannot be utilized since the plane stress
assumption cannot be applied to SBMF processes.
In order to overcome this challenge, a topic of
current research is the adaption of alternative
damage models for the purposes of SBMF. For
example, Soyarslan et al. (2014) have shown that
this is possible for the Gurson model, as has been
successfully demonstrated by means of a process
where a w-shaped punch penetrates in the edge of
a sheet metal with a thickness of 2 mm (Fig. 6).

Cross-References

▶Cold Forging
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Silver Die Attach Bonding

▶ Silver Sintering

Silver Sintering
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Synonyms

Low temperature silver die-attach; Silver die
attach bonding

Definition

Silver sintering is a method to form a solid mass
which does not require a phase change by appli-
cation of heat and with/without pressure.

Extended Definition

Forming of solid mass of silver particles which
acts as an interconnect medium between the elec-
tronic component and circuit board. The usage of
this technique has been used mainly in high per-
formance electronic applications where high ther-
mal and electrical conductivity are demanded.

Theory and Application

Theory and Mechanism
Sintering has been used over hundreds of years for
making ceramic components (Johnson 1978;
Kingery et al. 2000). This technique finds nowa-
days application in various sectors of machining,
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automotive, aerospace, medical applications,
etc. (Upadhyaya 2000). Sintering is usually classi-
fied into several types based on the shrinkage or
densification mechanism, mainly solid-state and
liquid-phase sintering. Polycrystalline materials
are usually sintered by solid-state diffusion and
amorphous materials by viscous flow, i.e., undergo
viscous sintering. Sintering method that makes use
of a transient second phase that exists as a liquid at
a specific sintering temperature is known as liquid-
phase sintering (German 1985; Kwon 2006). The
sintering process is considered to be occurring in
three stages (German 1985; Bai 2005).

1. During the initial stage, in response to process
parameters, a rearrangement of particles occurs
by sliding and rotation. This leads to volume
shrinkage by increased particles contact area
followed by neck formation between particles
resulting in an overall increase of the density of
the material due to diffusion process.

2. The intermediate stage begins when the neck
radius starts further increasing and equilibrium
shapes of the pores are attained as driven by
the surface and interfacial energies. The
random-shaped pores at this stage can be con-
tinuous or interconnected. Densification at this
stage is assumed to take place by reduction in
pore volume where the pores become unstable
and are pinched off from each other.

3. During the last stage, the isolated pores are
completely eliminated, and a density value
closed to the theoretical value is achieved. In
addition, a possible grain growth can occur
depending on the materials and sintering
conditions.

The driving force for the sintering mechanism
is mainly the tendency of the interlayer material to
reduce its chemical potential or energy. There are
various sintering mechanisms according to the
nature of the materials; however, densification of
the materials occurs mainly due to volume diffu-
sions, i.e., grain boundary and lattice diffusion at
the particle grain boundaries and dislocations.
Due to the solid-state diffusion of bonding mate-
rial, the void or pore distribution is more uniform
compared to solder joints.

The main difference between soldering and
silver sintering in electronic applications is that
there is no phase change during sintering process.
In the soldering process, solder paste is heated up
until it reaches its melting point and transformed
into liquid phase. Subsequently, it cools down to
form a solid metal and intermetallic phase at
boundaries. In the silver sintering process, heat
is applied to a silver sinter paste and subsequently
densification of solid by diffusion occurs resulting
in a pure silver sintered joint.

Application of Silver Sintering
Sintered silvers are employed in a various range of
applications such as solar cells, printed electron-
ics, dental implants, and semiconductor packages
(Layani and Magdassi 2011; Peng et al. 2015;
Siow 2012). This article will focus on the appli-
cation of silver sinter as die attach material for
power electronics packages. The increasing
demand for power electronics packaging with
higher power density, higher voltage, and smaller
size requires the replacement of silicon semicon-
ductor components by wide band gap (WBG)
semiconductor devices such as Silicon Carbide
(SiC) and Gallium Nitride (GaN) (Kim 2014).
The WBG devices require high operating temper-
ature for better performance. Solder materials as
the common die attach materials are inadequate
for high temperature applications because of their
low melting temperature. In recent years, die
attach on power semiconductor using lead-free
technique has attracted considerable interest.
Silver sinter has demonstrated significant devel-
opment over the past years to be considered one of
frontrunner non-lead containing die attach solu-
tion mainly due to its high melting temperature
(961 �C) and its excellent properties such as high
thermal and electrical conductivity.

Silver sintering processes are generally classi-
fied as pressure and non-pressure sintering
process based on the presence or absence of
applied pressure during the process. Non-pressure
sintering process is preferred over pressure
sintering process mainly due to lower operating
cost because a pressure sintering equipment is not
required. However, pressure sintering process by
far offers superior thermal and electrical
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conductivity properties. The main difference
between pressure and non-pressure sintering pro-
cess is the porosity of silver sinter layer. The
porosity of sinter layer obtained by non-pressure
sintering process is higher than that obtained by
pressure sintering process as explained in Fig. 1.
The porosity of sinter layer can be decreased by
applying pressure during sintering process:
the higher the process pressure, the lower the
porosity. It is known that thermal and electrical
conductivity increase with decreasing the porosity
of silver sintered layer (Wereszczak et al. 2012).

Sintering Process Flow
The process flow of non-pressure sintering is
rather similar to soldering process in which
paste is dispensed or printed on the substrate and
the die is then placed on the deposited paste.
Subsequently, non-pressure sintering process is
performed in a programmable convection. The
total process time of non-pressure sintering pro-
cess can be about 4 h. The temperature profiles
are generally in two steps with drying at 160 �C
for 30 min and sintering at 230 �C for 60 min.
This ensures reduced sintering defects and
encourages maximum diffusion properties. At
present, non-pressure sintering process is limited
to small die sizes of maximum 25 mm2. With
bigger die sizes larger than 25 mm2, ore voids
and drying channels are observed when sintered
under the standard non-pressure sintering profile.

This is because it is difficult for the organic sol-
vents to evaporate when a large die is placed on
the wet sinter paste especially under the central
region of the die. The long process time and die
size limitations are the main reasons that non-
pressure sintering process is not a favorable pro-
cess in industry.

In case of pressure sintering process, there are
four steps in the process flow including paste
printing, predrying, component placement and
pressure sintering. The predrying step is to ensure
the organic solvents in the silver sinter paste
are removed completely before die placement.
Subsequently, die is placed on the predried sinter
paste using a standard die bonder. After die place-
ment, pressure sintering is performed under a
sinter press at 230 �C for about 3 min. The total
process time of pressure sintering process is con-
siderably shorter than that of non-pressure
sintering process. Predrying step before die place-
ment reduces the risk of voids and drying chan-
nels formation. As a result, pressure sintering
process is suitable for all die sizes.

Silver Sinter Pastes
Based on the literature review, silver sinter pastes
can be classified into three categories: (1) micron-
Ag paste, (2) nano-Ag paste, and (3) hybrid Ag
pastes. Micron-Ag paste contains silver particles
with sizes larger than 500 nm, whereas nano-Ag
paste consists of silver particles with sizes less
than 100 nm. The paste consisting of mixture of
nano- and micro-silver particles is considered
hybrid Ag-paste. It is believed that sintering of
silver nano-particles occurs at lower temperature
and lower pressure than silver micro-particles,
and this phenomenon is attributed to the higher
surface area and curvature of silver nanoparticles
(Siow and Lin 2016). However, formulation of
nano-Ag paste is more critical than micron-Ag
paste as silver nanoparticles are reactive in air
atmosphere so they can self-sinter in the absence
of coatings around the particles or solvents in the
paste.

Surface Metallization for Silver Sintering
Previous studies (Krebs et al. 2013; Schmitt and
Chew 2017; Chew et al. 2017; Schmitt et al. 2017)

Silver Sintering, Fig. 1 Silver sintered layer obtained by
non-pressure and pressure sintering process
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have revealed the feasibility of semiconductor
devices attachment on silver and gold surfaces
by either non-pressure or pressure sintering. Die
attachment on bare Cu surface has attracted rising
attention in recent years because eliminating pre-
cious metal finishing on substrate would represent
significant compatibility to present supply chain
and lower the entry barrier to adopt silver
sintering solution. It has been demonstrated that
it is feasible to produce silver sintered joint with
high thermal cycle reliability on bare Cu surface
by pressure sintering (Chew et al. 2018). In the
study, it is observed that the initial die shear
strength for Ag metallized substrate is higher
than that for Au metallized and bare Cu. This
relates to the self-diffusion of Ag faster than the
silver/gold and silver/copper interdiffusion. An
interesting phenomenon was discussed in the con-
tribution was that the die shear strength for all the
samples increased significantly after temperature
cycling test with a condition of �40 �C/+150 �C
and after a long-term storage at 250 �C. It is
strongly believed that the sintering process is not
yet completed under the mild sintering process
conditions (230 �C, 10 MPa, 3 min) used in the
study and consequently Ag, Au, and Cu continued
to diffuse during temperature cycling test and high
temperature storage and as a result strengthen the
sintered joint. It is worth noting that after 2000
thermal cycles, the die shear strength for bare Cu
substrate is relatively similar to the die shear
strength for Ag metallized substrates. It was also
observed that there is no further increase in die
shear strength after 250 h storage at 250 �C indi-
cating that the sintering process is completed after
a certain time of storage.

Outlook
Cu Sinter Paste: Several studies (Kim 2014; Zhao
et al. 2014; Zheng et al. 2014) have demonstrated
that silver sintering is a promising die attach tech-
nology for high temperature power electronics
packaging in which highly reliable bonding can
be formed on surface with precious metal metalli-
zation and on bare Cu surface; however, the high
cost of silver increases the entry barrier to adopt
silver sintering in mass production. In recent years,
Cu sinter paste has drawn increasing attention as an

alternative sinter paste. It is believed that the mate-
rial cost of Cu sinter paste is lower than that of Ag
sinter paste. However, coatings around the Cu
powder are important to prevent copper oxidation
during handling or during the production of Cu
sinter paste. As a result, manufacturing cost for
Cu sinter paste might be higher than that for Ag
sinter paste. A recent research (Nakako et al. 2017)
reported that a Cu sintered layer on Cu, Ni, Au, and
Ag surfaces with high thermal cycle reliability was
obtained by pressureless sintering process with
temperature above 225 �C under H2 atmosphere.
Nevertheless, sintering process performed under
reducing atmosphere is challenging for high vol-
ume production environment. In order to increase
the attractiveness of Cu sinter paste, Heraeus is
focusing on developing a Cu sinter paste which is
able to form a good bond by sintering under inert
atmosphere.

Infrared Radiation Sintering: As mentioned
previously, conventional non-pressure sintering
process performed in a convection oven is not a
favor process mainly due to the long process time
which requires up to several hours and addition-
ally the limitation in die size. Recent develop-
ments enabled an alternative so-called infrared
radiation (IR) sintering for conventional non-
pressure sintering process. The recent studies
(Schmitt et al. 2017; Schmitt et al. 2018) demon-
strated that IR sintering is feasible, and the total
process time takes only about 90 min. The results
show that die shear strengths for 90 min IR
sintering and 4 h conventional non-pressure
sintering are rather similar. In addition, a silver
sintered joint formed between a die with a size of
26 mm2 and Ag metallized lead frame showed no
delamination and with void rates less than 1%
after 96 h high-pressure test with conditions of
100% RH at 110 �C. There is no significant dif-
ference in the die shear strength before and after
96 h pressure cooker test. This study demon-
strated that the total process time of non-pressure
sintering can be reduced significantly using infra-
red radiation. Investigations of IR sintering for
dies with sizes >25 mm2 is ongoing. Further
optimization of IR equipment such as installation
of nitrogen supply to provide inert atmosphere for
sintering process is in progress.
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Silver Sinter Paste with a Reduced
Young’s Modulus: Silver sintering is an appro-
priate die attach technology for wide band gap
semiconductor devices such as SiC and GaN
which require high operating temperature.
However, these WBG devices are harder than
silicon components and a brittle die attach mate-
rial might crack the components due to the CTE
mismatch of the used materials. As a result, a
sinter paste with low Young’s modulus is
desired in order to obtain a flexible bonding
layer to avoid cracks of the WBG components.
For this, silver sinter paste is developed by
adding non-silver filler in the sinter paste to
reduce the Young’s modulus and to adjust the
CTE of the sinter paste. The study performed in
which standard silver sinter paste and the newly
developed silver sinter paste were used as inter-
connect materials to attach SiC dies on Ag met-
allized substrate (Schmitt and Chew 2017).
Thermal shock test with conditions of �65 �C/
+150 �C under liquid to liquid was performed on
the samples. It was observed that delamination
in the sintered joint occurred after 1000 cycles
for the standard paste, whereas, visible delami-
nation in the sintered joint was not observed
even after 2500 cycles for the newly developed
sinter paste. It was observed that the crack ini-
tiated and propagation started and followed
along the non-silver fillers towards the center
of sintered layer. Presumably, the crack propa-
gation along the fillers increases the reliability
of sintered joint. The results from this study
illustrate that a sinter paste with low Young’s
modulus is desired for wide band gap semicon-
ductor devices. Further investigations are in
progress in order to gain a better understanding
of the failure mechanism of sintered joints for
the newly developed sinter paste.

Cross-References

▶Brazing and Soldering
▶Diffusion Soldering
▶ Solder Paste Printing
▶Wave Soldering
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Synonyms

Emulation

Definition

Simulation is the dynamic observation of an abstract
model of a system through time with particular

attention to the system’s key attributes. The term is
used extensively in manufacturing to refer to differ-
ent types of such observations ranging from visual
simulation of factories or individual machine tools
to stochastic simulation of entire supply chains.
Today, most simulation activities are carried out by
computer software systems. Simulation systems are
often categories into discrete-event simulation sys-
tems and continuous time simulation systems based
on the approach they take with regard to advancing
the time of the simulation forward.

Theory and Application

Discrete-Event Simulation
Discrete-event simulation is a type of simulation
where the operation of a system is represented as a
number of labelled points in time in chronological
order. Each of these “points” is defined as an
“event” and signifies a change in an aspect of the
system’s state. Each event is instantaneous. The
state of the system is only determined when an
event takes place; the time of the simulation, thus,
jumps from one event to the next. The interim state
of the system is either assumed to be unchanged or
nondeterministic (Banks et al. 2009).

Method
(a) A determined state of the system is chosen as

the initial state of the simulation, and the
values for all variables that denote this state
are stored. The timestamp is set at 0.

(b) All possible events at the initial state are then
tabulated. The most immediate of these events
is selected as the impending event.

(c) The timestamp is advanced to that of the
impending event.

(d) The updated state of the system is generated
by calculating the new values for all variables
of the system at the updated timestamp.

(e) Newly possible events at the updated state of
the system are tabulated, and the list of possi-
ble events is updated. The most immediate is
selected as the impending event.

(f) Steps c–e repeated until the events for the
entire timeframe of interest have been
generated.
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DES can be used for deterministic as well as
stochastic modelling. For modelling stochastic
systems, the probability distribution of the various
variables that define the state of the system should
be known in order to sample random values and
generate the list of possible events in steps b and e
(Sokolowski and Banks 2010).

Example
Consider the simple manufacturing planning
problem shown in Fig. 1. Precut sheets of metal
are delivered to a press (one sheet every 30 s).
Loading and unloading the sheets take 2 s. If the
pressing time is considered to be a random vari-
able with normal distribution with a mean of 25 s
and standard deviation of 5 s, how long will the
first five components take to be manufactured?

The variables denoting the state of the system
at each point in time can be specified as follows
(Table 1):

The simulation can then be carried out as fol-
lows (Table 2):

In this particular simulation, it took 146.1 s to
produce and unload the five products. This num-
ber will change if the simulation is run again as the
random numbers sampled from the normal distri-
bution used to model press time will be different.

Constituents of the DES Approach
Regardless of the actual tools used to carry out
DES, be it manually or using a computer, the
following items are necessary:

The Clock It is essential in the simulation to
keep the track of time and record the timestamp

of events. The principal difference between real-
time and discrete-events simulation techniques is
that in continuous simulation, the timestamp
advances by a fixed amount at each stage of the
simulation, and the new state of the system is
computed, whereas in discrete-event simulation,
the timestamp is advanced immediately to the
next event.

Events List It is necessary to be able to keep a
list of impending event, (i.e., the list of possible
events in one state). Without this list, it would be
impossible to determine the impending event to be
able to advance the clock.

Random Number Generators In order to carry
out stochastic simulations, random number gen-
erators capable of generating random numbers
with various probability distributions are neces-
sary. Typical probability distributions used in
DES include normal or Gaussian (to model the
process time, maintenance time, or mean parts
before failure for breakdowns), exponential
(to model the period between arrivals and some
service times), and uniform distributions among
others. Pseudorandom number generators are
often used in lieu of random number generators
to allow rerunning simulations with behavior
identical to that of a previous run.

Statistics The simulation tool should be able to
track the statistics of interest and provide them as
output to the user. For example, the total number
of parts that go through a system should be
maintained as part of the simulation.

Part arriving
once every 30 seconds

Loading
(2 sec)

Pressing Time
~Normal(25,5)

Unloading
(2 sec)

Press

Simulation of Manufacturing Systems, Fig. 1 A simple manufacturing system with a single machine (with infinite
buffers before and after the process)
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Termination Conditions As the simulation loop
can go on forever, it is necessary to establish some
conditions that would terminate the loop. These

conditions can be formed as rules such as “finish if
timestamp reaches x” or “finish after n parts are
produced” or, in general, “when statistic S reaches
O.”

Software Packages
A number of commercial (and academic) software
programs have been developed to carry out
discrete-event simulation. Among these,
Arena (by Rockwell Automation), Witness
(by Lanner), Simio (by Simio simulation soft-
ware), and Tecnomatix Plant simulation system
(by Siemens) are well known in manufacturing.

Continuous Time Simulation
In this type of simulation, the state of the system
after the lapse of a small time period is defined
based on the previous state of the system (i.e.,
modelled). By knowing the state of the system at
the initial time, it is possible to advance the time in
small increments and calculate the updated state
of the system after each advance (Law 2006). The
time increment can be chosen infinitely small, so,
in theory, this type of simulation can be used to
approximate the continuous lapse of time. This

Simulation of Manufacturing Systems,
Table 1 Variables modelling the state of the example
system

Variable Values Description

p 0, 1, 2 p = 2 indicates that the press is
blocked (i.e., there is a sheet on
the press, but no operation is being
carried out)

p = 1 indicates that the press is
busy

p = 0 indicates that the press is
idle

q Integer Number of sheets waiting to be
pressed

ld 0 or 1 ld= 1 indicates that a new sheet is
being loaded

ld = 0 indicates that no loading is
taking place

uld 0 or 1 uld = 1 indicates that the pressed
sheet is being unloaded

uld = 0 indicates that no
unloading is taking place

Simulation of Manufacturing Systems, Table 2 Simulation event log

Timestamp Events System state

0 First sheet arrives, loading starts p = 0, q = 1, ld = 1, uld = 0

2 First sheet is loaded to the machine, press starts p = 1, q = 0, ld = 0, uld = 0

27.9 Press finishes (press time = 25.9), unloading starts p = 2, q = 0, ld = 0, uld = 1

29.9 Unloading finishes p = 0, q = 0, ld = 0, uld = 0

30 Second sheet arrives, loading starts p = 0, q = 1, ld = 1, uld = 0

32 Second sheet is loaded to the machine, press starts p = 1, q = 0, ld = 0, uld = 0

60 Third sheet arrives, waits p = 1, q = 1, ld = 0, uld = 0

61.2 Press finishes (press time = 29.2), unloading starts p = 2, q = 1, ld = 0, uld = 1

63.2 Unloading finishes, loading starts p = 0, q = 1, ld = 1, uld = 0

65.2 Loading finishes, press starts p = 1, q = 0, ld = 0, uld = 0

86 Press finishes (press time = 20.8), unloading starts p = 2, q = 0, ld = 0, uld = 1

88 Unloading finishes p = 0, q = 0, ld = 0, uld = 0

90 Fourth sheet arrives, loading starts p = 0, q = 1, ld = 1, uld = 0

92 Fourth sheet is loaded to the machine, press starts p = 1, q = 0, ld = 0, uld = 0

118.3 Press finishes (press time = 26.3), unloading starts p = 2, q = 0, ld = 0, uld = 1

120 Fifth sheet arrives, waits p = 2, q = 1, ld = 0, uld = 1

120.3 Unloading finishes, loading starts p = 0, q = 1, ld = 1, uld = 0

122.3 Press starts p = 1, q = 0, ld = 0, uld = 0

144.1 Press finishes (press time = 21.8), unloading starts p = 2, q = 0, ld = 0, uld = 1

146.1 Unloading finishes p = 0, q = 0, ld = 0, uld = 0
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approach is used extensively in system dynamics
and control engineering.

Software Packages
Software packages for continuous time simulation
include Vensim, Stella, and Matlab Simulink. The
use of continuous simulation for modelling
manufacturing systems has been limited thus far.

Agent-Based Simulation
The universe of discourse is modelled as a number
of distinct autonomous software entities (Leitão
et al. 2012). Each individual software entity, or
agent, has its own time-based state. State changes
may be initiated by internal mechanisms (such as
stochastic or deterministic delays) or through reac-
tion to external stimuli or reception of messages.
This methodology is powerful in modelling sys-
tems where emergent collaboration, cooperation,
or competition comes to exist as the result of inter-
action between the entities. Smart manufacturing
systems, for example, where the products and
machines negotiate production processes, are a
good candidate for modelling with agents. In
most multi-agent environments, the timing of the
events across different agents is asynchronous. In
other words, the overall order of execution of tasks
across different agents is not guaranteed, and addi-
tional constructs are required to ensure a sequence
of events. In practice, with a very high number of
agents executing in parallel, the management of the
sequence of changes in states is a complex task
requiring significant effort.

Software Packages
Software packages for agent-based simulation
include Anylogic and NetLogo.

Common Applications for Simulation
Simulation is widely used across different sectors
and industries for performing a wide variety of
analysis including the following (Law and
McComas 1998; Smith 2003):

• Process troubleshooting: The simulation is
used to diagnose problems in complex sys-
tems. It is well understood that improvements
in a system are only meaningful if the

“bottlenecks” are improved. Simulation helps
to identify the bottlenecks.

• Planning a new system: When a new system is
being designed, it is possible to assess how
well it will perform using a simulation and to
use this data to choose the best design from a
number of alternatives.

• Investigate improvement ideas: Simulation can
be used to understand the effects of proposed
changes and assess their effectiveness before
being put into place.

• Stress test a system: Many systems perform
adequately at normal circumstances but could
fail in occasional scenarios. Using simulation,
it would be possible to test existing systems
against such scenarios.

Cross-References

▶Computer-Integrated Manufacturing
▶Manufacturing System
▶ Production Planning
▶ System
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Smart Materials

▶Actuator

Smart Products

Michael Abramovici
Lehrstuhl für Maschinenbauinformatik, Ruhr-
Universität Bochum, Bochum, Germany

Synonyms

Smart system

Definition

Smart Products are cyber-physical products/sys-
tems (CPS) which additionally use and integrate
internet-based services in order to perform a
required functionality. CPS are defined as “intel-
ligent” mechatronic products/systems capable of
communicating and interacting with other CPS by
using different communication channels, i.e., the
internet or wireless LAN (Lee 2010; Rajkumar
et al. 2010).

Theory and Application

Definition of Products
The term product [lat. productus] has a diversity
of meanings in the context of different disciplines.
For example, in mathematics, a product is the
result of a multiplication. In chemistry, the term
“product” refers to substances resulting from
chemical reactions. In economics, the gross
domestic product (GDM) measures the economic
performance of a country or region. In marketing,
a product is defined as anything that can be
offered to a market and might satisfy a want or
need (Kotler and Keller 2006).

The definition of products observed in this
entry is geared to the engineering-specific per-
spective described in the EN ISO 9000 guideline.
In accordance with this guideline, “a product is a
physical or digital good, resulting from a value
adding process (i.e., manufacturing process) and
offered to the market to satisfy customer needs”
(DIN EN ISO 2005). This definition makes a clear
distinction between products (goods) and
product-related services as complementary coun-
terparts to these products. Services are defined as
activity chains intended to generate customer
value. In the last decades, products and product-
related services have also been offered as inte-
grated solutions aiming to provide customer sat-
isfaction and value. These bundled offerings are
defined as Product Service Systems (Meier
et al. 2010).

The spectrum of industrial products is very
large, ranging from single components (i.e.,
screws, axes, or chips) to extremely complex
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systems (i.e., cars, airplanes, or factories), from
nano to macro products, from mass-produced to
mass-customized or personalized products. For
very complex or networked products, the term
“product system” is used as a synonym.
According to the International Council of System
Engineering INCOSE, a system is a construct or a
collection of different elements that together pro-
duce results not obtainable by the elements alone
(INCOSE 2014). In the following definition of
Smart Products, the generic term “product” will
be used for both single, simple products and com-
plex product systems.

Definition of “Smart”
The meaning of the adjective “smart” is described
in several dictionaries as related to the attributes of
“clever, intelligent, bright, agile” etc. (Webster
Dictionary 2014).

Evolution of Traditional Products Towards
“Smart Products”
In order to better understand the definition of
Smart Products, it is helpful to follow the evolu-
tion of traditional industrial products in the last
decades, which was mainly driven by the

tremendous advances of the information and com-
munication technologies (Abramovici
et al. 2013), (Fig. 1).

The core of each industrial product is a mechan-
ical component or structure. The functional
enhancement of mechanic products by electronic
products has led to so-called mechatronic products
(VDI 2206 2004; Neugebauer et al. 2007), e.g., a
car brake system. Over the past four decades,
mechatronic products have increasingly incorpo-
rated embedded microcomputer devices and soft-
ware improving their behavior and functionality.
The majority of current state-of-the art products are
mechatronic products. Mechatronic products/com-
ponents provide the foundation for Smart Products.
The dramatic miniaturization of micro-embedded
devices and the advances of the embedded soft-
ware within mechatronic products have continu-
ously improved their capabilities regarding their
autonomy, self-optimization, and real-time interac-
tion with their environment by using performant
sensors and actors. These features describe the first
evolutionary step of mechatronic products, the
so-called “intelligent” mechatronic products
(Neugebauer et al. 2007). An example of an intel-
ligent mechatronic product is an electronic stability

SMART PRODUCTS
= CPS + Internet-based Services

e.g. self-driving car

Cyber-Physical Systems
(CPS) = IMP + ‘Communication’

e.g: distance control assistant

Sources: Daimler, Google, Bosch

Intelligent
Mechatronic Products 

(IMP) = MP + ‘Intelligence’

e.g: electronic stability control
 (ESC)

Mechatronic
Products

(MP) 
e.g: car brake system

Internet of Data, Humans, Services and Things

Smart Products, Fig. 1 Evolution of traditional products towards Smart Products
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control system in a car. The next evolutionary step
of mechatronic products was the extension of intel-
ligent mechatronic products by the capability to
communicate and to network with other products
using different embedded communication units
and channels. This category of products is defined
as cyber-physical products or cyber-physical sys-
tems (CPS) (Rajkumar et al. 2010; Baheti and Gill
2011; NSF 2012). A distance control assistant can
be considered an example of a CPS in a car.

The synergies and convergence of different
ICT innovations like the Internet IPv6 standard,
Service Oriented Architectures, Web Services,
semantic technologies, and the emerging number
of cyber-physical products have extended the tra-
ditional Internet of Data (IoD) and of Humans
(IoH) by an Internet of Services (IoS) and an
Internet of Things (IoT), Fig. 1.

This new Internet of Data, Humans, Services,
and Things enables CPS not only to communicate
with each other but also to use and to integrate
available internet services in order to perform
required functions. The combination and

integration of CPS with internet-based services
has led to a new generation of intelligent, agile,
flexible, and networked products. As all these
features are related to the previously described
meanings of the adjective “smart,” these products
are called “Smart Products” (Abramovici
et al. 2014), Fig. 1. Products like a self-driving
car illustrate the evolutionary stage of Smart
Products.

The boundaries between the four described
product types are blurred. Each evolutionary
stage of a product is a prerequisite and a funda-
ment for the next evolutionary stage.

Components and Characteristics of Smart
Products
Smart Products break the boundaries between
physical and virtual components as well as
between products and internet-based services.
The main components of a Smart Product are
shown in Fig. 2 by using the example of the best
known Smart Product – the smart phone. These
components are as follows:

-   Aluminum Case
-   Sapphire Glass

-   Software
-   Contents

-   Three-Axis Gyro Sensor
-   Light Sensor
-   Accelerometer

-   Processor
-   Storage
-   Power Unit

-   Touch Display
-   Vibration Unit
-   Speakers

-   Operating System
-   Basic Applications
-   Intelligent Applications 
    (e.g. voice recognition)

Source: Apple

Internet-based Services

Sensors

IT Hardware

Mechanical Housing

Software

Actors

-   WLAN / LTE
-   Bluetooth
-   GPS

Communication

Internet of Data, Humans, Services and Things

Smart Products, Fig. 2 Components of Smart Products using the example of a smart phone
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– Mechanical housing (i.e., case, sapphire glass,
display, buttons)

– IT hardware (i.e., processor, storage unit,
power unit)

– Embedded software (i.e., operating system,
voice recognition)

– Sensors (i.e., gyro sensor, light sensor,
accelerometer)

– Actors (i.e., speakers, vibration unit)
– Communication unit (i.e., WLAN, Bluetooth,

NFC)
– Internet-based services (i.e., apps)

The main characteristics of Smart Products are
as follows:

– Huge number of heterogeneous components
– Context awareness
– Real-time reactivity
– High degree of autonomy
– High degree of connectivity
– High degree of personalization
– Self-learning capabilities
– Dynamic reconfiguration during the whole

lifetime
– Human centration
– Ease of use

Applications

The described converging ICT innovations and the
Internet of Data, Humans, Services, and Things
penetrate all the traditional products in all industry
sectors. Therefore, Smart Products rise in all indus-
trial areas such as:

– The media and entertainment industry (i.e.,
smart phones, smart glasses, smart tablets,
smart TV)

– Manufacturing (i.e., smart machines, smart
robots, smart factories)

– Mobility (i.e., smart car, self-driving vehicles)
– Logistics (i.e., smart packagers, smart

containers)
– Healthcare (i.e., smart clothes, smart hospitals)
– Energy (i.e., smart energy grid)

Due to their “intelligence” and networking
capabilities, Smart Products allow the development
of integrated trans-disciplinary and trans-sectorial
solutions like the Smart House or the Smart City.

Most mature Smart Products on the market are
consumer products like mobile smart devices
using media, retail, or payment services. Huge
national and international research programs like
“Industrie 4.0” (Kagermann et al. 2013) and
“Smart Service Welt” (Kagermann et al. 2014) in
Germany and “Smart Manufacturing Leadership
Coalition” (2014) in the USA or “Horizon 2020”
by the European Union (European Comission
2014) will accelerate the development of Smart
Products in all industrial sectors. The transition of
traditional products to Smart Products and the
development of totally new Smart Products,
cloud services, and solutions are on the agenda
of most industrial companies and are supported by
a variety of large initiatives such as “Industrial
Internet” by General Electric.

In the near future, Smart Products will also
integrate traditional services provided by humans,
which will lead to complex Smart Product Service
Systems (Abramovici et al. 2014). Smart Products
are considered a driving force of the so-called
fourth Industrial Revolution.

Cross-References

▶ Industrial Product-Service System
▶Mass Customization
▶Mechatronics
▶ Industrial Product-Service System
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SMD Component Placement

Michael Pfeffer and Jörg Franke
Institute for Factory Automation and Production
Systems (FAPS), Friedrich-Alexander-University
of Erlangen-Nuremberg (FAU), Nuremberg,
Germany

Synonyms

Pick and place; Surface mounted device (SMD)
placement

Definition

The placement of surface mount technology
(SMT) components on printed circuit boards
(PCB) and its assembly task is defined as follows:

• Grip the right component from the pick-up
position (respectively feeder)

• Place the component on the right position
(target position) on the surface of printed cir-
cuit boards (PCB) with appropriate precision
and accuracy

Extended Definition

The process of placing a surface mounted device
(SMD) is structured in following steps:

1. Feeding
(a) Depending on component shape and

according to the packaging type of the
components (paper or plastic tape and
reel, tray, tubes, and bulk case), there
exist different individual feeder types.

2. Gripping
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(a) The components are gripped at the top-side
by individually designed vacuum grippers
respectively nozzles. These are customized
according to the shape and weight of the
component to hold the components reliable
even at high acceleration forces.

(b) One or more vacuum nozzles are arranged
at the placement head depending on the
working principle of the placement head
(pick and place, collect and place).

3. Alignment correction
(a) A digital vision system with integrated

cameras measures the real position of the
PCB on the PCB transport system of the
machine and the position of the component
at the tip of the nozzle. The target positions
of the components are adjusted depending
on the individual measured offsets of the
components and the PCB.

(b) Position marks (fiducials) on the PCB
define its zero point are captured by the
PCB camera.

4. Transporting
(a) The placement head is attached to a gantry

system that moves the head (in x- and
y-direction) to the particular target position
of the component on the PCB.

5. Placing

(a) The components are placed with a defined
force onto the solder paste depots that were
printed before on the pads of the circuitry.

(b) The placement head moves the compo-
nents in z-direction and places the compo-
nent with right orientation on the PCB, so
that the pins of the components are ideally
aligned to the pads of the circuitry (Fig. 1).

Theory and Application

After printing solder paste on the pads of the
circuitry on the PCB (“▶ Solder Paste Printing”),
the placing of electric components is the second
process step of the reflow soldering process (Klein
Wassink and Verguld 1995). Thus, the compo-
nents are placed subsequently in these solder
depots. The final soldering process forms the elec-
trically conductive and mechanically solid con-
nections between the component pins and the
pads of the circuitry (Feldmann et al. 2014).

In electronics production, SMD placement
machines are used for automatically assembling
electronic components in surface mount technol-
ogy (SMT) on PCB (Scheel and Hanke 1999).
These machines are capable to place a very high
variety of components at an immense speed of up

Gantry

Component 
feeders

Placement 
head with 

vacuum 
nozzles

PCB 
transport 

system

SMD Component Placement, Fig. 1 Functional elements of SMD placement machines
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to 150,000 parts per hour. On one side, very small
components, e.g., chip components like capaci-
tors or resistors with the chip shape 0201 (metric)
with a size of 0.250 mm by 0.125 mm or flip-chips
with bump sizes down to 30 mm (pitch 100 mm),
are placed precisely. On the other side, very big
components like BGA with several hundred I/O-
pins at the bottom-side or large connectors with a
length of up to 200 mm are placed due to the high
flexibility of the machine in handling a high com-
ponent spectrum.

Placement machines generally have one or
more Cartesian gantry system that moves the
placement head. The gantry is set up by high
dynamic linear motors, which allow high speeds
and a high positioning accuracy. The head picks
the components from the feeders and places the
components on the exact position and orientation
on the PCB. The precision and accuracy in placing
components is guaranteed by the integrated vision
system (Wohlrabe 2009). The PCB camera regis-
ters position marks (fiducials) on the PCB to
measure the position of the PCB in the machine.

The component camera optically measures the
position of each component at the nozzle tip in
x- and y-direction and orientation before placing
on the PCB. With the offsets of the PCB and
the components, the target positions of the com-
ponents are adjusted (Wormuth and Zapf 2001).

Two types of placement heads exist that are
characterized regarding their working principle:
the pick and place head and the collect and place
head (Feldmann et al. 2014). The pick and place
head (see Fig. 2) picks only on component one at
a time, measures the component position and
places the component on the PCB. This head
achieves the highest placement accuracy of, e.g.,
10 mm (3s) due to the simple and rigid construc-
tion. However, the placement speed is reduced
as only one component is picked and the process
steps picking, measuring, and placing are not
parallelizable.

The collect and place head (see Fig. 3) picks
sequentially several components (from 6 up to
24, depending on the type) from the component
feeders, simultaneously measures the component

PCB transport system

PCB

Functionality
Pick & Place

Components are picked up, 
are optically captured and 
placed separately and 
sequentially on the PCB.

Advantages ▪ High placement accuracy
▪ Big components and fine 

pitch components

Challenges ▪ Low placement speed

Pick & Place
head

Gantry

Component

z

y

j

x

SMD Component Placement, Fig. 2 Pick and place placement head

z

y

j

x

Functionality
Pick & Place

Several Components are 
picked up sequentially, are 
simultaneously optically 
measured and sequentially 
placed on the PCB.

Advantages ▪ Very high placement speed
▪ Chip components and

small IC

Challenges ▪ Low placement accuracy
▪ Limited component 

spectrum

Collect & Place
head

Component

SMD Component Placement, Fig. 3 Collect and place placement head
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positions, and places them sequentially on the
PCB. Up to 30,000 components per hour at an
accuracy of 40 mm (3s) can be realized by this
type of placement head. At this high speed, the
time for picking, measuring, and placing the com-
ponents is limited to a couple of milliseconds. Due
to the complex kinematics of the head, the achiev-
able placement accuracy is reduced.

The flexibility in placing a wide range of com-
ponent shapes is given by specific vacuum nozzles
that pick the component by vacuum. They are auto-
matically changed by the machine for each job. The
nozzles are customized to the component shapes.
For example, 0201 (metric) components require a
very fine nozzle with a tip size of 0.2
mm. Additional sensors can be integrated in the
machine like a laser triangulation sensors tomeasure
the planarity of the contacts of large-area compo-
nents. A component height sensor measures the
height of mechanically sensitive components.

Defects in the placement process (e.g., mis-
aligned components in x- and y-direction and
rotation, incorrect components, missing compo-
nents, and tilted components) can be detected by
means of automatic optical inspections systems.

Cross-References

▶Assembly
▶ Feeding
▶Gripping
▶ Solder Paste Printing
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Solder Application

▶ Solder Paste Printing

Solder Paste Application

▶ Solder Paste Printing

Solder Paste Printing
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Synonyms

Solder paste application; Solder application; Sol-
der printing

Definition

Application of the solder material on the circuit
carrier in electronics production.

Extended Definition

The solder material is applied as a medium for
connecting the electronic components on the
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circuit board in surface mount technology. The
paste material is applied either by using a stencil
or screen on two-dimensional circuit carriers. The
main task of this process step is to make available
appropriate volume of solder material for a reli-
able post-soldering process.

Theory and Application

Theory
The solder paste printing is the first process step in
the electronics production. Solder paste which is
generally a suspension of metal particles in flux
material is used as interconnection material. The
flux material is a temporary adhesive consisting of
activators, resins, and acid solvents. This holds the
components until the soldering process melts the
solder and makes an electrical and mechanical
interconnection. The flux constituents mainly sup-
port in the removal of oxide layer on solder parti-
cles and circuit pads simultaneously protecting the
components against oxidation. These also support
the flowing as well as wetting of the solder melt to
the component. The requirements for a solder paste
are available in the IPC regulations (IPC 2012).

The solder material is thixotropic in nature,
which means that its viscosity changes over time
with applied shear force. Printing enables compat-
ibility for large circuit boards and is also selected
for its mass production efficiency. Application of
the solder paste can be done by stencil printing

(STP) or screen printing (SCP) as shown in Fig. 1.
Both processes require similar machine platform,
controlled motion, vision fiducial recognition, and
alignment of the circuit carrier to the “layout”
which is either designed in a stencil or mesh
screen. The main differences between STP and
SCP are tabularized as follows (Table 1):

Stencil printing generally involves the use of
“trailing edge” metal squeegee blades with “on-
contact” print (the circuit carrier and stencil come
together during the squeegee deposition of solder
paste). Screen printing is generally off-contact with
a gap between the mesh and substrate; the squeegee
blades are generally poly materials (not metal). In
some cases, due tomaterial viscosity, screen printing
may employ a “flood-print, print-flood” cycle,
meaning the material to be printed is spread thickly
over the mesh by a squeegee “flood” blade and
allowed to penetrate the metal mesh before a final
print stroke generates the image/material deposit.

For many years the design of stencil apertures has
been based on the original IPC7525 specification
(IPC 2007) which recommended that aperture area
ratios should be greater than 0.66 for acceptable
stencil printing (to achieve in excess of 70–75%
transfer efficiency). In the last decade, a tremendous
amount of research and development has taken place
with solder paste materials, stencil technologies, and
process enhancements to improve paste transfer effi-
ciency appropriate for the product and corresponding
soldering process. The latest specifications are also
summarized in the latest guidelines (IPC 2011). This

Stencil opening

Stencil printing Screen printing

Squeegee fixture

Squeegee
(diamond)

Squeegee fixture

Border Working direction

Screen
lift-off

Board

Open
screening
area

Solder paste Wires of
the mesh

Paste deposits

Squeegee

Pad
Solder paste deposits

Solder paste

Working direction

Metal stencil

1.

2.

3.

Board

Solder Paste Printing, Fig. 1 Overview of the stencil printing and screen printing processes
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corresponds to the stencil manufacturing, materials,
and stencil coating (Burkhalter et al. 2007; Fleck and
Chouta 2003; Coleman 2001; Coleman and Burgess
2006).The application of appropriate paste volume
according to the electronic component is defined
mainly by the applied force and velocity of the
squeegee during printing as well as the selected
dimensions such as thickness and apertures of the
stencil/screen and the dimensions of the contact pads
on the circuit board. The research shows that more
than 60% of the errors in the electronic production
can be traced back to solder paste printing. The
quality of the paste printing process is often evalu-
ated by a solder paste inspection step. Here the main
quality parameters such as paste volume, transfer
efficiency, and positional inaccuracies are traced,
and the printing process parameters are subsequently
optimized. Due to the errors in the printing process
such as positional offsets, low/high paste volume,
defects such as open connections, short connections,
component offset, and component rotation occur.
This technique is also applied in printing of
conductive/non-conductive adhesives, sinter pastes.

Applications

Surface mount technology, Thick film technology,
Wafer bumping, Solar cell technology, LTCC,
Fine line printing
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Synonyms

Energy density; Energy per unit mass; Specific
power

Solder Paste Printing, Table 1 Overview of the paste
printing processes

Stencil paste printing Screen printing

1. Rigid stencils in
thickness ranges of
50 mm to 400 mm are
used

Flexible screens with
wide range of mesh
openings and wire
diameters

2. No space between the
stencil and circuit board

Defined distance
between mesh and
circuit board

3. Generally used for
printing solder pastes

Generally used for
printing epoxy-based
conductive materials
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Definition

Specific energy is defined as the ratio of the
energy required for the processing of a unit vol-
ume of material. It is a very important parameter,
especially for the machining processes, and can be
used as metric of comparing the energy require-
ments between different manufacturing processes.
It has been defined in detail for almost all conven-
tional manufacturing processes and research
has been focused in estimating this in detail
(indicatively for grinding process, Mishra and
Salonitis 2013 calculated empirically the specific
energy for grinding processes).

Specific energy can be defined for non-
conventional manufacturing processes as well.
Electrophysical and chemical processes are in gen-
eral material removal processes. Specific energy
(SE) is defined in their case as the ratio of the
required energy (E) for removing a specific volume
of material, to the volume of material removed (V):

SE ¼ E

A
(1)

This parameter can be used to estimate the
portion of the energy that is used for removing
material. The higher machine tool efficiency and
removal rate, the better the use of consumed
power for removing material, for the same power.

Theory and Application

Electrical Discharge Machining (EDM)
Electrical discharge machining (EDM) is a thermal
material removal process caused by electrical dis-
charges (Salonitis et al. 2009). Material is removed
utilizing two electrodes separated by a dielectric
liquid and powered by an electric voltage
(Dekeyser et al. 2003). There are different types of
EDM, such as wire, sinker, and drill EDM. Each
electrical voltage discharge is an output of energy.
The energy distribution between theworkpiece-wire
electrodes and the actual effective removal energy is
related to the distance between the electrode and the
workpiece, flushing pressure, conductivity of the
machining liquid, and discharge on time.

Specific discharge energy (SDE) is defined as
the actual energy required for removing a unit
volume of material (Liao und Yu 2004). An
amount of real energy required to remove a unit
volume of a specific material can be linked with
the rate of energy distribution and the rate of
volume of material removed:

SDE

¼ Energy for dischargeð Þ� Discharge Frequencyð Þ
Rate of material removed volumeð Þ

(2)

Specific energy requirements are presented for
wire and drill EDM (Gutowski et al. 2006) for
different rates of material removed volume.
Regarding wire EDM, specific energy is 6.39
106 J/cm3 for processing rate of 2.23 10�3 cm3/s,
and for drill EDM specific energy is 1.54 1010

J/cm3 for processing rate of 1.7 10�7 cm3/s.

Electrochemical Machining (ECM)
Electrochemical machining (ECM) is a material
removal process into which pulsed current is dissi-
pated through a conductive electrolytic solution
between the tool and the workpiece. Such chemical
interaction causes material to be removed from the
workpiece according to the shape of the tool. ECM
is based on thermal effects by extremely quick
heating, melting, and vaporizing. The heat sources
are the energy transfer between the plasma and the
electrodes (Tönshoff et al. 1996). Dielectric fluid
role is twofold, as it is building a discharge channel
and increases the energy density between the elec-
trode and the workpiece and it is as well removing
the material out of the gap.

Specific pulsed energy of pulsed ECM is based
on the voltage, currency, the pulse on time, and
gap between tool and workpiece (Kozak 2004).

SDE

¼ Power of electrical energyð Þ� “Pulseon time”
� �

Volume of material removedð Þ
(3)

Specific pulsed energy consumption of ECM is
affected by the pulse on time, which is increased
with the increase of voltage and increase of gap
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size. Experimental data have shown that the spe-
cific pulsed energy of ECM is 1 kJ/mm3 for pulsed
time of 2 ms and gap size of 0.2 mm (Kozak 2004).

Electro-Optical-Thermal Processes
Electron beam machining (EBM) and laser beam
machining (LBM) are material removal processes
by thermal processing. The main difference is that
electrical energy is used to generate high-energy
electrons in case of electron beam machining
(EBM) and high-energy coherent photons in
case of laser beam machining (LBM).

In EBM process, electrons are accelerated to a
velocity nearly 75% that of light (�200,000 km/s).
The process is performed in a vacuum chamber to
reduce the scattering of electrons by gas molecules
in the atmosphere. The electron beam is aimed using
magnets to deflect the stream of electrons and is
focused using an electromagnetic lens. The stream
of electrons is directed against a precisely limited
area of the workpiece; on impact, the kinetic energy
of the electrons is converted into thermal energy that
melts and vaporizes the material to be removed,
forming holes or cuts (Chryssolouris 1991).

Laser is an acronym for light amplification by
stimulated emission of radiation. LBM is accom-
plished by precisely manipulating a beam of coher-
ent light to vaporize unwanted material
(Chryssolouris 1991). Laser machining can replace
mechanical material removal methods in many
industrial applications, particularly in the processing
of difficult-to-machine materials, as in the case of
hardened metals, ceramics, and composites. In gen-
eral, laser processes can be divided into one- (e.g.,
laser drilling), two- (e.g., laser machining, joining,
heat/surface treatment), and three-dimensional pro-
cesses (e.g., laser machining with two beams, laser
processing with 5-axis cutting head, remote laser
processing, laser-assistedmachining, and laser shap-
ing) (Tsoukantas et al. 2002).

Both in LBM (laser drilling, laser cutting, and
laser machining with two beams) and EBM, the
specific energy is defined as follows (Ahmadi et al.
2011, 2012; Xu et al. 2003; Thawari et al. 2005):

SPE ¼ E

V
(4)

where E is the input energy (per joules) and V the
removed volume of the material (per cubic centi-
meters); E is calculated as:

E ¼ P � t (5)

where P is the laser power and t is the interaction
time. Typical values for rock drilling are
50–200 kJ/cm3.

However, lasers are not used only in machin-
ing but also in other processes. Laser forming
refers to the sheet metal forming processes such
as bending. This is primarily based on
establishing steep temperature gradients in the
sheet by laser heating (during scanning) such
that differential thermal expansion results in
thermal stresses. The bending of sheet is caused
by the plastic deformation of the material, when
the thermal stress exceeds the temperature-
dependent yield stress. Laser-based rapid pro-
totyping processes such as stereo lithography
(SL), selective laser sintering (SLS), laminated
object manufacturing (LOM), and laser
engineered net shaping (LENS) are used for
the fabrication of a variety of complex shapes
for a wide range of materials (Dahotre und
Harimkar 2008; Tian et al. 2009). In addition
to this, lasers also have been extensively used
for joining (welding, soldering, and cladding) a
variety of materials. The various laser welding
processes involve spot welding, seam welding,
and deep penetration welding. Laser welding
generally involves the formation of keyhole by
the surface vaporization of material (Mackwood
und Crafer 2005; Coelho et al. 2000; Salonitis
et al. 2013). In addition to this during laser
cladding, which is a deposition welding pro-
cess, a layer of powder is deposited on the sub-
strate material, and the two materials are fused
by metallurgical bonding through the action of a
laser beam (Zeng et al. 1996; Choi et al. 2000;
Lalas et al. 2007; Salonitis et al. 2016).

Weld quality is highly affected by the specific
energy and that is why the scientific community is
highly interested in this subject (Zeng et al. 1996;
Choi et al. 2000; Dahotre und Harimkar 2008).
Here, the point of interest is the scanning surface
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so the definition of specific energy changes
slightly (Coelho et al. 2000; Zeng et al. 1996).
The energy density, E/A, can be considered the
specific energy of the process, and is a parameter
that combines the values of process variables with
laser incident power, displacement speed, and
laser spot area required for the welding of each
type of plastic. During the scanning, the spot takes
an elliptical shape and the SPE can be defined as
follows (Coelho et al. 2000):

SPE ¼ E

A
¼ 1:27 � P

ud
(6)

where E is the energy input, A is the scanning area,
P is the laser power, u is the scanning velocity, and
d should be considered as its minor axis when
using an elliptical beam spot. The specific energy
alone is not a suitable parameter for explaining
laser clad or welding properties. Some values of
the specific energy for laser cladding of cobalt-
based coatings on low-alloy steel, for average
interaction time and power density (e.g., 0.5 s
and 15 kW/cm2 respectively), can be about in
the range of 0.5–15 kJ/cm2. On the other hand,
for welding a typical ferritic stainless steel, AISI
430 typical values are from 20 to 50 J/mm2.

Cross-References

▶Electric Discharge Machining
▶Electron Beam Machining
▶Laser Beam Machining
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Synonyms

Main spindle; Working spindle; Milling spindle;
Turning spindle; Grinding spindle; Drilling
spindle

Definition

A spindle is a rotating shaft with a fixture for
holding a tool (in the case of a milling, grinding,
or drilling spindle) or a workpiece (in the case of a
turning spindle). The spindle shaft serves as a
support, a positioner, and a rotary drive for the
tool or workpiece.

Theory and Application

Spindle Types and Applications
The spindle shaft must take up any machining
forces arising during cutting with the lowest

possible deformation response, generate/transmit
the cutting power provided by an internal or exter-
nal drive for machining, and exhibit high posi-
tioning and running accuracy. In machine tools,
various types of main spindles are used to satisfy
different requirements. Turning and grinding
spindles must achieve extremely high concentric-
ity at a high stiffness and usually medium speeds,
whereas milling and drilling spindles are used at
(in part) high speeds under changing operating
conditions.

Main spindles can be classified as directly
driven (motor spindles) or externally driven ver-
sions. In directly driven spindles, the power is
generated via a motor integrated into the spindle
housing, with the stator seated on the spindle
shaft. In contrast, the drive in the externally driven
version is positioned outside of the housing and
connected to the spindle shaft by a coupling or
gear. Normally synchronous or asynchronous
machines are used as drives.

Requirements
The overall machine productivity is essentially
determined by main spindle performance param-
eters such as maximum speed, available torque,
maximum cutting depths yielded from stiffness
and damping, and the resultant stock removal
volumes.

The main spindle is a key component in work-
piece cutting. Especially in high-speed cutting
(HSC) and high-performance cutting (HPC), it
represents a performance-limiting factor in many
applications. In high-speed cutting applications, it
must guide the tool axially and radially with a
very high precision and take up medium forces
at extremely high speeds. In HPC, the require-
ments are shifted from high-speed capabilities to
medium speeds and high moments and forces.
Spindles can be designed optimally for either
HSC or HPC. If a spindle needs to be used in
both areas, a compromise between stiffness and
load capacity on one hand and achievable speeds
on the other hand must be made.

Structure
Spindles are made up of a large number of
individual components. A typical design of a
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main spindle is shown in Fig. 1. The rotating
spindle shaft is supported by two or more bear-
ings. The bearing system is the most important
performance-determining unit in the spindle,
besides the motor. High-performance spindles
are usually designed as motorized spindles with
drives realized by single synchronous or asyn-
chronous motors situated between the bearings.
Due to the high power density of the motor,
cooling by an external water cooling system is
necessary. The outer bearing rings are often also
cooled. A clamping system in the shaft enables
rapid, automatic tool changes via a standard tool
interface. Running longitudinally in the center of
the clamping system is a pipe, in which cooling
lubricant can be transferred to the rotating tool via
a rotary feed-through at the end of the spindle.
Noncontact seals, typically designed to be gas
barrier seals, ensure that no contaminants can
penetrate into the spindle. Integrated sensors mon-
itor various operating parameters, for example,
the angular position of the rotor via a rotary
encoder; the position of the tool clamping system,
motor and, in part, bearing temperatures; and
others.

The spindle bearing has a great effect on the
operating properties and the performance. In gen-
eral, spindles can have hydrostatic, hydrody-
namic, aerostatic, or electromagnetic bearings as
well as roller bearings, depending on the given
application. Hydraulic bearings are used in special
cases, for example, in cases in which constant
operating conditions prevail and extremely high

concentricity are required. Aerostatic and electro-
magnetic bearings are suitable for low forces and
extremely high speeds.

Spindle bearings, with high-speed capabilities
and good stiffness properties, are mainly used in
practice. They are also the most inexpensive of
the bearing variants. However, roller bearings
exhibit speed- and temperature-dependent kine-
matic properties, which are discussed in detail in
the literature (Spachtholz 2008; Tüllmann 1999).
This requires careful design of the bearings and
the surrounding structure. If extremely high stiff-
ness values and moderate to medium speeds are
required, cylindrical roller and tapered roller bear-
ings are also used. Through their line contact, they
generate more friction and thus tend to produce
more heat, which is difficult to dissipate, espe-
cially in the inner ring. Cylindrical roller bearings
react to the resulting differences in thermal expan-
sion with an increase in internal stresses and are
hence more prone to failure. Apart from the selec-
tion of the bearing itself, the arrangement is espe-
cially decisive for the operating behavior of the
spindle. During operation the spindle shaft, the
bearing rings, and the housing are subjected to
temperature changes and centrifugal forces. For
no undesired changes to occur in the bearing
preload through the resultant thermal expansion
and kinematic displacements, the bearing arrange-
ment must be appropriately designed. Basically
the three possibilities shown in Fig. 2 exist for
designing the main spindle bearings: fixed-fixed
bearing, fixed-floating bearing, and (for extremely

Spindle, Fig. 1 Structure of a motorized milling spindle
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high speeds) elastically mounted bearings (Weck
and Brecher 2006). The axially movable arrange-
ment of one bearing side enables compensation
for thermal and kinematic displacements and is
hence more suitable for high speeds. The achieve-
ment of this movability is extremely important.
Bearing sleeves with sliding fit, ball bushings,
diaphragm spring bushings, etc. are used for
this (Butz 2007). The elastic preload is normally
achieved using springs, but hydraulic or
piezoactuator solutions are also possible.

Ceramic rolling elements are widely used to
increase the maximum allowable bearing speed.
They not only exhibit better tribological properties
in contact with steel but also are subjected to lower
centrifugal forces thanks to their lower densities.

To minimize friction and wear, it is necessary
to separate the rolling elements by a stable lubri-
cant film. Hence, reliable supply of lubricant is
crucial. In machine tool main spindles, bearings

are predominantly operated with grease lubrica-
tion due to the low costs, low complexity, and
low-friction running thanks to the minimum quan-
tity lubrication (MQL). If, however, dn factors of
greater than n x dm= 2*106 mm/min are required,
oil-air lubrication enabling dn factors of up to
3*106 mm/min to be reached is usually used
(Schaeffler 2014). The effect of different MQL
methods on the operating behavior of spindle
bearings should not be ignored and has been
investigated extensively in the literature (e.g.,
Koch 1996).

The particular interface between spindle shaft
and machining tool has a decisive effect on the
machining result in the manufacturing process.
Apart from the widespread steep taper
(SK) interface, other standardized interfaces
(HSK, PSC, TS) with considerably improved
stiffness, accuracy, and speed capabilities have
become established.

tool side

tool side

tool side

rigid bearing preload spring ball bush
elastical mounted

bearing

elastical mounted bearing
arrangement

rigid bearing arrangement
(fixed-fixed)

rigid back to back bearing
arrangement

cylindrical roller bearing
as floating bearing

fixed-floating arrangement

Spindle, Fig. 2 Bearing
arrangements
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Design and Calculation
A number of factors limit the performance of a main
spindle. The limitation of the allowable static and
dynamic loads acting on the spindle via the tool tip
(TCP) is an obvious one. Whereas the static limit
plays more of a subordinate role in practice, the
dynamic load capacity is extremely important. It is
yielded out of the interplay between stiffness and
damping characteristics of all components that affect
the distribution of forces. The determining factors
are the load transfer of the tool and the shaft, the
stiffness and damping values of the bearings, and
the effect of additionalmasses such as the rotor mass
(Kreis 2008). If a frequency-dependent excitation
threshold is exceeded in the cutting process, the
spindle-bearing-machine system starts to vibrate at
a frequency close to one of its resonant frequencies,
and the process becomes unstable. The maximum
allowable cutting depths at which stability is still
given are speed-dependent and can be illustrated by
a so-called chatter stability map, as shown in the
example in Fig. 3. In general, high stiffness values,
low masses, and good damping properties of the
components have a positive effect on performance.

The heating of the shaft and the bearings rep-
resents another limitation. This results from elec-
trical losses in the motor and from friction energy
generated in the bearings and in the cutting pro-
cess itself. If the components become too hot, the
positioning accuracy is impaired due to the ther-
mal expansion, and stresses as well as
unallowable loads and changes in material prop-
erties can occur. Efforts are hence aimed at max-
imizing the efficiency of the electrical machine
and minimizing the bearing friction.

Along with the cutting performance, the load on
many spindle components is also increased, and the
life of these components is accordingly decreased.
The increased productivity is hence always weighed
against this effect to determine the cost-
effectiveness.

Because of the multitude of interactions between
individual components, bearing design and predic-
tion of the operating behavior of a spindle are no
trivial tasks. For example, centrifugal effects, ther-
mal effects, stiffness and damping characteristics,
and application of force must be taken into account.
This can be accomplished using a large number of
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software tools, the majority of which make use of
finite element methods and take into account differ-
ent influencing factors (Altintas and Cao 2005;
Kreis 2008). A comprehensive description of spin-
dle calculationmethods can be found in the literature
(Abele et al. 2010).

Recent Developments and Outlook
Over the last two decades, improvements such as
those made in cutting materials have led to a
continuous increase in the performance of main
spindles (Fig. 4, Development of main spindle).

Development efforts are currently focused on
optimization of the bearing systems, e.g., through
modification of groove geometries in spindle bear-
ings or new lubrication concepts (Brecher et al.
2007 and Spachtholz 2008), integration of sensors
and actuators for monitoring and influencing of the
spindle behavior in the process, and improvement
of auxiliary systems such as the clamping system
or the rotary feed-through. Other current topics
include optimization of drives for high speeds
and simultaneously high torques and energy
efficiency (Damm 2015 and Heyers 2013).

Cross-References

▶Machine Tool
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▶Bearing

Spinning Tool

▶Turning with Rotary Tools

Springback

Z. Cedric Xia1 and Jian Cao2
1Research and Innovation Center, Ford Motor
Company, Dearborn, MI, USA
2Department of Mechanical Engineering,
McCormick School of Engineering and Applied
Science, Northwestern University, Evanston,
IL, USA

Synonyms

Dimensional control; Shape distortion

Definition

Springback is generally referred to as the change
of part shape that occurs upon removal of con-
straints after forming.

In many cases, such geometric change is unde-
sirable as the final obtained part shape geometry
deviates from the desired tooling geometry.

Therefore, often people use “shape distortion” to
describe springback. It is closely related to dimen-
sional control for sheet metal parts.

Theory: Mechanics of Springback

Springback can be considered as a dimensional
change which happens during unloading, due to
the occurrence of primarily elastic recovery of the
part. After springback the part reaches an internal
equilibrium in the absence of external forces.
Residual stresses still exist within the part; how-
ever, they are self-balanced. Take a simple bend-
ing case in Fig. 1, for example. Under the loaded
condition of bending, the top surface is under
tension, while the inner surface is under compres-
sion (Fig. 2a). During the unloading stage, one can
consider that an equivalent reverse moment is
applied to the sheet (Fig. 2b), resulting in a resid-
ual through-the-thickness stress distribution as
shown in Fig. 2c. Correspondingly, the radius of
the bent sheet changes from Ri (before unloading)
to Rf (after unloading). The change of the radius in
a pure bending case can be roughly estimated by
Eq. 1,

Ri

Rf
ffi 4

RiY

Et

� �3

� 3
RiY

Et

� �
þ 1 (1)

where E is the material’s Young modulus, Y is the
yield stress, and t is the sheet thickness.

The above equation works reasonably well for
a simple bending case and provides the first-order

t

Ri

Rf

Before

After
z

Springback, Fig. 1 Illustration of springback in a simple
bending case
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insights about the magnitude of springback with
respect to some basic material properties. How-
ever, springback in a general three-dimensional
situation is much more complicated as the stress
distribution in a formed part is highly nonuniform
and dependent on deformation history. Finite ele-
ment methods are commonly adopted in the effort
of accurately capturing the springback amount.
One can find advancements and lessons learned
in springback prediction from the benchmark
activities organized along with the NUMISHEET
conferences, in which both laboratory and indus-
trial parts were examined.

Methods and Applications

Springback is usually the root cause when the
geometry of formed parts deviates from the
desired shape. A general representation can be
described as:

Upart ¼ Udie þ Usb (2)

where Udie is the die geometry which the sheet
blank assumes at the end of a forming process, but
before the tools are removed, Usb is the dimen-
sional recovery of the part from springback, and
Upart is the final part shape after springback. In
some cases where matched tools are not used in
the forming process, Udie should be interpreted as
the part shape just before tool removal.

Unloading is mostly a linear elastic process, and
it is the dominant factor in the consideration of
springback. However, if the sheet metal such as

some advanced high-strength steels exhibits strong
Bauschinger behavior, or the formed part has high
stiffness to resist significant shape changes, reverse
plastic deformation can occur during the unloading
stage, which will normally contribute to larger
springback than pure elastic recovery.

The objective for a forming process designer is
to obtain a final part shape Upart close enough to
the desired part shape Udesign. If the tolerance of
part shape deviation is e, we want to have the
following relationship satisfied:

Udie þ Usb � Udesign

		 		  e (3)

In the process of tooling design, Udesign and e
are considered as given. Two types of approaches
have been developed to satisfy Eq. 3. The first
approach is often referred as springback control
where the objective is to minimize or even elim-
inate springback Usb while keeping the die geom-
etryUdie identical to the design shapeUdesign. This
is generally the preferred approach if it is possible
or economically feasible. The second approach is
to recognize the fact that there will always be a
certain amount of springback. The focus is instead
to adjust the tooling geometry to an appropriate
shape that satisfies Eq. 3. In such cases Udie is no
longer identical to Udesign. This approach is called
springback compensation or die compensation.

Springback Control
The methods for springback control fall broadly
into two categories. The first method attempts to
minimize springback through part design. Since
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Springback, Fig. 2 Illustration of stress distributions in the sheet before and after springback. (a) Before springback, (b)
elastic unloading, and (c) after springback
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the magnitude of springback is inversely propor-
tional to the stiffness of a part, springback can be
reduced if a part can be made stiffer either locally
or as a whole. This is often achieved by incorpo-
rating stiffening ribs, beads, and other features to
reinforce local or global stiffness without altering
the functionality of the part (Fig. 3). Maximal
springback reduction effects are accomplished
by placing these reinforcements in target locations
in accordance to the anticipated springback
modes. Tightening radii and eliminating open
sections are also effective methods for springback
control.

The second category for springback control is
by optimizing the forming process to reduce
springback. One of the most popular methods is
the so-called post-stretch or ShapeSet method as
originally proposed by Ayres (1984). The concept
can be illustrated as follows:

For a part under simple bending as illustrated
in Fig. 1, the amount of springback is determined
by the bending moment before unloading,

M ¼
ð t

2

� t
2

sz dz (4)

Now suppose a small axial tensile strain is
applied to the part. The top surface will continue
its plastic loading in tension, and its tensile stress
will increase by a small amount due to material
hardening. However, the bottom surface will
unload from its compressive condition and

continue to load into tensile regime. The deforma-
tion is initially elastic and then enters into reverse
plastic loading in tension. The change in stress
distribution across sheet thickness due to post-
stretching is illustrated in Fig. 4. The resulting
bending moment, according to Eq. 4, is reduced
significantly (in Fig. 4b). Two to 4% of post-stretch
strain is often effective in minimizing springback.

Several mechanisms have been proposed by
automakers to implement the concept of
ShapeSet. Some of them are patented processes.
We will use the process developed by Owens
(2001) here as an example. In the first step,
drawbeads are not used, and the punch penetration
is less than that of the desired part depth. The
metal is allowed to flow easily into the die to
obtain a preliminary shape. Springback is severe
at the end of this step. In the second step, the
partially deformed part is placed in a die of the
desired final component shape. In this step, the
metal is tightly clamped by drawbeads or
lockbeads, and stretching is now the predominant
mode of deformation. The resulting springback
from the second step is much lower due to the
stretching. As seen, different restraining force his-
tories during punch stroke impose different distri-
butions and ratios of membrane stretching forces
and bending moments. Bending will dominate
when material flowing toward the die cavity is
allowed; conversely, stretching will dominate
when material flow into the die cavity is
restrained.

Springback, Fig. 3 An example of springback control
through part design (Reproduced from Z.C. Xia “Recent
Advances in Springback Technology”, NUMIFORM’2013,
the 11th International Conference on Numerical Methods in

Industrial Forming Processes, Shenyang, China, July 8, 2013.
In public domain). (a) Original design and (b) modified
design for springback control
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The ShapeSet process, although providing good
results, is a “passive” system where the restraining
force is altered during the process due to the two-
step variable die nature of the forming process and
may not be applied in general.

There are several other methods developed over
the years to control springback by optimizing the
forming process. Liu (1988) has proposed a method
to reduce springback using different histories of
restraining force during a forming cycle through
the imposition of binder force paths. He considered
springback as a problem in relation to the restraining
force and developed an “intermediate restraining”
process to form high-quality flanged steel channel in
a single operation. The in-process variation of
binder force provided tensile pre-loading or post-
loading on the formed part in order to significantly
reduce springback. However, a tight control during
production is required, making this process sensitive
to any variations in manufacturing conditions such
as friction coefficient. Sunseri et al. (1996) devel-
oped and implemented a closed-loop algorithm for

binder force control to make the forming process
more robust and repeatable. In their strategy, a
punch force trajectory is introduced as the target
curve instead of using a binder force trajectory.
The approach is becoming more promising with
the wide adoption of servo press in recent years.

Springback Compensation
The second approach for achieving dimensional
accuracy is the so-called springback compensation
or die compensation. Instead of trying tominimizing
springback itself, the focus is to adjust the tooling
shape in such a way that the part shape after
springback meets the design target. The concept is
best explained with the illustration in Fig. 5. Sup-
pose the geometry of the part design is used as the
surface of the initial forming die (surface I in Fig. 5),
the part will be at position II after forming and
springback. Now if we modify the die surface to
position III, the formed part after springback will
end up at position IV instead, very close to the
desired geometry I.

Strain across
Thickness

Stress Stress

After
Post-Stretch

Before
Post-Stretch

Strain across
Thickness

a b

Springback, Fig. 4 Stress distributions through sheet thickness. (a) After bending and (b) after post-stretch
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Two key components are required for the
method of springback compensation to succeed:
the magnitude of springback as an input and an
effective algorithm to compute the compensated
tool surface. There are two ways to obtain the
magnitude of springback. One is through physi-
cal tryout where forming trials are conducted and
springback is measured. It requires the physical
build of forming tools, which are often costly and
time-consuming. The alternative way is to pre-
dict springback amount with numerical simula-
tion of forming processes. Although recent
advances in simulation technology made this
approach more feasible, the accuracy of
springback prediction is highly dependent on
the complexities of the formed part and the
forming process and on the abilities to accurately
model the friction behavior and the mechanical
behavior of the sheet material.

The development of algorithms for effective
springback compensation requires a comprehen-
sive understanding of springback mechanics and
having the capability to compensate springback
completely for even complex parts. Three
approaches are generally employed.

1. Displacement method. In this method, the tool
geometry is modified in the opposite direction
of the springback of the formed part by either
the same magnitude or in predetermined pro-
portion (Wu 1997). This has been the most
traditional approach on tryout floors since the
beginnings of sheet forming. One-to-one com-
pensation is usually adopted unless the opera-
tors have enough experience to believe
otherwise. The underlying assumptions for
this approach are that (1) springback response
is linear to the geometric changes of the
forming die and (2) geometric changes in the
die only affect springback in the local area.
This is not necessarily true if the magnitude
of springback becomes larger or the part geom-
etry is complex. As a result, the displacement
method works best if springback is relatively
small.

2. Mechanics method. In this method, the
required compensation of the die surface is
computed from mechanics principles, usually

through the manipulation of residual stresses.
One of the popular approaches is the “spring
forward” concept, where the direction of resid-
ual stresses in the part after forming is first
reversed, letting it go free, and “unloading”
elastically (Karafillis and Boyce 1992).
Because of the change of the direction, the
part will “spring forward” instead of
“springback” and will reach a “spring forward”
position in self-equilibrium. This new position
will be taken as the geometry for the compen-
sated die in the hope that a part formed to this
new position will “springback” to the design
intent. This method works well even for com-
plex parts with relatively large springback.

3. Optimization method. If a tool surface can be
parameterized, and the springback can be reli-
ably predicted, an iterative optimization algo-
rithm can be developed with the tool surface
parameters as design variables and the part
design geometry as the target. This method
works best for relatively simple geometries
and for theoretical studies.

In practice, an iterative process is often needed
for springback compensation. Each modified die
will bring the formed part closer to its design
target.
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SPRT

▶ Self-Propelled Rotary Tool

Sputter Deposition

▶ Ion Beam Machining

Sputtering

Günter Bräuer
Fraunhofer-Institute for Surface Engineering and
Thin Films IST, Braunschweig, Germany

Definition

Coating technologies are used to modify mechan-
ical, chemical, electrical, or optical properties of
surfaces. A distinction can be made between
“thick” and “thin” film technology. “Thin films”
in general have thicknesses less than 10 mm, but
the demarcation line is not so clear-cut.

The most important processes for thin-film for-
mation are physical vapor deposition (PVD) pro-
cesses. Basic PVD processes are evaporation and
sputtering. The coating material is solid; thin films
are deposited by solid-liquid-vapor-solid phase
transition in the case of evaporation and solid-
vapor-solid transition in the case of sputtering.

Figures 1 and 2 show the principles of thermal
and electron beam evaporation. Materials with a
low melting point (many metals) are evaporated
from graphite boats by resistive heating. For mate-
rials with a higher melting point (e.g., metal
oxides), electron beam evaporation is commonly
used. Evaporation is a fast process with deposition
rates of 500–5000 nm/s for metals and
100–1,000 nm/s for oxides. Film quality and
adhesion to the substrate may suffer from the
low energy of evaporated particles (0.2–0.5 eV).
Modern evaporation processes therefore make use
of an additional plasma. The evaporated particles

crossing the plasma zone are activated and ionized
and consequently can form a much denser film.

Plasma is the key for modern thin-film deposi-
tion processes. It is an ionized gas where basic
physical and chemical reactions are used to etch or
coat surfaces. In sputter processes a plasma is
ignited by applying an electric field between two
electrodes in a high vacuum (glow discharge).
Ions (preferably argon) generated by collisions
with fast electrons transfer their momentum to
the atoms of a target. Atoms close to the surface
are ejected and form a thin film on an opposite
substrate (see Fig. 3). Furthermore, energetic ions
also cause the ejection of secondary electrons
from the target surface. These are necessary to
sustain the plasma discharge. If a reactive gas
(e.g., oxygen or nitrogen) is added to the argon,

Sputtering, Fig. 2 The principle of web coating by elec-
tron beam evaporation

Sputtering, Fig. 1 The principle of web coating by ther-
mal evaporation
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metal oxides, nitrides, or other compound films
can be deposited. Compared with other deposition
techniques, sputtering is a rather slow process
(deposition rate in the range of several nm/s), but
as the energy of sputtered atoms is around ten
times higher than that of evaporated particles,
dense and smooth films of high quality can be
obtained.

Theory and Application
The sputter process is described by the sputter
yield Y, which is the number of emitted target
atoms divided by the number of incident ions.
Important parameters determining Y are the ion
energy, the mass numbers of ion and target atom,
the surface binding energy of the target material,
the angle of ion incidence, and the target temper-
ature (Sigmund 1969; Oechsner 1975).

The industrial use of sputtering for thin-film
deposition until about 1980 was limited to
so-called sputter diodes with low plasma (ion) den-
sity and discharge voltages around 1,000–3,000 V.
The film growth rates (deposition rates) of such a
system are in general lower than 0.1 nm/s.

The planar magnetron cathode was introduced
in 1974. Magnetron sputtering today is the key
process for manufacturing of innovative products
like all kinds of discs for data storage and enter-
tainment, flat displays, or thin-film solar cells. The
sputter cathode is equipped with a permanent mag-
netic field according to Figs. 4 and 5. Electrons are
trapped in front of the target by the Lorentz force
(magnetic bottle). Compared to diode sputtering,
they generate much more ions, consequently depo-
sition rates could be increased by a factor of 10 or
more, and the discharge voltage decreases to

Sputtering, Fig. 3 The
principle of sputtering

Sputtering, Fig. 4 Planar
magnetron cathode
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several hundreds of volts. The main advantages of
magnetron sputtering are as follows:

• Low plasma impedance and thus high dis-
charge currents from 1 to 100 A (depending
on cathode length) at typical voltages around
500 V

• Deposition rates in the range from 1 to 10 nm/s
• Low thermal load to the substrate
• Coating uniformity in the range of a few per-

cent even for several meters long cathodes
• Easy to scale up
• Dense and well-adherent coatings
• Large variety of film materials available

(nearly all metals and compounds)
• Broadly tunable film properties

Magnetron sputter processes using planar
targets and driven by direct current plasma
generation for many years have suffered
from serious drawbacks. First of all, a non-
homogeneous ion current distribution across the
target surface determined by the geometry of the
magnetic field causes a poor target material utiliza-
tion (often less than 30%). Furthermore, various
applications require high insulating oxides (SiO2,
Al2O3, TiO2) or nitrides (AlN, SiN). During the
reactive sputter process, insulating films are then
formed on all inner surfaces of the deposition
chamber, in particular in the non-eroding target
areas. Arcing occurs, and the process parameters
may drift due to the loss of an effective anode
(Scholl 1993).

Figure 6 shows the principle of a cylindrical
magnetron (“C-MAG”), where a tubular target
is rotating around a fixed magnet array.
Redeposition zones on the target surface can
almost be minimized, and the material utilization
is around 90% (McKelvey 1982; Wright and
Beardow 1986). Another milestone in reactive
sputtering was the development of pulsed
plasmas. In Fig. 7 a double magnetron arrange-
ment is outlined. Such systems are typically
powered by mid frequency in the range of
10–100 kHz. The plasma is switched between
the two electrodes; each of them alternatively

Sputtering,
Fig. 5 Magnetic field lines
and electron trajectories for
a planar magnetron

Sputtering, Fig. 6 Rotatable magnetron
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serves as a sputter cathode or an anode. The pro-
cess stability for deposition of dielectric films is
substantially increased. Pulse magnetron
sputtering also results in denser and smoother
coatings (Jäger et al. 1996; Bräuer et al. 2010).

High-power impulse magnetron sputtering
(HIPIMS) is a rather novel technique where very
short energetic pulses (typical 1,000 A at 1,000 V)
are applied to the target. The power density may
be about 50 times higher than in standard sputter
processes. In such HIPIMS discharges, 50–90%
of the sputtered atoms are ionized (about 1% for
conventional sputtering); they may form layers
with outstanding properties (Kouznetsov et al.
1999). Potential applications are:

• Hard coatings for tribology
• Coatings for precision optics
• Coatings for thin-film solar cells, heating, and

antifog

Today magnetron sputtering serves various
branches. Tools and components for vehicles or
general mechanical engineering need coatings
with low wear and low friction. Energy saving
by architectural glazings or solar energy conver-
sion would not work without thin films, and each
innovative component for data handling or enter-
tainment like hard disc, optical discs for storage

of music or movies, and flat displays is based on
the physical properties of sputtered films.
Besides the race for better coatings, of course
the improvement of process efficiency is an
ongoing challenge. In a sputter process, only
around 2% of the ion energy are converted to
sputtering. Much higher sputter yields are desir-
able, and a promising attempt is sputtering from
hot targets.
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Definition

The term stability as used in this entry is a prop-
erty of an equilibrium of a dynamic system. There
are various definitions of stability which describe
how a dynamic system being at an equilibrium
reacts on a small disturbance (Plaschko and
Brod 1995). In machining science, the Lyapunov
stability and the asymptotic stability are of
high interest. Consider the continuous dynamic
system:

_x ¼ f x tð Þð Þ, x 0ð Þ ¼ x0: (1)

We suppose that the system has an equilibrium at

x tð Þ ¼ xe: (2)

Lyapunov Stability
The above equilibrium is called Lyapunov stable, if

8ϵ > 0 ∃d ¼ d ϵð Þ > 0 (3)

such that

x0 � xej j < d ) 8t � 0 x tð Þ � xej j < ϵ: (4)

This means that solutions starting within a
range of d from the equilibrium will forever stay
within a range of ϵ to the equilibrium.

Asymptotic Stability
An equilibrium is called asymptotically stable if it
is Lyapunov stable and if ∃ d such that

x0 � xej j < d ) lim
t!1 x tð Þ � xeð Þ ¼ 0: (5)

Asymptotic stability means that solutions
which start close enough to the equilibrium not
only remain close enough but also converge to the
equilibrium.

Theory and Application

Discrete Dynamic Systems
For simplicity, we will explain the fundamentals
of stability analysis by usage of discrete dynamic
systems. A general discrete dynamic system can
be written as an iteration.

x
!
iþ1 ¼ G x

!
i


 �
, (6)

where x
!

i is the state vector, which can be of an
arbitrary dimension. The Function G maps the
state vector of the i-th point in time on the state
vector of the following point in time. For instance,
the state of a freely vibrating harmonic oscillator
is well defined by its current elongation and veloc-
ity (Ewins 2000; He and Fu 2001).

Fixed Points
Of high importance for machining processes are
fixed points. A fixed point x

!
f fulfills the fixed

point equation

x
!
f ¼ G x

!
f


 �
: (7)

Hereby, a fixed point takes the role of an
equilibrium.

Stability Analysis
The stability of a fixed point can be determined by
using the linearization approach. By adding a
distortion y

!
i to the fixed point x

!
f and by defini-

tion of
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x
!

i ¼ x
!
f þ y

!
i (8)

we get the dynamic system

x
!
f þ y

!
iþ1 ¼ G x

!
f þ y

!
i


 �
: (9)

The linearizaton of the dynamic system G with
the first two terms of the Tailor series results in

G x
!
 �

¼ G x
!
f


 �
þ J x

!
f
Gð Þ � x

! � x
!
f


 �
, (10)

where J x
!

f
Gð Þ is the Jacobian matrix of G evalu-

ated at the fixed point. This linearization of our
dynamic system leads to

x
!
f þ y

!
iþ1 ¼ G x

!
f


 �
þ J x

!
f
Gð Þ

� x
!

f þ y
!
i � x

!
f


 �
: (11)

Because of the fixed point equation, x
!
f van-

ishes from the equation, and we get a new
dynamic system describing the progression of
the distortion y

!
i:

y
!
iþ1 ¼ J x

!
f
Gð Þ � y!i: (12)

Since for an asymptotically stable fixed point
any distortion (which is small enough) must van-
ish over time, the fixed point x

!
f is stable if the

absolute values of all Eigenvalues of the Jacobian
matrix of G are less than 1.

Simple Example
A simple example is given by the discrete
dynamic system:

x
!
jþ1 ¼ G x

!
j


 �
¼ k cos að Þ �k sin að Þ

k sin að Þ k cos að Þ
� �

x
!
j (13)

The matrix is a rotation matrix which rotates
the two-dimensional vector x

!
j by the angle a

around the origin. Simultaneously, the vector
becomes scaled by the factor k. Obviously, this
system has a fixed point at x

!
f ¼ 0;0ð Þ.

In order to analyze the stability of the fixed
point dependently on the parameters k and a, we
need the Jacobian matrix of the system at the fixed
point x

!
f , which in this specific case is the same

matrix as already used in Eq. 13:

J x
!

f
Gð Þ ¼ k cos að Þ �k sin að Þ

k sin að Þ k cos að Þ
� �

: (14)

The eigenvalues of this matrix are

s0 ¼ k cos að Þ � ik sin að Þ (15)

s1 ¼ k cos að Þ þ ik sin að Þ (16)

from which we get the absolute values

s0j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k cos að Þð Þ2 þ �k sin að Þð Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 cos að Þ2 þ k2 sin að Þ2

q
¼ k (17)

and

s1j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k cos að Þð Þ2 þ �k sin að Þð Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 cos að Þ2 þ k2 sin að Þ2

q
¼ k: (18)

For k < 1 the fixed point x
!

f is stable, and for
k > 1 it is unstable.

For k = 1 the eigenvalues lie on the unit circle.
Since the parameter k determines whether the fixed
point is stable or not, it is called the critical param-
eter. Analog to that, the value k = 1 is called the
critical (or bifurcation) value of the parameter k.
Figures 1 and 2 show the orbits of the dynamic
system for a stable and an unstable case, respec-
tively. Nevertheless, in both cases x

!
f ¼ 0;0ð Þ is a

fixed point.

Cycles and Hopf Bifurcation
The orbit (i.e., the trajectory) of a mapping

x
!
jþ1 ¼ G x

!
j


 �
(19)

is defined as the sequence of points x
!
0, x

!
1, x

!
2,

. . . :A k-periodic orbit (k-cycle) exists, if there is a
sequence of k (k ¿ 1) different points having the
property
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x
!
j ¼ G j x

!
0


 �
6¼ x

!
0 for 1  j < k and x

!
0

¼ Gk x
!
0


 �
: (20)

The stability of such a cycle again depends on
the eigenvalues of the Jacobian matrix of G.

As an example for different types of orbits and
for a Hopf bifurcation, we consider the dynamic
system

x
!

jþ1 ¼ xjþ1

yjþ1

� �

¼ 1� hDð Þxj � hyyj
hyxj þ 1� hDð Þyi

� �
¼ G x

!
j


 �

¼
Gx x

!
j


 �
Gy x

!
j


 �
0
@

1
A (21)

with

D ¼ x2j þ y2j � r: (22)

This system has a parameter vector of three
components, (h, r, y). Figure 3 shows the orbits
of the system for two different values of y while
the other parameters have been kept constant. For
(h, r, y) = (0.07, � 0.4, 2.5), the system has a
stable fixed point in the origin (Fig. 3, left),
whereas for (0.07, � 0.4, 4), the stable fixed
point has turned into an unstable fixed point with
a surrounding stable cycle (Fig. 3, right). By
deriving the Jacobian matrix of the system and
computing the eigenvalues of it, it turns out that
the critical value of y, at which this happens, is
approximately at y 	 3.357. Such a sudden
change in the behavior of dynamic systems is
called bifurcation. In this specific case where a
stable equilibrium turns unstable with a surround-
ing stable cycle is a kind of Hopf bifurcation.

Application on Machining Processes

A Simple Turning Process
The differential equation of a simple turning pro-
cess, as shown in Fig. 4, reads as

m€x tð Þþc _x tð Þþkx tð Þ¼ b �kn � h0�x tð Þþx t�Tð Þð Þ:
(23)

Here we consider that the cutting tool can only
vibrate in the normal direction of the cut, where x(t)
is the current deflection of the tool. The variable b is
the width of cut, kn is the specific normal force of
cut, and h0 is the intended uncut chip thickness.
Finally, T is the time needed for one revolution of
the workpiece.
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Stability, Fig. 1 For k= 0.95 and a= 0.4, the orbit of the

dynamic system starting at the point x
!
0 ¼ 2;0:5ð Þ con-

verges to the stable fixed point which lies in the origin
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!
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diverges from the now unstable fixed point
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This equation is a delayed differential equation
(DDE) which can be found in most of the machin-
ing processes where a tool moves over the same
surface more than once (Insperger and Stpn 2011).
The dynamic system underlying the above DDE
has a fixed point solution or an equilibrium at

xf ¼ x tð Þ ¼ b � kn � h0
k

¼ const: (24)

This equilibrium becomes unstable at a certain b,
where a sinusoidal vibration starts growing up,
which is called chatter vibration. The stability
limit, i.e., the maximum width of cut, where the
equilibrium is stable, can also be found by a stability
analysis.

Therefore, we assume that any distortion
results in a damped or excited sinusoidal vibration
with a starting amplitude of a and with an angular
velocity of o:

x tð Þ ¼ xf þ a � e �gþioð Þt: (25)

Inserting this into the original DDE results in

m � �gþ ioð Þ2 þ c � �gþ ioð Þ þ k
þ b � knð Þ
¼ b � knð Þ � egT � e�ioT : (26)

Since at the stability limit, the vibration has
neither to vanish nor to excite we set g to 0 and get

�mo2 þ ioþ k ¼ b � kn � e�ioT � 1
� �

: (27)

This is a complex equation which can be
resolved for b, which is then the limiting width
of cut blim, below which the equilibrium is stable:

b ¼ blim ¼ �
m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2 � o2

0

� �2 þ 4g20o2

q
2kn cos ’ð Þ : (28)
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Stability, Fig. 3 When changing the parameter y from 2.5 to 4, the fixed point of the dynamic system in the origin
changes from stable (left) to an unstable fixed point with a surrounding stable cycle (right)
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Stability, Fig. 4 Model of a simple turning process
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Hereby,

o0 ¼
ffiffiffiffi
k

m

r
, (29)

g0 ¼
c

2m
(30)

and

’ ¼ oT � 3p
2

(31)

apply.
Since ’(o) also is the phase shift between the

tool vibration and the cutting force, additionally

’ oð Þ ¼ oT � 3p
2

¼ arctan
2g0o

o2
0 � o2

� �
: (32)

applies. From this we can express the time of one
revolution T(o) in dependency of the chatter fre-
quency o

T oð Þ ¼ 2’ oð Þ þ 3pþ j � 2p
o

(33)

in order to obtain the spindle speed n(o)

n oð Þ ¼ 1

T
� 60 min�1 (34)

related to the vibration (chatter) frequency o.
We see that although the differential equation

has an equilibrium independent of the width of
cut, this equilibrium is only stable for b < blim.
Since real machining processes are never free of
distortions, the unstable equilibriums of these pro-
cesses have unfortunately no practical meaning.

Figure 5 shows a stability diagram (Altintas
2000) and three different tool vibrations in
x-direction (i.e., in direction of the normal of the
cut). The first one (red) is from an unstable process,

Stability, Fig. 5 Trajectories of the tool in a simple
turning process. In case of a width of cut above the stability
limit, the static solution of the differential equation is
unstable, and thus, the vibration amplitude forced by the

begin of the cut grows over time (red). In case of a width of
cut lower than the stability limit, the vibration vanishes
over time and converges to an equilibrium (green and blue
graphs)
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where the vibration, which is invoked by the first
contact between the tool and the work, grows over
time. The green and blue vibrations depict stable
turning processes where the vibration vanishes
over time.

Milling
The milling process is a little bit more difficult
because of the intermittent cut and the rotating
coordinate system of the cutting edges. Figure 6
shows four different vibration plots measured at
different spindle speeds in the x/y-plane of a
peripheral milling process with low radial immer-
sion. It appears that in the so-called stablemilling at
11,000 rpm, the tool describes an elliptic cyclic
orbit whereby the cycle is exactly repeated
in each tooth feed. A stroboscopic sampling
with the tooth-feed frequency results in a sharp
defined point cloud (black points) which is
called the Poincaré-section. Theoretically, this
Poincaré-section should be exactly one point
which applies to stable simulated tool vibrations.

At 12,000 rpm, the vibration is no longer a
cycle and the Poincaré-section changed to a cycle
itself.

In milling with low radial immersions, a
period-doubling, which is a particular type of
tool vibration, may occur. Hereby, the Poincaré-
section splits up into two sharp defined point
clouds (here: 15,500 rpm).

An interesting feature of the Poincaré-section
is that its location changes with the spindle speed
(Insperger et al. 2006, Bachrathy et al. 2009).
Here, at stable milling at 16,500 rpm, it has almost
no displacement in the y-direction which denotes
a very low surface error.

In simulations of the milling process, mostly a
dynamic system which describes the Poincaré-
section is constructed. Thus, a stability analysis
of the Poincaré-section is conducted in order to
find out whether a milling process is stable or not
(Hartung et al. 2006). Actually, a milling process
is called stable if the Poincaré-section is a stable
fixed point. Since in case of a transition from

Stability,
Fig. 6 Measured
vibrations of a milling tool
at different spindle speeds
(Al7075, D = 8 mm, z = 2,
ae = 0.4 mm, ap = 0.5 mm)
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stable to unstable milling the Poincaré-section
changes from a stable fixed point to a stable
cycle, the bifurcation from stable to unstable mill-
ing is also a kind of Hopf bifurcation.
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Statistical Process Control
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Synonyms

Statistical Process Control (SPC); Statistical
Quality Control (SQC)

Definition

An analytical approach developed to continuously
improve the quality of the output of
manufacturing processes and systems.

Extended Definition
SPC helps in detecting, identifying, and eliminat-
ing unpredictable sources of variability in the
process. Moreover, it helps monitoring the pro-
cess by issuing signals whenever deviations from
in-control conditions are detected. Statistical con-
trol charts are the basic tools to implement SPC in
manufacturing processes.

SPC plays a key role in Six Sigma quality
control implementations. It has been successfully
applied both to continuous manufacturing (e.g.,
chemical processes) and to discrete part
manufacturing (e.g., automotive, semiconductor,
mechanical component production). Their applica-
tions have now moved far beyond manufacturing
into engineering, environmental science, biology,
genetics, epidemiology, medicine, and finance.

SPC only deals with the monitoring of the
process and the identification of nonrandom vari-
ability sources in the process output. SPC does not
deal directly with the adjustment of process
parameters to compensate process deteriorations
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due to out-of-control conditions. Process adjust-
ment (Del Castillo 2002) is instead the primary
activity of engineering or automatic process con-
trol (EPC-APC). Recently researchers have advo-
cated integrating SPC with EPC tools, which
regularly change process inputs to improve pro-
cess performance.

Theory and Application

History
Statistical process control’s foundation was laid
by Dr. Walter Shewhart, an engineer working in
the Bell Telephone Laboratories in the 1920s who
was conducting research on methods to improve
quality and lower production costs. He developed
the concept of control with regard to variation and
proposed statistical process control charts as a
simple way to determine whether the process is
in or out of control. Dr. W. Edwards Deming built
upon Shewhart’s work and, during the World War
II, focused on methods to improve quality in the
manufacture of munitions and other strategically
important products in the USA. After World War
II, he took the concepts to Japan. There, Japanese
industry adopted the concepts wholeheartedly.
Dr. Deming is famous throughout Japan as a
“God of Quality.”

Dr. Joseph M. Juran later emphasized a more
strategy- and planning-oriented approach to qual-
ity. He proposed quality planning, control, and
improvement as three highly interrelated pro-
cesses. The Juran Institute is still an active organi-
zation promoting the Juran philosophy and quality
improvement practices. In the 1980s, the theories
of Deming and Juran became the basis for the total
quality management strategy which aims at
implementing a quality improvement strategy
involving all company levels. Ishikawa proposed
the integrated use of seven basic tools, including
statistical control charts, for quality monitoring and
improvement in manufacturing processes. Today,
SPC is used in manufacturing facilities worldwide.

Product Quality Characteristics
Every product possesses a number of elements
that jointly describe what the customer thinks of

as quality. These parameters are called key prod-
uct quality features or characteristics. Product
quality characteristics can be physical (e.g., the
diameter of a hole, the roughness of a surface) or
sensorial (e.g., the appearance of the product or
the color). The subsequent process stages in the
process chain typically modify the values of these
quality characteristics determining the feature
values of the final product delivered in output by
the manufacturing system. For each key product
quality feature, specification limits (Tolerances)
are imposed by design to guarantee the function-
ality of the product during the use phase. In par-
ticular, for each key product quality feature, the
lower specification limit (LSL) and the upper
specification limit (USL) are defined. If the
observed value of the quality feature is outside
the specification limits, the product is nonconform
and of poor quality.

Variability in Manufacturing Processes
Manufacturing processes are transformations that
ideally provide perfectly predictable and stable
results, but in practice are affected by variability.
If a key quality characteristic (e.g., the diameter of
a hole) is observed in multiple processed items, its
value will not be identical, but will be a random
variable following a statistical distribution. High
variability in production processes leads to quality
defects, lack of stability, and product inconsis-
tency. Two different causes for variability can be
defined in manufacturing processes, namely, ran-
dom and assignable causes.

Random or common causes of variations
are inherent in the process. These sources of
variations are unavoidable and are due to slight
differences in processing, such as differences in
materials, workers, machines, tools, and other
factors. A stable process exhibits only common
causes of variation. The behavior of a stable pro-
cess is predictable and consistent. The variability
of the observed sample results can be attributed to
a set of unidentifiable random causes, which do
not seem to change over time. This process state is
defined as statistical control state. A process is “in
control” if each relevant quality measure (e.g., the
mean, the variance, the fraction of nonconformity
of the product) is in a state of statistical control.
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Assignable or special causes of variations are not
part of the process. These can be traced, identified,
and eliminated. Examples of this type of variation
are poor quality in raw materials, an employee
who needs more training, or a deteriorating
machine in need of repair. In each of these exam-
ples, the problem can be identified and corrected.
Also, if the problem is allowed to persist, it will
continue to affect the quality of the product. In the
presence of special or assignable causes of varia-
tion, a process is unpredictable or inconsistent,
and the process is said to be out of statistical
control. In general, “out of control” may consist
of deviations of process output mean, of process
output variance, or both. An out-of-control condi-
tion generates an increase in the production of
nonconforming products.

The main goal of statistical control charts is to
identify the presence or the occurrence of special
causes of variability in order to remove them and
keep the process in control, according to the con-
tinuous improvement paradigm.

Remark: Manufacturing processes are endowed
with advanced sensor systems that make it possible
to gather and collect the specific values of process
variables over time. For example, the temperature
in a furnace, the cutting force in a material removal
process, and the material flow velocity in a rolling
process are data that can be nowadays collected
directly from the process. Since a consistent devi-
ation from in-control process conditions may
reflect into a signal variation, observing the process
characteristics by SPC tools is an effective way to
identify assignable causes of variations. Therefore,
statistical control charts can be applied to both
product- and process-related data.

Statistical Control Charts
A statistical control chart is a statistical procedure
that identifies out-of-control conditions as
effected by special variability causes through the
systematic analysis of the output of a process
(Montgomery 2013; Alwan 2000).

A control chart is a graphical tool characterized
by a central line (CL), a lower control limit (LCL),
and an upper control limit (UCL). The basic pro-
cedure adopted in traditional control charts is the
following:

• Observe a sample of n � 1 process output data
(n is the sample size; if n= 1, the control chart
is for individuals; if n > 1, it is for subgroups)
at regular intervals in time (h is the sampling
frequency, expressed in time between samples
or parts between samples).

• For each sample, compute the interesting sam-
ple statistics V (e.g., the sample mean, the
sample standard deviation, the sample range).

• Report the obtained sample value in the control
chart and apply out-of-control identification rules.

Out-of-control identification rules can be simple,
e.g., an alarm is issued if one point is outside the
control limits, or more complex, e.g., an alarm is
issued when more points in sequence are out of the
control limits or when there are trends or cyclic
patterns.

In general, the central limit of the control chart
is located at the expected value of the sample
statistics V, mV, and the control limits are located
according to the characteristic parameter of the
control chart K. For example, for an Xbar control
chart:

LCL ¼ mV � KsV (1)

CL ¼ mV (2)

UCL ¼ mV þ KsV (3)

An example of an Xbar control chart is
reported in Fig. 1. If K is set to 3, the Xbar chart
is the traditional Shewhart chart.

Remark: There is a fundamental difference
between the control limits of a control chart and
the product specification limits. Product specifica-
tions are preset ranges of acceptable quality charac-
teristics. For a product to be considered acceptable,
its characteristics must fall within this preset range.
Product specifications, or tolerance limits, are usu-
ally established by design engineers or product
design specialists. Therefore, they are directly tied
to the specific value of each single observation of the
quality characteristics for every single item pro-
duced. On the other hand, control limits are defined
by quality managers for the purpose of monitoring
the process in-control conditions and are related to
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the sample statistics monitored by the control chart.
Therefore, in case of monitoring based on sub-
groups, specification limits should not be confused
with control limits.

Conceptually, a control chart repeatedly per-
forms a test of hypothesis on the processed data,
with competing hypotheses:

• H0: the process is in control.
• H1: the process is out of control.

This test of hypothesis is subject to statistical
errors, namely, type I and type II errors.

• Type I error happens when the alarm is issued
while the process is in control. This leads to a
false alarm that requires a search for an assign-
able cause that is not actually happening. This
phenomenon is undesirable in practice since it
increases the process downtime, requires
human intervention, and generates user disaf-
fection towards the quality control tool.

• Type II error happens when the alarm is not
issued while the process is out of control. This
leads to a prolonged out-of-control state and,
ultimately, an increased production of non-
conforming parts.

Type I error happens with probability a at any
collected sample, while type II error happens with
probability b at any collected sample; these prob-
abilities are functions of the type of control chart
adopted, of its parameters, and of the process char-
acteristics (process output distribution and process
deviations). Since they are very important for
determining the performance of the control chart

while monitoring the process, these probabilities
have been extensively studied; for example, the
so-called characteristic operating curve for a con-
trol chart for monitoring the sample range R is
reported in Fig. 2. It can be noticed, given a process
deviation to be detected (e.g., l= 2), by increasing
the sample size, the type II error decreases. There-
fore, the out-of-control condition will be identified
earlier. On the contrary, given a sample size (e.g.,
n = 5), a bigger process shift can be more easily
identified by the control chart than a small shift.

Performance Measures
Since a control chart is affected by statistical error,
its performance while monitoring a process output
has to be defined in order to properly select the
control chart’s parameters for specific process
conditions. The main performance measure of
interest is the average run length (ARL), i.e., the
average number of samples to be observed before
the control chart issues an alarm. If a false alarm is
considered, then the ARL0 is computed, which is
equal to the inverse of the type I probability, a. On
the contrary, if the correct out-of-control alarm is
considered, then the ARL1 is considered, which is
equal to the inverse of (1�b). By multiplying the
ARL by the time between samples h, the so-called
average time to signal (ATS) is obtained. This
performance measure is representative of the
responsiveness of the control chart while identi-
fying out of controls.

Control Chart Types
In the literature, different control chart types have
been developed for monitoring processes featur-
ing different characteristics.
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Control Charts for Variables and Attributes
A control chart for variables is used to monitor
characteristics that can be measured and have a
continuum of values, such as height, weight, or
volume. A soft drink bottling operation is an exam-
ple of a variable measure, since the amount of liquid
in the bottles is measured and can take on a number
of different values. A control chart for attributes, on
the other hand, is used tomonitor characteristics that
have discrete values and can be counted. An attri-
bute requires only a single decision, such as yes or
no, good or bad, acceptable or unacceptable, or
counting the number of defects. Both of them find
wide application in the manufacturing industry.

Univariate and Multivariate Control Charts
Univariate charts monitor a single process output,
while multivariate charts are developed to monitor
simultaneously dependent or independent multiple

process outputs. Examples of multivariate control
charts include the w2 control chart, for known
process variances, and the T2 control chart, for
unknown process variances.

Control Charts for Time Auto-correlated Process
Data
Two approaches are typically followed in this
case. The first approach involves the analysis of
the underlying statistical model of the autocorre-
lation (e.g., ARIMAmodel) and the monitoring of
the residuals with traditional control charts for
independent observations. The second approach
develops monitoring schemes directly on the cor-
related data (e.g., EWMA control charts).

Control Charts for Small Shifts
Since traditional control charts based on variables
perform well only for consistent shifts of the
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observed sample statistics, control charts for
detecting small shifts have been developed. Dif-
ferent from traditional control charts, they do not
use only the last sample process output observa-
tion but instead integrate either all the previous
sample observations in the analysis (CUSUM
charts) or the most recent observations (EWMA
chart).

Bayesian Control Charts
The term “Bayesian” is used to denote any
approach that adopts Bayes’ theorem within the
monitoring procedure. In particular, the literature
on Bayesian control charting is characterized by
two streams of research (Colosimo and Del
Castillo 2006). The first assumes that all the infor-
mation required to detect the degraded state is
enclosed in the posterior probability that the pro-
cess is out of control. The second stream of
research adopts a more classical perspective,
where Bayes’ theorem is used to compute the
posterior distribution of the quality characteristics
of interest for the monitoring purpose.

Design of Control Chart Parameters and
Sampling Plans
Due to the impact control charts have on the
process and system effectiveness and profitability,
considerable effort has been spent towards the
proposal of optimal design of control chart param-
eters, including the sample size, the sampling
frequency, and the control limit position. Among
these approaches, economical design tries to
select the best possible control chart parameters
that minimize the long-term expected cost, includ-
ing fixed and variable inspection costs, false alarm
costs, lost production costs, and machine repair
costs (Lorenzen and Vance 1986). Other design
approaches are based on the adoption of Taguchi
loss functions.

More recently, adaptive control charts have
been proposed. Adaptive control charts feature
design parameters that are not fixed but are allo-
wed to vary over time. Depending on the current
process state, a more reactive monitoring or a
more relaxed monitoring can be set up by modi-
fying the control chart and underlying sampling
parameters. For example, the sampling frequency

can be decreased if the process is shown to be in
control for a long observation time, while it can be
increased in the process ramp-up phase, where
out-of-control conditions are more likely to
occur or if the process shows an unknown out-
of-control cause. This sampling schema is also
called variable sampling plan.

Another family of adaptive sampling plan is
continuous sampling plans (CSP). They allow
switching between 100% screening inspections
and sampling inspections when the process does
not exhibit undesired behavior while restoring
screening inspection if out-of-control behaviors
are identified.

More recently, methods to design control chart
parameters jointly with system logistics control
parameters have been developed (Colledani and
Tolio 2011). In particular, methods to jointly
design control charts and buffer sizes in multi-
stage production lines with remote inspections
have been developed. They showed that improved
overall system performance could be achieved
with respect to isolated approaches.

Process Capability
A key aspect of statistical quality control is eval-
uating the ability of a production process to meet
or exceed preset specifications. This is called pro-
cess capability. Simply setting up control charts to
monitor whether a process is in control does not
guarantee a high process capability. To produce an
acceptable product, the process must be capable
and in control before production begins. The pro-
cess capability refers to the ability of the process
to produce an output characterized by key product
quality features that are within the imposed spec-
ification limits. This determines the level of non-
conformities produced by the process (Ishikawa
1976).

Process capability is measured by process
capability indices. The most common index is
the Cp which is computed as the ratio of the
specification interval width to the width of the
process variability, i.e., (USL-LSL)/6s, where s
is the standard deviation of the quality feature
produced by the process, also called population.
A process with small Cp, i.e., Cp < 1, is poorly
capable, meaning that it will produce a consistent
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amount of nonconforming items, while a process
with Cp > 1 exceeds a minimal capability,
although it can still deliver a fairly large fraction
of nonconformities. Indeed, ifCp= 1, the fraction
of conforming items produced is 99.74%, while
the fraction of nonconforming items is 0.26%.
Although this percentage seems small, in terms
of parts per million (ppm), it can still result in an
unacceptable fraction of defects. Assessing the
process capability for a manufacturing process is
of paramount importance for quality assurance
purposes. It is worth remembering that the process
capability can be assessed only once the in-control
condition of the process has been observed.
Therefore, the process capability analysis in SPC
typically follows the in-control condition assess-
ment performed by the use of control charts.

Critical Aspects of Traditional SPC
Critical reviews of SPC tools have been proposed
in the literature (Woodall 2000), pointing out the
main barriers while implementing SPC in real
manufacturing contexts. The major criticalities
that have been raised in the recent years are sum-
marized in the following:

• Robustness to data gathering: A first detailed
analysis of process output data is recommended
before selecting the correct control chart type to
be adopted. Indeed, the selection of the control
chart highly affects the monitoring effective-
ness. This is not always easy, especially when
data collection is affected by measurement
uncertainty and other disturbances.

• Dependency on the process mean estimation:
SPC tools performance is highly affected by
the process mean estimation accuracy. As a
matter of fact, the theoretical analysis of the
control chart performance can be very far from
reality. Indeed, since the a and b probabilities
refer to the tails of the statistical distribution of
the sample statistics, the empirical values can
be far from the theoretical ones. A preliminary
sensitivity analysis of the performance to a and
b is suggested before any implementation to
address this problem.

• Normality assumption: Most traditional SPC
tools are based on the assumption that the

process output characteristic is normally dis-
tributed, among which Shewhart control charts
and multivariate control charts. In some cases,
the central limit theorem can be used to justify
approximate normality when monitoring
means, but in numerous cases normality is an
untenable assumption, and one is unwilling to
use another parametric model. A number of
nonparametric methods are available in these
cases. As data availability increases, nonpara-
metric methods seem especially useful in mul-
tivariate applications where most methods
proposed thus far rely on normality.

• Economic design: Economic control chart design
requires the availability of cost coefficients that
are not easy to estimate in practice. Furthermore,
there are costs that can only be assessed by taking
a system level perspective. For example, the false
alarm costs of a machine may vary depending on
the effect of themachine on the entire system. If a
bottleneck process is monitored, false alarm
costs may be very high since the effect will be
directly propagated to the entire system. If the
machine is not a bottleneck, the impact on the
system performance and consequently the cost
may be negligible.

New Frontiers of SPC Approaches
Advances in automated manufacturing systems
coupled with advances in sensing and automatic
inspection technology will continue to increase
the volume of data available for drawing infer-
ences about many processes. In some applica-
tions, this will change the inference problem
from one dependent on scarce data to one based
on plentiful data. In this context, the following
opportunities and challenges raise:

• Monitoring of geometric features and profile
monitoring: The increasing product complex-
ity and the diffusion of geometrical tolerances
have generated interest in statistical
approaches for monitoring functional data
with respect to traditional dimensional data.
New SPC methods based on advanced statisti-
cal approaches such as principal component
analysis (PCA) have been shown as viable
solutions to this problem.
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• SPC in multistage process chains: In real and
complex manufacturing systems, the output of
a process can affect the quality of downstream
processes. For example, in automotive assem-
bly, the output of sheet metal-forming pro-
cesses affects the output of spot welding
processes. SPC methods that are effective to
capture these correlations have only recently
been proposed and are of interest for the future.

• SPC for small batch, “one of a kind” processes:
With the development of customized produc-
tions, there is a growing need to develop SPC
tools for processes producing in small batches
where few clones of the same item are pro-
duced. In this case, only few data are available,
and it is a challenge to define in-control condi-
tions and process capability indices. Ad hoc
SPC tools should be developed for this purpose.

• Process capability indices for micro-
manufacturing processes: Micromanufacturing
processes have found wide applications in the
last decade. However, the problem of control-
ling the quality of microproducts and monitor-
ing microprocesses is still far from being
solved. The main challenge regards the consid-
eration of the measurement uncertainty that is
typically comparable to the product tolerances
in micromanufacturing.

• Integrated SPC, production logistics, and main-
tenance (Colledani and Tolio 2006): Although
quality control, production logistics control, and
maintenance control are highly interrelated
aspects determining the overall profitability of
manufacturing systems, they have been tradi-
tionally considered almost in isolation both by
researchers and practitioners. However, there is
evidence that the production system design
affects the product quality and that the mainte-
nance policies could be improved if used in
conjunction with quality control tools. Recent
contributions have shown that consistent bene-
fits could be achieved by a joint consideration of
these production functions.

• Inspection effort allocation in multistage sys-
tems: Although several rules of thumb have
been developed to allocate inspection and mea-
surement stations (where and what to inspect) in
complex multistage systems to simultaneously

guarantee the right monitoring and the right
productivity levels, practitioners still massively
use end-of-line inspection due to the lack of
scientific methods supporting this design activ-
ity. However, end-of-line inspections do not
allow a reactive control of early production
stages and only allow detecting nonconfor-
mities when several defect causes have been
accumulated throughout the process stages.
Typical considerations that have been suggested
regard the processing and inspection time, the
lot sizes, the interference with logistics perfor-
mance (throughput time), the operators’ avail-
ability, and economical figures. However, a
comprehensive model including these features
would represent a useful tool for manufacturing
companies while solving this challenging issue.

These new challenges in statistical process
control have motivated the launch of quality
control-oriented topics within several interna-
tional research funding programs. For example,
within the European Community 7th Framework
Program, the topic “zero defect manufacturing”
has generated calls for proposals in recent years.

Cross-References

▶ Inspection (Assembly)
▶ Inspection (Precision Engineering and
Metrology)

▶Micromachining
▶ System
▶Tolerancing
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Straightness

Robert Schmitt
Laboratory for Machine Tools and Production
Engineering (WZL), RWTH Aachen University,
Aachen, Germany

Definition

Straightness is a form tolerance that prescribes the
largest possible deviation of a line from its

geometrical ideal form (Pfeifer and Schmitt
2010). For an axis, the straightness tolerance spec-
ifies that the derived median line must lie within
some cylindrical zone whose diameter is the spec-
ified tolerance. For the line elements of a feature,
the straightness tolerance specifies that each line
element must lie in a zone bounded by two paral-
lel lines that are separated by the specified toler-
ance and that are in the cutting plane defining the
line element.

Theory and Application

Figure 1 shows an example for a tolerance of
spatial straightness. The reference arrow is
shown in the extension of the dimension line
of the largest cylinder, and therefore the toler-
ance of straightness is related to the axis of this
cylinder. The real axis must be over the whole
length within the cylinder with a diameter of
the tolerance value, in the example shown
0.06 mm.

Straightness tolerances are necessary if the
straightness is not sufficiently tolerated by another
form tolerance, e.g., flatness or cylinder form, or
by a location tolerance, e.g., parallelism, perpen-
dicularity, angularity, symmetry, or position
(Pfeifer and Schmitt 2010).

Assessment
The straightness of a single toleranced feature is
deemed to be correct when the feature is confined
between two straight lines, and the distance
between both is equal to or less than the value of
the specified tolerance. The orientation of the
straight lines shall be chosen so that the maximum
distance between them is the least possible value
(DIN EN ISO 1101 2014).

An example for a particular cross section is
given in Fig. 2.

Therefore the correct orientation of the straight
lines is A1-B1. The distance h1 is to be equal to or
less than the specified tolerance (DIN EN ISO
1101 2014).
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Stratified Surface

François Blateyron
Digital Surf, Besançon, France

Synonyms

Multi-process surface; Plateau-like surface

Definition

Surface obtained after two sequential machining
processes that transfer two types of texture sig-
nature on the material, usually inscribed at two
different depth layers. Some processes may
have more than two stages. The term stratified
comes from strata, which means layers, and that
underlines the fact that the surface has several
functional behaviors depending on the layer in
depth.

Theory and Application

The term stratified surface is often used in
conjunction with the term functional in the
scope of engineering surfaces, as the machin-
ing process intends to produce functional sur-
faces that achieve a programmed performance
index.

Straightness, Fig. 1 Straightness

Possible orientations of the straight lines:     A1-B1  A2-B2  A3-B3

Corresponding distances:   h1     h2      h3

In the case of Figure B.1:   h1   <    h2    <     h3
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h
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Straightness, Fig. 2 Straightness tolerance
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Honed Cylinder Liners
One of the most frequent mechanical components to
exhibit stratified surfaces is the cylinder liner whose
surface is machined in two or three sequences. The
aim is to produce a plateau-like surface with a
relatively flat and smooth surface on the top and a
series of deep grooves. The top surface guarantees a
correct sealing between the liner surface and piston
rings and reduces wear and friction by avoiding hills
and peaks above the surface. Grooves allow lubri-
cation and storage of fine particles. Modern
manufacturing nowadays uses a three-stage process
known as “plateau-honing” or “slide-honing,”
starting with a “rough-honing” aimed at creating
the cross-hatched grooves and correcting
cylindricity deviations, followed by a second inter-
mediate honing aimed at producing the core rough-
ness, and a third stage honing with fine grit ceramic
sticks aimed at refining the plateau surface (see
Whitehouse 1983; Stout et al. 1990; Pawlus 2008;
Dimkovski et al. 2013).

Honed surfaces can be recognized by their
nonsymmetrical shape and their height distribu-
tion skewed toward the top surface (see Fig. 1).

The relatively flat top surface (plateau-like) pro-
vides strong contact areas that are supposed to resist
to the strong pressure during function without too
many elastic deformation and if possible without
any plastic deformation. This surface should mini-
mize friction with the piston and reduce wear in
order to avoid creating fine particles and residues
that may obstruct oil retention grooves.

The grooves provide paths for the lubrication
fluid under hydrodynamic pressure, and their
density, depth, and volume need to be controlled
in order to reduce oil consumption and air
pollution.

Mass Finish
Many mechanical components are finished by
mass finish in order to reduce the fine roughness
on the surface or create a shiny aspect, which is
obtained by reducing roughness amplitudes.
Depending on the first machining operation,
these surfaces after mass finish have a texture
morphology close to that of stratified surfaces,
which is characterized by a height distribution
shifted toward the top surface.

Surface Texture Characterization

Stratified surfaces cannot be characterized with
classical height parameters such as Ra and Rq
(or Sa, Sq) because these parameters average all
surface heights without segmenting points that are
in grooves and those that are close to the top
surface. Moreover, the skew of the height distri-
bution, due to deep grooves, makes it difficult for
the usual Gaussian filter to produce a mean line
(or mean plane) that follow the top surface with-
out being influenced by these grooves (Fig. 2a).
That is why robust filters are preferred on stratified
surfaces.
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Stratified Surface, Fig. 2 (a) Gaussian filter, ISO
16610–21. The mean line created by the waviness (dark
curve) is influenced by the deep grooves, so it creates
artificial overshoot on the roughness profile by lifting
grooves upper parts on both sides. (b) Double-Gaussian,
ISO 13565–1. The mean line is less influenced by deep

grooves and better follows the general trend of the upper
surface. (c) Robust Gaussian, ISO 16610–31. The mean
line is even more robust against deep grooves and would
also be robust for high peaks (contrary to the double-
Gaussian)
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Filtration

Double–Gaussian: ISO 13565–1
The double-Gaussian filter was a first attempt to
produce a robust filter. It is robust against deep
grooves but not against peaks; this is why it is
dedicated at stratified surfaces. It was initially
defined in the DIN 4777 German standard and
dedicated to the filtration of automotive surfaces,
especially cylinder liners. It is calculated via an
interim waviness profile that is used to threshold
deep grooves and produce a modified roughness
profile called “valley-cut profile,” on which the
final waviness profile is calculated (Fig. 2b). That
second waviness is not (or much less) influenced
by deep grooves.

Robust Gaussian: ISO 16610–31
The part 31 of ISO 16610 introduces a robust
Gaussian filter for profiles. Its areal version is
described in ISO 16610–71. The aim of the robust
filter is to provide a mean line (mean plane) that is
not influenced by local irregularities such as deep
grooves and high peaks, in order to flatten the
roughness profile without altering these irregular-
ities that are of great importance for stratified
surfaces (Fig. 2c).

The robust Gaussian filter is implemented as an
iterative algorithm where a polynomial is fitted
locally to the profile, taking into account the previ-
ous iteration toweight the tension between themean
line and the primary profile (see Brinkmann et al.
2000; Li et al. 2004; Dobrzanski and Pawlus 2013).
After several iterations, the mean line is “relaxed”
from the influence of irregularities and better fits
the general trend of the main profile.

Robust Spline: ISO 16610–32
The part 32 of this standard series initially pro-
posed a robust version of the spline filter, but the
nonlinear resolution of its equation, required for
an implementation, made it quite difficult to real-
ize. And its benefits, compared to the robust
Gaussian, were too tiny. When the standard series
was about to be converted from TS (technical
specification) to IS (international standard), it
was decided to cancel the robust spline filter
from the list.

Upper Envelope: CNOMO/ISO 12085
Contrary to the previous filters that calculate a mean
line and are part of the so-called M-system, the
R&W motifs method described in ISO 12085 –
formerly CNOMO recommendation, Comité de
NOrmalisation des MOyens de production (fr.) or
Standardisation Committee for Manufacturing and
Equipment (Eng.), formed mainly by Renault and
Peugeot-Citroën – proposes to calculate an envelope
that more or less corresponds to the upper contact
surface. It is part of the “E-system.” Besides the
parameters that calculate mean height and mean
width of texture motifs, this standard proposes to
calculate a levelled profile using the upper envelope
and then calculate functional parameters derived
from the Rk parameters. These variations, called
Rke, Rpke, and Rvke, were used mainly within the
French automotive industry (Peugeot-Citroën and
Renault) during the 1980s and 1990s, but they are
well suited to characterize stratified surfaces.

Parameters
The first parameters introduced specifically for the
characterization of stratified surfaces were defined
in a German standard DIN 4776, later included in
ISO 13565–2 and ISO 13565–3. They are based
on the Abbott-Firestone curve for parameters of
part 2 and on a probability curve for parameters of
part 3 (see Pawlus et al. 2013).

In the usual list of parameters, the skewness
parameter Rsk (or Ssk) is an interesting indicator
as it should provide a negative value on almost all
stratified surfaces.

Rk Parameters: ISO 13565–2
The construction starts with finding the lowest slope
on the Abbott-Firestone curve, within a sliding win-
dow of 40% width, and then to find the intersection
points on both sides (0% and 100%) of the slope
segment. The vertical distance between these points
defines theRk parameter, core roughness depth. The
horizontal intersection from these points to the curve
gives twomaterial ratio values,Mr1 (on the left) and
Mr2 (on the right). The vertical distance from the
left intersection point and the upper-left corner is
Rpk*, and the other from the right intersection point
and the lower-right corner is Rvk*. The void area
enclosed between the curve, the horizontal line
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definingMr2 and the vertical axis 100%, defines the
parameter A2, usually given in mm2/mm. By con-
struction, the triangle built from the horizontal line
defining Mr2, that have the same area as A2, will
give the height Rvk, reduced valley depth. A similar
construction can be done from the other horizontal
intersection, to define A1 and Rpk (Fig. 3).

Initially associated to the double-Gaussian fil-
ter, these parameters are nowadays calculated
after a robust Gaussian filter (VDA 2006).

When measuring a surface, similar areal
parameters can be used, as defined in ISO
25178–2: Spk, Sk, Svk, Sr1, and Sr2. No official
equivalents have been defined for A1, A2, Rpk*,
and Rvk*, but they may be used as well and could
have been called Sa1, Sa2, Spk*, and Svk*.

ISO 13565–3
This standard defines a set of parameters calcu-
lated on the material probability curve, which is a
transformation of the Abbott curve in order to
draw it in function of the standard deviation of a
normal distribution. In case of stratified surfaces,
the two process stages correspond to two normal
distributions mixed together. The material proba-
bility then shows two straight lines (asymptotes)
that can be characterized as shown in Fig. 4.

Details on this method can be found in
Malburg and Raja (1993).

Parameters can be calculated either on the pri-
mary profile or the roughness profile (after a
double-Gaussian filtration):

• Ppq/Rpq: Slope of the plateau area (can be seen
as the Rq value of the process used to create
plateaus)

Stratified Surface, Fig. 3 Left: the graphical construction of Rk parameters on the Abbott-Firestone curve. Z-axis:
heights (not labelled). X-axis: material ratio. Right: the parameter set of ISO 13565–2

Stratified Surface, Fig. 4 The main regions of interest
are marked with (1) corresponding to the plateau part of the
profile and (2) corresponding to the valley part Sections
(3), (4), and (5) are not analyzed per se Vertical axis
represents heights from the mean line. The upper horizon-
tal axis is the probability to have a point at the
corresponding height. The lower horizontal axis represents
deviations from the Gaussian distribution, labelled in stan-
dard deviation
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• Pvq/Rvq: Slope of the valley area (can be seen
as the Rq value of the process used to create
valleys)

• Pmq/Rmq: Material ratio at the intersection of
the two process areas

These parameters are usually used to control
process parameters during the machining of strat-
ified surfaces.

SurfStand: EUR 15178 EN
The so-called “SurfStand” project, financed by the
European Commission between 1993 and 2000
under the program called Applied Metrology and
Chemical Analysis, had a section that proposed func-
tional indices, aimed at characterizing stratified
surfaces.

Three indices were defined:

• Sbi, surface bearing index
• Sci, core fluid retention index
• Svi, valley fluid retention index

These parameters have barely been used in the
industry because they have been quickly replaced
by volume parameters.

Volume Parameters: ISO 25178–2
Volume parameters are defined from material vol-
ume or void volume:

• Vmp: Material volume of peaks (can be seen as
a sibling of Spk)

• Vmc: Material volume of the core (can be seen
as a sibling of Sk)

• Vvc: Void volume of the core
• Vvv: Void volume of the valleys (can be seen as

a sibling of Svk)

Volume parameters are given in volume units,
either ml/m2 or mm3/mm2.While these parameters
are quite generic, they can be used to characterize
stratified surfaces.

Conclusion

Stratified surfaces are an important part of func-
tional surfaces used in the automotive industry,

mainly for cylinder liners. The specific nature of
their surface texture has led to the creation of
dedicated filters and parameters in order to over-
come drawbacks of traditional methods.

Cross-References

▶Roughness
▶ Superfinishing
▶ Surface Parameter
▶ Surface Texture
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Stress, Strain

Alan Bramley
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Synonyms

Deformation

Definition

A stress is a force F distributed over a flat
supporting surface.

Strain is a parameter which describes the rela-
tive displacement of particles within a
deforming body.

Theory and Application

Stress
A stress is a force F distributed over a flat
supporting surface of Area A.

Stress at a point, identified with s, is given by

limit as dA ! 0 of dF=dA ¼ dF=dA

Stress may vary over surface.
Stress may act as an arbitrary angle.
It is appropriate to transform into components

in x, y, and z system.
Choosing x as normal to surface with y and z

being tangential:

sxx ¼ dFx=dA

sxy ¼ dFy=dA

sxz ¼ dFz=dA

Suffix notation: first suffix – direction of normal to
area. Second suffix – direction in which
component acts.
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Sign convention: normal stress – Tensile +ve.
Compressive �ve. Shear stress – follows
coordinates.

Stress tensor: Within a cartesian coordinate
system, the stress at any point can be defined by
nine stress components:

sxx sxy sxz
sij ¼ syx syy syz

szx szy szz

Similarly in cylindrical coordinates,

srr sry srz
sij ¼ syr syy syz

szr szy szz

it is usual to write

sxx ¼ sx etc:

sxy ¼ txy etc:

thus sii ¼ sx þ sy þ sz
and sij deij ¼ sxdex þ sydey þ szdez

þ 2 syzdeyz þ szxdezx þ sxydexy
� �

Strain

Strain is a parameter which describes the relative
displacement of particles within a deforming
body. In the general case of a body subjected to
stress, normal (or linear) and shear strains will
occur together with translational and rotational
displacements of elements within the body.

Since only those displacements corresponding
to strain can be related directly to the applied
stress through the mechanical properties of the
continuum, it is necessary to develop formulae
which will describe strains in terms of measured
displacements which themselves may include
components of translational and rotational
movement.

The relationships between strains and displace-
ments in Cartesian coordinate system are usually
developed by ascribing u = u(x, y, z); v = v(x, y,
z); and w= w(x, y, z) to displacements in the x, y,
and z directions, respectively, and considering a
generalized movement and strain of an elemental

cube of dimensions dx, dy, and dz such as ABCD
in Fig. 1a. The cube is considered to be suffi-
ciently small that strains will be constant across
it. A consequence of this assumption is that par-
allelism between opposing faces of the cube will
be maintained.

Suppose applied stresses transform the cube to
A0B0C0D0. Consider now the movement of AC to
A0C0 (Fig. 1b).

Elimination of translational movement by
constructing A00C00 parallel to AC with A0 and
A00 coinciding enables the length of A0C0 to be
determined in terms of u, v, and w:

A0C0ð Þ2 ¼ dxþ @u=@x � dxð Þ2 þ @v=@x � dxð Þ2

þ @w=@x � dxð Þ2

¼ dxð Þ2 1þ 2@u=@xþ @u=@xð Þ2
h

þ @v=@xð Þ2 þ @w=@xð Þ2�

The linear strain of AC is defined by the ratio of its
change in length to its original length,

i:e:, A0C0 � ACð Þ=AC ¼ A0C0=ACð Þ � 1

Now AC = dx.
Therefore linear strain of AC, exx= [1 + 2 (@u/

@x) + (@u/@x)2 + (@v/@x)2 + (@w/@x)2]1/2 � 1.
If any application this equation can be

restricted to situations involving displacements
sufficiently small that second-order terms become
negligible and the linear strain of AC can be
assumed to correspond to a strain in the
x-direction, then Eq. 1, after binomial expansion,
reduces to

exx ¼ @u=@x:

Similar expressions for eyy and ezz can be derived
by considering the transformations of AD
and AB.

The use of the letter e is generally synonymous
with the designation “engineering strain.”

A description of the strain is completed by
considering changes in the angles BAD, DAC,
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and BAC. For example, in the x-y plane (Fig. 1c),
the right angle DAC transforms to y and (p/2� y)
is a measure of the amount of this transformation:

p=2� yð Þ ¼ a1 þ a2 tan a2

¼ @v=@x � dxð Þ2 þ @w=@x � dxð Þ2
h i1=2

= dxþ @u=@x � dx½ �1=2

¼ dv=dxð Þ2 þ @w=@x � dxð Þ2
h i1=2

= 1þ @u=@x½ ��1

The second-order term (dw/dx)2 can be neglected
and also (1 + @u/@x) 	 1 thus,

tan a2 	 @v=@x
i:e:, a2 þ @v=@x

Similarly, a1 	 @u/@y
Thus (p/2 � y) can be expressed as

fxy ¼ @u=@yþ @v=@x

where fxy is known as the engineering shear
strain and is the sum of two quantities usually
referred to as exy and eyx. It would thus appear

that fxy does not determine uniquely the shear
distortion since it can correspond to an infinity
of exy and eyx values. However, reference to
Fig. 2 shows that the differences between exy
and eyx corresponds solely to the rotational dis-
placement of the element thus contributing noth-
ing to the shear distortion which is therefore
uniquely defined by fxy. By considering the
other planes and direction in the Cartesian coor-
dinate system, the complete strain–displacement
equations can be formulated:

ex ¼ @u=dx ey ¼ @v=@y ez ¼ @w=@z

and

fxy ¼ @u=@yþ @v=@x
fyz ¼ @v=@zþ @w=@y
fxz ¼ @u=@zþ @w=@x

Problems in the cylindrical coordinate system are
also frequently encountered, and with similar
assumptions regarding second-order terms, the
corresponding strain–displacement equations
appear as follows:
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Stress, Strain, Fig. 1 (a) Generalized displacement in 2-D deformation, (b) linear strain, and (c) shear strain
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er ¼ @u=@r ey ¼ 1=r uþ @v=@yð Þ
ez ¼ @w=@z
fyz ¼ 1=r:@w=@yþ @v=@z
frz ¼ @u=@zþ @w=@r
fry ¼ 1=r @u=@y� vð Þ þ @v=@r

Essentially, the foregoing can be considered as the
theory of infinitesimal strain and to be valid for
problems involving the elasticity of metals. It is
apparent that the use of these relations for finite
strain would lead to considerable error whether or
not the strain was uniform. The difficulty can be
overcome by realizing that since the foregoing
equations are valid for infinitesimal total strains,
then they must also be valid for infinitesimal
increments of finite strains. The value of the total

finite strain can then be determined from an inte-
gration of these increments. The symbol e is nor-
mally used to denote finite linear strain, the
strain–displacement equations henceforth being
valid with de replacing e:

i:e:, dex ¼ @u=@x etc:

Lack of universal agreement for an appropriate
symbol to denote finite shear strain can lead to
confusion when referring to textbooks; df, dg,
deij are variously encountered.

It is useful and instructive to consider condi-
tions of uniform finite straining where integration
of strain increments can be performed analyti-
cally. Uniform straining is taken to mean that the
principal axes of strain do not rotate. Plastic flow
in a simple tensile test (Fig. 3a) prior to the onset
of necking fulfils this condition.

Initially, the original gauge length lo increases
by an infinitesimal increment dl. This increment is
represented graphically in Fig. 3b, whence strain
increment can be formed as

de ¼ @u=@x ¼ d1=10

For subsequent equal displacements dl (Fig. 3c),
corresponding strain increments can be formed:

de1 ¼ d1=1s de2 ¼ d11 de3 ¼ d1=12etc:

i.e., in general de = d1/1
The total strain can then be obtained by sum-

ming these increments from the original length 10
to the final length lf say

e ¼
ð
de ¼

ð1f
10

d1=1 ¼ 1n 1f=10

Such total finite strains are known as natural or
logarithmic strains, the use of which was first
suggested by Ludwig (1909). The engineering
strain is frequently used as a measure of finite
linear strain (e.g., the percentage elongation in a
simple tensile test is usually quoted). The relation-
ship between these two measures can be derived
as follows:

Element

Linear Stain

Shear Stain

Rotation

Translation

Generalised
Displacement

Stress, Strain, Fig. 2 Illustrates the breakdown of gen-
eral displacement for a 2-D case of strain
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In simple tension ex = (lf � l0)/l0 = (lf/l0) � 1

e ¼ 1n 1þ eð Þ
With very small strains e and e become equal.
However, e is not a realistic measure of large finite
strain; thus the use of e is favored under such
conditions. For example, in simple compression
of a billet from ho to h,

e ¼ ln h0=hð Þ
ande ¼ h0 � h=h0

as h tends to zero, e ! 1, and e ! 1. e is
obviously a more realistic measure of the strain.
Analytical workmay involve the addition of strains
during the finite steps of a finite strain program and
the additive property of natural strains has obvious
advantages. Thus, in simple tension where

10 ! 11 ! 12

in terms of e, these steps are

11 � 10ð Þ=10 and 12 � 11=11ð Þ

with total strain ¼ l2 � l0ð Þ=l0

but e01 þ e12 6¼ e02

However, in terms of e, the steps are 1n l1/l0 and
1n l2/l1 and total strain = 1n l2/l0

i:e:, e01 þ e12 ¼ e02

Natural strains are thus better to use in the analysis
of plastic flow.

Cross-References

▶ Flow Stress, Flow Curve
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Stretching

Andreas Sterzing
Fraunhofer Institute for Machine Tools and
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Synonyms

Elongating; Extension; Tensile forming; Tensile
stress; Tension
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Stress, Strain, Fig. 3 (a)
Plastic flow in simple
tension, (b) a strain
increment, and (c)
successive increments of
displacement
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Definition

Stretching means tensile forming of a workpiece
(sheet metal part, bulk metal part) by a tensile
force which is externally applied and acting in
the longitudinal axis of the workpiece.

Theory and Application

Generally, three different technological processes
with various objectives can be differentiated in
stretching (DIN 8585-2 2003).

1. Elongating (stretching) to increase the dimen-
sions of the workpiece in the direction of force,
e.g., in order to adapt to specified dimensions

2. Elongating (stretch leveling) in order to
remove distortions from bars, profiles, and
pipes and to remove dents from sheets

3. Elongating (straightening by stretch bending)
in order to extend the rolling stock during
(after) rolling, expressed by the degree of
stretching

According to DIN 8585 and DIN 8582, elon-
gating is part of the subgroup tensile forming
within the main group 2 – forming (DIN 8585-1
2003). During tensile forming of a solid body, the
plastic state is induced by uniaxial or multiaxial
tensile load. A comparable homogeneous distri-
bution of tensile stress develops in the complete
forming zone.

Stretching
In stretching, the workpiece is subject to expan-
sion in the direction of force. The tensile forces
acting in the longitudinal axis of the workpiece
can be applied to the workpiece in different ways
(see Figs. 1 and 2).

Stretching,
Fig. 1 Stretching (with
reference to DIN 8585-2
2003)

Stretching,
Fig. 2 Orthogonal
operating directions of
applied and tensile forces
(with reference to DIN
8585-2 2003)
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This also includes the elimination of unknown
residual stress (and internal stress) by a plate
extensor. A plate extensor consists of units of
movable and stationary clamping devices. Both
clamping devices are equipped with gripping
devices for holding the ends of the plates.

Elongating also includes a stretching process
of sheet blanks close to or up to the flow limit of
the material as a preliminary stage to tangential
stretch forming.

Due to the occurring stress, this also covers the
uniaxial tensile test on sheets and bars to deter-
mine the flow curve and the stress strain curve.

Stretch Leveling
Stretch leveling is intended to remove three-
dimensional bends, roughness, and oddness at
pipes and bars as well as buckles on sheets by
tensile force (see Fig. 3). In this context, internal
stress is removed by longitudinal strain.

The workpiece is fixed in a clamping device
(chucks). The stretch leveling process is mainly
carried out by hydraulic cylinders on a rack. The
cross section is plasticized along the total length.
Longitudinal strains from 1% to 3% are realized,
depending on the workpiece dimensions.

When removing sheet buckles, a special tool,
consisting of a rectangular upper and lower part
with swivel-mounted plates, is used. As a conse-
quence of the plate force acting on the sheet, the
buckles are leveled (Fritz and Schulze 2006).

Straightening by Stretch Bending
Straightening by stretch bending is a strip straight-
ening process to remove unevenness such as
waves (waviness at edge and center) and saber
shapes (transverse and longitudinal bends) from
hot-rolled and cold-rolled strips (Spur and

Stöferle 1985). Length adjustment in the strip is
realized by plastic straining (straining degrees
from 1% to 2%) of the shorter strip parts on
stretch-bending devices. The latter consists of
several pairs of upstream and downstream ten-
sioning pulleys and a variable amount of bending
rolls with a small diameter (e.g., from 5 to
23 rolls). The loading is characterized by a com-
bination of bending and tensile stresses (Lange
1990).

Applications
Elongating (leveling) is applied in many branches
of industry, including mechanical engineering,
apparatus engineering, automotive industry, con-
sumer goods industry, and the manufacture of
semifinished products. Application examples are
stretch leveling of coverings, adjusting the even-
ness of metal strips, achieving the desired straight-
ness in flat bars, and leveling of extruded profiles
(Bräutigam and Becker 2009).

An innovative application is represented by
stretch leveling of complete coils for balancing
strains along the total width and thickness. New
systems are designed so that the gripper system
does not leave impressions in the material. The
result is an extremely flat, low-tension strip mate-
rial. Strip thicknesses of up to 8 mm and strip
width of up to 2100 mm can be leveled (Henrich
2004).
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Structural Analysis
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Synonyms

Finite element analysis; Modal analysis

Definition

The process of evaluation of the stresses and of
the distortion of a mechanical structure when sub-
mitted to load constraints.

Theory and Application

In the machine building industry, the most fre-
quently used materials have an isotropic behavior.
For these materials, some geometrically simple
structures can be analyzed by analytical methods,
what means to integrate the Hooke’s law for iso-
tropic materials in the structure domain. Hooke’s
law for these materials can be written as (Young
and Budynas 2001):

exx
eyy
ezz
eyz
ezx
exy

2
6666664

3
7777775 ¼ 1

E

1 �v �v 0 0 0
�v 1 �v 0 0 0
�v �v 1 0 0 0
0 0 0 1þ v 0 0
0 0 0 0 1þ v 0
0 0 0 0 0 1þ v

2
6666664

3
7777775

sxx
syy
szz
syz
szx
sxy

2
6666664

3
7777775

(1)

where e represents the unitary deformations and s
the stresses. x, y, z are the Cartesian directions.
E is Young modulus, and n Poison ratio.

For more detailed explanations and for the
definitions of the terms, the website http://www.
efunda.com/formulae/solid_mechanics/mat_
mechanics/stress.cfm can be accessed.

Nonisotropic materials are more difficult to
be analyzed, especially when using analytical
methods. Composite materials, which are very
seldomly used in machines, have nonisotropic
behavior.

In most applications, the structure is consid-
ered as having linear behavior, but nonlinearity
of several types can be found: nonlinear de-
formation models (rubber, etc.), nonlinear geom-
etry (large deformations), plasticity (nonlinearity
between strain and stress above the yield point),
etc. Nonlinear structural analysis must almost
inevitably be performed by numerical methods.

For a structure to be functional, it is required
for it to be submitted to efforts giving rise
to sufficiently low stress distribution, and at the
same time, it is required that its static and dynamic
deformations be smaller than some allowable
value. In the case of chip removing machine
tools, the deformation tends to be the limiting
factor, while in cutting and shaping machines,
strength is also an issue.
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Since the advent of computers, numerical
methods have found an impressive development.
These methods are able to analyze linear and
nonlinear material behavior, isotropic or aniso-
tropic, large deformations, etc.

Methods for Structural Analysis

Structural analysis can be performed by analytical
methods and by numerical methods. Since the
generalization of the use of computers, the latter
methods are the most common.

Analytical Methods
Only geometrically simple systems with linear
material behavior tend to be calculable by analyt-
ical methods. Roark’ formula for stress and strain
(Young and Budynas 2001) is one classical source
of information for these structures. When an ana-
lytical method can be applied, the calculation
can be done in a much simpler and faster way
than when numerical methods are applied. Fur-
thermore, the use of computers is not required,
although this is not an issue nowadays.

Numerical Methods
Numerical methods perform calculations of
structures by considering the structural space
divided in sufficiently small elements, where
the material constitutive laws are applied in sim-
plified ways. In some cases, numerical methods
are able to exactly represent the equations, while
in other cases, they do not; in these latter cases, the
size of the elements into which the structure was
divided must be analyzed for the required
calculation accuracy to be obtained (Clough and
Penzien 1975; Hurty and Rubinstein 1964).

Computer Methods for Large Problems
There are several numerical methods that can
be implemented in computers. The oldest method
is probably the Finite Difference Method, which
currently has been almost completely substituted
by the Finite Element Method (Zienkiewicz and
Taylor 2000). An alternative to the latter can be
the Boundary Element Method.

The Finite Element Method is based on
modelization of the displacement field of the
structural points by a reduced set of displacements
at a certain number of nodes. The structure is
divided in elements, which are geometrically
defined by the coordinates of some nodes. The
coordinates of the internal points of the element,
as well as their displacements, are interpolated
from the coordinates and the displacement of
the nodes. Then, by minimization of the potential
energy at the element, a stiffness matrix of the
element, relating the forces applied at the nodes
and the displacements, is obtained.

The complete structural stiffness matrix is
obtained by assembling the matrices of each of
the elements. Then, the displacement field, as well
as the stresses, can be calculated.

For dynamic problems, besides the stiffness
matrix, it is necessary to calculate the inertia matrix
and the damping matrix. The inertia matrix is cal-
culated in a similar way to the stiffness matrix,
while the damping matrix cannot be obtained in
an accurate way at the current state of the art.

Boundary elements are based on the use
of interpolating functions whose volume integra-
tion reduces to the integration at the surfaces. In
this way, the number of elements and of nodes/
degrees of freedom is considerably reduced. One of
the drawbacks of the boundary element method is
that it gives rise to fully populated matrices. Real
size of thematrix tends to rise with the square of the
size of the problem, while in finite element, the size
tends to rise linearly with the size of the problem.

Currently, machines structural analysis is almost
always based on the Finite Element Method.

Matricial Methods, Variable Change
Numerical methods are usually considered by
using a matricial representation

ff g ¼ K½ � df g (2)

or an energy representation

1

2
df gT ff g ¼ 1

2
df gT K½ � df g, (3)

where f represents the vector of externally applied
forces, and d the vector of displacements at the
nodes. K is the stiffness matrix.
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This means that the work done by the external
forces equals the deformation energy.

Matrix K can be obtained by direct methods for
simple parts, for example, for rods or beams, and
typically by the Finite Element Method for more
complex shaped parts.

Once the equation is worked out, the displace-
ments at the nodes considered are known, but the
calculation of the stresses needs further work, as it is
necessary to come back to the formulation of each of
the parts (elements) considered in the discretization.

When dynamics have to be considered, for
example, when variable forces are applied into
the structure, the inertia and damping forces
have to be included in the formulation:

ff g ¼ K½ � df g þ C½ � _d
n o

þ M½ � €d
n o

(4)

where C is the damping matrix and M the inertia
or mass matrix.

Here the mass and damping matrices are added
to the equation. Mass matrices are obtained in
a straightforward manner by the Finite Element
Method or by other techniques, but in the current
state of the art, the way of obtaining approaches for
the damping matrix is not sufficiently established.

A very useful operation when dealing with
structural analysis is the variable change. This
operation is used when different coordinate sys-
tems are required, or when size reduction is
needed. Variable change can be represented in
matricial form as

df g ¼ T½ � uf g, (5)

where u are the new variables, and T is the trans-
formation matrix. The new matrices are obtained
by pre- and postmultiplication by the transforma-
tion matrix in the form:

Kn½ � ¼ T½ �T K½ � T½ � (6)

Cn½ � ¼ T½ �T C½ � T½ � (7)

Mn½ � ¼ T½ �T M½ � T½ � (8)

The force vector has also to be projected into
the new coordinate system:

fnf g ¼ T½ �T ff g (9)

The transformed system becomes:

T½ �T ff g ¼ T½ �T K½ � T½ � uf g þ T½ �T C½ � T½ � _uf g
þ T½ �T M½ � T½ � €uf g (10)

Modeling of Structures

Simplifications
The power of computers and the development
of Finite Element Method Systems allow dealing
with very detailed discretization of the structures.
Nevertheless, there is always the need to simplify
the modeling of some components or the con-
straints. Good engineering criterion is required
to perform a good structure model and to correctly
interpret the results obtained. The quality of the
model cannot be measured at all by the size of the
elements when using the Finite Element Method,
or by the number of degrees of freedom, as the
most important errors will come from the inade-
quate simplifications done.

In machine tools, the representation of bearings,
guiding pads,floor behavior, etc. is the critical aspect.
Also, the structural parts which are not included in
the model have to be considered in a wise way.

Considerations on Damping
Damping is a very important factor for the dynamic
behavior of any structure. Although statically, or at
excitation frequencies far from the natural frequen-
cies, the rigidity and the inertia terms dominate the
equilibrium equation, at frequencies close to natu-
ral frequencies, these terms cancel each other, and
damping is the only factor able to withstand the
external forces applied to the structure.

There are many phenomena giving rise to
loads that are a function of the delayed structural
vibration. These loads can produce self-excited
vibration of the structure, like in the flutter of
airplane wings or the chatter of machine tools.
Damping is the most important structural property
to impede that kind of vibration.

Currently, there are no established methods
for estimation of damping at the design stage.
The engineers have to make an experience-based
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guess, or measure it when the prototype is built.
This is a very undesirable situation, as the size
of the structure required for a particular applica-
tion can well be mainly dependent on the required
stability against self-excited vibration, directly
dependent on the damping that the structure
will have.

Material damping tends to be very low,
damping of a complete system being produced
mainly at the mechanical interfaces. It is known
that the interface surface’s roughness and preload
have an influence on the damping, but there is
no method to predict the amount of damping that
will be obtained as a function of these parameters.
It seems also that damping has a nonlinear
behavior.

Methods for Size Reduction

Structural models reach easily very large dimen-
sions, many times counted by millions of degrees
of freedom. In many circumstances, it is required
to reduce the size of the matrices used for the
calculation, especially when dealing with
dynamic problems.

A common way of dealing with very
large problems is substructuring, where the
complete structure is divided into substructures.
The matrices modeling each of the sub-
structures can be reduced (condensed) before the
matrices representing the complete structure are
assembled.

For static analysis, a straightforward technique
is the static condensation of the stiffness matrix.
For dynamic analysis, several approaches can
be used, none of them being mathematically exact.

Static Condensation
Condensation (reduction) of the stiffness matrix
for the resolution of a static problem is a mathe-
matically exact procedure. Let us assume that
the degrees of freedom are ordered in such a way
the first degrees of freedom are to be maintained
and the last to be deleted. If subindex “c” denotes
the degrees of freedom to be maintained, and “e”
those to be deleted, the static problem can be
stated as:

Kcc Kce

Kec Kee

� 
dc
de

� �
¼ f c

f e

� �
(11)

The displacements to be deleted from equation
can be calculated after the degrees of freedom
to be maintained:

de ¼ k�1
ee f e � Kecdcð Þ (12)

After substitution, we get:

Kcc � KceK
�1
ee Kec

� �
dc ¼ f c � KceK

�1
ee f e (13)

Dynamic Condensation
Whenever a dynamic calculation is required,
matrix size reduction is usually necessary. The
reasons are the high number of calculations to
be performed for any time integration procedure,
and the very short time integration step requested
by a complete representation of the system (very
high natural frequencies are present).

Dynamic condensation cannot be performed
in a mathematically exact way. The approxima-
tion is done by establishing a linear relation
between the complete variable set and the reduced
variable set. The accuracy of the approximation
depends on the capability of the reduced variable
set to represent the complete structure behavior.

One of the most used methods to reduce
the number of unknowns is the Guyan condensa-
tion (Guyan 1965; Irons 1965), in which it is
assumed that, if the maintained displacements
are known, the condensed displacements are cal-
culated as the static response to the maintained
displacements. The dynamic equilibrium equation
can be stated as:

Kcc Kce

Kee Kec

� 
dc
de

� �
þ Ccc Cce

Cec Cee

� 
_dc
_de

� �
þ Mcc Mce

Mec Mee

� 
€dc
€de

� �
¼ f c

f e

� �
(14)

Taking the rows corresponding to the degrees
of freedom to delete (“e”), and considering that
there are no external forces on these degrees of
freedom:
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Kec Kee½ � dc
de

� �
¼ 0f g (15)

Then

de ¼ �K�1
ee Kecdc, (16)

and

dc
de

� �
¼ I

�K�1
ee Kec

� 
dcf g: (17)

Therefore, by applying the variable change

Kcc � KceK�1
ee Kec

� �
dcf g þ

Ccc�CceK�1
ee Kec�K�1

ee KceCecþK�1
ee KceCeeK�1

ee Kec

� �
dcf gþ

þ Mcc �MceK�1
ee Kec � K�1

ee KceMec þ K�1
ee KceMeeK�1

ee Kec

� �
dcf g ¼ f c � K�1

ee Kecf e
� �

(18)

again a reduced size matricial system is obtained.
In this case, the reduction is not mathematically
exact.

Although there are very deep analyses on
the accuracy of the solution and on the best way
to select the reduced set of equations, for an engi-
neer, the criterion for choosing a good set of
degrees of freedom to maintain is to think of the
structure as constrained at these maintained dis-
placements; that structure should not have modes/
natural frequencies in the range of frequencies that
are going to be analyzed, or close to it. Then, the
analysis will be accurate.

Modal Analysis
Awell-known technique for dynamic analysis of
structures is the Modal Analysis. It consists of
obtaining the natural frequencies and their associ-
ated modeshapes. Mathematically, modal analysis
is performed by obtaining the eigenvalues and
eigenvectors of the homogeneous equation:

K½ � þ l M½ �ð Þ ff g ¼ 0f g (19)

The eigenvalues l are all negative. The eigen-
vectors diagonalize the stiffness and the mass
matrices:

f½ �T M½ � f½ � ¼ diagonal matrix (20)

f½ �T K½ � f½ � ¼ diagonal matrix (21)

To start we will assume that damping is pro-
portional, that is, C = a1.K + a2.M. Then, the
eigenvectors also diagonalize the damping matrix:

f½ �T C½ � f½ � ¼ diagonal matrix (22)

The sizes of the eigenvectors are not important;
they would continue fulfilling the fundamental
equation. Therefore, there is freedom in choosing
their size. The size of the eigenvector is usually
characterized by its modal mass, that is, the product

mm ¼ ff gT M½ � ff g (23)

The most common way of selecting the size of
the eigenvectors is to obtain unity modal mass.
Therefore,

f½ �T M½ � f½ � ¼ Ih i (24)

f½ �T K½ � f½ � ¼ �lh i ¼ o2
n

� �
(25)

f½ �T C½ � f½ � ¼ �2 ¼ anh i (26)

where o are the natural frequencies of the system,
a represent the damping factors, and the notation
<> is used to denote a diagonal matrix.

When the variable change

df g ¼ f½ � qf g (27)

is applied, we obtain

f½ �T K½ � f½ � qf g þ f½ �T C½ � f½ �
þ f½ �T M½ � f½ � qf g
¼ f½ �T ff g (28)

or

o2
n

� �
qf g � 2 ah i _qg þ Ih i €qf g ¼ f½ �T ff g,

n
(29)

where q is the modal content of the modes.
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Therefore, by applying this coordinate trans-
formation, the system becomes diagonal, which is
very interesting for calculation speed.

Also, it is possible to concentrate the calcula-
tion only at the frequency range at which we
are interested, usually the low frequency range.
The time integration can be performed with much
larger time steps (linearly dependent on the
highest natural frequency).

For each degree of freedom (natural
coordinate):

o2
mqm � 2am _qm þ €qm ¼ fT

m f (30)

Applying Fourier transform:

o2
mQm � 2joamQm � o2Qm

¼ o2
m � 2joam � o2

� �
Qm ¼ fT

mF
(31)

where the capital letters represent the Fourier
transform of the time signal denoted by its
corresponding lower case letter.

From (31), it is possible to calculate the modal
content of each mode:

Qm ¼ fT
mF

o2
m � 2joam � o2

(32)

The displacement at any point due to the
content of this natural coordinate is:

dmi ¼ fmi
fT
mF

o2
m � 2joam � o2

(33)

The total displacement of the point is obtained
by adding up the contribution of all the modes:

Di ¼
X
m

fmi
fT
mF

o2
m � 2joam � o2

(34)

By considering the effect of the force at one
degree of freedom only, the transfer function
between both points is obtained:

Di ¼
X
m

fmi fmjFj

o2
m � 2joam � o2

(35)

or

Di

Fj
¼

X
m

fmi fmj

o2
m � 2joam � o2

(36)

The fractions can be also expressed in the way

Di

Fj
¼

X
m

1

mmij o2
m � 2joam � o2

� � , (37)

where m mij is the reduced mass of the m’th mode
between degrees of freedom i and j. Very often
the reduced mass is incorrectly called “modal
mass.”

Use of transfer functions is a very con-
venient way to contrast experimental and
theoretical results. Several MAC (Modal Assur-
ance Criterion) exist to quantitatively perform
this comparison.

Nonproportional Damping
The general case, where damping is non-
proportional, is solved by using the equation

K 0
0 �M

� 
d
_d

� �
þ C M

M 0

� 
_d
€d

� �

¼ f
0

� �
, (38)

which represents exactly the original system,
but has a lower order at the cost of having twice
the number of unknowns (displacements and
velocities).

In this case, the homogeneous equation is:

K 0
0 �M

� 
þ l

C M
M 0

� � �
ff g ¼ 0f g (39)

The eigenvalues and eigenvectors l come
out to be complex. The eigenvalues have the
shape a + ju, where a is the damping of
the mode (negative value), and u is the damped
natural frequency. As the matrices have real
coefficients, the solutions come in pairs of com-
plex conjugates.
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The eigenvectors contain modal displacement
in the first half, and modal velocities in the
second. The modal velocities have a phase shift
with regard to the modal displacements: Each
degree of freedom reaches its maximum displace-
ment at different times, opposite to the case of
proportional damping.

Experimental Modal Analysis
Modal Analysis can be done experimentally, by
applying controlled forces with high frequency
content and measuring the displacement (usually
by integration of the signal of accelerometers).
Modal Analysis is a very convenient way of com-
paring the theoretical results with the actual
behavior of the machine or component. Figures 1
and 2 show respectively one natural mode shape
of a milling machine calculated by the finite ele-
ment method and the corresponding mode shape
obtained from experimentation.

Component Mode Synthesis

A very practical alternative to the calculation of
the complete system and further size reduction of
the degrees of freedom consists in the independent

calculation of substructures, followed by the join
calculation of the complete system.

For the join calculation to be done, a reduced
coordinate set of each of the substructures is con-
sidered. There are many approaches for the selec-
tion of the reduced set, but the two most classical
are the “free boundary” and the “fixed boundary”
methods (Craig and Kurdila 2006).

Free Boundary Component Mode Synthesis
In this method, the degrees of freedom of
the structure are reduced to the 6 rigid body
displacements plus the lowest natural frequency
modeshapes. The great advantage of this method
is that the reduced mass and stiffness matrices
are diagonal (Hurty and Rubinstein 1964).

The method tends to produce results more rigid
than the real value. That is because the low
frequency modes do not include the deformation
of the areas close to the borders. For example,
a beam modal analysis would produce natural
modes without bending energy at the ends for
the lowest frequency modes. When that beam is

Structural Analysis, Fig. 1 Natural modeshape calcu-
lated by the finite element method

Structural Analysis, Fig. 2 Natural modeshape obtained
by experimental modal analysis
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attached to other components, the ends will
most probably suffer the highest bending defor-
mation energy, and therefore, the reduced coordi-
nate set will not be able to represent that energy.
As a consequence, a huge number of natural
modes have to be considered to get a reasonable
precision.

One way of improving the accuracy of
the method is the inclusion of the “residual” flex-
ibility, that is, the flexibility at the borders that is
not considered by the modes included in the
model (Rubin 1975). With this correction, the
method provides much better results, at the cost
of much higher computation and programming
effort.

Fixed Boundary Component Mode Synthesis
This technique uses as maintained degrees of
freedom the natural modes calculated with the
connection nodes blocked. Additional deforma-
tion modes that have to be included in this
method consist of the displacement field
obtained when each one of the connection
degrees of freedom is submitted to a unitary
displacement while the rest is blocked (Craig
and Bampton 1968).

This method is a little more complicated
to program than the free boundary method, but
its precision is much better. Just a few natural
modes are necessary usually, with figures as low
as one or two.

Results of Component Mode Synthesis
Methods
Fixed boundary method for mode synthesis
provides very good approximations with low
number of modes, while free boundary method
requires that a very large number of modes be
included. The reason is that when the structures
are modeled independently considering free
boundaries, the flexibility of the areas close to
the boundaries do not appear up to very high
frequency modes, as they do not suffer from
the inertia efforts because they do not have
mass around. Opposite to that, when fixed
boundaries are used, the flexibility of the regions
close to the boundaries appears already since the
very first modes, those with lowest natural
frequency.

As an example, both mode synthesis methods
were applied to calculate the joint behavior of
a tool mounted to the main spindle of a machine
tool (Mancisidor et al. 2011). Figure 3 shows the
transfer function obtained when two, six, and
11 modes are included in the free boundary
approach. It is clear that even with 11 modes
considered, the approximation is not very accu-
rate. Figure 4 shows the transfer functions for the
same system with the same number of modes.
Considering two modes only is sufficient to have
high accuracy. In fact, for this case, fixed bound-
ary method provided high accuracy even when
one mode only was considered.
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Structural Analysis,
Fig. 3 Frequency response
function obtained by free
boundary component mode
synthesis
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Coupling Substructure
Analysis)
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Definition

The term “superabrasives” denotes abrasive grit
materials with higher hardness (commonly higher
than 4,000 HK) and refers to cubic boron nitride
and diamond. Sometimes the term is also used to
describe the tools made of these abrasives.
Besides higher hardness, superabrasives are also
characterized by higher wear resistance standing
out from “conventional abrasives” like corundum
and silicon carbide.

Theory and Application

Superabrasives are distinguished from conven-
tional abrasives by their higher hardness, which
is accompanied by higher Young’s modulus and
heat conductivity but typically lower thermal sta-
bility (Table 1).

Diamond
Diamond is the hardest material in nature and
highly resistant against compaction (Knoop hard-
ness of 7,000–8,000). This is based on the dense
structure of the carbon atoms, their regular, sym-
metrical order, and the energy-rich covalent atom
bonds. Every carbon atom in diamond is
surrounded uniformly by four atoms (Fig. 1).
The angle between two neighboring atoms
amounts consistently to 109.5�. The crystal mor-
phology of diamond can range from a perfect cube
to a perfect octahedron (O’Donovan 1976).

The genesis of natural diamond takes place at
high pressures and temperatures within the Earth’s

mantle. The source of natural diamond is the
primary influence of its chemical and physical
properties. Today, natural diamond is mainly
used in dressing tools and has been replaced by
synthetic diamond in grinding tools.

The first artificial diamond synthesis was
conducted by the Swedish company ASEA with
a six-anvil press in February 1953 (Jackson and
Davim 2011). In 1955, General Electric
(GE) followed with the synthesis in a belt press
and in 1958 De Beers (Marinescu et al. 2007).
Metals of the eighth main group (nickel, cobalt,
iron, etc.) enable diamond synthesis at pressures
of 5–8 GPa and temperatures of 1,500–2,100 K
(O’Donovan 1976).

Diamond density is about 3.52 g/cm3

depending on pureness. Synthetic diamonds
expose metal inclusions of used catalysts. All
crystal defects such as substituted atoms and
atoms between lattice sites or lattice vacancies
are imperfections of diamond structure and enable

Superabrasives, Table 1 Physical properties of abrasive materials (Klocke 2009; Toenshoff and Denkena 2013; Rowe
2009)

Hardness
Young’s
modulus

Heat
conductivity

Thermal
stability

Superabrasives Diamond 5,000–8,000 HK 890 GPa 600–2,100W/m
K

Up to 900 �C

Cubic boron
nitride

4,500–5,000 HK 680 GPa 200–1,300 W/
m K

Up to
1,370 �C

Conventional
abrasives

Silicon carbide 2,400–3,000 HK 400 GPa 55–100 W/m K Up to
1,500 �C

Corundum 1,600–2,000 HK 400 GPa 6–35 W/m K Up to
2,000 �C

Carbon

Superabrasives, Fig. 1 Structure of diamond (Bailey
and Juchem 1998)
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micro-splintering (O’Donovan 1976). Small grits
are often tougher than large diamonds because
they have fewer and smaller defects and inclu-
sions (Field 1979).

The hardness of single crystal diamond is
anisotropic and depends on the crystal orientation.
This results from the different distances of the
carbon atoms in different crystal planes. More-
over, the cleavage behavior of diamond is defined
by the density of atom bonds in the different
diamond planes. Diamond has four cleavage
planes (Gardinier 1988).

Diamond has a high affinity to the metals of the
eighth main group as well as to Mn, Cr, Ra, and
Nb. At temperatures above 800 �C, diamond
burns with oxygen and becomes carbon dioxide.
Depending on the grit size, i.e., the specific sur-
face area, and the grit crystal type, reactions with
oxygen can occur already at 500–700 �C
(Gardinier 1988). Graphitization is a commonly
known state transition of diamond to graphite. In
the presence of oxygen, the diamond surface can
graphitize already at temperatures of 900 K (Field
1979). The thermal stability of diamond affects
how grinding tools are processed, e.g., within
inert atmosphere.

At room temperature, diamond is the material
with the highest known temperature conductivity
with a value between 600 and 2,000 W/(m*K)
depending on crystal purity (Marinescu et al.
2007). To prevent destruction of the grit/bond
interface, often coatings of the diamond grits
with nickel, cobalt, or composite metals are
applied (Klocke 2009). Coatings enhance heat
capacity and facilitate heat conducting into the
tool bonding.

CBN
The invention of cubic boron nitride (CBN) is
closely linked to the synthesis of artificial dia-
mond. Cubic boron nitride synthesis was
conducted first in 1957. CBN crystals are pro-
duced from boron and nitrogen at high pressures
of 50–90 kbar, high temperatures between
1,800 �C and 2,700 �C, and in the presence of a
catalyst (Klocke 2009). During the first years on
the market, CBN was seen as a competitor to
diamond. However, CBN proved to be a better

material for machining of hard-to-machine fer-
rous materials than diamond due to the missing
chemical affinity and the higher thermal stability.

CBN and diamond have similar structures. In
CBN, each nitrogen atom binds to four boron
atoms and vice versa, forming the bond angle of
109.5� (Fig. 2). In CBN, covalent bonds are pre-
dominant with a small degree of ionic bonding
which results from the fact that boron and nitrogen
are dissimilar atoms (Bailey and Juchem 1998).
Therefore, cubic boron nitride is less symmetric
than diamond. Therefore, its morphology is more
complex. CBN has six cleavage planes and the
crystal shapes range from octahedron to tetrahe-
dron and cubo-octahedron (Gardinier 1988).

CBN has a Knoop hardness of around 4,700
(Gardinier 1988). It is thermally stable in inert
atmosphere at temperatures up to 1,500 �C. In
air, CBN forms a stable layer of boron oxide
preventing oxidation up to 1,300 �C (Rowe
2009). Although this layer dissolves in water
under heat, CBN is successfully used with
water-based cooling lubricants. It is presumed
that the minimal contact times in grinding prevent
the reaction with water (Klocke 2009).

Tools with Superabrasives
In contrast to conventional grinding tools, super-
abrasive tools are commonly built from an abra-
sive layer applied to a carrier; a so-called body
(Fig. 3). The carrier has to provide sufficient heat
conductivity, high mechanical strength, and good
vibrational dampening. Common body materials
are aluminum, steel, bronze, synthetic resin with

Boron

Nitrogen

Superabrasives, Fig. 2 Structure of CBN (Bailey and
Juchem 1998)
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metallic or nonmetallic fillers, and fiber-
reinforced synthetic resin or ceramics (Klocke
2009). Design of carriers has to regard expansion
at rotation speed, damping behavior, thermal
expansion, etc.

Like conventional grits, superabrasives can be
held by resin, vitrified, or metallic bonds. Resin
and vitrified bonds, however, have to be adapted to
the chemistry and performance of superabrasives.
Metallic bonds are particularly important for super-
abrasive grits and are nearly used exclusively for
this grit type. Sintered metallic bonds, such as
bronze, produce abrasive segments with several
layers of grits. Electroplating or brazing affix a
single layer of superabrasives to the carrier
(Marinescu et al. 2007). Electroplated CBN played
a major role in the development of high-efficiency
deep grinding (HEDG) (Rowe 2009).

Figure 4 shows an example for the specifica-
tion of bonded grinding tools with superabrasives.
The common abbreviation for diamond grits is
(D) and (B) for CBN (Fig. 5). The size of super-
abrasive grits is often given as mean diameter in
micrometer instead of mesh-like conventional

abrasives. Therefore, the specification of grinding
wheels has to be compared carefully between
conventional abrasives and superabrasives. Con-
centration is given in carat per volume for dia-
mond tools or in volumetric percentage for CBN
tools (Klocke 2009).

Applications and Grinding Performance
In general, corundum and CBN are used for long-
chipping, ductile materials, whereas silicon car-
bide and diamond are used for short-chipping,
brittle materials, or titanium alloys (Fig. 6; Klocke
2009). Superabrasives are chosen in particular for
the higher precision or higher performance appli-
cations due to their low wear rate and ability to
hold close size tolerances (Rowe 2009).

Figure 6 summarizes the most important grit
characteristics in grinding technology. The reactiv-
ity of diamondwith transitionmetals such as nickel
and iron limits the use of diamond tomachine these
metals, especially steels. However, there are some
abrasive applications with ferrous materials where
diamond is the tool material of choice, e.g., honing
of cast iron (Marinescu et al. 2007).

Superabrasives,
Fig. 3 Conventional wheel
versus superabrasive wheel
(bottom) (Metzger 1986)
(With copyright permission
from publisher)
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Superabrasives are in particular highly resistant
to wear when used at high grinding wheel speeds.
However, choosing superabrasives as grinding tool

material should follow a thorough evaluation of the
higher tool costs and the requirements on machine
tool and cooling lubricant supply.

REAL ABRASIVE GRAINS

CBN

hardness

heat
conductivity

thermalchemical
stability *

*

toughness, strenght

stability

ec low

IDEAL GRAIN

IDEAL GRAIN

Diamond

Boron carbideSilicon carbide

sintered Al-oxides fused Al-oxides

CBN

Silicon carbide

REAL ABRASIVE GRAINS

Diamond

(pink or white)

Zr-Al-oxides

Al-oxides

(25 %)

(Sub mm)

METAL MATERIALS

Boron carbide

NONMETAL MATERIALS

GRAIN
CHARACTERISTICS

hardness

heat

* versus workpiece materials and enviroment at grinding temperature

conductivity

thermalchemical
stability

toughness, strenght

stability

ec low

GRAIN
CHARACTERISTICS

criteria fulfilment

high
medium

low

Superabrasives, Fig. 6 Comparison of abrasives at machining of ductile material (top) or brittle material (bottom),
(Helletsberger et al. 2011) (With copyright permission from publisher)
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The higher thermal conductivity of super-
abrasives compared to conventional abrasives
can reduce grinding temperatures drastically
(Rowe 2009). However, there is a common under-
standing that the surface finish is rougher with
CBN grits than with conventional wheels. The
reason is believed to be the sharper and more
pointed cutting edges leading to earlier chip for-
mation at a shallower initial depth (Malkin and
Guo 2008).

Multilayered superabrasive tools have longer
dressing intervals than conventional tools (Fig. 7).
Single-layered tools show an initial wear phase at
the beginning of their use. This is followed by a
quasi-stationary behavior until the tool end of life
is defined by thermal damage of the workpiece
(Klocke 2009). Single-layered tools are not pro-
filed or sharpened in the traditional sense,
although sometimes so-called touch-dressing is
applied to level protruding edges.

Dressing
Conditioning or dressing of superabrasive tools
is challenging because of the high grit wear
resistance. Often, lower toughness and hardness
of CBN compared to diamond allows successful
dressing of CBN grinding wheels with rotating

diamond tools (Marinescu et al. 2007). Never-
theless, the dressing forces for CBN are higher
than for conventional wheels, which can affect
the requirements on the dressing system
(Jackson and Davim 2011). Dressing is also
done with much smaller depth of cut than for
conventional wheels (Wegener et al. 2011).

Dressing of diamond wheels with diamond
dressing tools is still limited. A more common
method is the use of vitrified bonded silicon carbide
rollers either on brake-controlled truing devices or
on driven truing spindles (Wegener et al. 2011).
During this dressing procedure, the expendable
and much cheaper silicon carbide wheel grinds the
diamond tool (Malkin and Guo 2008).

Superabrasive grinding wheels with resin or
metal bond sometimes require a subsequent
sharpening process after the profiling process to
generate sufficient grain protrusion (Wegener
et al. 2011). The bonding can be set back with a
block sharpening process.

An established method for dressing metal-
bonded diamond wheels is the electrolytic
in-process dressing (ELID) (Rowe 2009). Addi-
tionally, more dressing procedures for metal
bonds using electrochemical and electrophysical
mechanisms exist (Wegener et al. 2011).
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Superfinishing

Hitomi Yamaguchi
Mechanical and Aerospace Engineering,
University of Florida, Gainesville, FL, USA

Synonyms

Microhoning

Definition

Superfinishing is a process in which a rotating
workpiece is finished by a relatively soft stone
with fine abrasive oscillating parallel to the work-
piece surface. The stone typically oscillates at an
amplitude of 1–4 mm and a frequency of
10–50 Hz, and it contacts the workpiece at light
pressure, typically 0.1–0.2 MPa. The super-
finishing process consists of three phases: (1) the
cutting phase, which is characterized by a high
material removal rate due to sharp cutting edges;
(2) the transition phase, which is characterized by
a decrease in the material removal rate due to
dulling and loading of the stone; and (3) the
finishing phase in which dulling and loading
results in only slight or no material removal. In
the subsequent superfinishing process, the loaded
stone contacts the rough surface of the next work-
piece to initiate self-dressing of the
stone – providing sharp cutting edges – and the
three phases described are repeated. In compari-
son with honing and lapping, superfinishing
exhibits higher finishing efficiency (Matsui and
Nakasato 1965; Kawamura et al. 1989; Farago
1980).

Theory and Application

History
The process was originally developed to eliminate
brinell marks from automobile wheel bearing sur-
faces that resulted from long-distance shipping.
When automobile wheels were blocked to prevent
rolling during shipping, only a few of the rollers or
balls in the wheel bearings supported the weight
of the automobile. Shipping vibration caused the
hardened rollers or balls to press against the bear-
ing components and form slight depressions: a
process called brinelling. When the cars were
put into service, the depressions caused excessive
noise. It was found that the brinelling could be
eliminated by removing the “fuzz” generated in
the grinding of the load-carrying surfaces of
the bearings. The development of fuzz-removing
processes led to the development of the super-
finishing process, and early in 1934, the principles
of superfinishing were first conceived by
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D. A. Wallace of the Chrysler Corporation
(Swigert 1940).

Wallace describes his development as follows:

Superfinishing is the name of a method of mechanically
developing on metal parts a surface finish which
is optically smooth and metallurgically free of
any fragmented or smear metal, such as is cre-
ated by the dimensional operations of turning,
grinding, honing, lapping and/or burnishing.
The superimposing of this process over previous
machining operations removes the defective
boundary layer material and exposes, for
heavy duty load-carrying contact, the unworked
and undisturbed crystalline base metal. The
resultant Superfinished surface is a true, geo-
metrically developed, wear-proof bearing area,
free of oil-film rupturing protuberances, and
accurate to within submicroscopic range.
(Swigert 1940)

Theory

Abrasive Stone
A superfinishing abrasive stone is generally
vitrified bonded and has a hardness range of
HRH20–70. White aluminum oxide, silicon
carbide, cubic boron nitride, or diamond abrasive
is used. Abrasive sizes in the JIS#300–#500
range are used for coarse finishing, while
JIS#600–#1500 abrasives are used for a fine finish
(Matsui and Nakasato 1965; Onchi et al. 1995;
Varghese and Malkin 1998).

Finishing Mechanism
Figure 1 shows a schematic of the superfinishing
of a cylindrical workpiece. The stone follows a

sinusoidal path as a result of the workpiece rota-
tion combined with the stone oscillation in the
workpiece axial direction. The cutting velocity
v (m/min) and inclination angle y at any point
P are calculated with the following equations:

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vr2 þ ao cosotð Þ2

q
(1)

y ¼ tan �1 ao cosot=vrð Þ (2)

where vr is the workpiece peripheral velocity
(m/min), a is the amplitude of the stone oscillation
(m),o is the angular velocity, and t is the finishing
time (min).

The cutting velocity v is maximum (vmax) at
A and C and minimum (vmin) at B and D. The
maximum cutting velocity and maximum inclina-
tion angle Y are calculated as:

vmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vr2 þ aoð Þ2

q
(3)

Y ¼ tan �1 ao=vrð Þ (4)

A large maximum inclination angleY results in
continuous and significant changes in the direction
of the stone. This encourages self-dressing of the
stone to maintain sharp abrasive cutting edges and
contribute to the high material removal rate. Con-
versely, when the maximum inclination angle Y is
small, the self-dressing action is reduced, and the
loading of the stone is increased, which results in a
reduced material removal rate. Figure 2 shows rep-
resentative hardened steel (SUJ-2) surfaces super-
finished with (a) large inclination angle y and
(b) small inclination angle y.

Superfinishing, Fig. 1 Schematics of the superfinishing process: (a) processing principle, (b) sinusoidal abrasive path
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The wear characteristics of the stone are also
affected by finishing pressure. If the finishing
pressure exceeds a critical pressure, stone wear
is drastically accelerated as the stone fractures or
abrasive is released. Although this increases the
material removal rate, it hardly achieves a fine
finish. Accordingly, it is important to maintain
the superfinishing pressure below the critical pres-
sure. If two-phase finishing is needed, it is
recommended that the initial pressure be slightly
over the critical pressure to facilitate the self-
dressing action of the stone and then reduce the
finishing pressure to slightly below the critical
pressure.

Figure 3 shows a case study in which the radial
stone wear is plotted against the finishing pres-
sure. In this case, the stone wear drastically
changes around 60 kPa, which is determined to
be the critical pressure. In this case, therefore, the
finishing pressure should be set a little below
60 kPa to achieve fine finishing.

Asada’s work (which was reported others)
showed that the critical pressure in superfinishing
is influenced as follows (Matsui and Nakasato
1965):

(a) The critical pressure decreases with finer abra-
sive stones.

(b) The critical pressure increases as the bond
strength increases.

(c) The critical pressure decreases as the maxi-
mum inclination angle Y increases.

(d) The critical pressure is generally not
influenced by the average cutting velocity.

(e) The critical pressure decreases with decreas-
ing workpiece material hardness.

Superfinishing improves surface roughness
(producing surfaces smoother than 0.2 mm Ra)
and forms accuracy (e.g., out of roundness). The
material removal mechanisms in superfinishing
are considered to be similar to those in grinding
and honing (Puthanangady and Malkin 1995). As
grinding and honing do, superfinishing produces
an affected layer. In the superfinishing of hard-
ened steels, the layer thickness is about 1 mm,
which is about seven times thinner than the layer
produced in grinding (Asaeda 1952). The specific
energy is in a range of 50–700 J/mm3 (Chang
et al. 1997), and it is made up of cutting and

Superfinishing, Fig. 2 Surfaces processed with superfinishing: (a) large inclination angle, (b) small inclination angle
(Courtesy of Dr. Hashimoto)
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sliding actions. The specific energy due to cutting
consists of chip formation and plowing compo-
nents. The plowing component is dominant (over
80 % of the total cutting energy) when material
removal rate is low. When the material removal
rate is high, the ratio of the plowing component
to the chip-formation component is smaller
(Puthanangady and Malkin 1995).

Key Applications

Bearings
Automotive components (crankshafts, camshafts,

transmission shafts, gears, pistons, cam fol-
lower rollers, etc.)

Medical devices (orthopedic implants) (Chang
et al. 1997)

Cross-References

▶Honing
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Superhard Cutting Material

▶Ceramic Cutting Tools

Superhard Tools

Eckart Uhlmann1, Fiona Sammler3, John Barry2,
Javier Fuentes3 and Sebastian Richarz3
1Fraunhofer Institute for Production Systems and
Design Technology, Berlin, Germany
2Advanced Materials, Element Six Ltd, Shannon,
Clare, Ireland
3Berlin, Germany

Synonyms

Cutting tools; Diamond; PcBN

Definition

Superhard materials for defined edge tooling may
be defined as materials with a hardness exceeding
3,000 HV.

Introduction
Superhard materials also exhibit other properties
which are favorable in tooling materials such as
high thermal conductivity, low coefficients of ther-
mal expansion, and low coefficient of friction on
most materials. All commercial superhard materials
fall within the two broad categories of diamond or
cubic boron nitride (CBN). Diamond is well known
as the hardest material, with single crystal diamond
exhibiting hardness values of approximately
10,000 HV. Diamond materials however can be
most conveniently categorized according to their
microstructure/structure and corresponding method
of manufacture. The five categories of “synthetic”
diamond materials can thus be identified as:

• Polycrystalline diamond or “PCD” is produced
by sintering micron diamond powders under
ultrahigh pressure (>5 GPa) in the presence of
a metal “catalyst” such as cobalt. These
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materials are commercially available in a range
of grain sizes and typically are manufactured as
disks (50–75 mm in diameter) with a thin
(0.5 mm) layer of PCD bonded to a cemented
carbide substrate. A “residue” of metal in the
microstructure renders the materials electri-
cally conductive, thereby greatly facilitating
cutting tool production.

• Polycrystalline thick-film diamond is produced
by chemical vapor deposition. These materials
are free-standing diamond layers of between
0.2 and 1 mm in thickness and comprise
columnar grains of pure diamond.

• Single crystal diamond is produced by ultra-
high pressure synthesis from carbon using
a metal catalyst. Commercial production
methods produce cubo-octahedral crystals of
several mm to 10 mm in dimension, which are
sliced into regular geometric plates for the pro-
duction of ultraprecision cutting tools.

• Single crystal diamond is produced by chemi-
cal vapor deposition method. Regular geomet-
rical plates of such materials are commercially
available with edge lengths up to 10 mm.

• Thin-film diamond and diamond-like coatings
are deposited on finish-ground cemented car-
bide tools such as end-mills and drills. The
main benefit of CVD diamond coatings is that
there is no subsequent grinding or finishing
operation on the tool necessary.

In addition to the above five categories of syn-
thetic diamond, natural single crystal diamond is
still used to some extent in ultraprecision machin-
ing applications. All single crystal applications
require the diamond to be precisely orientated so
as to take advantage of the extreme anisotropy in
the diamond lattice. Synthetic diamonds offer the

advantage of having their crystal orientation
aligned to the edges of cuboids/plates.

Boron nitride is an entirely synthetic material
(with no natural occurrence) and the cubic crystal
structure (cBN) is synthesized from the softer hex-
agonal (HBN) allotrope using ultrahigh pressures as
in the case of diamond. CBN crystals exhibit less
than half the hardness of diamond, but there are no
industrial applications for suchmaterials. Instead, all
industrially relevant materials are polycrystalline in
nature, produced by sintering micron cBN powder
together with a variety of ceramic phases. Thus,
polycrystalline cBN (PcBN) tooling materials may
be classified most generally by their cBN content,
with most practitioners distinguishing between
high-content (>80%) and low-content PcBN. This
distinction is useful also in terms of the relevant
application areas. All commercial PcBN materials
are produced in the form of disks (50–95 mm in
diameter) with or without a hard metal substrate.
Some of the most notable properties of polycrystal-
line PcBN tooling materials, in comparison with
other cutting materials, are the high hot hardness,
up to 1,200 �C, and the high chemical resistance.
These properties are not only useful for withstand-
ing the relatively hot chip forming temperatures in
the cutting zone, but also make PcBN suitable for
the machining of hardened steels. The tendency of
the toughness of this material to increase as the
hardness decreases does not occur with the same
intensity as it does in other materials, such as
cemented carbides or ceramics. PcBN is therefore
an effective tool material for dry machining of high-
performance materials (König and Hiding 1994;
Clark and Sen 1998; Reuter 2001).

Table 1 compares the properties of superhard
bulk materials (excluding thin-film coatings
which are not amenable to conventional property

Superhard Tools, Table 1 Indicative properties of superhard materials for defined edge tooling applications

Hardness vickers
(N/mm^2)

Transverse bending
strength (MPa)

Thermal conductivity
(W/m.K)

Single crystal
materials

CBN �4,000 – 400

Diamond 5,000–10,000 1,000–3,000 1,500–2,000

Polycrystalline
materials

HP PCD 5,000–8,000 1,200–2,300 400–600

Thick-film CVD
Diamond

8,500–10,000 500–1,000 1,000–1,200

High-content PCBN �3,500 800–1,500 80–150

Low-content PCBN �3,500 700–1,000 40–70
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measurements). The values are intended for indi-
cation only and may vary between commercial
suppliers.

Although superhard materials other than dia-
mond and CBN have been synthesized in recent
years – including boron carbon nitride, cubic sil-
icon nitride, and boron sub-oxide, these are pre-
sently not of industrial importance as their
synthesis conditions are too extreme or their prop-
erties, other than hardness, insufficient for appli-
cation as cutting tools.

Theory and Application

Single Crystal Diamond for Ultraprecision
Machining Applications
Single crystal diamond is the only practical tool
material for ultraprecision machining applica-
tions. The extreme hardness of diamond provides
for optimum wear resistance, but also enables the
generation of near atomically sharp cutting edges
(a characteristic which also draws upon the
absence of grain boundaries). Diamond exhibits
pronounced anisotropy, which is exploited in the
production of ultraprecision tools – often, crystals
are orientated so the (110) plane is presented to the
polishing scaife so as maximize the rate of
polishing. In addition to the crystal plane, the
direction of polishing is also critical and each of
the (100), (110), and (111) planes exhibits differ-
ence numbers of “soft” directions.

In addition to the material’s extreme hardness,
monocrystalline diamond exhibits extremely low
coefficients of friction on most metals and non-
metals (of the order of 0.05), resulting in minimal
chip adhesion to the cutting edge. A thermal con-
ductivity of up to 2,000 W/m.K and a thermal
expansion coefficient of less than 2 ppm/K ensure
minimum thermal deflections and deviations.

Such is the relative expense of single crystal
diamond tools, they tend to be reserved for appli-
cations requiring below 10 nm surface finish and
submicron form accuracies. The generation of
optical components such as mirrors, lenses, and
lens molds from materials such as aluminum,
OFHC, silicon, electroless nickel, and germanium
is a relatively common application of monocrys-
talline diamond tools. Certain large volume
manufacturing processes use MCD tools, namely,
precision finishing of laminate flooring and
finishing of acrylic aircraft windows.

Polycrystalline Diamond Tooling Materials
The vast majority of diamond tools in use in
industry are manufactured from ultrahigh pressure
sintered PCD. Grades of commercial importance
vary in grain size from 1 to 30 mm, with finer grain
materials exhibiting higher strength and, gener-
ally, better surface finish capabilities relative to
coarse grain materials. The latter, however, tend to
exhibit greater wear resistance. The general rela-
tionships are illustrated in Fig. 1. The pores evi-
dent in each micrograph are where the cobalt

Fine Grain Medium Grain Coarse Grain

Increased Cutting Edge Quality (and Strength)

Increased Abrasion Resistance

25 μm

Superhard Tools, Fig. 1 General characteristics for fine, medium and coarse grained PCD materials (© element SDC)
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metal used to aid sintering normally resides (it has
been etched to reveal the intergrowth of diamond
grains). Although in effect a residue from the
manufacturing process, the cobalt phase, serves
to render the material electrically conductive as
well as imparting a significant degree of toughen-
ing. The ability to electrically conduct is of great
advantage in commercial tool production where
EDM technology is used to rough and finish-
machine PCD cutting tools (Tönshoff 2011).

PCD tooling materials are usually employed in
very large volume manufacturing processes such
as automotive engine and gearbox manufacturing,
wheel turning, and wood machining. In such
applications, tool lives may be 10–1,000 h and it
is generally found that PCD will exceed cemented
carbide tool lives by at least two orders of magni-
tude. PCD is also employed in the machining of
fiber-reinforced composites, cemented carbides,
and cast irons (precision finishing) (Kalpakjian
and Schmid 2001).

Diamond can also be produced via Chemical
Vapor Deposition (CVD). Using this process, dia-
mond is deposited from the gas phase directly
onto a substrate. CVD diamond can be deposited
as a thin-film tool coating directly onto the tool
substrate (Fig. 2) or as a thick-film insert, similar
to PCD. A diamond thin film is usually no thicker
than 40 mm whereby thick films typically have
thicknesses of 0.2–1 mm. CVD diamond can be
deposited in the form of nanocrystalline, micro-
crystalline, or multilayer films, referring to the
size of the diamond crystals in the film which
can be generated through the selection of particu-
lar process parameters during the CVD coating

process. The properties of these film types differ
with regard to the surface roughness, hardness,
oxidation resistance, and elasticity.

For example, the surface roughness of a nano-
crystalline film is very low and can be
implemented for high precision surface finishing
operations. The surface roughness of a microcrys-
talline diamond film is higher due to the larger
diamond crystals (Fig. 3); however, these coatings
possess a higher hardness than the nanocrystalline
films. The appropriate diamond film must there-
fore be chosen depending on the application of the
tools. Further types of CVD diamond film are
doped films. Both thick and thin films have
doped variants for the purpose of providing elec-
trical conductivity. CVD diamond has undergone
significant development in recent years and can
now challenge PCD tools in many applications

Diamond
crystal

CVD-
diamond
film

Tool
substrate

20 μm

ba
Grain
boundary

Superhard Tools,
Fig. 2 CVD diamond thin
film (a) schematically and
(b) deposited on a cemented
carbide thread milling drill
(Source: (a) VDI 2841
2008, (b) Institute for
Machine Tools and Factory
Management (IWF),
Technische Universität
Berlin)

Superhard Tools, Fig. 3 Microcrystalline CVD dia-
mond thin film on a cemented carbide substrate (Source:
Institute for Machine Tools and Factory Management
(IWF), Technische Universität Berlin)
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(Clark and Sen 1998; VDI 3824 2002; VDI 2840
2005; VDI 2841 2008).

CVD diamond coated tools are implemented in
the machining of lightweight materials in the auto-
motive and aeronautical sectors, for example, in the
machining of aluminum silicon and aluminum lith-
ium alloys. These alloys challenge the cutting
material due to the hard particles in the soft alumi-
num matrix and depending on the percentage of
hard particles, the tools exhibit adhesive or abra-
sive wear as well as coating delamination.

Although diamond is one of the most inert
materials, it will rapidly graphitize in contact
with ferrous metals at temperatures above
1,100 K, and as such, diamond is only by excep-
tion used in the machining of ferrous metals (and
typically with relatively low cutting speeds).
PcBN tools, however, have a greater inertness in
the presence of ferrous metals at high temperature.

Polycrystalline Cubic Boron Nitride (PcBN)
Single crystal cBN is not of industrial importance
for cutting applications as it offers few benefits
over monocrystalline diamond and is intrinsically
more difficult to synthesize. As such, all industrial
cBN tools are composite materials prepared using
powder metallurgical techniques, but sintered
under similar conditions to those used for the
synthesis of diamond and cBN from their softer
allotropes (graphite in the case of diamond).

The majority of PCBN tooling materials con-
tain 40–70% cBN with the remainder being pri-
marily TiC, TiCN, or TiN ceramic. These tooling
materials exhibit excellent abrasion resistance and
chemical wear resistance and are mostly used in
the machining of hardened steels. Grades with
lesser amounts of cBN tend to be used for contin-
uous turning operations, while grades for
interrupted turning and milling more commonly
contain 60–70% cBN. Despite being somewhat
counterintuitive, thin PVD ceramic coatings
applied to PcBN tools can increase tool lives or
enable operation at higher cutting speeds.
Approximately half of all PcBN tools in use
today are coated.

High-content PcBN grades (containing >80%
cBN) are used for machining of cast irons, heavy
turning, and milling of hardened steels and for

finish-machining of powder metal components.
These materials tend to have better thermal
shock resistance and strength but exhibit more
rapid crater wear in comparison to low-cBN
grades.

Due to the fact that PcBN composites exhibit
only moderate strength values, yet are used to
machine many of the highest strength metallic
work materials, virtually all tools are employed
with negative cutting geometries, and cutting edge
chamfers of 20–30� are commonly employed, as
are edge hones (cutting edge radii). This is in
contrast to diamond tools, which invariably are
used in a neutral or positive cutting geometry.

Research is currently being undertaken on the
topic of cubic boron nitride (cBN) tool coatings
(Fig. 4). These coatings possess high hardness and
wear resistance and can be used in the machining
of unalloyed, alloyed, and hardened steels as well
as nickel-based alloys. For example, cBN-coated
cutting inserts with a chip breaker geometry were
used in the machining of nickel-based alloys and
compared with TiAlN-coated inserts. At a cutting
speed of vc = 50 m/min, the cBN-coated inserts
exhibited a tool life of 15 min, a 100% longer tool
life than that of TiAlN-coated inserts (Uhlmann
et al. 2009).

Cross-References

▶Cutting, Fundamentals

cBN

B4C/BCN

TiAlN

WC/Co 2 μm

Superhard Tools, Fig. 4 CBN coating on a cemented
carbide substrate with interlayers to increase coating adhe-
sion (Source: Uhlmann et al. 2009)
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Supersonic Spray

▶Cold Spray

Supply Chain

▶Logistics

Supply Chain Management

Paul Schönsleben
Betriebswissenschaft, ETH Zürich, Zürich,
Switzerland

Synonyms

Management of the extended enterprise

Definitions

There are several definitions of this term, as there
also are several definitions of the term “supply
chain.” In 2014, two important professional orga-
nizations in the field, APICS (the Association for
Operations Management, founded 1957; see also
www.apics.org) and the Supply Chain Council
(SCC, founded 1996; see also www.supply-chain.
org), merged. Together, they represent a (if not the)
leading professional association for supply chain
and operations management. Therefore, it seems
adequate to refer to APICS and SCC definitions.

According to APICS, a supply chain is “the
global network used to deliver products and ser-
vices from raw materials to end customers
through an engineered flow of information, phys-
ical goods, and cash” (Blackstone 2013). Thus, a
supply chain can include procurement networks,
production networks, distribution networks,
logistics networks, and service networks.

According to APICS, supply chain management
(SCM) is “the design, planning, execution, control,
and monitoring of supply chain activities with the
objective of creating net value, building a competi-
tive infrastructure, leveraging worldwide logistics,
synchronizing supply with demand, and measuring
performance globally” (Blackstone 2013).

These definitions are generally applied to the
comprehensive design, manufacturing, and deliv-
ery process of a product or a service within and
across companies. In competitive markets, the
underlying concept perceives a supply chain to
be in competition with other supply chains in
order to sell its products to potential end cus-
tomers (users).

Clearly, SCM principles can and should be
applied to the other phases of the entire product
life cycle, that is, also to the use phase (e.g., the
after-sales service network), and also – as already
the SCOR model suggests – to the return,
recycling, and disposal phase (see Fig. 3 below).

Theory and Application

Figure 1 shows one of the characteristic tasks
handled by SCM, namely, the ongoing synchro-
nization of supply with demand in the
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comprehensive supply chain. The organizational
units (here called entities) involved can be legally
independent companies, as well as profit or cost
centers within a company.

Figure 2 groups the tasks in which all organi-
zational units of a supply chain invest in different
areas, namely, supply chain structure, supply
chain organization, and the required information
technology.

Building Trust and Establishing Principal
Relationships
To achieve an effective synchronization, cooper-
ation between the entities of the comprehensive
supply chain is essential. In contrast to relation-
ships that are buyer dominated or supplier domi-
nated, in a balanced partnership relationship, the
intensity of the cooperation can be significantly
greater. This demands a high degree of compe-
tency in organizing the network, particularly of
the leading partner in the supply chain. As a
supply chain is in competition with other supply
chains, the aim of each company in the supply

chain should be to get a bigger pie, that is, a
bigger share of the market and not a bigger
piece of the pie, that is, a bigger share of the
value added of the supply chain.

In order to cooperate long term and intensively
in a supply chain, the following trust-building
measures have proven significance. Firstly, create
the required conditions in your own company.
This comprises the necessary mentality for a
mutual win–win situation, openness to sugges-
tions from internal and external participants, ori-
entation toward procedures and value-adding
tasks, and delegation, teamwork, and the like.
Secondly, where possible, place emphasis upon
local networks (local sourcing). This principle is
extensively applied by Toyota in Nagoya, where
its system suppliers’ premises are in a 30 km
periphery around the assembly lines of Toyota.
Local proximity affects not only logistics favor-
ably (speed, transport, and carrying cost) but also
has a particularly favorable effect on relationships
among the participants. Thirdly, do not exploit
strengths in your company’s negotiating position.

Aggregate all
sources
of supply

Aggregate all
sources

of demand

Develop plan that
aligns supply resources

to meet demand  

Plan Supply Chain

. . .Entity A Entity B Entity C

Deliver Source Make

Entity D Entity E Entity F

Deliver Source Make

Supply Chain Management, Fig. 1 Ongoing synchronization of supply with demand in the comprehensive supply
chain (Taken from SCOR (2004, p. 22). Copyright APICS Supply Chain Council. Used with permission)
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Present all intentions openly (no hidden agendas).
Formulate the objectives of the cooperative ven-
ture clearly for all. The primary competition is
competition of the entire supply chain against
other supply chains for the favor of the user.
Competition between buyer and supplier within
the supply chain is of secondary importance. The
optimum depth of added value of a partner in a
supply chain is not necessarily optimal for the
total supply chain. It is advisable to distribute
gains from a cost reduction or increase in earnings
equally, because it is the partnership that is the
primary factor in success and not the individual
contribution of a partner. A balanced win–win
situation for all companies involved is prerequi-
site to long-term or intensive cooperation.

Working Out Collaborative Processes
in the Supply Chain
The ongoing synchronization of supply with
demand is based upon the internal chain of
“source,” “make,” and “deliver” in each of the

entities involved. All demand and capabilities of
fulfilling them are carried by the network as a
whole and reconciled jointly. Based on this idea,
the Supply Chain Council published the supply
chain operations reference model or simply
SCOR model (SCOR®). SCOR is an aid to stan-
dardization of process chains within and across
companies. See here (SCOR 2014). The aim of
SCOR is to foster a common understanding of
processes in the various companies participating
in a supply chain. The SCOR model is iteratively
updated; the most recent version available only to
members. The model is comprised of multiple
levels. Level 1 can be seen in Fig. 3, depicted
here from the now-superseded version 10.0.

Emphasis is put on commonly agreed perfor-
mance measurement along the supply chain. The
SCORmetrics are made up by five groups of SCM
key performance indicators (KPI): firstly, supply
chain reliability (perfect order fulfillment);
secondly, supply chain responsiveness (order ful-
fillment cycle time); thirdly, supply chain agility

Supply Chain
Structure

Your Company

Supplier A

Supplier B

Supplier C

Supplier D

Supply Chain Software

E-Marketplaces

Internet / XML

Supply Chain Responsibilities

Information and Communication

Process Design 

Information-
Technology

Supply Chain
Organization

Performance Measurement 

Network Configuration

Building Trustful Relationships

Collaboration Management
(Planning and Execution) 

Customer A

Customer B

Customer C

Customer D

Customer E

Supply Chain Management, Fig. 2 Tasks and investment areas for intensive cooperation in the partnership relation-
ship (Taken from (Schönsleben 2016), Section 2.3.1)
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(upside supply chain flexibility, upside supply
chain adaptability, downside supply chain adapt-
ability, overall value at risk (VaR)); fourthly, sup-
ply chain costs (SCM costs, cost of goods sold);
and fifthly, supply chain asset management (cash-
to-cash cycle time, return on supply chain fixed
assets, return on working capital).

Collaborative Order Processing: Avoiding
the Bullwhip Effect
To fulfill the objectives of the collaboration, not
only must planning and control systems be linked
but close contact among the participants is also
necessary. According to APICS, collaborative
planning, forecasting, and replenishment (CPFR)
is “a process whereby supply chain trading part-
ners can jointly plan key supply chain activities
from production and delivery of final products to
end customers. Collaboration encompasses busi-
ness planning, sales forecasting, and all opera-
tions required to replenish raw materials and
finished goods” (Blackstone 2013).

A key tool for CPFR and thus for effective SCM
is blanket orders. A blanket order is a long-term
agreement for a great number of deliveries, either
material or capacities. Sometimes, a long-term

blanket order may be precision-tuned for shorter-
term time intervals. According to Blackstone
(2013), a blanket release is “the authorization to
ship and/or produce against a blanket agreement or
contract.”

In SCM, it is very important to implement
countermeasures to prevent the bullwhip effect,
also called the Forrester effect (Forrester 1958).
The bullwhip effect is an extreme increase of the
variation of (excess) inventory and back orders as
well as an increase of open order quantities
upstream in the supply chain from customer to
the various tiers of suppliers, generated by a
small change or no change in customer demand.
See here also Lee et al. (1997) and Simchi-Levi
et al. (2007). In addition, the longer the lead times
of goods, data, and control flow are, the stronger
the bullwhip effect is. Fig. 4 shows this effect.

A famous example, analyzed and published by
Procter & Gamble, is the demand for Pampers
disposal diapers. Besides the fluctuation of the
demand, the bullwhip effect is also caused by infor-
mation processing obstacles in the supply chain; the
obstacles are information time lag and distortion
(by the actual orders). Appropriate countermeasures
are reducing the manufacturing lead times in

Customer’s

Customer 

Suppliers’

Supplier 

Supplier

Internal
or External 

Your 

Company

Customer

Internal
or External 

Deliver Source Make Make Deliver Source
Source Make Deliver

Deliver Source

Return Return

Return

Return ReturnReturn Return

Return

Plan

PlanPlan PlanPlan

Supply Chain Management, Fig. 3 The SCORmodel, version 10.0, level 1 (Copyright APICS Supply Chain Council.
Used with permission)
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general and quickly adapting manufacturing lead
times on demand, based on rapid information
exchange by point-of-sale scanning.

Cross-References

▶ERP Enterprise Resource Planning
▶Operations Management
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Supply Chain Management, Fig. 4 Open order quantities and inventories/back orders in a supply chain: the bullwhip
effect (or Forrester effect) (Taken from Schönsleben (2016), Section 2.3.1)
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Institut für Fertigungstechnik und
Werkzeugmaschinen, An der Universität 2,
Garbsen, Germany

Synonyms

Surface and subsurface characteristics; Surface
and subsurface properties

Definition

Surface integrity means the inherent or enhanced
condition of a surface produced in a machining or
other surface generating operations (according to
Field and Kahles 1964).

Theory and Application

History
The term “surface integrity” in the context of
machined surfaces was launched by Field and
Kahles in the middle of the 1960s (Field and
Kahles 1964). Subsequently more and more publi-
cations made use of this expression understanding
plastic deformation, microcracking, phase transfor-
mations, hardness variations, tears and laps, resid-
ual stresses, etc. as typical measures to investigate.

In 1991 Brinksmeier indicated the following
quantities to be measured for the description of
surface integrity, including the subsurface for
characterization (see Fig. 1): surface – profile,
orientation of machining grooves, topography,
roughness, etc. – and subsurface, material, micro-
structure, texture, residual stress, hardness,
etc. (Brinksmeier 1991).

Terminology
“Surface” in common sense describes the external
limitation of a component. In natural science,
“surface” means the boundary between two
media. For production technology, another speci-
fication is necessary. The DIN standard 4760
gives three definitions to be distinguished for
“surface” (DIN 4760 1982):

1. Real surface: surface that separates the compo-
nent from the surrounding medium

2. Actual surface: metrologically detected,
approximated image of the real surface of a
shaped element, may depend on the measure-
ment method

3. Nominal surface: ideal surface, shape defined
by engineering drawing or other technical
document

As many effects are not strictly limited to the
surface, it makes sense to include the subsurface
into surface integrity considerations. “Subsur-
face” denotes that volume range of the material
below the surface, where its properties have been
modified by a machining process.

Characteristics
The surface of a component is the part being in
contact with the surrounding medium, another
component, or the eye of a viewer. The subsurface
of a component must be able to compensate the
demands acting upon it, in combination with a
maximized lifetime. Herefrom the requirements
on machined surfaces and subsurfaces result.

Surface Integrity, Fig. 1 Surface and subsurface prop-
erties (Brinksmeier 1991)
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In the following, important surface and subsur-
face properties are discussed, including possibili-
ties for their quantification.

Topography
Most of the properties of a machined surface
depend on its topography. For the specification
of surface topography, a multitude of different
roughness parameters has been defined,
the most common being the mean roughness
Ra, the average peak-to-valley height or rough-
ness depth Rz, and the maximum roughness
depth Rmax.

The mean roughness Ra is able to detect grad-
ual changes in surface topography, e.g., as a result
of tool wear. Peaks and grooves, however, cannot
be distinguished, just as little as different profile
shapes. For this, additional roughness values have
to be determined.

Ra is regarded as a reliable parameter, as its
determination is a result of intense averaging
(Volk 2005). Ra denotes the mean deviation of
the profile from the centerline (see Fig. 2). Its
calculative determination is done by (DIN EN
ISO 4287 2010).

Ra ¼ 1

l

ðl
0

Z xð Þj jdx

where l means the evaluated fraction of the mea-
sured length and z is the distance of the profile
from the centerline within the measured length.

The application of average peak-to-valley
height Rz and maximum roughness depth Rmax as
a combination allows the detection of individual
outliers. If Rmax is significantly higher than Rz, an
extra high peak exists.

For the determination of Rz and Rmax, the mea-
sured surface profile is filtered by the threshold
wavelength lc, which separates roughness from
waviness. The measuring distance ln is divided into
five equal sections lrwith the length of lc. From each
section, the maximum peak value zi is taken, and the
mean average is calculated according to (see Fig. 2).

Rz ¼ 1

5

X5
i¼1

zi

For each section, the distance from the highest
peak to the deepest groove is determined. The

mean roughness Ra average peak-to-valley height Rz

maximum roughness depth Rmax

Rmax = greatest roughness depth
           within ln

Rmax

Ir1 Ir2 Ir3 Ir4 Ir5

Inλc

z(x)

x

Ra

Rz

z

centerline

ln lr

Surface Integrity, Fig. 2 Topographic parameters Ra, Rz, and Rmax (Volk 2005)
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highest distance within sections l1–l5 is defined as
Rmax (see Fig. 2) (Volk 2005).

The measurement procedures for roughness
parameters work either in contact or contactless.
Basically three measuring principles can be
distinguished:

• Tactile methods
• Optical methods
• Scanning probe microscopy methods

Classical measurement procedures perform a
section of the surface, which means that they work
two-dimensionally. All standards refer to these
methods. Scanning or the application of special
sensors moreover allows the determination of pla-
nar roughness values. For the three-dimensional
case, it is necessary to define the roughness
parameters anew. This is currently being done
within the standard DIN EN ISO 25178 (2013),
which at present has the status of a technical draft.

For the measurement of machined surfaces,
mostly two-dimensionally working tactile stylus
instruments are applied. At this a stylus tip (as a
rule made of diamond) is moved along the sur-
face, and its displacement against a reference
plane is measured. The obtained profile finally is
treated mathematically. On mild surfaces, the sty-
lus tip may leave marks, which is a disadvantage
of tactile measuring methods.

This problem does not occur, if contactless
procedures are applied. Optical systems have
great potential for the application in surface mea-
surement (Inasaki and Karpuschewski 2001).
Optical point sensors with different measurement
principles are applied.

Scanning probe microscopy methods use
a probe to obtain information on the surface
micro-geometry. The probe as a rule is a solid
body, except for the scanning electron micro-
scope, where the electron beam is regarded as a
probe. The probe scans the surface with or without
contact, depending on the kind of interaction. An
image of the surface is created from the measure-
ment data. These methods capture only a small
surface section but deliver a high resolution.
Important methods are, e.g., scanning tunneling
microscopy, atomic force microscopy, and scan-
ning electron microscopy.

Chemical Composition
The chemical composition of a component sur-
face may differ from that in the core. This can be a
result of chemical reactions between tool and
workpiece material or lubricant and workpiece
material during machining as well as diffusion
processes. Hence, it is important to have informa-
tion on the chemical composition of the surface.
The methods for analyses of the chemical compo-
sition, which are applied in production technol-
ogy, are based upon interactions of energy-rich
radiation (electromagnetic waves or electrons)
with the atoms of the specimen surface (Fig. 3).
Some important analysis procedures are briefly
described in the following.

Possibilities for the Quantification of Surface and
Subsurface Properties

Energy Dispersive X-Ray Analysis (EDX) If
an electron near the nucleus gets an impulse by
energy-rich radiation, it will be removed from its
position and leave the atomic shell (see Fig. 3a).
An electron from a higher shell will fill the blank
position. The energy which is set free by this is
emitted as X-radiation (see Fig. 3b). The energy of
this X-radiation is specific to the atom (i.e., the
chemical element) that is emitting it. This radiation,
also called characteristic radiation, thus can be used
for the identification of chemical elements. As a
rule, different electron changes occur at the same
time so that different characteristic energy levels
can be detected for each chemical element. The
detection of characteristic X-radiation is performed
by the use of energy dispersive analyzers
(detectors). Elements with an atomic number >5
can be evaluated qualitatively and quantitatively.
Often scanning electron microscopes are equipped
with energy dispersive X-ray detectors.

Auger Electron Spectroscopy (AES) During
the generation of characteristic X-radiation, there
exists a competitive effect, where the succeeding
electron submits its energy radiationlessly to an
exterior electron, which leaves the atomic shell
(see Fig. 3c). This is the so-called Auger effect;
the released electron is called Auger electron. The
Auger effect is more distinct for light atoms, in
opposition to characteristic X-radiation. The
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specific attribute of Auger electrons is their
energy. Measuring this energy by an electron
spectrometer allows identification of the emitting
chemical element.

Microprobe Analysis Thismethod belongs to the
most exact physical methods for the determination
of local chemical compositions (Ammann 1994).
Such as the energy dispersive X-ray analysis, also
the microprobe analysis is based uponmeasurement
of the intensity of characteristic X-radiation, excited
by an electron beam. In contrast to EDX, the X-ray
quanta here are detected no longer as energy disper-
sive but wavelength dispersive. Curved focusing
X-ray monochromators are used for high angular
resolution. In opposition to scanning electronmicro-
scopes, the electron beam is fixed in microprobes.
This wavelength dispersive method allows a
detection limit which is two to three magnitudes
lower than for energy dispersive methods. All
elements with an atomic number >3 can be
analyzed.

X-Ray Photoelectron Spectroscopy (XPS)
This method is based upon the photoelectric effect
(see Fig. 3a), which is activated by low-energy
X-radiation (usually Al Ka or Mg Ka radiation).
The specimen chamber is evacuated. The released
electrons are emitted into the vacuum (photo
emission), where their energy is determined by
the use of an electron spectrometer, comparable
to AES. Quantitative determination of the chem-
ical composition requires substantial corrections
of the measured spectrum (Briggs and Grant
2003). By variations of the incident angle, this
method can deliver very surface-near information
(monolayer).

Glow Discharge Optical (Emission) Spectros-
copy (GDO(E)S) This method is mentioned
here, though it is not focused on surface analysis
but on quantitative analysis of the chemical com-
position of materials in general. By development
of GDOS methods in the 1960s, the significantly
more time- and cost-consuming wet chemical

Surface Integrity, Fig. 3 Physical basics for the determination of the chemical composition (Briggs and Grant 2003)
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analyses could be replaced, e.g., in the steel and
aluminum industries (Wilken 2004).

Material from a specimen is removed and
excited by cathodic evaporation via glow dis-
charge. The light, emitted by the atoms, is
detected wavelength dispersively by the use of
an optical spectrometer. The determined intensi-
ties are proportional to the mass of the particular
chemical element and its concentration in the
specimen. All elements from the periodic table
can be analyzed. As this method removes material
from the surface, GDOS can be used for the detec-
tion of gradients of the chemical composition in
the subsurface.

Phase Composition
All analysis methods described before cannot dis-
tinguish different phases of the same material,
e.g., a-Ti and b-Ti. For phase determination, scat-
tering methods have to be applied. The most com-
mon is X-ray diffractometry (XRD), which can
perform qualitative and quantitative phase analy-
sis of surface-near regions, as the penetration
(information) depth of the X-rays used by this
method is limited to a few microns (depending

on X-ray energy and specimen material). Mono-
graphs on XRD methods describe the application
in detail (Jenkins and Snyder 1996; Cullity and
Stock 2001; Spieß et al. 2009).

Also electron diffraction methods like electron
backscatter diffraction (EBSD) can deliver phase
information (see Fig. 4). EBSD, applied in scan-
ning electron microscopes, assigns to each surface
grain its phase affiliation and its orientation as a
result of detected Kikuchi diagrams during spec-
imen scanning (Schwartz et al. 2009). Figure 4
shows an EBSD analysis result for a two-phase
titanium specimen.

Hardness
Hardness as resistance of a material against pene-
tration of another body marks a decisive material
characteristic. The hardness of important con-
struction materials can be influenced or selec-
tively set by special hardening processes.
Hardening is based upon different principles,
e.g., the formation of martensite in steels as a
result of thermal treatment. For nonferrous metals,
precipitation hardening plays an important role.
Alloying elements are deposited by a multilevel

Phase
Total
Fraction

Partition
Fraction

Titanium - Beta 0.033

0.967 0.967

Bre/60759 © IFW50 μm 50 μm

0.033

Titanium - (Alpha)

Surface Integrity, Fig. 4 Quantitative phase determination by EBSD for a two-phase titanium material
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thermal process. Their phase boundaries and size
influence the increase of hardness and stability
decisively. This attribute improvement is based
upon the hindrance of the motion of dislocation
(Bargel and Schulze 1988).

For hardness determination, different methods
are possible: scratching the surface, penetration of
an indenter with static or dynamic loads, or
rebound as a result of elastic material behavior.
The methods with a penetrating indenter are the
most important ones. The applied methods are
distinguished, e.g., by the shape of the indenter.
Brinell hardness is determined by a ball-shaped
indenter, while Vickers hardness applies a
pyramid-shaped one. After the indenting test
with a certain load, the surface area of the inden-
tation is measured which delivers a value for
material hardness. Determination of Rockwell
hardness uses the depth of the indentation instead
of the surface area (Bargel and Schulze 1988).
Independent of the method, the so-called surface
hardness can be determined normal to the
corresponding surface, while hardness-depth gra-
dients have to be determined on cross-section
polishes.

Microstructure
Most of the important construction materials are
polycrystalline. The assembly of grains of the
material forms its microstructure, which is char-
acterized by grain size and shape. Microstructures
can be homogeneous or heterogeneous (Bargel
and Schulze 1988). Often the microstructure of
the subsurface is modified compared to that of the

basic material as a result of machining. Classical
methods for uncovering microstructures are
based upon metallographic methods. A specimen
of the material in question is ground and polished
and in most cases etched, before it is investigated
microscopically. Figure 5 shows a polished micro-
graph section of a two-phase titanium material
(Gey 2002).

Residual Stress
Residual stress can be determined with indirect or
with direct methods. In both cases, strain is mea-
sured, and from this residual stress is calculated.
The indirect method is based upon measuring the
distortion of a stressed part after separation of a
small part or layer. Measurement is done by strain
gauges or via optical interference. Residual stress
computation needs the application of algorithms
from elasto-mechanics. Because of the “devia-
tion” by springback of the remaining body, this
procedure is called indirect method (Toenshoff
and Denkena 2004).

Between the direct methods, the X-ray
diffractometric sin2c method is the most impor-
tant one (Macherauch and Müller 1961). With
this method, according to Bragg’s diffraction con-
dition, net plane distances dhkl are measured, i.e.,
existing strains are measured directly. As strain of
a specimen is direction dependent, it is necessary
to incline the specimen around the angle c
(Fig. 6).

The net plane distances dhkl in ideal case
show a linear distribution versus sin2c, from
which the residual stress state in the measured

Surface Integrity, Fig. 5 Polished micrograph section of a two-phase titanium material (Gey 2002)
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direction can be determined (Fig. 7). The residual
stresses determined by this method are as a rule
two-dimensional.

For the determination of residual stress-depth
gradients, material has to be removed gradually,
e.g., by electrolytic polishing. This arises from the
low penetration (information) depth of the X-rays

into the material, which lies in the range of few
microns only. Based upon the sin2c method, sev-
eral new methods have been developed, like the
scattering vector method (Genzel 1999), which
allow nondestructive determination of residual
stress-depth gradients in depths lower than pene-
tration depth. These methods are applied, e.g., for

Surface Integrity, Fig. 6 Direction-dependent lattice strain by residual stress (Brinksmeier 1982)

Surface Integrity,
Fig. 7 Correlations of
strain and stress at the sin2c
method (Macherauch and
Müller 1961)
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the determination of gradients in PVD and CVD
coatings. Due to the development of sensitive
detectors, also energy dispersive X-ray scattering
experiments for the nondestructive determination
of residual stress-depth distributions in the X-ray
lab gain importance (Genzel et al. 2010).

Cutting and grinding processes generate resid-
ual stresses in the machined component. In the
surface itself, only two axial stresses can occur.
There are mainly two sources that create residual
stresses during machining: mechanical loads and
thermal effects. Mechanical load leads to com-
pressive residual stress as a result of plastic strain
in the surface-near regions. In front of the cutting
edge, elastic and plastic compressions occur.
Behind the tool contact, plastic and elastic strain
arises, which partly springs back. After load
relieving, compressive residual stresses remain
(Toenshoff and Denkena 2004).

During machining, the material subsurface is
heated temporarily to high temperatures. By this
the surface-near layers expand as a result of ther-
mal compressive stress. The surface-near layers
deform plastically in a state of reduced yield
strength. After cooling down to room tempera-
ture, tensile residual stresses result. As in machin-
ing both mechanical and thermal influences act
concurrently, they interfere with each other
strongly nonlinear. A simple superposition is not
valid, but a formal overlap can give indications for
thermal and mechanical relations in the chip for-
mation zone (Toenshoff and Denkena 2004).

Texture
Crystallographic texture describes the orientation
of crystallites to each other or to a specimen
coordinate system. The two extremes of texture
are random orientation (Fig. 8, top), where there is
no preferred orientation and the material behaves
quasi-isotropic, and distinct texture (Fig. 8, bot-
tom), where the material behaves anisotropic.

Textures mostly are a result of forming pro-
cesses like rolling and extruding, but they may
also occur after cutting processes, which lead to
modified physical material properties like hardness
and corrosion resistance. Textures can be identified
by scattering experiments, applying electrons, neu-
trons, or X-rays. Most common are X-ray diffrac-
tometric methods, though the application of
electron backscatter diffraction (EBSD) gains
importance. In X-ray diffractometry, the specimen
has to be rotated around its normal and tilted grad-
ually in a range of 0–70�. The diffracted intensity
of low-indexed peaks is measured in dependency
of rotation (azimuth) and inclination (polar dis-
tance) angle and displayed in the so-called pole
figures (Fig. 9). From the hereby obtained infor-
mation, orientation distribution functions (ODF)
for quantitative texture analysis and theoretical
pole figures can be computed (Bunge 1969).

Systematic Setting of Surface and Subsurface
Characteristics by Machining
The above knowledge can be used for a targeted
design of surface and subsurface during

Surface Integrity,
Fig. 8 Random texture
(top) and cube texture
(bottom) (Bunge 1969)

1664 Surface Integrity



machining. As most surface properties are a result
of micro-geometry, roughness plays the most
important role for surface quality. In machining
processes, roughness can be controlled by a
proper choice of machining parameters. In turning
processes, e.g., feed is the critical parameter. In a
wide range, roughness is increasing nearly linear
with increasing feed. At very low feeds, second-
ary effects, e.g., vibrations, penetration of the tool
into the material, material properties, or minimum
chip thickness, gain importance and lead to higher
roughness values than expected. Other machining
parameters like cutting speed or depth of cut have
lower influence on surface roughness in turning.

In grinding processes, increasing single-grain
chip thickness leads to increasing roughness as
well as a decreasing number of active cutting

edges. Thus, by decreasing grain size, decreasing
pressure of tool engagement, or increasing cutting
speed, surface quality in grinding can be con-
trolled in a certain range.

Residual stress in the surface reflects the
residual stress state in the subsurface only very
insufficiently. For the understanding of the
development and the actual state, it is thus
required to determine residual stress-depth gradi-
ents. According to a model assumption, pure
mechanic influences would cause compressive
residual stress with its maximum in the surface,
while the superimposing thermal effects lead to
the typical residual stress-depth gradients shown
in Fig. 10 (Jacobus et al. 2000).

Another model, which has been derived from
end milling of aluminum, explains the typical

Surface Integrity, Fig. 9 Pole figures of aluminum foil, measured by X-rays

Surface Integrity,
Fig. 10 Model of residual
stress development
(according to Jacobus et al.
2000)
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gradient as a result of pure mechanical influence;
as in the investigated process, the temperature
development could be neglected (de León 2009).
This model allows a parametrization of the curve
and a definition of typical values, e.g., surface
residual stress ssurf, maximum residual stress
smax, depth of maximum residual stress dmax, or
depth of stress absence ds0 (Fig. 11) (de León
2009).

With the knowledge that mechanical loads dur-
ing machining lead to a shift of the stress curve
into direction of compressive stress and thermal
influences lead to a shift into direction of tensile
stress, it is possible to generate a tailored residual
stress-depth distribution by variation of machin-
ing parameters.

In practice, however, this seems to be very
difficult as a round-robin collaborative work of
12 international researchers as a round robin test
shows. Target was to machine a steel sample of
AISI 52100 (100Cr6) in order to get �200 MPa
compressive stress at the surface. As processes
milling, grinding, turning, fine grinding, and
EDM were applied. Only turning and fine grind-
ing reached about the given value; the others
scattered in a range of �800 MPa to +600 MPa.
The results will be forthcoming in the CIRP
Annals Manufacturing Technology (Jawahir
et al. 2011).

Correlations Between Component
Characteristics and Component Performance
Component performance is influenced decisively
by surface and subsurface characteristics. They
may either extend or shorten the lifetime of a
component considerably. Many of the character-
istics are defined by the final machining process so
that it is of particular importance for component
quality.

For a functional surface, e.g., a sealing face, the
roughness needs to go below a certain limit, in
order to guarantee a correct function of the com-
ponent. Also corrosion resistance may be a func-
tion of roughness. An ideal smooth surface
possesses a small area, which is enlarged with
increasing roughness, giving a greater corroding
surface.

In case of tensile, bending, torsion, or alternat-
ing loads, roughness may be of particular impor-
tance for the component’s lifetime, namely, if
roughness values exceed a certain limit, so that
stress concentration as a result of the notching
effect occurs. Near a notch stress increases dispro-
portionately intense and may reach unexpectedly
high values (Thum et al. 1960). Size and type of
the notch influence the dimension of the appearing
stress, which may shorten the component’s life-
time considerably.

The microstructure of a material is responsible
for specific material characteristics. It can be set
selectively, e.g., by heat treatment. Machining
processes, which work near a technologically jus-
tifiable load limit, bear the danger of accidental
microstructure modification. One prominent
example for this is grinding burn. The term grind-
ing burn is used, if in grinding processes a too
high thermal influence of the microstructure has
taken place, with the result of a microstructure
modification, which shortens component lifetime,
in some cases drastically.

For instance, during grinding of a case hard-
ened steel, the heat input into the workpiece may
lead to an undesired modification of the micro-
structure from martensitic to pearlitic. Addition-
ally the existing and essential compressive
residual stress is reduced or in disadvantageous
cases even shifted to tensile residual stress, thus
making the component not suitable for its

Surface Integrity, Fig. 11 Curve parametrization and
characteristic values of residual stress-depth gradients
(according to de León 2009)
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intended use. Grinding burn is detected by com-
plex etching procedures (nital etching) or by
Barkhausen noise analysis (BNA). Currently
methods are developed that take regulating action
of the process in order to detect the danger of
grinding burn and avoid its development (Liu
et al. 2006; Saxler 1997).

Another prominent example for accidental
microstructure modification is white layers, more
or less thick surface layers in hardened materials.
They show a clearly increased hardness and a resis-
tance against etching so that they appear white in
metallographic polished sections. The phenomenon
appears in certainmachining processes like grinding
or hard machining but also on railroad tracks, as a
result of mechanic and thermal influences. Below
the white layer, there is also more or less thick,
tempered zone with reduced hardness. Microstruc-
tural analyses of white layers lead to different results
(Guo and Sahni 2004).

Concerning residual stresses, it is basically
valid that, in case of compressive residual stress,
a gain of fatigue strength, depending on the com-
pressive residual stress amount, can be expected.
This effect, however, is depending on material
hardness. Hardened materials as well as heat-
treated steels show the effect clearly, while
recrystallized material shows no change of fatigue
strength at different residual stresses (Sollich
1994). Tensile residual stress forwards crack gen-
eration and propagation, which affects fatigue
strength. An exception can be found at hard-
turned components, which in spite of tensile
residual stress in the surface show a comparable
fatigue strength to ground specimens with com-
pressive residual stress. The reason for this is most
likely the fact that the tensile residual stress is
limited to very surface-near regions only, while
in deeper regions, compressive residual stress
hinders crack propagation (Borbe 2001; Renner
et al. 2000).
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Synonyms

Roughness parameter

Definition

Parameter, defined as a number and a unit that
characterizes an averaged dimensional property of
a surface.
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Theory and Application

Surfaces and Parameters
A surface can be characterized by many, many
parameters. In fact, it is easier to define a new
parameter than to come with a thorough analysis
of the usefulness of the already existing parame-
ters. Parameters are defined in many ISO stan-
dards (see references). They can be separated in
2-D and 3-D parameters, and further separation is
possible in amplitude parameters, spacing param-
eters, hybrid parameters, parameters derived from
integrated probability density curves, and topo-
logical parameters.

This section is confined to surface texture char-
acterizing parameters. For the definedR (roughness)
parameters, there are equivalent P (unfiltered
profile) parameters and W (waviness) parameters
that are defined for longer wavelength limits.

Roughness parameters naturally depend on the
length scale where they are defined. In dimen-
sional metrology, this scale is confined between
the short-wavelength cutoff lengths ls and the
long-wavelength cutoff lc. In the ISO 25178
series these terms are replaced by S-nesting
index and L-nesting index respectively. It is a
common requirement that within the short-
wavelength cutoff length, at least some five mea-
surement points should be taken, to keep the fil-
tering well defined for short wavelengths.
Parameters and specifications can only be usefully
compared when the same cutoff lengths are used
and meant (Leach and Haitjema 2010).

Indication of Surface Parameters on Technical
Drawings
In ISO 1302 (2002), it is described how surface
parameter requirements should be indicated on
technical drawings.

Uncertainty in Surface Parameters
When measuring surface parameters and compar-
ing these to specifications, it is necessary that an
uncertainty in the parameter is calculated. Some
of the factors that must be taken into account are:

Inhomogeneity of the workpiece

The parameter may depend on the location on
the workpiece and the direction in which the
measurement is taken (at least for 2-D mea-
surements). Usually, this is the dominant
uncertainty factor.

Uncertainty and traceability of the surface mea-
suring instrument
Uncertainty and traceability of the surface

measuring instrument
The traceability and uncertainty of the coordi-

nates as measured (see section “Definitions”)
must be taken into account, as well of uncer-
tainties in the used probe size, filtering, sam-
pling, reference line or surface, etc. For 3-D
measurements, it is a problem that the default
measurement system is a mechanical probing
system. As 3-D mechanical roughness mea-
surements are very time-consuming, most
measurements are taken using optical tech-
niques that may have artifacts that are not
easily recognized.

A problem with these calculations is that they
can become rather tedious and surface dependent
(Haitjema 2015; Haitjema and Morel 2000).

2-D Roughness Parameters
In this section, roughness parameters are defined,
derived from the measured profile, with a base
length lr and the cutoff wavelength lc, filtered
with the standard Gaussian filter. This base length
is also called sampling length.

Unless otherwise stated, the parameter is cal-
culated for every base length lr and averaged over
the evaluation length ln that usually consists of
five consecutive base lengths.

The defined parameters R are valid analogous
as W and P parameters, respectively, for the wav-
iness and unfiltered profile.

Amplitude Parameters (Top-Bottom)

Rz The maximum profile peak height Rp is the
largest profile peak height Zp within the base
length (ISO 4287 1997). Analogously, the maxi-
mal profile valley depth Rv is the largest profile
valley depth Zv within the sampling length. The
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sum of Rp and Rv is the maximal profile height Rz.
As commonly the measured length ln consists of
several (typically 5) sampling lengths lr, Rz is the
average of the Rzwithin every sampling length, at
least according to the present ISO standard. Con-
fusingly this definition was different in the past
and still may be different in some national
standards.

Rt The total profile height Rt is the sum of the
largest profile peak height Zp and the largest pro-
file valley depth Zv within the evaluation length
l n. This evaluation length usually consists of
several (typically 5) of the sampling length as it
is illustrated in Fig. 1, where the measurement of
one sampling length is given.

Amplitude Parameters (Average of Ordinates)

Ra Ra
is the arithmetic average deviation of the abso-

lute ordinate values Z(x) within the base length,
defined in Eq. 1:

Ra ¼ 1

l

ðl
0
Z xð Þj jdx (1)

Due to the relatively easy calculation, the
insensitivity for outliers, and for historical rea-
sons, Ra is by far the most used parameter.

Rq Rq
is the root mean square and standard deviation

of the ordinate values Z(x) within the base length,
defined in Eq. 2:

Rq ¼ 1

l

ðl
0
Z2 xð Þdx (2)

Spacing Parameter

RSm RSm
is the average width of profile elements Xs

within the base length. A profile element is the
area of a peak plus the adjacent valley (Fig. 2):

RSm is defined in Eq. 3, with the terms as
defined in Fig. 2:

RSm ¼ 1

m

Xm
i¼1

Xsi (3)

Hybrid Parameters

RDq or Rdq RDq
is the square average of the local slope dZ/dx

within the base length as defined in Eq. 4:

RDq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

l

ðl
0

dZ xð Þ
dx

� �2

dx

s
(4)

Rlq
The square average mean wavelength Rlq is a

measure for the distance between peaks and val-
leys and can be calculated from Eq. 5:

Rlq ¼ 2pRq
RDq

(5)

Topological/Field Parameters
A completely different approach of surface param-
eters is based on topography of peaks and valleys.
Definitions are given in ISO 12085 (1996).
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Surface Parameter, Fig. 1 Definition of Rz. l is the sampling length
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Parameters Derived from Probability Density
Curves
The integrated probability density curve of the
ordinates is also known as the Abbott-Firestone
curve. From this curve several parameters can be
derived as it is described in ISO 13565-3 (1998).

Abbott-Firestone curves are used in important
sliding applications, particularly cylinder liners.

3-D Roughness Parameters
3-D roughness parameters are generally defined
similarly as the 2-D parameters, with some addi-
tional parameter that depend on the direction such
as the Std parameter The definitions are given in
ISO 25178-2 (2012).

Value and Usefulness of Surface Parameters
One use of roughness parameters is for quality
control and commerce so that a buyer and seller
can agree on the quality of a product. In quality
control it is necessary to be able to discriminate
good and bad surfaces.

Another use is in design, so the designer can
specify the texture as roughness influences function.

Yet another use of the roughness parameters is
in research. In order to optimize the design of
products and processes, design and manufacturing
engineers need to know about the relation between
roughness and performance on one hand and with
processing on the other. Functional correlations of
both kinds are valuable and depend on selecting the
correct characterization parameter.

Surface parameters are also used in research in
forensics, physical anthropology, archeology, and
cultural heritage conservation.

Cross-References

▶ Form Error
▶ Functional Correlation
▶Roughness
▶ Surface Integrity
▶ Surface Texture
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Surface Texture

Richard Leach
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Manufacturing Engineering, University of
Nottingham, Nottingham, UK

Definition

Surface texture is the geometrical irregularities
present at a surface. Surface texture does not
include those geometrical irregularities contribut-
ing to the form or shape of the surface.

Theory and Application

Most manufactured parts rely on some form of
control of their surface characteristics. The sur-
face is usually defined as the feature on a com-
ponent or device that interacts with the
environment, in which the component is housed
or in which the device operates, or with another
surface (Leach et al. 2014). The surface topogra-
phy, and of course the material characteristics, of
a part can affect how two bearing parts slide
together, how fluids interact with the part, or
how the part looks and feels (Bruzzone
et al. 2008; Thomas 2014).

Surface topography is defined (in Leach 2014)
as the overall surface structure of a part (i.e., all
the surface features treated as a continuum of

spatial wavelengths), surface form as the underly-
ing shape of a part (e.g., a cylinder liner has
cylindrical form), and surface texture as the fea-
tures that remain once the form has been removed
(e.g., machining marks on the cylinder liner).

The origins of the surface texture on an object
come from a number of sources. Any surface that
has been manufactured will have some production
process marks, which are inherent and which are
caused by the tool removing material or any addi-
tive processes. Surface texture also comprises
other marks on the surface which are not inherent
and which are produced by errors of one sort or
another, such as the machine tool lack of stiffness
resulting in chatter of the tool against the work-
piece, thermal effects such as deflections, or
agglomeration of particulates in an additive pro-
cess, and material effects producing surface irreg-
ularities, such as grain boundaries.

Surface Texture Measurement
Surface geometry can be measured using a variety
of physical principles, but the most common
methods use contacting or optical techniques.
The measurement principles fall in to two catego-
ries as follows:

1. Those that measure surface topography
directly. Such methods produce a topographi-
cal image of the surface that may be
represented mathematically as a height func-
tion, z(x) in the profile case and z(x,y) in the
areal case (see below). From the topography
image, various filtering processes are used to
extract the surface texture.

2. Those that measure a representative area of a
surface and produce numerical results that
depend on area-integrated properties of the
surface. Such methods interrogate physical
models of the interaction of the instrument
with the surface to directly produce parameters
of the surface texture.

The reader is referred to several references for
more in-depth treatments of surface measurement
(Leach 2014, 2011; Mainsah et al. 2010;
Whitehouse 2010).
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Surface Texture Characterization
Measuring and obtaining the digital representa-
tion of surface topography as either a profile z(x)
or an areal map z(x,y) is the first step in determin-
ing surface texture. Subsequently, the form is
removed and the resulting surface texture is fil-
tered to remove (or attenuate) unwanted spatial
frequencies. In the profile case, filtering is applied
to split the surface texture into primary profile,
waviness, and roughness (see Fig. 1) (ISO 4287
1997; Leach 2014; Whitehouse 2010). ISO spec-
ification standards define default filter cutoff fre-
quencies for determining primary, waviness, and
roughness profiles (ISO 4287 1997; ISO 4288
1996) and which type of filter to use (ISO 16610
part 21 2011). It is important to stress here that the
default values are just defaults – they are not
requirements. For example, if five sampling
lengths would produce an evaluation length that
is larger than the length of the surface available for
measurement, then fewer sampling length or a
smaller sampling length can be used. Finally, sur-
face texture profile parameters can be calculated,
the most well-known parameter being Ra, but
there are many others (see ISO 4287 (1997),
Leach (2014) for the ISO parameter descriptions
and Whitehouse (2010) for many more).

A surface texture parameter is used to give the
surface texture of a part a quantitative value. Such
a value may be used to simplify the description of
the surface texture, to allow comparisons with
other parts (or areas of a part), and to form a
suitable measure for a quality system. Surface

texture parameters are also used on engineering
drawings to formally specify a required surface
texture for a manufactured part. Some parameters
give purely statistical information about the sur-
face texture and some can describe how the sur-
face may perform in use, that is to say, its
functionality (Thomas 2014).

Whereas the profile method may be useful for
showing manufacturing process change, much
more functional information about the surface
can be gained from an analysis of the areal surface
texture. There are a number of significant differ-
ences between profile and areal analysis. Firstly,
whereas it may be possible to use the profile
method to control quality once a machining pro-
cess has been shown to be sufficiently stable, for
problem diagnostics and function prediction, an
areal measurement is often required. Also, with
profile measurement and characterization, it is
often difficult to determine the exact nature of a
topographic feature. Lastly, an areal measurement
will have more statistical significance than an
equivalent profile measurement, simply because
there are more data points and an areal map is a
closer representation of the “real surface.”

Distinct from the profile system, areal surface
characterization does not require three different
groups (profile, waviness, and roughness) of sur-
face texture parameters. For example, in areal
parameters, only Sa is defined for the average
parameter rather than the primary surface Pa,
waviness Wa, and roughness Ra as in the profile
case (ISO 25178 part 2 2012; Leach 2013).

Surface Texture,
Fig. 1 Top: primary
profile, center: waviness,
bottom: roughness
(Courtesy Leach 2014)
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The meaning of the Sa parameter depends on the
type of scale-limited surface used. Filtering for
areal analysis again requires the use cutoff fre-
quencies (called nesting indexes) to define the
spatial bandwidth for analysis. Defaults are
given in ISO specification standards (ISO 25178
part 3 2012; Leach 2013), and there are a range of
filter types to choose from (Leach 2013)
depending on the application. The ISO areal sur-
face texture parameters are divided into two cate-
gories: field parameters, defined from all the
points on a scale-limited surface, and feature
parameters, defined from a subset of predefined
topological features from the scale-limited sur-
face. The areal parameters are described in detail
elsewhere (Leach 2013), including a range of case
studies illustrating their use.
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Surface Texture Filtering

Xiangqian Jiang and Paul J. Scott
Centre for Precision Technologies, University of
Huddersfield, Huddersfield, UK

Synonyms

Roughness filtering; Surface topography filtering

Definition

A filter separates the small-scale texture from
the larger-scale texture in a surface. The value of
the scale at the defined separation is called the
nesting index although other names are used for
specific filters (e.g., cut-off for linear filters).

Scale can be defined in terms of: wavelength
for linear filters, size of the structuring element
(e.g., radius of a disk) for morphological filters.
In Segmentation filters, the scale can be: the
height difference between the highest (or lowest)
points in the interior and on the boundary of
a segment, the area of a segment, length of the
boundary of a segment, etc.

Theory and Application

Introduction
Filtration has always been important in surface
metrology: It is the means by which the surface
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features of interest are extracted from the mea-
sured data for further analysis.

The first filters started with the fully analogue
2CR filter implemented as a two-stage Capacitor-
Resistance network as shown in Fig. 1. Originally
it was designed to remove the DC and slope of the
measured surface profile but was quickly realized
to have other useful properties, i.e., surface filtra-
tion. The 2CR filter formed the basis of the
M-system (mean line system) of filtration. Unfor-
tunately, it was found that the 2CR filter could
badly distort profile features due to phase shifting
of the different harmonic components in the pro-
file. A symmetrical version, the phase corrected
2CR filter, resolved most of this distortion, but it
still had problems, one being that it badly distorted
the profile at the ends. This led to its eventual
replacement by the modern digital Gaussian filter
as the general default surface texture filter.

The Envelope system (E-system) was first
developed by Von Weingraber (1956). The
E-system bases the reference lines upon the loci
of centers of circles of different radii rolled along
the profile. As Fig. 2 demonstrates, the locus
of the center of the larger tip gives the curve
of form, while that of the smaller tip gives the
contacting profile. The difficulty appeared in
building practical instruments as two elements
are needed: a spherical skid (T1) to approximate
the “enveloping circle” and a needle-shaped sty-
lus (T2) moving in a diametric hole of the skid
to measure the roughness as deviation with
respect to the “generated envelope.” The advan-
tages of the E-system were claimed to be that it
is more physically significant in that many engi-
neering properties of a surface are determined by
its peaks. Standard radii were 25 mm for rough-
ness and 250 mm for waviness, though other radii
have been proposed by Radhakrishnan (1972).
The standing objection was that the choice of
the rolling circle radius is as arbitrary as the choice
of cut-off in the M-system and no practical instru-
ment using mechanical filters could be made at
the time. The advent of fast practical computers,
which can be used in association with measure-
ment instruments, has virtually eliminated the
need for any hardware implementation for the
E-system (Tholath and Radhakrishnan 1999);
today digital morphological filters are used
instead.

Surface Texture Filtering, Fig. 1 Two-stage 2RC high
pass filter (Whitehouse 2002). (Reproduced with permis-
sion from DJ Whitehouse)

Surface Texture
Filtering, Fig. 2 Probe for
E-system: T1 Skid, T2
stylus. (Reprinted from
(Peters et al. 2001) with
permission from Elsevier)
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The French automobile industry adopted an
alternative approach to filtration called R&W
(roughness and waviness). The method began as
a purely graphical approach, where an experi-
enced operator would draw on a profile graph an
upper envelope that subjectively joined the
highest peaks of the profile. This was an attempt
at a simulation of the E-system. The technique
was based on the concept of the “motif”: a motif
is the portion of a profile between local peaks. The
basic approach (for both the graphical and the
digital versions) was to determine all motifs
between adjacent local peaks; then a series of
rules would combine “insignificant” motifs with
neighboring motifs, to create larger combined
motifs, until only “significant” motifs were left,
from which surface texture parameters could be
calculated, see Fig. 3. The R&Wapproach proved
to be very unstable with very small changes in the
profile producing significant changes in the anal-
ysis. Today stable digital segmentation filters are
being proposed as a replacement.

In 1996, ISOTC/213: Dimensional and
geometrical product specifications and verifica-
tion set up a working group to investigate filtra-
tion. The Gaussian filter, although a good general
filter, is not applicable for all functional aspects of
a surface, for example, in contact phenomena,
where the upper envelope of the surface is more
relevant. This work has resulted in the establish-
ment of a standardized framework for filters,
giving a mathematical foundation for filtration,
together with a toolbox of different filters. Infor-
mation concerning these filters has been published
as a series of ISO standards (ISO 16610 series).

The core parts of the ISO 16610 series of filters are
now described in the next sections.

Linear Filters

General
Linear filters: The mean line filters (M-system)
belong to this class and include the Gaussian filter
(ISO 11562 1996, replaced by ISO 16610-21
2011), Spline filter (Krystek 1996, 1997), and
the Wavelet filter (Jiang et al. 2000).

A linearfilter is afilter operationw(x)=F(z(x)),
that is also a linear functional, which satisfies:

F y xð Þ þ z xð Þð Þ ¼ F y xð Þð Þ þ F z xð Þð Þ & F a� z xð Þð Þ
¼ a� F z xð Þð Þ

(1)

where z(x) and y(x) are the input data/measure-
ment data, F(�) is the filter operation to get the
filtered data w(x), and a is an arbitrary real
numbers.

Linear filters are usually defined by their
associated weighting function s(x) which is used
to calculate the filtered mean line w(x). The
weighting function indicates for each point x the
weight attached by the profile in the vicinity of
that point, that is, to say the filtered data w(x) is
a convolution of the input data/measurement data
z(x) and the weighting function s(x).

w xð Þ ¼ z xð Þ � s xð Þ (2)

Gaussian
The Gaussian filter is the most popular standard-
ized filtering technique for surface texture.
Gaussian filtration follows the convolution

Surface Texture Filtering, Fig. 3 R&W filtration into motifs (ISO 12085 1996)
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procedure which convolves the input data/mea-
surement data z(x) with a Gaussian weighting
function s(x) to get the filtered data w(x). The
Gaussian weighting function for a profile has the
form of a bell-shaped curve as shown in Fig. 4 is
defined in (ISO 11562 1996; ISO 16610-21 2011):

s xð Þ

¼
1

alc

� �
exp �p x

alc


 �2
� �

, � Lclc < x < Lclc

0, otherwise

8<
:

(3)

where, Lc is a truncation constant with default
value 1, a is given by a ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

ln2=p
p 	 0,4697, to

provide a 50% transmission characteristic at the
cut-off wavelength lc. Figure 4 shows a weighting
function of the linear profile Gaussian filter.

Compared with the historically 2RC filter
(Whitehouse 2002), the most important advantage
of the linear Gaussian filter is its zero/linear phase
property, and 50% transmission at the cut-off
wavelength as shown in Fig. 5. The linear
Gaussian filter has the advantage that it has very
efficient and fast algorithms and thus can process
large data sets very quickly.

The linear areal Gaussian filter for areal surface
analysis can be seen as a procedure of the measured
areal surface convolving with a Gaussian weighting
function, while theGaussianweighting has the same

shape over each data point. The Gaussian weighting
function (Fig. 6) is defined as:

s x,yð Þ ¼ 1

a2lcxalcy

� �
exp �p x

alcx


 �2
� p y

alcy


 �2
� 

(4)

Linear areal Gaussian filter can be implemented
by using the linear profile Gaussian filtration in the
x-direction followed by the linear profile Gaussian
filtration in the y direction, or vice versa. Areal
Gaussian filters are standardized in ISO 16610-61
(2015). An example can be seen in Fig. 7.

For linear Gaussian filtering of surfaces, the
following preconditions apply: (a) the measured
profile/areal surface will be truncated at the
boundaries of both sides to remove the effect of
boundary distortion, so a filtered surface is much
smaller than the measured surface (see the right
side of Fig. 7); (b) the form must be removed
before filtering; (c) the surface texture is assumed
to be nearly symmetric otherwise there will be
distortion due to the nonsymmetry, e.g., Plateau
honed surfaces (ISO 13565-1).

Spline
Another type of linear filter is the Spline filter,
originally proposed by M. Krystek (1996, 1997).
The weighting function of a spline filter cannot be
given by a simple closed formula. A filter

Surface Texture
Filtering,
Fig. 4 weighting function
of the linear profile
Gaussian filter (Eq. 3)
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equation is therefore used instead of the weighting
function to describe the profile spline filter (ISO
16610-22 2015):

Iþ ba2Pþ 1� bð Þa4Q� �
W ¼ Z (5)

where, I is an n � n identity matrix. P is an n � n
tridiagonal symmetric matrix, Z is the vector of
the measurement data, W is the vector of the
filtered data, Q is an n � n five-diagonal symmet-
ric matrix, a = 1/2 sin(πΔx/λc) and β is tension
parameter which controls how tightly the spline
curve fits through the data points.

Compared with the linear Gaussian filter, the
linear spline filter has two advantages: there is
a reduced boundary effect, which means the mea-
sured surface can be fully used; and it has very
good form-following property, which means that
it can be used as a form filter (Fig. 8).

Wavelet
It is recognized that the manufacture of ultra-
precision surfaces leaves multiscale topography sig-
natures within the topography of the surface. In
practice, this means that a surface will contain fine-
scale texture, from multiple sources, superimposed
on other scales of texture.

Surface Texture
Filtering,
Fig. 5 Amplitude
transmission characteristic
(transfer function) of the
Linear Gaussian filter

0.5
0.50

1
0
1
2
3
4
5
6
7

S
(x

,y
)

8
× 10–4

0–0.5 –0.5
–1  –1

1

x/lcxy/lcy

Surface Texture
Filtering,
Fig. 6 weighting function
of the linear areal Gaussian
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Wavelet theory provides a new analysis tool
capable of resolving this fundamental problem;
it employs space-frequency windows and offers
the relevant space-frequency analysis. Wavelet
transforms can divide functions into different
scale – frequency components – and then each
component can be studied with a resolution
matched to its scale (Chui 1992). Progress in
wavelet analysis created an opportunity that
enabled researchers to use orthogonal wavelets
to decompose turned, milled, and ground
surfaces, as well as evaluation of tool marks,

machining vibrations, and machine-tool errors.
An example of a milled surface is shown in Fig. 9.

Multiscale analysis can be seen as multiple
band-pass filters, which can output different fre-
quency band signals, while keeping their space/
time information. Jiang et al. (1997), however,
soon identified the phase distortion problems
in orthogonal wavelets. Consequently, a
biorthogonal wavelet model, using a fast algo-
rithm called “the lifting scheme” (firstly devel-
oped at Bell Laboratory by Swelden (1995)),
Jiang et al. (2000) proposed a new wavelet
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Surface Texture Filtering, Fig. 7 Milled surface filtered
by linear areal Gaussian filter (Left: measured surface

without tilt removal; Right: small scale (roughness) surface
lcx = lcy = 0.8 mm)

Surface Texture
Filtering,
Fig. 8 Comparison of the
linear spline filter and linear
Gaussian filter (milling
profile lc = 0.8 mm)
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representation for use with multi-scale surface
topography. This biorthogonal wavelet over-
comes the phase distortion problems that occur
with orthogonal wavelets (Jiang et al. 2000;
ISO 16610-29 2015).

The biorthogonal wavelet transform is very
good for isotropic surfaces but has difficulty
with surface topography with various scale
scratches, such as those in plateau-honed surfaces
and worn biomedical surfaces because in a dis-
crete biorthogonal wavelet transform a small
shifts in position of the surface can result in
a completely different distribution of “energy”
among the wavelet components. In order to
extract and reconstruct a surface topography
with various scale scratches, such as those in
plateau-honed surfaces and worn biomedical
surfaces, a complex wavelet model (Ma et al.
2005) was developed, according to Kingsbury’s

dual-tree complex wavelet theory (Kingsbury
1999) to avoid shift-variant problems from affine
shifts of the surface. The dual-tree complex wave-
let is designed to minimize the shift-variant
problem and reconstruction of scratches has
considerably less distortion. The metrological
characteristics of the complex wavelet were
examined (Zeng et al. 2005).

Morphological Filters
Morphological filters: The envelope filters
(E-system) belong to this class and include clos-
ing and opening filters using either a disk or
a horizontal line, ISO 16610-41 (2015). The
E-system, which had problems as a purely
mechanical approach, can be simulated digitally
(Scott 1992; Srinivasan 1998).

Morphological filters emerged as the superset
of the early envelope filter but offer more tools

Surface Texture Filtering, Fig. 9 Multiscale analysis of a milling surface: (a) Milled profile; (b) multiscale wavelet
representation
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and capabilities by incorporating mathematical
morphology theory. The basic variation of
morphological filters includes the closing filter
and the opening filter, see ISO 16610-40 (2015).
The closing filter is obtained by placing an infinite
number of identical spherical balls in contact with
the object’s surface from the air side and taking
the lower boundary of the balls (see Fig. 10).
Likewise, the opening filter is archived by rolling
the balls from the material side of the object.
The closing filter suppresses surface valleys
whose curvatures are larger than that of the ball;
meanwhile the peaks remain unchanged. Con-
versely, the opening filter suppresses the large
peaks and retains the valleys. They can be even
combined to achieve superimposed effects,
referred to as alternating symmetrical filters, by
which surface peaks and valleys are both
suppressed, ISO 16610-49 (2015). Scale-space
techniques further developed morphological fil-
ters, which provide a multi-resolution analysis
to surface textures whereby various scales of geo-
metrical features can be extracted from a surface
and assessed separately (Scott 2000).

Morphological filters are useful for surface
filtration. However, the broader application
of morphological filters was restricted by the
traditional algorithms based on image processing
techniques. The implement of traditional morpho-
logical filters are: very time-consuming for large
data set and large structuring elements, only cal-
culate the extreme values in height restricted to
“planar” surfaces, i.e., height maps. Recently
developed computational methods based on the
alpha shape have removed these limitations,
which enable the computation of closing and

opening operations on arbitrary shapes of surfaces
(Lou et al. 2013). The Alpha shape method
is based on the Delaunay triangulation from
which the boundary facets of the alpha shape are
extracted. Figure 11 is an example of computing
the closing envelope of a profile data.

Morphological filters are considered as useful
tools for the functional evaluation of component
surfaces, e.g., wear. Figure 12 illustrates an exam-
ple of using morphological closing filter to extract
the wear marks of an artificial knee joint compo-
nent. The left of Fig. 12 shows a portion of the
worn joint surface, presenting significant deep
scratches produced during its functional life.
The right side of Fig. 12 is the residual surface
obtained by subtracting the envelope surface from
the original surface using a morphological closing
filter with a 5 mm ball.

Robust Filters

General
Robust filters are defined as filters that are robust
with respect to specific profile/surface phenomena
such as spikes, scratches, steps etc. These filters
include the Robust Gaussian filter (Seewig 1999,
2005). There are several approaches to design
a robust filer of which the following are defined
in ISO 16610-30 (2015):

Metric based approaches: Here, the metric used
to fit the filtered profile to the profile is altered
to a more “robust” metric. For example, the
metric based on the L1-norm is more robust
against spike discontinuities than the metric
based on the least squares norm (L2-norm),

Workpiece
Workpiece surface profile
Dilation envelope
Closing envelope
Rolling disk

Surface Texture
Filtering,
Fig. 10 Dilation and
closing envelope of an open
profile by a disk
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which in turn is more robust than the metric
based on the Chebychev norm (L1-norm);

Statistic based approaches: Each point on the
profile is weighted according to an influence
function using the filter’s low-pass response as a
reference. As a result, points further away are
given less relative weight than would be the
case with points nearer to the low pass response.
There are several common influence functions
used to allocate the weights to points (Huber,
Beaton, bi-weight functions, etc.);

Preprocessing approaches: A technique where an
unwanted phenomenon in the profile/surface
is removed or greatly reduced, by other
means, before filtration, thus removing or
greatly reducing any effect the unwanted

phenomenon can have on the filter’s response
This approach has the advantage that once a
method has been found to remove unwanted
phenomena, then it will work with any filter.
Preprocessing based on Wavelets or Scale-
space filtration is contained in ISO 16610-
30 (2015).

Robust Gaussian Regression Filter
This filter uses a statistical-based approach and is
a combination of a Gaussian filter, a bi-weight
influence function and an M-estimator based on
the local polynomial modelling of the profile/sur-
face of up to a second order polynomial, see ISO
16610-31 (2016) and ISO 16610-71 (2014) for
details.
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Surface Texture Filtering, Fig. 11 Alpha shape facets extracted from the Delaunay triangulation of a profile data (Lou
et al. 2013)
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Figure 13 demonstrates the ability of the first
order robust Gaussian regression filter for pro-
cessing a honed profile (left side). The right side
of Figure shows the merits and flexibility of the
second order robust solution: It does not suppress
outlier distortion yet but can remove form com-
ponents from the measurement data without
distorted boundaries.

Figure 14 illuminates that the second order
Robust Gaussian Regression filtering for areal
surface analysis and shows a result from the
robust second order Gaussian regression filter
against outliers on the measured cylinder surface
(left), which maintains all small-scale components
(roughness) (right) phenomena.

The advantages of this filter is that not only is
it robust against spike discontinuities, such as
deep valleys and high peaks and has a much
reduced end effect as compared to the Gaussian
filter, but also if a second order polynomial is
incorporated, the robust Gaussian regression filter
follows form components up to the second degree.

Segmentation

General
Segmentation filters are filters that partition a pro-
file/surface into portions according to specific
rules. The motif approach belongs to this class
and has now been put on a firm mathematical

Surface Texture Filtering, Fig. 13 Robust Gaussian
filtrating for the stratified surface profiles. Left: honed
surface profile (first order Robust Gaussian Regression
filter); Right: honed surface profile with form components

(second order Robust Gaussian Regression filter).
(Reprinted from (Jiang 2010) with permission from
Elsevier)
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basis, using pattern analysis, which has solved the
stability problem in R&W techniques and other
segmentation filters (Scott 1992, 2004).

Segmentation is a filtration operation that
spatially decomposes a surface into mutually
exclusive portions of that surface. Segmentation
filtration requires: the definition of the objects
being filtered, i.e., the segments; the rule for seg-
ment combination and the rule which states which
segments are significant/insignificant. Associated
with each segmentation method is a nesting index
such that large values of the nesting index
correspond to large surface portions and smaller
values of the nesting index correspond to smaller
surface portions.

Watershed Segmentation
The watershed method consists of gradually fill-
ing insignificant dales/motifs with water. The
water will eventually flow out of each dale/
motif, into an adjacent dale/motif. If the dale/
motif is significant combine the two dales/motifs.
Otherwise continue to fill the new lake until the
water flows into a significant dale/motif. All
the filled insignificant dales are then combined
with the significant dale. Segmentation that uses
the watershed method as the combination rule is
called watershed segmentation. A nesting index
threshold is used to determine which dales/motifs
are significant or insignificant. Here the scale
used, to define the nesting index, is the height
difference between the highest (or lowest) points
in the interior and on the boundary of a dale/motif,
see ISO/WD 16610-45 2018 (profile) and
ISO 16610-85 for further details.

Watershed segmentation is the proposed
replacement for R&W segmentation, which is
retained in ISO/WD 16610-45 2018 for legacy
reasons until watershed segmentation is generally
accepted by the surface texture community.

Crossing-the-Line Segmentation (profile only)
Crossing-the-line segmentation is based on cross-
ings of the reference line (mean line, x-axis etc.) by
a scale-limited profile. The scale-limited profile is
initially segmented based on crossings of the ref-
erence line, and a procedure is then applied to
prune out the least significant through a combina-
tion algorithm (based on discrimination thresholds

for the peaks and for the valleys) to leave a set of
significant segments which is the resulting
crossing-the-line segmentation, see ISO/WD
16610-45 2018 (profile) for further details.

The nesting index for crossing-the-line segmen-
tation is defined as the vector (Hu, Hl): where Hu is
the height discrimination threshold for the peaks
and Hl is the depth discrimination threshold for the
valleys, both values shall be predefined.

Cross-References
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Definition

The surface texture metrological characteristics
establish a common calibration framework for
surface topography measuring instruments.
A metrological characteristic is defined in ISO
specification standards as a “Characteristic of
measuring equipment, which may influence the
results of measurements.”

Theory and Application

Introduction
In general, surface topography measuring instru-
ments measure the height z of a surface, relative to
a nominally horizontal x-y plane. For instruments
that scan in the horizontal plane, the x-axis is the
tracing axis, and the y-axis is the stepping axis. For
optical measurements where the x-y plane is pro-
jected on a camera, the pixels correspond to the
(x,y) coordinates, and the z coordinates are obtained
by some operation, e.g., from a stack of images
while the surface is moved in the z-direction.

The metrological characteristics of surface
topography measuring instruments are given in
the literature (Leach 2011; Leach et al. 2015)
and in several ISO specification standards. Sev-
eral standards (ISO 25178-601 2010; ISO 25178-
602 2010; ISO 25178-603 2013; ISO 25178-604
2013; ISO 25178-605 2014; ISO 25178-606
2015) have been developed to define terms and
metrological characteristics for individual mea-
surement methods. At the time of writing, the
common aspects of the methods are being sum-
marized into one standard: ISO DIS 25178-600
(2018). The metrological characteristics for sur-
face topography measuring instruments are sum-
marized in ISO DIS 25178-600 and presented in
Table 1.

In the following sections, the metrological char-
acteristics and their determination (calibration) will
be briefly explained.

Amplification Coefficient ax, ay, az

The amplification coefficient is the slope of the
linear regression curve obtained from the response
function. Amplification coefficients apply to the x, y,

and z coordinates. The ideal response is a straight
line with a slope equal to 1, which means that the
values of the measurand are equal to the values of
the input quantities. The amplification coefficient
quantity may also be termed “scaling factor.”

Linearity Deviation lx, ly, lz
The linearity deviation is the maximum local differ-
ence between the curve from which the amplifica-
tion coefficient is derived and the response function.

For the linearity and amplification in the
z-direction, measurement of step heights is
the default method for determination of the ampli-
fication coefficient az and linearity deviation lz.
The measured depth is compared with the cali-
brated depth of the material measure (Giusca
et al. 2012b). The major drawback of this type of
artifact is that they only reproduce a single value,
usually much smaller than the instrument’s mea-
surement range; consequently, it is often not possi-
ble to establish the amplification coefficient to
within a useful uncertainty. A solution to this draw-
back is to use multiple step height artifacts of
different values (Giusca et al. 2012a) or a material
measure with multiple heights of different values
(Brand et al. 2006). Alternative methods may use
interferometric displacement sensors, either
directly (de Groot and Beverage 2015) or indirectly
by a separate calibration device, a so-called vibra-
tion table (Haitjema and Morel 2005a; Koops et al.
2015). An efficient way of checking the z-linearity
deviation lz in a limited range is by measuring a
tilted optical flat (see ISO 12179 2000).

Surface Texture Metrological Characteristics,
Table 1 Metrological characteristics for surface topogra-
phy measuring instruments

Metrological
characteristic Symbol

Main
potential
error along

Amplification coefficient ax, ay, az x, y, z

Linearity deviation lx, ly, lz x, y, z

Flatness deviation zFLT z

Measurement noise NM z

Topographic spatial
resolution

WR z, x, y

x-y mapping deviation Dx(x,y),
Dy(x,y)

x, y

Topography fidelity TFI x, y, z
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For the x-y calibration, the measurement of a
calibrated line scale, calibrated sinusoidal profile,
or a calibrated cross-grating is most appropriate
(Giusca et al. 2012a). A virtual lateral calibration
standard has been developed where a specific
feature is given a known lateral displacement
while it is measured or scanned by the topography
measuring instrument (Koops et al. 2016).

Figure 1 shows an example of how quantities
az and lz can be derived from a response curve that
is obtained by calibration.

Flatness Deviation zFLT
The flatness deviation is the deviation of the mea-
sured topography of an ideally flat object from a
plane. Flatness deviation can be caused by resid-
ual flatness of an imperfect areal reference or by
imperfection in the optical setup of an instrument.

An effectiveway of determining theflatness devi-
ation is the measurement of an optical flat. Com-
monly, the flatness deviation of optical flats is in the
nanometer region for millimeter square regions and
can be negligible compared to the flatness deviation
of the instrument being calibrated. The influence of
the used optical flat can be reduced further by taking
ameasurement at various locations on the optical flat
and averaging the result for every point (pixel) of the
measurement (Evans and Tyler Estler 1996; Giusca
et al. 2014; Creath and Wyant 1990). Further reduc-
tion of the influence of the used flat surface can be
achieved by considering the randomness of the Fou-
rier components of the surface (Haitjema and Morel
2005b).

Measurement Noise NM

Measurement noise is the noise added to the out-
put signal occurring during the normal use of the
instrument. Measurement noise includes the
instrument noise as well as components arising
from the environment (thermal, vibration, air tur-
bulence) and other sources. The instrument noise
may be due to electronic noise, such as that arising
in amplifiers, or optical noise, such as that arising
from stray light or from fluctuations in the inten-
sity of the used light source. The noise is com-
monly specified as a standard deviation in the
z coordinates, possibly with a specified filtering
applied.

Commonly, only the measurement noise in the
z-direction is relevant and is determined. An effec-
tive method to determine the measurement noise
is by repeating the measurement and determining
the standard deviation in every coordinate
(Haitjema and Morel 2005b; Giusca et al. 2014).

Topographic Spatial Resolution WR

The topographic spatial resolution is the metro-
logical characteristic describing the ability of a
surface topography measuring instrument to dis-
tinguish closely spaced surface features. Several
parameters and functions may be used to quantify
the topographic spatial resolution, depending on
the application and the method of measurement.
These include:

• Lateral period limit DLIM, that is, the spatial
period of a sinusoidal profile at which the
height response falls to 50%

• Stylus tip radius rTIP in case of a mechanical
measurement

• Lateral resolution Rl, that is, the smallest dis-
tance between two features which can be
measured

• Width limit for full height transmission Wl,
that is, the width of the narrowest rectangular
groove whose step height is measured within a
given tolerance

• Small-scale fidelity limit TFIL, that is, smallest
lateral surface feature for which the reported
topography parameters deviate from accepted
values by less than a specified amount, e.g.,
10%
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Fig. 1 Example of a response curve and derivation of
amplification factor and linearity deviation
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• Rayleigh criterion, that is, the quantity charac-
terizing the optical lateral resolution given by
the separation of two point sources at which the
first diffraction minimum of the intensity
image of one point source coincides with the
maximum of the other

• Sparrow criterion, that is, the quantity charac-
terizing the optical lateral resolution given by
the separation of two point sources at which the
second derivative of the intensity distribution
vanishes between the two imaged points

The latter two parameters are useful for char-
acterizing the instrument response to features with
heights much less than the used effective light
wavelength for optical surface topography mea-
suring instruments.

For optical instruments, it is common to spec-
ify the topographical spatial resolution based on
the theoretically achievable lateral resolution
using the numerical aperture of the used objective.
However, based on the measurement principle
and evaluation, the lateral resolution can be
much worse in practice (Giusca and Leach 2013;
de Groot et al. 2012). The measurement/calibra-
tion of the topographic spatial resolution can be
carried out using material measures, such as star-
shaped (Giusca and Leach 2013; Xu et al. 2012)
or chirped artifacts characterized by uniform
amplitude (Krüger-Sehm et al. 2007) or with vary-
ing amplitudes (Fujii et al. 2011).

For mechanical measurements, the stylus tip
radius is an appropriate measure, provided the
stylus follows the surface faithfully.

x-y Mapping Deviation Dx (x,y), Dy (x,y)
The x-ymapping deviation is generally displayed as
a gridded image of x- and y-deviations of
actual coordinate positions on a surface from their
nominal positions. The mapping deviations may be
used to calculate the x- and y-amplification and
linearity deviations and the x-y axis perpendicularity.

The x-y mapping is most conveniently carried
by the use of a calibrated grid (Giusca et al. 2012a).

Topography Fidelity TFI
Topographic fidelity is the closeness of agreement
between a measured surface profile or measured

topography and reference values whose uncer-
tainties are insignificant by comparison.

A material measure may be used for the deter-
mination of the topography fidelity. The shape of
the material measure should be close to the shape
of the measurand. To quantify the topography
fidelity, a mathematical model or calibrated values
of the topography represent the shape of the cali-
brated material measure. An example structure is
a square-profile grating having a depth and peri-
odicity consistent with the intended measured sur-
face structure.

Additional Characteristics
Other metrological characteristics are in use that
are not currently in the ISO 25178-600. A few are
mentioned here for completeness and reference.

Maximum Measurable Local Slope
The maximum measurable local slope is the
greatest local slope of a surface feature that can
be assessed by the measurement system. The
maximum measurable slope is an important limi-
tation to be specified for a surface topography
measurement instrument. However, calibration
of this parameter is rarely useful. For optical sys-
tems, the maximum measurable local slope is
commonly considered as dependent of the numer-
ical aperture of the used objective, and for
mechanical probing systems, it depends on both
the probe tip radius and the cone angle. However,
this quantity depends on the definition of “local”
(e.g., a small local roughness on a tilted area of a
specimen); therefore, it is difficult to give a gen-
erally valid specification.

RMS Repeatability
The RMS repeatability is the ability of an instru-
ment to reproduce the “RMS” of a surface, where
with “RMS” commonly the Sq parameter is
intended. The problem with this quantity is that a
smaller value does not necessarily imply a “better”
instrument; e.g., a high but constant measurement
noise may result in a very low (good) RMS repeat-
ability. A critical review of this and some more
commonly used specification values (e.g., “vertical
resolution”) was given by de Groot (2017).
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Conclusions and Further Requirements
At present, instrument manufacturers use a wide
range of specifications. The general adoption of the
ISO standards as mentioned, and specification of
the surface texture metrological characteristics as
listed above, would mean a major step forward to
clarify and compare the various instruments’ per-
formances. From a user’s perspective, calibration
of the metrological characteristics may be the
starting point of an uncertainty assessment of mea-
surements taken by an instrument; however, for a
complete understanding and uncertainty estimation
for specific measurements, additional information
may be needed (Haitjema 2015). Also, a sound and
generally applicable topography fidelity assess-
ment method is still to be developed.

Cross-References
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▶ Flatness
▶Roughness
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▶ Surface Texture
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▶Traceability
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Synonyms

Sustainable development

Introduction

Basically, “sustainable” means – as the word
implies – that something can be sustained, i.e.,
continued at that level, in principle indefinitely.
Sustainability has many synonyms, such as

durability and viability. In the environmental
debate, sustainability is often used interchange-
ably with the term “sustainable development”
even though they are two different concepts. For
example, Waas et al. (2011) mention that some
scholars assert that the term “sustainable develop-
ment” is primarily about development/economic
growth, whereas sustainability gives priority to
the environment. Reid (1995) and Martin (2008)
argue that the difference is rather that sustainable
development should be seen as the process or
journey to achieving sustainability which then
according to Graedel and Howard-Grenville is
an absolute concept “. . .as are pregnant and
unique, to use two common examples.
A sustainable world is not one that is slightly
more environmentally responsible than it was yes-
terday” (Graedel and Howard-Grenville 2005).

Definition

Most discussions of sustainability refer to the
definition of a sustainable development that is
given in the so-called Brundtland report, “Our
common future” (WCED 1987), as:

Development that meets the needs of the present
without compromising the ability of future genera-
tions to meet their own needs.

Many other definitions are given in literature.
For a review of definitions in literature, see, for
example, Pezzey (1992). Despite the number and
variation of definitions of sustainability, they all
include considerations for the welfare of future
generations. Welfare may be described in many
different ways, for example, in terms of meeting
of needs, well-being, or utility. Different emphasis
in the definitions may also be put on the extent to
which concerns for the present are considered. For
example, in economic literature, sustainability has
been defined as “non-decreasing utility over time”
(Pezzey 1992), which does not indicate a concern
for equity within the present generation. Less
commonly, definitions also include concerns for
other living species than humans (Waas et al.
2011). In general, however, sustainability is an
anthropocentric concept.
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Theory and Application

The sustainability term has been adopted and is
influencing a very broad variety of scientific fields
(Fig. 1). Examples are economy (e.g., Costanza
et al. 1997), ecology (Gunderson and Holling
2002), and urban planning (Haughton 1999). Sus-
tainability has also been adopted in management
literature, where Elkington (1997) with the con-
cept of “triple bottom line” has attempted to make
sustainability manageable in a business context.
Elkington argues that sustainability calls for not
only considering the economic aspects of a pro-
duction but also its economic and social aspect –
in total a triple bottom line.

In 2015, the member states of the United
Nations adopted 17 Sustainable Development
Goals (SDGs) to “end poverty, protect the planet,
and ensure prosperity for all as part of a new
sustainable development agenda” (UN 2015).
Each goal is accompanied by specific targets that
member states must strive to achieve by 2030. The
SDGs specify in more detail what is encompassed
by a sustainable development according to the
United Nations and as such offer more guidance
than the three sustainability dimensions in Fig. 1
but also emphasize the importance of a holistic
development approach since there are strong syn-
ergies between many of them. Figure 2 shows the
17 SDGs.

The existing ambiguity in the interpretation of
sustainability into practical use may have been an
enabling factor in its broad adoption in the many
varied contexts and applications in which it can be
found. Although the debate continues, most
authors recognize that sustainability involves inte-
grating economic, environmental, and social fac-
tors in such a way that the human experience is
able to continue undiminished over time (Harding
1996), referred to by the International Institute for
Sustainable Development as “environmental, eco-
nomic and social well-being for today and tomor-
row” (IISD 2010).

The different interpretations of sustainability
may be classified into “hard” sustainability and

SocietySustainability

Environment Economy

Sustainability, Fig. 1 Three dimensions of sustainability

Sustainability, Fig. 2 United Nations’ 17 Sustainable Development Goals (UN 2015)
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“soft” sustainability in accordance with the degree
to which they allow trade-offs between the
involved dimensions. Soft sustainability thus
allows an increase in the economic or social sus-
tainability to offset a decrease in environmental
sustainability, while a hard sustainability interpre-
tation does not (Neumayer 2003).

The assessment of the sustainability of products,
production processes, and technologies suffers from
the rather loose and ambiguous state of the defini-
tion of the concept. There is, however, agreement
that an assessment must encompass all dimensions
of sustainability and needs to take a life cycle per-
spective on the activity or process to ensure that
shifting of problems in the value chain is taken
into account when optimizing the sustainability.

Cross-References
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▶ Sustainable Manufacturing
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Sustainability of Machining
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Synonyms

Sustainable cutting; Sustainable material removal

Definition

Sustainable machining should be defined in
the context of sustainability and sustainable
manufacturing. The entry on “sustainability” states
that sustainability implies that something can be
sustained, i.e., continued at that level, in principle
indefinitely. “Sustainable manufacturing” is defined
as the creation of manufactured products that use
processes that are nonpolluting, conserve energy
and natural resources, and are economically sound
and safe for employees, communities, and con-
sumers, including the manufacturing of sustainable
products and the sustainable manufacturing of all
products. Thus, applied to machining, sustainable
machining can be defined as the manufacture of
products (components, etc.) by a subtractive process
based on cutting (material removal by the cutting
action of a tool usually with a machine tool to create
surfaces and features) in a way that is nonpolluting,
minimizes and conserves energy and natural
resources, and is economically sound and safe for
employees, communities, and consumers. And,
finally, the process can be continued at that level
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indefinitely. Further, there must be consideration of
the social and economic elements as well as envi-
ronmental for sustainable machining.

Theory and Application

The challenge in the application of any concept of
sustainability to a process is great. Processes are
subset of large systems of production that range
from the enterprise level of supply chains and distri-
butions to facilities with lines of machinery, to indi-
vidual machines, to the tooling, and finally to the
actual removal process (in the case of machining).
The discussion here is focused closer to the produc-
tion floor with specific interest in one of the primary
piecesofmanufacturinghardware– themachine tool.

Recent research includes power consumption
analyses of machine tool use. Dahmus and
Gutowski (2004) conducted an environmental anal-
ysis of machining that quantified the energy con-
sumption of four types of milling machines varying
in automation as well as accounted for material
production and cutting fluid preparation. Taniguchi
et al. (2006) studied the effects of downsizing a
CNC milling machine tool on its energy and
resource requirements. Ultimately, a life-cycle
energy assessment is required to determine the
appropriate strategy to reduce the impact of a
machining process. This type of analysis yields
two general possibilities: (1) high constant energy
demand due to the dominance of noncutting opera-
tions and peripheral equipment or (2) low constant
energy demand due to the dominance of cutting
operations. Sample strategies to address the first
case include using machine design to minimize the
energy requirements of peripheral equipment (e.g.,
kinetic energy recovery systems used in conjunction
with the spindle) and focusing onmachine operation
to increase the production rate of the machine tool.
Strategies to address the second case generally
require optimization of the cutting process itself.
This may be difficult to accomplish from a design
perspective due to the influence of desired process
parameters, but energy savings may be achieved by
considering typical machine tool use in design (e.g.,
ensure that axeswith highmotion carry less weight).

While the current literature provides an exten-
sive knowledge of the life-cycle energy

consumption of machining, it is limited by the
assumption that machine tool operation domi-
nates the overall impact such that other aspects
of the machine tool’s life cycle, such as its manu-
facture, are neglected. Furthermore, much of the
literature neglects transportation, material inputs
(e.g., cutting fluid), or facility inputs (e.g., HVAC
and lighting), which may all have a significant
impact on the overall energy consumption.

It was the goal of Diaz et al. (2010) to study the
effect of these aspects as well as that of the
manufacturing environment and degree of automa-
tion on the life-cycle energy requirements of milling
machine tools. This analysis of two milling
machines placed in three environments quantified
the CO2-equivalent emissions associated with pro-
ducing a standardized part over the lifetime of a
machine tool. Several findings show significant dif-
ferences from previously published literature, such
as the manufacturing phase impact, for example,
HVAC, and lighting requirements are a significant
portion of the use phase emissions. In addition to the
significant impacts of parameters that have been
disregarded in the literature, the results suggest
areas for reducing energy consumption. For exam-
ple, a more energy-efficient thermal control system
could reduce the overall energy usage since HVAC
is energy intensive. This analysis may also provide
greater clarity to other LCA studies by highlighting
potential impacts on a product’s manufacturing
phase since machine tools are key to manufacturing
all other products. Finally, these results may be
extended to other manufacturing processes by
showing new areas to consider for energy and envi-
ronmental impact reductions.

Given the significant environmental impact of
the use phase of a machine tool, an analysis was
conducted by Diaz et al. (2009) on end milling
process parameter selection for energy consump-
tion reduction. The energy per unit manufactured
is determined by both the power demand of the
machine tool during machining and the pro-
cessing time, Fig. 1.

The power demand of a machine tool may be
divided into a constant and a variable component
(Diaz et al. 2009). The constant power can be
attributed to the computer, fans, lighting, etc., of
the machine tool. This component of the total
power demand is independent of process parameter
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selection. The variable power demand, though, is
dependent on process parameter selection and can
be attributed to the spindle or the drives of the table
axes. The processing time per unit manufactured is
determined by the feed rate. Cutting conditions at a
specific feed rate depend on the selection of the
number of revolutions per minute of the spindle,
the feed per tooth, and the number of flutes.

Figure 2 identifies two opposing effects on the
energy per unit manufactured. First, as the feed rate
increases, the processing time is reduced. There-
fore, the contribution of the constant power
demand of the machine tool to the energy per unit
manufactured decreases. Second, an increase in the
feed rate demands more power from the machine
tool with or without adjustment of the cutting
speed. Depending on which effect prevails, three
different machining regions may be found.

The sum of both energy contributions results in
a parabolic-total energy plot also shown in Fig. 2.
In Region 1 the decrease due to a shorter pro-
cessing time dominates the increased variable
power demand. In this region, the feed rate will
be chosen as fast as technically possible. In Region
2 the energy per unit manufactured is fairly con-
stant, whereas the increase of the variable power
demand dominates in Region 3. If the process is

located in Region 3, slower feed rates would lead to
lower energy per unit manufactured.

The tool limits the possibilities to reduce the
energy per unit manufactured by process parameter
selection because elevated tool wear was observed at
process parameter combinations, which reduce the
energy demand of the machine tool during the
manufacturing process. Coated end mills enable
high-speed cutting, whereas the uncoated end mills
can be used for conventional cutting only. High-
speed machining is carried out at drastically elevated
cutting speeds and reduced feeds per tooth compared
to conventional cutting. In general, higher cutting
speeds increase the power demand of the machine
tool, whereas a lower feed per tooth reduces the
power demand. The experimental studies show that
high-speed cutting results in smaller energies per unit
manufactured compared to a machining operation at
conventional cutting speeds. The decrease in the
processing time has a greater impact on the energy
demand per unit manufactured than the increase in
power demand. Therefore, it can be concluded that
high-speed cutting is more energy efficient than cut-
ting at conventional speeds. Future work should
include the variation of coating as well as the consid-
eration of the additional production energy of
coating.
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From an economical and environmental point of
view, it is desirable to minimize the coolant use in
machining. In the metal cutting industry, coolants
play a crucial role in the production of high-quality
products and are often used in large quantities. For
many machining processes, the use of coolant lubri-
cants is not imperatively necessary. However, sim-
ply turning off the coolant supply can deteriorate the
cutting result, since the functions of the coolant are
not fulfilled anymore. In detail, the primary func-
tions of coolant lubricants comprise lubrication,
cooling, and cleaning. Without these functions,
more friction and adhesion between the tool and
the workpiece occur. Moreover, the heat produced
in the cutting process has to be discharged only by
the chips, the tool, and the workpiece and not by the
lubricant anymore. The result is a higher thermal
load on the tool, the workpiece, and the machine
tool, causing a shorter tool life and a reduced work-
piece and machine tool accuracy. Therefore, the
absence or minimization of coolant lubricant
as with dry cutting and minimum quantity lubrica-
tion (MQL) necessitates an analysis of the boundary
conditions and the work dependencies between the
process, the cutting tool, the workpiece, and the
machine tool. Finally, storage and disposal of these
fluids add cost and can require special processing for
recycling or disposal.
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Synonyms

Clean production; Corporate social responsibility;
Green manufacturing

Definition

Sustainable manufacturing has been defined
by the International Trade Administration under
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the US Department of Commerce as “. . .the cre-
ation of manufactured products that use processes
that minimize negative environmental impacts,
conserve energy and natural resources, are safe
for employees, communities, and consumers and
are economically sound” (USDOC 2012). The
US National Council for Advanced Manufactur-
ing (NACFAM) contrasts this definition with the
UN definition of a sustainable development given
in the Brundtland report as a “Development that
meets the needs of the present without compromis-
ing the ability of future generations to meet their
own needs” and extends the definition to address
both the manufacturing of “sustainable” products
and the sustainable manufacturing of all products,
taking into account the full sustainability life
cycle issues related to the products manufactured
(NACFAM 2012).

The double focus on both manufacturing activ-
ities and the life cycle of the products that are
being manufactured is also found in the sustain-
able production element in the concept of sustain-
able production and consumption that is being
promoted by international institutions like the
United Nations (UNEP 2013) and the European
Union (Council of the European Union 2008) as a
central element in strategies for the development
toward a sustainable society.

Theory and Application

The absolute form used in the term sustainable
manufacturing is potentially misleading unless
it is clearly defined. What is truly sustainable, i.e.,
an activity that we will be able to sustain indefi-
nitely, depends very much on the context in which
the activity is performed, in terms of, e.g.:

– The total population of the earth whose needs
must be met today as well as in the future

– The equity among the people of the earth
and the material level at which they wish to
fulfill their needs

– The available resource base for the resources
that are critical in terms of availability (today
as well as in the future with the changes in
demand and availability that can be foreseen)

– The state of the environment in terms of dis-
tances to critical pollution levels affected by
the manufacturing activity (today as well as in
the future)

Classification of a manufacturing activity as
sustainable in absolute terms hence requires a
number of strong assumptions in order to be sub-
stantiated and meaningful.

For practical purposes, it is often more relevant
to talk about the sustainability of manufacturing in
relative terms, i.e., as one form of manufacturing
being more sustainable (or green) than another,
both in terms of the manufacturing practice and in
terms of the products that it manufactures. The
relative environmental sustainability of a product
is also represented by its eco-efficiency, the prod-
uct with the highest eco-efficiency being the most
environmentally sustainable among the compared
products. It may, however, not actually be sustain-
able in the absolute sense.

Conflicts Between Relative and Absolute
Sustainability of Manufacturing
While relative sustainability of products or their
manufacturing is more operational in many situa-
tions, there is a potential conflict between increas-
ing the relative environmental sustainability and
moving toward absolute environmental sustain-
ability (Hauschild 2015). The conflict may arise
when the consumption aspect is ignored in the
sustainability assessment, and there is a positive
feedback coupling between an increase in the
relative environmental sustainability or eco-
efficiency and the consumption. In these cases,
what seems to be sustainable from a manufactur-
ing perspective turns out not to be so when
assessed at the societal level.

An example is offered by the case of automo-
tive person transport in Europe where the increase
in fuel efficiency over the last decade is an accom-
plishment of the automotive manufacturing that
has clearly made passenger cars more environ-
mentally sustainable. It has, however, also made
personal mobility via private cars more affordable
and hence led to an increase of the total transport
work which has more than neutralized the
improvements in fuel efficiency. The net result is
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an increase in the environmental impacts from
person transport and hence a development away
from the environmental sustainability of this sec-
tor, sometimes referred to as the “rebound effect”
(Clark 2007).

Another example is offered by the example of
indoor lighting for which the energy efficiency
(which here serves as a proxy for environmental
sustainability) has increased by more than three
orders of magnitude over the last centuries going
from candles via incandescent bulbs to diode-
based lighting. Also here, the improvements in
energy efficiency have been accompanied by an
increase in economic efficiency, leading to
increases in the use of lighting that have neutral-
ized the energy efficiency gains, again showing
that an increase in relative environmental sus-
tainability does not alone lead us in the direction
of a sustainable society (Gutowski 2011). Along
the same vein, LCD screens offer a more eco-
efficient alternative to the old CRT technology,
providing a similar functionality (screen size,
image quality) at lower environmental impact.
However, the enabling LCD technology also
supports the construction of much larger screens,
so the improvement in eco-efficiency is coun-
tered by an increase in the size of TV and PC
screens (Kim et al. 2014).

Therefore, the manufacturing industry must
consider not only the environmental impact of
products during the product design now but also
future technology change and the anticipated mar-
ket growth in order to qualify claims of sustain-
ability (Kim and Kara 2012; Kim et al. 2014).

The relationship between eco-efficiency, con-
sumption, and environmental impact is reflected
by the I = PAT equation that expresses the envi-
ronmental impact I as a product of the size of the
human population P, the material standard of liv-
ing or affluence A (the value that is created or
consumed per capita), and the technology
factor T, often expressed as the reciprocal of the
eco-efficiency (impact per created value). Consid-
ering the growth in population (P) and the eco-
nomic development and increase in material
standard of living (A) and resource use in many
parts of the world and considering the fact that the
current level of impact (I) is not sustainable for

many types of environmental impact, there is a
need to increase the eco-efficiency by which we
provide technological services by a factor of
10–20 over the next 40 years in order to ensure a
sustainable production (von Weizsäcker et al.
1998; Schmidt-Bleek 2008; Hauschild et al.
2005). This macro level need trickles down to
the meso level of manufacturing as a daunting
challenge. But as the examples given above illus-
trate, even such high increases in eco-efficiency
may not lead to sustainable production when
A and T are not mutually independent, so a reduc-
tion in T (an increase in eco-efficiency) triggers a
growth in A that more than outbalances it
resulting in an overall increase in environmental
impact I (Pogutz and Micale 2011).

All these examples also stress the need to con-
sider the whole life cycle of the technology or
product to address the use versus manufacturing
stage trade-off. Things that do not move or need
power to operate like bridges, furniture, etc. are
dominantly manufacturing-stage consumers of
resources and, by extension, impact. Things that
do move and need power to operate like automo-
biles, airplanes, etc. are generally use-stage heavy.
If the use stage dominates, efforts to reduce con-
sumption (meaning giving the consumer products
that deliver the required functionality or service
but at a lower environmental impact or energy/
resource consumption) are appropriate. If the
manufacturing stage dominates, the product’s
life cycle impact, say for a structure with low
energy consumption in use, then manufacturing
stage impacts, and resource consumption must be
addressed in order to increase eco-efficiency.

Addressing the Three Dimensions of
Sustainability
Sustainability is generally considered as covering
three dimensions addressing the impacts on the
environment, the impacts on society and central
stakeholders, and the impacts on the economy of
the manufacturer, as represented in the concept of
the triple bottom line.

In its “10 principles of sustainable production,”
the Lowell Center for Sustainable Production
addresses these three dimensions in 10 concrete
focus points (Lowell Center 2012):
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1. Products and packaging are designed to be
safe and ecologically sound throughout their
life cycle.

2. Services are organized to satisfy real human
needs and promote equity and fairness.

3. Wastes and ecologically incompatible
by-products are reduced, eliminated, or recycled.

4. Chemical substances or physical agents and
conditions that present hazards to human
health or the environment are eliminated.

5. Energy and materials are conserved, and the
forms of energy and materials used are most
appropriate for the desired ends.

6. Work places and technologies are designed to
minimize or eliminate chemical, ergonomic,
and physical hazards.

7. Work is organized to conserve and enhance
the efficiency and creativity of employees.

8. The security and well-being of all employees
is a priority, as is the continuous development
of their talents and capacities.

9. The communities around workplaces are
respected and enhanced economically,
socially, culturally, and physically.

10. The long-term economic viability of the
enterprise or institution is enhanced.

These principles need to be operationalized to
be effective in design and manufacturing. Metrics
with specific definitions are needed to ensure
these principles are upheld. A thorough under-
standing of material, energy, and water flows as
well as any associated hazard or risk to humans
and ecosystems is required to address the environ-
mental dimension of sustainability. Human and
labor rights, as advocated by international bodies
such as the UN and International Labour Organi-
zation (ILO), provide some insight into the more
basic issues of the social dimension of sustainabil-
ity. However, as the Lowell Center’s principles
imply, metrics are needed to assess the well-
being of a range of stakeholders, including
employees, communities, consumers, and others
impacted by product life cycles. Finally, measures
to assess long-term economic viability and the
broader economic contribution of an organization
are needed to address the economic dimension of
sustainability.

Application
Applications of sustainable manufacturing can be
found across various scales, from the global/sup-
ply chain level down to the process level of
manufacturing (see Duflou et al. 2012 for a
review of how energy and resource efficiency is
addressed at the different scales). At the global
level, techniques can be utilized to optimize the
location of suppliers in order to reduce the energy
and, consequently, the greenhouse gas emissions
attributed to transportation. Additionally, a fac-
tory manager can opt to build the factory close
to the consumer market as a means of lowering the
environmental impact of the distribution of prod-
ucts to consumers. Facility design is another via-
ble avenue for achieving a state of sustainable
manufacturing as the installation of energy-
efficient HVAC equipment and lighting would
effectively lower the energy consumption of a
facility, as would the implementation of machine
tool prioritization techniques during the factory
planning and operational phases (Diaz and
Dornfeld 2012; Herrmann et al. 2011). A prod-
uct’s sustainability can be optimized in a life cycle
perspective using Design for Environment tools
(Hauschild et al. 2004) and also taking into
account the social impacts along the life cycle
(Jørgensen et al. 2008; Hauschild et al. 2008). At
the machine tool level, the “tare” energy con-
sumption can characterize the electrical energy
of a piece of production equipment, so machine
tools with lower tare energy would consequently
consume less energy as well (Vijayaraghavan and
Dornfeld 2010). Lastly, at the process level, we
can consider tool path planning (Kong et al.
2011), tooling (Diaz et al. 2010, 2011), and the
use of alternative cooling techniques (Klocke and
Eisenblätter 1997; Li et al. 2012) to reduce the
environmental impact of processing raw material.
This highlights a few examples of methods that
can be utilized to achieve the state of sustainable
manufacturing, and more detailed examples can
be found in Dornfeld (2012).

Competitive Sustainable Manufacturing
As proposed by CIRP, a holistic overarching
multilevel dynamic paradigm addressing a sus-
tainable development is Competitive Sustainable
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Manufacturing (CSM) (Jovane et al. 2008),
where manufacturing has to cover the entire
product/service life cycle (Yoshikawa 2008),
including enabling processes and business
models (Fig. 1).

The demand paradigm, challenge-based para-
digm, and the response paradigm, supported by
the research-innovation-market value chain, are
depicted in Fig. 2.

CSM Fundamentals
• Competitiveness (defined as “market” success)

and sustainability represent mandatory condi-
tions that must be met by products and ser-
vices, by processes and business models, and
by enterprises, for CSM to respond to the chal-
lenges (Jovane et al. 2008).

• At the macro (country) level, competitiveness
was introduced by Porter. It is based on the
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productivity with which a given country pro-
duces goods and services.

• At the meso level, competitiveness may be
seen as the ability of a supply paradigm to
respond, better than another one, to a demand
paradigm.

• At the field level, it may be defined as a com-
parative concept, i.e., the ability of an actor
(firms, universities, institutes, research centers,
etc.) to respond to “customer demand” better
than anyone else.

At the macro level, manufacturing sustainability
is achieved when facing:

• Economic challenges by producing wealth and
new services ensuring development and com-
petitiveness through time.

• Environmental challenges by promoting mini-
mal use of natural resources (in particular, non-
renewable) and managing them in the best
possible way while reducing the environmental
impact to sustainable levels.

• Social challenges by promoting social devel-
opment and improved quality of life.

At themeso level, sustainability of manufactur-
ing requires the development of appropriate
response paradigms and enabling technologies
concerning high added-value products and ser-
vices, processes, and business models that meet
the aforementioned economic, social, and envi-
ronmental conditions.

At the field level, the implementation of
manufacturing sustainability relies on sustainable
companies that – in cooperation with other
stakeholders – are able to generate and produce,
by adopting competitive and sustainable pro-
cesses and business models, new, high added-
value products and services, responding to grand
challenges (Jovane et al. 2008).

Several advanced and emerging countries are
acting proactively by conceiving and launching
research and innovation programs. For instance,
the European Union is promoting and supporting
initiatives toward CSM as proposed by the Man-
ufacture Technology Platform. International

institutions, such as the OECD and UNEP, are
strategically addressing CSM.

Recently, researchers from Harvard Business
School and London School of Economics demon-
strated that in a matched comparison of 180 com-
panies, the 90 companies that voluntarily adopted
environmental and social policies long ago signif-
icantly outperform the 90 similar companies that
do not consider sustainability an important part of
their business and, hence, have adopted none of
these policies. The outperformance is both in
terms of performance in annual accounts and on
the stock market. On the latter, return on invest-
ment was up to 50% higher over the full period
1992–2010 (Eccles et al. 2012).

Cross-References
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▶Life Cycle Engineering
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Synthesis

Juan Manuel Jauregui-Becker
Laboratory of Design, Production and
Management, University of Twente, Enschede,
The Netherlands

Synonyms

Combination; Creation; Integration

Definition

Generally speaking, synthesis can be defined as
the composition or combination of parts – build-
ing blocks, elements – to create a new whole
product, artifact, technology, machine, or graphic,
whose ruling behavior emerges from the interac-
tion of its constituent parts. In the context of
design, synthesis follows different definitions
(Chakrabarti 2002). The two most relevant to
this work are “synthesis as designing” and “syn-
thesis as solution generation.” In the first defini-
tion, synthesis is defined as an iterative process of
solution generation and solution evaluation. The
second definition narrows its scope to that of
generation solutions.

Theory and Application

A synthesis process comprehends a complex com-
bination of cognitive and mathematical mecha-
nism (e.g., random generation, backward
reasoning, abduction, case-based reasoning, and
constraint-solving). Although no unified theory
exists for explaining the nature of the synthesis
process, the generally accepted Function Behav-
ior State/Structure (FBS) family of frameworks
allows for making some concrete statements on
the nature of this process.

The FBS Model
FBSmodels a design artifact by distinguishing the
following levels of object representation: func-
tion, behavior/state, and structure, as shown in
Fig. 1. The basis of the FBS model is that the
transition from function to structure is performed
via the synthesis of physical behaviors. Therefore,
behaviors allow characterizing the implementa-
tion of a function. As many different views of
the FBS model have been developed and
researched, the Function Behaviour Principle
State Structure (FBPSS) model presented by
Zhang et al. (2011) serves as a unifying frame-
work for the different FBS schools of thought.
This model is based on the analysis and general-
ization of the Japanese (Umeda and Tomiyama
1995, 1997), European (Pahl et al. 2007),
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American (Chandrasekaran et al. 1993), and
Australian (Gero and Kannengiesser 2004)
schools of design theory and methodology.

The FBPSS model uses the following
definitions:

• Structure: Is a set of entities and relations
among entities connected in a meaningful
way. Entities are perceived in the form of
their attributes when the system is in operation.
For example, in Fig. 1 the structure is
represented by an electric motor and a crank
mechanism. Here, the two possible entities
(structures) are the lengths of the bars L1
and L2.

• States: Are quantities (numerical or categori-
cal) of the behavioral domain (e.g., heat trans-
fer, fluid dynamics, psychology). States
change with respect to time, implying the
dynamics of the system. For example, in
Fig. 1, the states of the structure are represented
by the distance L0 between the electric motor
and the piston, the torque T of the electric
motor, or the displacement of the pistons.

• Principle: Is the fundamental law that allows
the development of a quantitative relation of
the state variables. It governs behavior as the
relationships among a set of state variables. For
example, in Fig. 1, two possible principles are
electromagnetism ruling the operation of the
electric motor and solid mechanics ruling the
function of the crank mechanism.

• Behavior: Represents the response of the struc-
ture when it receives stimuli. Since the struc-
ture is represented by state and structure
variables, behaviors are quantified by the
values of these variables. In the case presented

in Fig. 1, the two behaviors are Generate
torque and Convert torque into force.

• Function: It is about the usefulness of a system.
For example, in Fig. 1, one possible function of
this system is to compress gas.

Figure 2 shows how these definitions are
related. The relationship between state and struc-
ture is a one-to-many relation. The behavior is
produced as the combination of state sets
underlined by a given set of principles to the
structure. Behavior and function have a many-to-
many relation, which depends on the context and
usefulness of the structure.

Classification of Design According to Its
Synthesis Process
Within this framework, one can classify top-down
steps aiming at determining the structure of an
artifact given a functional representation as syn-
thesis processes, while their back reasoning coun-
terpart of determining function characteristics
given a known structure as analysis processes.

From this perspective, synthesis processes are
classified into three groups according to the type
of representations:

• Routine design: One in which the space of
functions, behaviors, and structures are
known, and the problem consists of instantiat-
ing structure variables.

• Innovative design: One in which the functions
and behaviors are known, and the design con-
sists of generating new structures that
satisfy them.

• Creative design: One in which the functions
are known, and the problem consists in
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determining the structures and behaviors
required to satisfy them.

Furthermore, as nature encompasses a vast
variety of behaviors (physical, chemical, human,
etc.), synthesis processes can also be classified
according to the types of behaviors being targeted:

• Engineering design: Behaviors are character-
ized by principles stated in the laws of physics.
Depending on the discipline of study, engineer-
ing design can be further classified intomechan-
ical, electrical, chemical, geological, etc.

• Human-centered design: Behaviors are charac-
terized by physiological, psychological, and
emotional human reactions. Two examples
are architectural design and industrial design.

Information Flow in Synthesis
Figure 3 shows a well-accepted model of the
design process (Schotborgh et al. 2012).
According to this model, a candidate solution is
generated in a synthesis process. This candidate
solution is then analyzed to calculate its perfor-
mance. Finally, the evaluation process assesses
whether the solution is to be adjusted (path 1),
rejected (path 2), or accepted (path 3). During the
adjustment process, modifications (small) are
made to the candidate solution, i.e., without
changing the solution principle.

The flow of information through these pro-
cesses can be classified into three types of infor-
mation (Webber 2005; McMahon 1994):
embodiment, scenario, and performance.
Embodiment regards the information that
describes the product being designed (e.g., its
topology, size, and shape). Scenario regards the
information that describes the flow of energy,
mass, and signals the embodiment is exposed
to. Finally, performance regards the information
that determines how the embodiment behaves
under a given scenario, and is used to make state-
ments on the quality of the artifact being designed.

The relation between these three types of infor-
mation varies according to the four processes of the
design process model. In the synthesis process,
embodiment information is generated (i.e., embodi-
ment parameters are chosen and a candidate solution
is formed) such that it meets certain performance
parameters for a given scenario. Conversely, in the
analysis process performance parameters are quan-
tified or qualified for an embodiment undergoing a
given scenario. In the evaluation subprocess, the
generated performance parameters are used to deter-
mine what follow-up action should be taken (paths
1–3 of Fig. 3). Finally, in the adjustment subprocess
small changes to some embodiment parameters can
be made in order to improve the performance of the
candidate solution.

Cross-References

▶Design Methodology
▶ Process
▶ Product Development
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Synonyms

Arrangement; Organization; Schema

Definition

A system is an integrated composite of people,
products, and processes that provides a capability
to satisfy a stated need or objective.

Theory and Application

Introduction
The transdisciplinary study of systems which aims
to identify and determine principles, applicable to all
types of systems independent of the scientific field,

is the field of the system theory. System theory as a
minimum includes parts/wholes, system/boundary/
environment, structure/process, emergent proper-
ties, hierarchy of systems, positive and negative
feedback, information and control, open systems,
holism, and observer. The term “system theory” is
originated from thework “general system theory” of
von Bertalanffy who first recognized the application
of the aforementioned concepts across various dis-
ciplines (Bertalanffy 1968). System theory is asso-
ciated with a vast number of theories of specific
disciplines such as cybernetics, soft systems and
problem structuring methods, critical systems and
multimethodology, systems biology, sociology and
sociocybernetics, systems psychology, complexity
theory, system dynamics, and system engineering
(Mingers and White 2010). The current study
emphasizes mainly on the latter three disciplines
since they are more related to production systems
problems than the other disciplines.

Complexity Theory
The analytical tradition of thinking dominates the
majority of scientific theories and models until the
beginning of the twentieth century. The analytical
tradition is mainly based on two pillars, reduction-
ism and determinism. Reductionism is the process
of studying a system by decomposing it into its
constituent elements and their fundamental proper-
ties. Determinism claims that every change can be
represented as a trajectory of the system through
state space, following fixed laws of nature. These
laws completely determine the trajectory toward the
future (predictability) as well toward the past revers-
ibility. Complexity theory studies systems from a
different perspective, in a more holistic manner
based on the idea that a system is more than just
assembling a set of components together.
A complex system is considered to be composed
of many parts and exhibits emergent behavior. This
emergent behavior cannot be inferred directly from
the behavior of the components. Nonlinear dynam-
ics and chaos theory follow the notions of complex-
ity theory, and during the last years, various
approaches of production systems analysis have
been proposed (Fig. 1).

Chaos and nonlinear dynamics techniques are
used for the assessment of complexity in
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production systems complexity (Papakostas et al.
2009). Phase portraits and time delay plots have
been utilized in order to examine the scheduling of
simple manufacturing system. Based on this type
of analysis, new dispatching rules have been pro-
posed presenting promising results in terms of time
performance characteristics. Time delay plots, that
is, Poincaré maps, have also been utilized for
studying the effect of buffer size on the perfor-
mance of manufacturing system. The adaptability
to demand of a steel construction industry under
different operational policies and parameters has
been studied, utilizing maximal Lyapunov expo-
nents and bifurcation diagrams. Similarly, maximal
Lyapunov exponents also along with Fourier anal-
ysis and fractal dimensions have been used for
examining the chaotic behavior of a production
system based on buffer index time series.
A simulation-based method along with regression
analysis and nonlinear dynamics analysis has been
proposed for the analysis of complex systems. The
aim of this simulation-based methodology is the
determination of the sensitivity of a manufacturing
system to workload changes, the measurement,
and the control of the system’s complexity
(Chryssolouris 2006). Sensitivity analysis is
broadly performed in order to identify the chaotic
behavior of the system, by introducing small per-
turbations in system’s initial conditions.

System Dynamics
System dynamics is a computer-aided approach
to policy analysis and design. It applies to
dynamic problems arising in complex social,
managerial, economic, or ecological systems, lit-
erally any dynamic systems characterized by
interdependence, mutual interaction, information
feedback, and circular causality (Richardson
1999). System dynamics was developed by
Forrester in Massachusetts Institute of Technol-
ogy, and the main characteristics of this method
are the existence of a complex system, the
dynamic behavior of the system, and the exis-
tence of the closed loop feedback. This feedback
describes the new information about the system
condition that will yield the next decision
(Forrester 1961). The application range of sys-
tem dynamics is quite wide including domains
such as strategy and corporate planning, public
management, business process development,
energy and the environment, dynamic decision-
making, software engineering, and supply chain
management. In particular, a variety of system
dynamics models have been developed for
inventory management and planning activities
of production systems. Moreover, the coordina-
tion of supply chain over a single period and
delivery planning model within a just-in-time
setting has been studied with the help of system
dynamics (Fig. 2).
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Systems Engineering
Systems engineering is a methodical, disciplined
approach for the design, realization, technical man-
agement, operations, and retirement of a system.
A “system” is a construct or collection of different
elements that together produce results not obtainable
by the elements alone (National Aeronautics and
Space Administration 2007). The elements, or
parts, can include people, hardware, software, facil-
ities, policies, and documents, that is, all things
required to produce system-level results. The results
include system-level qualities, properties, character-
istics, functions, behavior, and performance. The
value added by the system as a whole, beyond that
contributed independently by the parts, is primarily
created by the relationship among the parts, that is,
how they are interconnected. NASA identifies three
sets of common technical processes: (a) system
design, (b) product realization, and (c) technical
management. System design processes consist of
the definition of the technical requirements based
on stakeholder expectations and the conversion of
the technical requirements into a design solution that
will satisfy the stakeholder expectations. The second
process, this of product realization, aims to create
the design solution for each product (e.g., by the
product implementation or product integration pro-
cess) and to verify, validate, and transition up to the
next hierarchical-level products that satisfy their
design solutions and meet stakeholder expectations
as a function of the applicable life-cycle phase.
Final, the objectives of technical management pro-
cesses are the following: (a) to establish and evolve
technical plans for the project, (b) to manage com-
munication across interfaces, (c) to assess progress
against the plans and requirements for the system
products or services, (d) to control technical execu-
tion of the project through to completion, and (e) to
aid in the decision-making process (Fig. 3).
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