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Editorial

This issue comprises four sections on different topics. In the first section on games,
there are four papers. In the first paper, by Andreea Molnar et al., the authors present an
interactive digital storytelling (IDS) formalization that captures the IDS logic con-
straints. This was implemented in a game engine and an authoring tool was created to
facilitate the development of IDS-based games. In the second paper, by Qing Wang
et al., a methodology is proposed for integrating knowledge with applied games
combining recreational functions and pedagogic effects. For this purpose, a unified
representation based on ontology is employed for game elements, game challenge
models, and knowledge expression with which the relationship-mapping mechanism
from diverse categories of knowledge of game atomic elements, especially primary
rule, is constructed. In the third paper, by Haiying Zhao et al., the authors apply AR
technology to develop an AR basketball smart phone game. Users can control the
interaction of their counterparts in the virtual world through an image characteristics
identification card, which is interactive and playable. The fourth paper, by Chenyang
Cui, aims to articulate the cultural characteristics of digital games from three aspects:
mass media, mass culture, international communication.

In the second section on human–computer interaction there are four papers. The first
paper, by Shichang Feng et al., deals with the problem of finding 3D hand models
corresponding to the user’s 3D hand pose in the initial frames. Blending computer
interaction techniques and cognition theories, a novel initialization approach for 3D
hand models is put forward to make the initialization process more human-oriented. In
the second paper, by Benyue Su et al., the authors develop a method for recognition of
human daily actions by using a wearable motion sensor system. It can recognize 13
daily actions with the data in WARD1.0 efficiently. In the third paper, Hongpu Liu
et al. propose an intelligent rehabilitation supporting system based on the Kinect device
for the physical rehabilitation of stroke patients with apoplectic hemiplegia. In the
fourth paper, by Hui Liu et al., the authors present the concept of a virtual interface,
which narrows the effective area of hand activity to a specific region.

In the third section on image and graphics, there are five papers. In the first paper,
Xiaoyan Li et al. propose a novel pixel-level change detection method based on the
fuzzy distance for the interest building areas. Based on the imaging characteristics of
synthetic aperture radar images in building areas, the variogram texture and gray
feature are combined to form the feature vector in order to describe the image pixel
feature clearly. In the second paper, by Jia Liu et al., a fast plant modeling method
based on BP neural networks is proposed. The input is a plant image. Users can sketch
the main branches and crown silhouettes on the image. Through branch copying,
rotation, and adjustment, the 3D main branches are obtained. In the third paper, Jinhui
Huang et al. implement the depth of the camera based on the actual situation of
augmented reality systems with seamless integration of interactive design. In the fourth
paper, by Xiangjiu Che et al., the authors present an image pre-processing tool for ant



colony optimization (ACO) with a distributed adaptive threshold strategy (DATS).
They propose an interactive construction method of 3D objects from Chinese ink
paintings for the challenging problem of generating the Chinese ink animation. The
fifth paper, by Yunliang Jiang et al., presents a novel vertex mesh simplification
algorithm based on curvature and distance metrics, using vertex curvature on the
boundary type classification to get the alternative vertex of the folded edge through the
LOOP subsidiary patterns.

In the fourth sections on applications, there are four papers. In the first paper,
Jianwen Song et al. present the color analyzing and designing toolkits of the project
product, which not only accords with the designer’s intelligence and experience, but
also proposes a new method for color analyzing and teaching. In the second paper, by
Ruisong Ye, the chaotic nature of affine transformation is studied. The affine trans-
formation is then utilized to generate pseudo-random number sequences and is applied
to shuffle the host image during the preprocessing of watermarking. The watermarking
is performed in the spatial domain, where the watermark bits are also encrypted by the
skew tent map and then embedded in the shuffled host image. In the third paper,
Wanxing Sheng et al. introduce a novel method – three-dimensional likelihood ratio
test (3D-LRT) – to detect emergencies in large-scale power systems, which is a typical
work that leverages spatiotemporal behavior characteristics to identify anomalous
patterns in power systems. In the fourth paper, Shunting Wang et al. propose a method
of generating birthday couplets fitting to gender, age, and birthday time. The birthday
couplets generated by this system not only can fit the main features of birthday cou-
plets, but can also embed the user’s names.

Mingmin Zhang
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Interactive Digital Storytelling Based
Educational Games: Formalise, Author, Play,

Educate and Enjoy! - The Edugames4all
Project Framework

Andreea Molnar1(&) and Patty Kostkova2

1 University of Portsmouth, Portsmouth, UK
andreea.molnar@port.ac.uk

2 University College London, London, UK
p.kostkova@ucl.ac.uk

Abstract. In this paper we present an Interactive Digital Storytelling
(IDS) formalisation that captures the IDS logic constraints. This was imple-
mented in a game engine and an authoring tool was created to facilitate the
development of IDS based games. We created several IDS based games using
the proposed engine and authoring tool. They were used as case studies in this
research. We also present some of the challenges we encountered once the
games were implemented and how we addressed them.

1 Introduction

In recent years, Interactive Digital Storytelling (IDS) based games have been growing
in popularity [1] and recognized as providing a motivating and engaging experience for
players [2, 3]. Moreover, when storytelling is integrated in the game, it has been shown
to help players make sense of their experience, improve their problem solving abilities,
and ability to organise knowledge [2]. Due to their dynamical nature, they also provide
the player with a better feeling of being able to control the game and how the story
unfolds.

However, the design of interactive digital storytelling (IDS) [4] in particular, and of
games in general [5] is increasingly complex. One of the challenges faced consists of a
lack of “development of formalism supporting narrative description” [6]. As game story
writers most often do not come from a computing background there is a need for both a
logic design formalism for IDS based games and authoring tools to facilitate IDS
creation. The first part of this research provides a solution to this problem by providing
a platform that includes a Finite State Machine based formalisation of the IDS. The
formalism is an important step in achieving a shared understanding of the field as it
establishes shared requirements that can be used by future researchers. It can also be a
step forward towards a fully automatic approach. The proposed formalism was used to
develop a game engine.

This paper also presents the authoring tool that enables easier development of IDS
based games. Furthermore, in this research we also investigated three challenges we

© Springer-Verlag Berlin Heidelberg 2016
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encountered once the games were implemented: high drop-out rate (despite a user
centric design being followed through the implementation), usability and educational
content assessment issues. We present our proposed solutions to this problems.

The rest of the paper is organised as follows. Section 2 presents the state of the art
in this area and pins down where this research stands. The IDS FSM formalisation is
defined in Sect. 3. Section 4 introduces the game engine implementation and how it
connects with the authoring tool. It also presents examples of implementations using
the authoring tool and a brief introduction into the edugames4all project. The following
section presents the challenges encountered when evaluating the games. The next
section discusses the results of this research and presents the work in progress. The
paper ends with the conclusions presented in Sect. 7.

2 Related Work

The work presented in this paper spans across the following research domains: usage of
artificial intelligence (AI) techniques in interactive digital storytelling, usage of inter-
active storytelling in educational games and educational content evaluation in educa-
tional games.

2.1 Figures Artificial Intelligence Techniques in Interactive Digital
Storytelling

IDS is dynamic and allows players to act as they are the main characters in the story, to
select among multiple paths, and basically to modify the story based on their actions.
Despite the potential of a formalisation to “allow the deduction of results which throw a
specific light at research applications” [7], there is little research available in this
domain on the development of a formalization for the narrative description [6].

AI techniques have been used in IDS mostly to adapt the narratives to user’s actions
[8] or in the implementation of different aspects of storytelling generation. Among
these techniques one can count case based reasoning [9], genetic algorithms [10], goal
net and fuzzy cognitive maps [11], natural language processing [12], search algorithms
[13], and FSM [14]. FSMs have been increasingly used for modeling dynamic systems
[14] and in this research we use them for the formalisation of the IDS.

The research done so far on formalising IDS was based on logical reasoning [6, 15]
and constraints [16]. Constraint planning aims to generate a good or optimal solution
given a set of possible goals [17]. Our aim is not to determine the optimal but to allow
users the possibility of exploring as many solutions as they want as long as given the
path they are taking there is a way to reach a resolution. Although many aspects of the
IDS can be formalised through logical reasoning and constrains these are not neces-
sarily suitable for all aspects of IDS as shown by [7]. We propose to add to the state of
the art in the field and to use an AI based approach formalisation based on Finite State
Machines (FSM).

FSM allows an expressive representation and it allows modelling the IDS states
(FSM states) and user actions (the transition function). It allows separation between the

2 A. Molnar and P. Kostkova



states and the transition function that could lead to the implementation of an authoring
tool where the game designers could define the game states and the transition function
could be implemented separately from the game engine. This allows the generation of
games that make use of interactive storytelling without the game designers needing to
get into the game engine code. The formalism allows to create a sequence of causal
events, recombine events in the story and determine whether a sequence of events leads
towards a resolution of the story.

2.2 Usage of Storytelling in Educational Games

Digital storytelling is said to help in acquiring knowledge, improving media literacy and
user attitude and behaviour [18]. When used in educational games it provides a
“gateway to immersive experience” [19]. It has been shown to engage players [2],
improve the learning experience by allowing the players “to make sense of experience,
organise knowledge, sparking problem-solving skills and increase motivation” [2]. The
story provides a context to learning [20], while the interaction actively involves the
players in the building of the story [2]. This stimulates imagination and curiosity and
leads to unintentional learning [2]. Despite their educational potential [21, 22] most
studies have been focused on the simulation aspect neglecting the storytelling [23]. This
study addresses this gap by focusing on the storytelling aspect of educational games.

2.3 Evaluation of the Educational Content Integrated in Games

Assessment is an essential part of any educational experience. Traditionally, assess-
ment of learning has taken place outside of the actual game. Pre and post-play
assessments of knowledge remove the task of assessment from the educational game
itself and allows for a summating assessment of player knowledge and/or attitude
change. Although the evaluation is considered to be one of the most important parts in
educational games [24], little research has been dedicated to seamlessly integrating the
assessment in the game ow. Most of the assessment is done as a separate part of the
educational game, or when integrated it is often done in an intrusive manner affecting
the game ow and the player experience [25]. Among the studies that proposed an
assessment integrated as part of the game play one can count: [26–30].

[26] integrate multiple choice questions as a part of a point-and-click game-like
simulation. The player is provided feedback if the answer provided is wrong. The game
was assessed in terms of the educational potential, but the integrated assessment and
the way it was perceived by students was not evaluated.

[27] propose a similar approach to [26] in which questions are being asked in a
simulation like game. The assessment is designed to be as much as possible similar to
the traditional pen and paper alternative, and the students get feedback only at the end
of the evaluation. In our research, we want to have the assessment integrated as
seamlessly as possible in the game so that the player immersion is not affected.
Moreover, our proposed approach allows for feedback to be provided immediately after
the assessment, if desired, and this has the potential to improve learning achievements
[31, 32].

Interactive Digital Storytelling Based Educational Games 3



EducaMovil [28] is a suite of open source mobile learning games, through which
snippets of educational content and quizzes are integrated. A certain action of the game
triggers a certain lesson to open, and a question is given to the learner after the
educational content snippet is shown. Feedback, either positive or negative is offered
immediately after the lesson is finished. The authors showed that game performance
could be used as a proxy for measuring student classroom performance, on a study
performed with second level students learning mathematics.

[30] propose the assessment to be integrated through a quiz, similar in style to “How
to be Millionaire”. They used as a case study a platform game, where the quiz is inserted
between the levels of the game. In this game, a virtual character asks questions and the
player has to choose among three options as answers [33]. Feedback is given after the
results are submitted. A total of 63 % of the participants involved in the study reported
preferring this type of assessment as opposed to taking a “traditional quiz” [30].
Moreover, the integrated assessment has not shown to affect the participants enjoyment
while playing the game [30].

In Crystal Island [29] a narrative game similar to our game, players are asked to fill
quizzes and worksheets through the game. This study does not consider the students
perspective on the integrated assessment and whether this is more effective than when
the assessment is not integrated.

There are several aspects in which our research is novel, compared to the previously
mentioned ones. As oppose to previous research we are focusing on formalisation and
we show how an integrated assessment can also be included as part of the formalisation.

3 IDS Formal Notion

This section will first introduce the five usual layers of interactive storytelling Pre-
sentation Layer, Conversation layer, Quest Layer, Mission Layer, and Education Layer
and afterwards introduces the formalisation of an IDS as FSM. The layered division
dawns from the work done by [34] but expands the notion to cover educational remit
and designs the actual FSM formalism. A detailed definition of each IDS layer and how
they map into the FSM is described below. In doing so, we follow a bottom up
approach in which the lower layers are described first (Fig. 1).

3.1 Presentation Layer

The Presentation Layer contains the assets/animations needed to deliver the interactive
story. It consists of images and animations for characters, rooms, items, in the game,
and the motion models that are used to describe how the virtual characters move or
behave. They form the interactive story animation function.

Hotspots. Hotspots are places where the player can click and invoke an action.

Definition 1 (Hotspot). Let H be a finite non empty set of hotspots, a hotspot, h 2 H is
defined as a tuple:

h = (hotspotImage, action),

4 A. Molnar and P. Kostkova



where the hotspotImage is a clickable area in an image, and action is the action to be
performed as a result (see Definition 7 for more details about game actions).

Item. An item is a virtual object that can be collected by the player. The item col-
lection is triggered in response to certain actions performed by the player.

Definition 2 (Item). Let I be a finite non empty set of items, an item, i 2 I, and is
defined as a 3-tuple:

i ¼ itemName; itemImage; hintð Þ;

where itemName is a text representing the name of the item, itemImage is a thumbnail
image of the item representation, and hint is text to give the player clues about the item
(it could be nil).

Rooms. Rooms are specific locations in the story. They could be interior rooms,
outdoor areas, or sections of a room/outdoor area.

Definition 3 (Room). Let R be a finite non empty set of rooms, a room, r 2 R is
defined as a 4-tuple:

r ¼ roomImage; thumbnailImage; roomName; fhotspot1; . . .; hotspothrgð Þ;

where {hotspot1,…, hotspothr} 2 H, hr 2 N, hr ≥ 0 defining the number of hotspots in
room r, roomImage is the location image and thumbanilImage is roomImage in
thumbnail. The thumbanilImage can be nil.

Fig. 1. Interactive storytelling layers
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Characters. Characters are the various story personalities and the player’s character.
The virtual characters, agents, help the users to accomplish a task [35]. In an educa-
tional IDS the virtual characters can act as pedagogical agents by helping the player
increase his effectiveness by delivering customised advice [36]. This definition is not
targeted towards antagonistic characters.

Definition 4 (Character). Let C be a finite non empty set of characters, CN a finite set
of conversation nodes (see Definition 5), a character, c 2 C, is defined as a 5-tuple:

c ¼ name; characterImage; thumbnailImage; cnc; presentCNcð Þ;

where {cnc, presentCNc} 2 CN, characterImage is the image representing the char-
acter, thumbnailImage is characterImage just thumbnail format.

The player is a special ‘player character’ pc 2 C,

pc ¼ You; nil; nil; cnYou; nilð Þ:

3.2 Conversation Layer

The layer on top of the Presentation Layer is the Conversation Layer. In IDS, con-
versation provides the means of interaction and content presentation [37]. This layer
consists of Conversation Nodes and Conversation Rules. A Conversation Node (CN) is
a line of text or a sentence recited by a character.

The Conversation Rules define which character is saying what, what should happen
after the player has read this line of dialogue, and the context in which this happens.
For example, a rule could be that a virtual character greets the player at the beginning
of the story. Another rule dictates whether the virtual character should greet the player
as soon as they meet or wait for the player to initiate conversation. This part has the
power to generate adaptive conversations based on the player’s previous actions.

Definition 5 (Conversation Node). Let CN be a non empty set of conversation nodes,
C a set of characters, then a conversation node, cn 2 CN, is defined as a tuple:

cn ¼ c; Textð Þ; where c 2 C:

The evaluation of the game LOs could be integrated in IDS as a part of the con-
versation [38]. In order to do so CNs through which the evaluation questions and
feedback were delivered and three conversation rules need to be added as explained in
[38]. Basically a question will consist of several CNs: the question (each question
corresponds to a certain LO), the options the player has to select among and the feedback
given (each selected option will trigger a different feedback). The rules are meant to
ensure that if the player’s prior knowledge is evaluated then the question has to be asked
prior to the player being exposed to the LO while if the player is exposed to the game
mechanics the post knowledge is evaluated. The rules also ensure that depending on the
selected option the player will get the appropriate feedback. As scoring is also supported
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by the engine the rules are also meant to ensure that depending on the option selected,
the user score will increase/decrease with the appropriate amount. This enables real time
feedback for the player.

3.3 Quest Layer

The Quest Layer contains the Quest Set and the IDS Mechanics. Quest in the context of
this research refers to any story element of the game that requires activation (and later,
deactivation) when certain conditions are met. In the context of the IDS FSM it rep-
resents a series of events (which could be conversation nodes or actions the player
performs) visited according to the transition function and finished when certain con-
ditions are met (Fig. 2). The IDS Mechanics component determines the operations of
the game world and deals with the player interactions with the game.

Quest. A quest implies achieving a task, exploring a room, collecting evidence, etc.
Quests can include other quests, and multiple quests could be opened at the same time.

Definition 6 (Quest). Let T be a set of states, Q a set of states, t 2 T, is defined as a
sequence, Q, of states of the IDS FSM starting at q1 and finished by reaching state qn
following the transition function d (see Definition 7),

t ¼ fq1; . . .; qng; 8 i 2 N; 8 : qi ! qiþ 1

where, Q is a set of states, P be a set of game specific conditions, C a set of characters,
R a set of rooms, {q1, qn} 2 Q are defined as the 4-tuples:

Fig. 2. Finite state-machine representation
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q1 ¼ p1; r1; c1; cn1ð Þ;
qn ¼ pn; rn; cn; cnnð Þ;

where {p1, pn} 2 P, p1 includes t is open, pn includes t is closed, r 2 R, {c1, cn} 2 C,
and {cn1, cnn} 2 CN, and q1 is an opening quest state and qn is a closing quest state.

Action. An action is the transition function d defined as below:

Definition 7 (Transition Function δ (Action)). Let P be a set of game specific
conditions, R a set of rooms, C a set of characters, and CN a set of conversation nodes.
The transition function (game action), d, is defined as:

d : p; r; c; cn0ð Þ ! ðp0; r0; c0; fcn1; . . .; cnigÞ;

where {p, p} 2 P, p representing a set of pre-conditions for an event to occur, while p′
a set of post-conditions for the event to finish, {r, r′}2 R, where r can be the same as
r′, {c, c′} 2 C, where c can be the same as c′, and {cn0,…, cni} 2 CN and {cn0,…, cni}
is a set of conversation nodes that follow after cn0, typically i = 1 but it can be empty.

An action could lead to a change in the room the player is in, displaying multiple
conversation nodes, etc. A pre-condition to a game action could be that the player
clicks on a hotspot. This leads to a change in the FSM states (Fig. 2). Unlike in generic
FSM in IDS, the d is defined by several predefined actions implementing the IDS
mechanics. Several predefined actions were implemented by the IDS engine:

Let P be a set of IDS specific conditions, {p, p′} 2 P, p representing a set of
pre-conditions for an event to occur, and p′ a set of post-conditions, R a set of rooms,
{r, r′} 2 R, C a set of characters, {c, c′} 2 C, and CN a set of nodes, {cn0,…,
cni} 2 CN.

– enter room r:

d : p; r; c; cn0ð Þ ! ðp0; r0; c0; fcn1; . . .; cnigÞ;

where r ≠ r′, p and p′ can be the same state of conditions, c and c’ can be the same
character, cn0,…, cni can be equal.

– put character c in room r′:

d : p; r; c; nilð Þ ! p0; r0; c; nilð Þ;

– start conversation cnc

d : p; r; c; nilð Þ ! p0; r0; c; cncð Þ;

– continue conversation cni−1, where the transition function is:

d : ðp; r; c; cni�1Þ ! p0; r; c0; cnið Þ
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– end conversation cnc:

d : p; r; c; cncð Þ ! p0; r0; c; nilð Þ;

– open quest t:

d : p; r; c; cn0ð Þ ! ðp0; r0; c0; fcn1; . . .; cnigÞ;

where p′ is a set of conditions including t open, r, r′ can be the same room, c and c′
can be the same character, cn0,…, cni can be equal.

– close quest:

d : p; r; c; cn0ð Þ ! ðp0; r0; c0; fcn1; . . .; cnigÞ;

where p′ is a set of conditions including t = close, r, r′ can be the same rooms, c and
c′ can be the same character, cn0,…, cni can be equal.

3.4 Mission Layer

The top level layer contains the overall dramatic outline [34]. The story mission is an
ultimate quest starting with the game initiation state and finishing when the story is
finished by reaching the finish state. It has the highest level of abstraction of the
interactive storytelling.

Definition 8 (Game Mission - Finite State Engine). Let Q be a set of states, P be a
set of game specific conditions, R a set of rooms, C a set of characters, and CN a set of
nodes. An IDS FSM Game Mission is defined as a 4-tuple:

ðQ; d; q0; qzÞ;

where {q0, qz} 2 Q, q0 = (p0, r0, c0, cn0) is the initial state - the start of the mission
quest, and qz = (pz, rz, cz, cnz) is the final state - the end of the mission quest;
{p0, pz} 2 P, {r0, rz} 2 R, {c0, cz} 2 C, {cn0, cnz} 2 CN.

A FSM also defines an alphabet, ∑. In our case the alphabet is included in the
states, rooms, and characters.

3.5 Educational Layer

The Education Layer consists of educational content (LOs that has to be integrated in
the game) and Scoring Rules (how much credit would the player get for answering a
certain question or performing a certain action in the game).

The LOs contain a high level description of the LO delivered through the game. For
example a LO could be: One should only use antibiotics with a doctor’s permission,
whereas the CNs contextualize the LOs for the given story. The Scoring Rules consist
of rules describing how the LO evaluation, contributes to the player’s score.
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4 Game Engine and Authoring Environment

Based on the proposed formalisation we design and implement a game engine.
Authoring the IDS game in the FSM formal notation can be difficult. For example, a
definition of Alyx, a character who says Hello and continues saying Welcome to
edugames4all is noted according to Definition (4) A = (Alyx, image of Alyx, thumbnail
image of Alyx, (Alyx, Welcome to edugames), (Alex, Hello)) and requires to express the
logical constrains manually. To address this we developed the authoring environment
to ease the burden.

With this in mind, the IDS FSM d action is implemented in the game engine while
the authoring tool lets one define the states of the IDS (Fig. 5). The editor generates
files used by the engine to create the IDS. Each set from the IDS FSM is represented by
one or more worksheets in the authoring user interface. This allows a more modularised
design, the defined semantics becoming more clear and simplifying the game
designer’s job. The worksheets for each of the layers are:

– Presentation Layer: Rooms, Hotspots, Items, Characters
– Conversation: Conversation Nodes
– Quest: Game Actions, Quests
– Mission: Initial State.

Fig. 3. The connection between the authoring environment, engine and IDS generation
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Each set is represented in the worksheet with all elements defined as in the
IDS FSM. For example, the room has a room image (roomImage), a thumbnail version
of the room image (thumbnailRoomImage), the name of the room (roomName) and a
set of hotspots ({hotspot1,…, hotspothr}). Figure 4 shows the Rooms worksheet. Each
room has its own id, a .swf file containing the room image (the generated IDSes are
Flash based), a thumbnail image (the thumbnail image is not mandatory and can be
ignored if there is no use for it during game play), the room name, and a set of hotspots
that link to the Hotspots worksheet. All the rooms used in the game are defined in this
sheet, and when a room is cross-linked from another worksheet it is done by using the
id column.

To give some examples on how these are cross-linked, the Hotspots worksheet has
references to the actions triggered when a player will click on the hotspot, therefore the
action is cross-linked in the Hotspots; the Actions worksheet cross links Rooms, Items
and the Conversation Nodes worksheet, in order to specify different actions (e.g. travel
between rooms, collecting evidence, starting a new conversation). The main file of the
authoring process is the Quest worksheet, which is entirely dependent on the others.

Figure 5 describes the connection between the engine and the authoring environ-
ment. Practically every IDS has different assets, either the images, animations, sound
files, etc that are being used to create the IDS. These, together with the IDS ow are
described in the authoring editor.

There are several advantages of separating the IDS FSM states (defined in the
authoring tool) from the transition function (implemented by the engine). First,
designers do not need to modify the engine but can instead focus on defining the user
experience in the authoring environment. Second, after the initial investment of
building the data-driven engine, any new IDS developed this way requires less effort
and investment of time. It is also easier to modify since just the files created with the
authoring tool need to be changed. Moreover, from an internationalisation and local-
isation perspective it is more exible. For example, when translating the dialogue, the
translator needs to be given only the file containing the conversation nodes. Third the
FSM focuses on the progression rather than on levels, leading to less inconsistency than
when the focus is solely on the levels.

The engine and authoring environment were used to create five different IDS based
games that can be found at edugames4all. The games we created were constructed with
the aim of creating awareness about issues related to health in an enjoyable manner.

Fig. 4. Rooms worksheet
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The translation and localisation were done using the authoring tool by public health
specialists and a microbiologist from the country of the language in which the story
was translated. None of the public health specialists or microbiologists had any com-
puting background. The games and the translations were created entirely using the
authoring tool and the generated files were given to the game engine at run-time to
generate the games.

The games are part of the edugames4all project which has followed e-Bug, the
project under which some of the games were originally created. e-Bug was an Euro-
pean project in which researchers and practitioners from 18 European countries were
partially funded under The Directorate-General for Health and Consumers (DG
SANCO) of the European Commission [39]. The project aim was to develop and
disseminate educational resources that teachers would use to teach junior and senior
school children [40]. With this aim an EU wide survey was distributed to assess
children knowledge of hygiene to set the LOs at a common denominator [41]. Two
types of games were created from LOs found as a result of the survey: a platform game
for junior kids [42] and an IDS based game for 13–15 years old [21].

5 Challenges and Proposed Solutions

As the previous sections addressed the formalisation and authoring of IDS based
games, this section presents some of the challenges encountered when the games were
already implemented and how we addressed them. These are grouped in three sections
addressing the drop-out rate, game usability assessment and educational content
evaluation.

5.1 Drop-Out Rate

Drop out rates are a known issue for computer games as reported by academic studies
of educational games [43] as well as in industry settings [44]. In our case, IDS based
games were played by over 60.000 users in 2010 [45]. However in all cases when the
games were introduced in the classroom it was noticed that there was a dropout in the
number of students that finish playing relatively to those that started [46]. One of the
problems was that not all the students played a similar game before. A text tutorial was
integrated in the game but was rarely consulted by the children. To help alleviate this
problem, another mission called Training Mission [46], was implemented to teach the
students the mechanics of the game. The mission is shorter than the other missions and
a lot of guidance is provided by the non-player character. The player is shown how to
use travel between different locations, how to collect and analyse evidence, and the
usage of microvision, elements pertinent to solving the mystery in the rest of the
missions (Fig. 3).

The usability of this mission was initially tested with 49 students at a summer
school and assessed through five open questions targeting the mission graphics, easi-
ness to follow directions through the game, willingness to continue playing and
improvements to be made [46]. Most of the participants liked the graphics, found the
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Training Mission easy to play and they wanted to continue playing. A second study of
the Training Mission took place with 15 students divided into two groups. One group
played one of the missions without the Training Mission beforehand and the other one
played the Training Mission and afterward a mission of the game. The researcher
taking part in the study observed the children and reported that the children who played
the Training Mission beforehand asked less for help and more students completed the
game in this scenario as opposed to the previous one [46]. A second evaluation was
performed to determine whether playing the training mission before playing the other
missions affects the usability of the other missions [47]. Although the results showed
that when playing the training mission the perceived usability of the other missions is
increased, no statistically significant difference was obtained except for the fact that the
children perceived the missions as less awkward when they play the training mission
beforehand.

5.2 Game Usability Assessment

System Usability Scale (SUS) [48] is a questionnaire that has been extensively used in
testing usability. Because the SUS questionnaire has been designed for analysing
systems in general, the questionnaire was adapted to our situation by changing the
word “system” to “game” and “use” with “play” (see Table 1 for the full modified
questionnaire). Replacing similar terms in a SUS questionnaire has been found not to
affect its reliability and validity [49, 50].

Fig. 5. The virtual character providing guidance
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SUS is a short survey, consisting of 10 questions. It indicates the usability of a
system in general, and a game in this particular case, on a scale from 0 to 100, where
100 is the best score that can be obtained. For each question the subject has to choose
an option on a 5 point Likert scale to indicate the degree of agreement or disagreement
with the statement in the question. In this case 1 stands for Strongly Disagree and 5
stands to Strongly Agree. To compute the SUS score, the following steps are required.
For the odd questions one has to subtract 1 from the option the subject chooses on the
Likert scale, while for the even questions the chosen scale position is subtracted from 5.
In this way each of the questions contributes with a value from 0 to 4 to the final score.
The sum of the results computed in this way is multiplied by 2.5 and divided by the
number of subjects. The number obtained in this way is the SUS score. The SUS score
for our game is 66.78 out of 100 which is considered to be a Good usability score [49].

As SUS is just a measure of quantifying the usability and not a diagnostics tool,
several other questions were added in the survey to determine areas for improving the
game and when the game was played in schools, focus groups with the children and the
teachers took place to further drill down on the issues that need improvement (some of
the teachers were eager to play the games themselves and they also provided feedback).

Table 1. SUS questionnaire adapted for the game

No. Question

1 I think I would like to play this game frequently
2 I found the game unnecessarily complex
3 I thought the game was easy to play
4 I think I would need the support of a teacher or other expert to be able to play this game
5 I found various functions in this game were well integrated
6 I thought there was too much inconsistency in this game
7 I would imagine that most people would learn to play this game very quickly
8 I found the game very awkward to use
9 I felt very confident playing the game
10 I needed a lot of help before I could get to play this game

Fig. 6. Pre-knowledge evaluation
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In the survey the players were asked about having difficulties on specific parts of
the game and most of them reported on not having any. When asked what they liked
most about this game, the players said: the educational nature of the game, characters,
that it was funny, intuitive etc. Among the parts disliked was the fact that there was too
much text to read, the slow curve to learn the game, the story etc. There were some
comments to which the players answers contradict, some subjects disliking that the
game is too short while others consider it is too long. When asked in the survey, as a
separate question if they consider the length of the game appropriate, 85% considered it
was the appropriate length.

5.3 Assessing Educational Potential

Assessment of educational content integrated in the game is unpopular with game users
and especially children. Seamless evaluation was implemented to overcome this issue.
The questionnaire assessing the knowledge assessment was basically integrated in the
IDS story in such a way that most of the players did not realise they were being
evaluated [38]. The questions are asked at different stages of the game attention being
paid that a first round of questions is asked before the player is exposed to the learning
objectives and another one after the player is exposed to the game mechanics. For
example, we integrated this questionnaire in one of the missions, having one of the
virtual characters ask the player questions during the investigation - questions that will
be part of the pre-test of the players knowledge, (Fig. 6) and the post-test questions were
asked when the player returns to the agency during the debriefing (Fig. 7). This allowed

Fig. 7. Post-knowledge evaluation
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us to assess the players knowledge without affecting the game experience and also
without asking the children to complete a questionnaire when playing the game.

6 Discussions and Work in Progress

Although a user centred design was followed through the game’s design and imple-
mentation, where teachers and students were consulted from the initial stages of the
project and during the implementation to iteratively improve the games [51] a high
drop out rate was noticed. One reason for the drop out rate were the students low
reading skills. Due to the high textual content of the game, sometimes the children
found it tiring reading through the game. We are currently working on also having a
version of the game that will contain more audio, the characters being able to speak to
the user through voice rather than through text as it is currently implemented.

We are planning on adding gamification elements to the website hosting the games,
such as league tables with the players that get bigger scores in the game. We want the
children to be able to easily share their score in the game with others. We hope that this
will also help with the retention in playing the games and that the children will attempt
to improve their scores, scores that are computed by taking into account the LOs
evaluation. Moreover we are currently working on having the games available on
mobile phones as mobile apps.

Another challenge that is undergoing is setting the right level of complexity in the
game not only by adjusting the player knowledge but also the game mechanics. We
want to determine during the game play if the player needs help without him requesting
it. Player knowledge is difficult to assess in an online game, played on-line by children
from different countries. We addressed this by assessing the LOs across European
countries to be able to cover the core LOs. Moreover, the game has some level of
adaptation based on the previous user knowledge (e.g. depending on the LOs displayed
in a certain part of the game, the LOs in some other part of the game may or may not be
displayed). Currently we are working on improving the knowledge adaptation.

7 Conclusions

IDS based games have been growing in popularity both in entertainment but also as a
means of delivering educational content in an enjoyable manner to children. As game
story writers do not always come from computing backgrounds, there is a need for a
user-friendly authoring tool to help in alleviating the authoring process. In this paper
we presented how IDS can be formalised using FSM and a game engine was imple-
mented based on this formalisation. The game engine takes input files generated by an
authoring tool. This engine and authoring tool were used in implementing several IDS
based games as part of the e-Bug/edugames4all project with a number of authors in
different countries who used the tool for localisation and translation. We also presented
a standard solution to three common game play challenges encountered when evalu-
ating the games.
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Abstract. Applied game aims to help player accumulate knowledge, improve
skills, or enhance emotion quotient through game playing process. Although
many applied games have been developed in education and training fields, the
solution on issues of balance between education and entertainment is still open.
This study proposes a methodology for integrating knowledge with applied
game combining recreational functions and pedagogic effect. For the purpose,
the unified representation based on ontology is employed for game elements,
game challenge model and knowledge expression with which the relationship
mapping mechanism from diverse categories of knowledge onto game atomic
element, especially primary rule, is constructed. As a result, a practical design
technique that facilitates to import knowledge into applied game is achieved. In
order to verify the practicability, a case of applied game, Qbaby Pic-
ture Matching game is designed and developed based on the proposed method.
It has been running online and applied in a kindergarten. Moreover, an exper-
iment is performed to identify the effects of education and entertainment. The
results imply that the game can definitely produce recreational functions and
pedagogic effect. The fact indirectly verifies that the methodology may effec-
tively integrate knowledge with game thereby providing a referable solution for
issues of education and entertainment balance.

Keywords: Applied game � Knowledge � Event ontology � Game challenge

1 Introduction

Applied game, might be called educational game or serious game, is defined as a digital
game integrating cognitive process with game challenge which helps learners accu-
mulate knowledge, improve skills, or enhance emotion quotient. For it educative
objective, one of the key points of designing applied game is investigating balance
mechanism between entertainment and education aspects which gives instructions for
designing a game with pedagogic function and recreational feature. According to the
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characteristics of learning software and game [1], it is essential to analysis the rela-
tionship between cognitive procedures and game playing sessions and to give a
methodology for integrating two activities. As a new element to be imported, knowl-
edge plays a very important role in applied game. Study on a model of unified rep-
resentation shared by knowledge and other game elements game may provide a basis to
analyze their relationships and thus propose an alternative reference to solve the bal-
ance issues mentioned above.

2 Related Work

For the purpose er model and learner model identifying his or her behaviors and
knowledge states respectively, is applied in an educational game to implement per-
sonalization and adaption [3]. It facilitates to track the player’s knowledge state
according to which apof education and entertainment in designing applied game, many
researchers propose several models or methodology. EFM is a model which connects
motivation of learning, flow experience, effective learning environment with educa-
tional game [2]. It gives guideline and ideas for designing educational game such as to
set up goals according knowledge and skill, process and method, attitude and values
objective, etc. NGLOB (Narrative Game-based Learning Objects) method, which
combines play propriate game structure is adapted in personalized and adaptive
manner. But, as it states, NGLOB-based method is mainly aimed on personalization
and adaption. The performance of combining knowledge with game is not addressed.
Besides these studies, some researchers propose idea of knowledge-centered and try to
make knowledge structurized in games. Bruno et al. [4] created a cognitive model
based on analysis of knowledge natures, knowledge classification and pedagogical
objectives specification, implementing the connection between knowledge and game.
The model applies “object-oriented modeling” technique and refers to meta-knowledge
model which describes learning activities and leaner’s mental processes. The approach
helps to give a reference when design a game with the objective of combining cognitive
processes and game playing sessions. Another method using knowledge modeling is
given by Minović et al. [5]. The model constructs pieces of knowledge resources based
on learning objects to establish the balance between knowledge and its reusability. In
his presented methodology an educational game metamodel and knowledge metamodel
are designed using UML and XML. The approach is aimed to step towards a unified
framework for development of educational games.

The methodologies and models above contribute to design and develop applied
games with functions of entertainment and education. However, works on relationship
and mapping mechanism between game elements and knowledge are not enough to
support a framework which specifies the details of knowledge importing. Therefore an
unified representation of elements in game including knowledge maybe a feasible
approach for analyzing the relationships between game and knowledge and con-
tributing to construct the specification of knowledge-game integration.
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3 The Methodology for Importing Knowledge into Game

The paper proposes a Game General Elements Model (GGEM) specifying a unified
representation for all game elements, and Game Challenge Model (GCM) which is
based on the former with the purpose of identifying the essential factors that make
game attractive. The two models contribute to construct a mapping mechanism between
knowledge and game elements accordingly implement fully integration at particle
level.

3.1 Game General Elements Model (GGEM)

No matter what category a game belongs to, it consists of some general elements such
as mission, character, tool, scene, etc. In this section, a model is constructed to describe
all general elements according to practical experience.

Game elements can be classified as two categories: explicit elements and implicit
elements. The former can be viewed as entities in game that corresponding to objects or
facts in real word and is normally visible in interface. The latter refers to invisible
factors such as rules, parameters, or event that only be perceived through hint or
feedback when player interacts with game environment. The model is based on concept
of ontology and implemented by protégé. Figure 1 shows the framework of the model.
As it implies, GameExplicitElem and GameImplicitElem stand for the explicit elements
and implicit elements respectively. GameSubject and GameObject are two main typical
explicit elements. GameSubject refers to the entities in game that can be controlled
directly by player, while GameObject is the one that cannot be controlled directly by
player and only impacted through interaction with subjects. Among implicit elements,
GameRule is the key element of a game which regulates all other elements’ behaviors
and interaction mode between player and game environment. Therefore it is also
regarded as core of a game which specifies the game nature. GameKnowledge is
another implicit element which is one of the main factors to distinguish applied game
with other entertainment game. Knowledge cell in game may be a concept, fact,
procedure, technique, formula, or method. They may be diverse patterns according to
the knowledge types and learning objective.

3.2 Game Challenge Model (GCM)

Game should be fun and attractive. But what is the essential mechanism to make played
attracted by a game? The question can be converted to another issue: what is the origin
of gameplay [6]. Some researchers propose ideas like dividing game into elements or
units which act as block to construct a game for analyze game natures [7]. Huang states
that playing experience is the core of a game [8]. It refers to synthetical perception
including art enjoy, thinking process and mental feeling through playing a game. From
the aspect of interaction, playing experience is affected by feeling of sense organs and
body, such as immersion of 3D environment, easy controlling method, or coordination
of eyes hands. From the psychology and emotion of player, experience may come from
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delighted mental feeling, such as sense of achievement after a large amount of effort, or
enjoyment from a splendid image and melodious music, or gratification from an
exciting and tense atmosphere [9]. Therefore, game playing experiences mainly relate
to two contents: one is interacting process based on rules; the other is mental feeling or
body sense. Interaction process is the procedure of game challenging while mental
feeling or sense may partially generated from challenging. Consequently, study on
game challenge can help to identify the origin of gameplay.

In this paper, Game Challenge Model (GCM) based on GGEM is proposed to gives
configuration for game challenge, aiming to address the essential mechanism of a game
which makes player immersed in virtual environment. As discussed above, game
challenge involves interaction process and mental feeling or sense caused by challenge,
the model is focused on the interaction specifics through description of game elements
behaviors and the key factors which motivate positive motions or facilitate mentality
training.

Challenge comes from difference or distance from player initial state to the
objective capability which is necessary for achieving game mission. That means player
should spend a moderate amount efforts to reach the goal. Due to diversity of chal-
lenges of game, a hard action, tough puzzle, complicated tactics or strategy, even a

Fig. 1. Framework of game general elements model
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simulating activity can form challenge content. Thereby the model can be classified as
ActChallModel, PuzChallModel, StratChallModel, and SimlChallModel which specify
tasks as performing actions, solving puzzles, making strategy, and experiencing sim-
ulation activities respectively.

A game challenge model may not compulsorily be corresponding to one specific
game. Conversely, a game is not mandatorily limited to contain one challenge model.
Many games are design to be synthesis of several challenges of actions, thinking,
creation or other aspects. The model merely gives fundamental blocks to constitute a
complex game based on the GGEM.

For any category of challenge model, it consists of main elements as illustrated in
Fig. 2: PrimRule describing the key rule which regulates main elements behaviors;
Mission interpreting what a player pursues; InterMode indicating how a player controls
game; ChallFactor elaborating the essence that makes player attracted and kept trying
to approach the goal.

To be in accord with GGEM, ontology is employed to construct the game challenge
model. In the model, MianElements lists subject and main objects with their primary
properties which can be obtained directly from game elements model. PrimRule is
generalized regulations and can be viewed as valid actions set or possible events
sequence. In the paper, event ontology is introduced to represent events. It normally
involves dimensions of participant, action, type, occurrence, spatial or temporal infor-
mation, etc. According to the definition of event ontology [10], triple-tuple expression is
used for complete and efficient representation of PrimRules: {GameEvent, EventRela-
tion, EventRule}. GameEvent is a class consisting of eight tuples referring to the
six-tuple definition of event given by Liu et al. [10], it is modified and added supple-
mentary factors for describing game event in virtual environment as {Actor, Movement,
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Fig. 2. Composition of game challenge model
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Object, Environment, Type, Prerequisite, Condition, Result}. Actor usually refers to
subject of game; Movement stands for subject’s movements or actions set, including
description of mode, pattern, duration, intensity; Object are the one who accepts the
action; Environment identifies location, time, or parameters of virtual game environ-
ment; Type indicates what category an event belongs to, such as continuous process
with prosperity of duration or discrete movement occurring instantaneously; Prerequi-
site is trigger that initials an event; Condition means the requirements that maintain
event; Result describes consequence an event produces. EventRelation refers to rela-
tionship among all possible events in the model, such as Causal or Sequential, and is
used to imply possible event sequences generated by the model.

Mission specifies the objective state of game elements which indicates direction for
player action. It also describes the requirements for game continuously running or
thresholds for entering next level. Mission is represented as key concerned game
element with definitive relationship and rules.

InterMode determines how player controls game elements. With the advancement
of technologies, human-computer interaction is getting more natural and approaching
to manipulation in real world. Generally, interacting operation can be classified as:
(a) acquiring information from game environment including referring to help, viewing
map, or reading values of parameters; (b) manipulating individual element, such as
moving, rotating, creating an object, or controlling an avatar to jump and fight;
(c) triggering or terminating events, for instance, creating a building, buying, or hiring
employee. These operations are implemented through pressing buttons on keyboard,
typing commands, using menu, icon, or tool bar, dragging or clicking entities in virtual
game environment, writing or drawing objects, touching screen, converting voice into
instruction or using somatosensory devices. These diverse methods give player entirely
different interacting experience which greatly impacts on playability of game. For
involvement of forementioned contents, InterMode is composed of three subclasses:
PhysicalDevice which may be assigned as keyboard, mouse, touchscreen, force_
feedback, microphone, somatosensorydevice, etc., OperationType can be InforAcq,
IndivManipl, EventTrig corresponding to the three operations discussed above,
OperatingMethod is specific means embodied by key, command, menu, icon, pointer,
touch, voice, movement. Besides, relationships among these subclasses are needed for
detailed description of how every single interacting operation is performed. Moreover,
when player uses key or command for OperatingMethod, there is always no visual
indicator (cursor) or physical touching directly acting on game elements. That means
player need create mapping from controlling actions onto game elements behaviors
through many practices to master interacting skills. Menu and icon are normally used
for information acquiring and event initiation. Pointer may give a visual instruction
indicating what objects to be controlled and make interaction more convenient. Touch
method means physical touching to identify target. It approaches natural interactions in
real world and provides more actual feeling. Voice and movement are another two
untouched interaction methods and make player completely participated with his whole
body.

In most cases, motivations of playing game come from curiosity for unknown
world, desire for recreation, satisfaction or fulfillment from a hard work, etc. Therefore
game challenge is concerning with player’s psychological demands. In the model,
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ChallFactors summarized difficulties or novelty of game mission and psychological
enjoyment achieved from the challenge. Like other components of the model, it uses
event ontology with description of psychological situation during playing process.

For ActChallModel, PuzChallModel, StratChallModel, and SimlChallModel, sub
classification is necessary for more detailed expression of each component. Section 4
will give a detailed instance for subclass of ActChallModel using GCM representation.

3.3 The Methodology of Mapping Knowledge onto Game Rule

Because of the educative purpose, applied game should involve knowledge leaning,
skill training, or emotion cultivating. Based on the analysis of cognition progress
[11–14] and game procedure [15], these two activities can be combined and therefore
make a player complete a cognition task through a uninterrupted game experience
rather than perform a learning activity such as reading, writing, or answer questions.
For jointless integration and effective pedagogic results, imported knowledge is
expected to enter game rules and to be essential parts for implementation of game
mission. Generally speaking, knowledge representation [16] can be fallen into three
types: Declarative knowledge which can be used to give definitions, attributes, states
description of an object or a fact; Procedural knowledge mainly telling how it is applied
with a manner of procedure or progress; Meta knowledge is knowledge of knowledge.
In GCM, knowledge shares the unified representation to make it possible to map
knowledge onto game rules. Due to the diversity of knowledge, this section proposes
ontology GameKnowledge to denote knowledge in game (Fig. 3).

For DeclarativeKnowledge, Domain indicates which field knowledge belongs to
based on the standard classification of discipline. Entity is defined as class with attributes,
used for definition, conception, or description of an object or a fact. EntityRelationship

Fig. 3. Game knowledge ontology
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specifies spatial, temporal, topological, or taxonomic relationship among entities. Rule
describes inference on entities. ProceduralKnowledge deals with knowledge of proce-
dure, function, method, technique, etc. which generally relates to dynamic events. Event
ontology is employed here with the same definition and structure of GameEvent in
challenge model.

On the basis of the representations of game elements, mapping knowledge onto
game rules can be depicted as follows:

(1) Declarative knowledge:
As given in Fig. 4 Entity describes object or fact which can be simulated as actor
or object in GameEvent. Therefore their attributes can be presented through actor
or objects behaviors. Moreover, EntityRelationship and rule explicate relation-
ships of entities and events which possibly occur when an entity interacts with
others. This part of knowledge consequently can be imported to GameEvent to
facilitate describing prerequisite, condition or result of an event. Once they come
to be portion of PrimRule, the knowledge is viewed as an essential mechanism to
support mission implementation.

(2) Procedural knowledge:
Procedural knowledge uses event ontology to explain program, method, proce-
dure or skill which generally involves one or more dynamic events. Like
GameEvent in GCM, the event in ProceduralKnowledge shares the same structure
as shown in Fig. 5. Their difference may be determined by proximity from virtual
game to the real world. For actually and correctly delivering knowledge, the
corresponding classes in Fig. 5 should have high similarity. Consequently map-
ping knowledge onto game rule is transformed into constructing a similar virtual
world composed of analogue contents of knowledge based on the structure of

Fig. 4. Mapping declarative knowledge onto rule
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appropriate GCM. Obviously, different types of challenge model have distinct
detailed architecture and provide more valuable instructions for construction of
virtual events and environment.

To sum up, designing applied game consists of following steps: prescribing applied
scope and audiences; determining knowledge contents; arranging knowledge organi-
zation or creating knowledge ontology; selecting an appropriate GCM according to
knowledge category and characteristic; mapping knowledge ontology onto game ele-
ments; improving game design.

4 A Case of Applied Game: Qbaby Picture Matching Game

To demonstrate practicability and effectiveness, an applied game, Qbaby Picture Match-
ing game is designed according to the proposed methodology and developed using
unity 3D.

The game aimed to help preschool-age children to complete cognition of color,
shape, symbol, and other scientific or social knowledge which mainly are declarative
knowledge contents and have nothing to do with dynamic events or procedures.

4.1 Creating Knowledge Ontology for the Game

The game is expected to contain knowledge listed as follows:

(1) Concepts related to color, shape, position, geometry; skills for identifying same
colors, similar shapes, symmetric figures through comparison; skills for indicating
relationship of whole and parts.

Fig. 5. Mapping procedural knowledge onto rule

A Methodology of Integrating Knowledge 29



(2) Symbols of English alphabets; skills for indicating correlative symbols.
(3) Animals and corresponding food, living environments.
(4) Characterized elements of nations, countries such as building, costume and

national flag.

Knowledge for children is defined as: ChlKnowledge = {Class, Relation} in which
Class stands for entity or concept with attributes and Relation defines relationships
between classes. Therefore knowledge framework can be simplified as following
ontology in Fig. 6.

4.2 Selecting Challenge Model

For easy interaction, a subclass of PuzChallModel, MatchingChallModel is selected for
simulating the learning environment and will be rewritten with more special contents
based on the structure proposed in Sect. 3.2 as shown in Fig. 7. The game challenge
can be described as: selecting identical or correlated icons if they can be connected
using less than three straight lines which results in that the two selected icons disap-
pear. The MainElements is Icon in game. There are generally multiple icons in one
game level. So index is needed for identifying every single icon. GameEvent can be

Fig. 6. Knowledge framework for children cognition
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defined as Remove. Prerequisite can be stated as: two corresponding icons are selected
and their positions make it possible that less than four straight lines form path from one
icon to the other. A formal representation of Prerequisite is written as:

IsActived IconN1ð Þ ^ IsActived IconN2ð Þ
^ Relation IconN1; IconN2ð Þ ^ Connected� 3 IconN1; IconN2ð Þ

IsActive(Icon) is function to indicate if the icon is active. Relation(IconN1,IconN2)
is function to tell if IconN1 and IconN2 have predefined relationship. Connected-3 is
function to calculate possible paths consisting of less than four lines. It returns True if
there exits such path(s) and False otherwise. Result of the event is altering icon state
into removed and be written as AlterSta(IconN1, IconN2, removed).

Mission is the objective state of game. Suppose that there are m icons, it can be
written as:

IsRemoved IconN1ð Þ ^ IsRemoved IconN2ð Þ ^ IsRemoved IconN3ð Þ. . .
IsRemoved IconNmð Þ ^ TerminateðÞ:

IsRemoved(IconN) is function to tell if the icon’s state is removed. Terminate()
function will returns True if the game terminates. The mission motivates player in
constantly trying to make all icons removed within game limited time. Therefore,
ChallFactor can be described as: find the correlated icons, analyze their positions, and
click them as soon as possible.

4.3 Mapping Knowledge onto the Game Rule

According to the methodology proposed in Sect. 3.3, the declarative knowledge can be
mapped onto MatchingChallModel. Mapping from Entity of knowledge onto Subject or

Fig. 7. Structure of MatchingChallModel
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Object is converted into mapping class onto icon in MatchingChallModel. It means that
using visual or graphic icon to standing for a class or concept. Moreover, mapping
EntityRelation and Rules onto event’s prerequisite, condition and result can be spe-
cialized as mapping Relation of class in knowledge onto Prerequisite and result in
MatchingChallModel. As given in Sect. 4.2, Prerequisite involve relationship descrip-
tion of icon, therefore Relation of class in knowledge can be integrated with function
Relation(IconN1, IconN2) in Prerequisite expression. In brief, for mapping knowledge
onto game rule means two tasks: employing graphic icon to illustrate a concept or class
in knowledge; defining relationship of icon for Relation function according to the
Relation of class in knowledge.

4.4 Game Implementation

The contents to be involved in the game are listed as follows: (1) Matching items of
same color; (2) Matching objects of similar shape; (3) Matching animals and their food;
(4) Matching whole and part; (5) Matching upper-case and lower-case letters;
(6) Matching correlative items; (7) Matching notional flags and country. Each content
contains twenty pairs of icons with one-to-one corresponding relationship and is
designed with ten levels. The game runs on iPad using touching screen as interaction
device. It has been developed by unity 3D game engine and been running online.
Figure 8 gives interface screenshots of the game.

5 Verification of Education and Entertainment Effects
of Qbaby

For verifying educative and recreational effect of the game, it is applied in a kinder-
garten and forty-four children are selected whose age ranging from 5 to 6. They are
divided into two parts, one part with 20 children for entertainment effect verification
and the other part composed of 24 children for education effect assessment. Further-
more, the second part is further randomly divided into two groups with ten children for
each. To simplify the experiment, only three contents of the game are tested by two

Fig. 8. Interface of Qbaby game
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groups. They are Upper-case and Lower-case letters Matching, Correlative items
Matching and Notional flags and Country Matching.

5.1 Verification of Entertainment Effect

For assessing playability and recreational effect of the game, another picture matching
game, Fruit Matching, is selected for comparison. Control group is arranged to play
Fruit Matching, while experimental group play Qbaby. Concerned data to be recorded
contains duration of continuous playing of player’s own accord, times of retrying after
player fails, and final level player reaches. The experiment is performed without any
limitation on time and times. Therefore, the combination of the data can imply if a
player has continuous motivation on the game and how deeply he is attracted. This fact
can give basis to analysis the game’s playability and entertainment effect.

5.2 Assessment of Education Effect

On the other hand, for comparison educative effect of Qbaby with traditional learning
materials, the two groups are arranged to adopt different learning approaches: the
experimental group learn by Qbaby while the control group learn by learning materials
using colorful pictures printed on paper (as shown in Fig. 9) for obtaining compara-
bility with game interface.

(1) Pre-test for obtaining knowledge background

Before experiment, the children are arranged to have a questionnaire to test their
knowledge background about the contents that to be tested. Questionnaire consists of
ten pairs of items. They are separated and printed on two columns disorderly as shown
in Fig. 10. The children should find the matching pairs and link them by drawing lines.
The numbers of correctly linked pairs are recorded to identify their initial knowledge
levels for next comparison with post-test results.

Fig. 9. Learning materials using colorful pictures
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(2) Post-test for verification of didactical effect

After two groups learning and playing, they are asked to have another test using the
same questionnaire in pre-test. Similarly, the numbers of correctly linked pairs are
recorded for analysis.

5.3 Data Results and Analysis

The recorded data includes Table 1 for entertainment effects verification and Table 2
for pedagogic effects assessment which contains pre-test and post-test results.

To examine the deference between two groups, T-test is applied to identify if two
samples have significantly different means using 0.05 as significance level which is
generally accepted. For the data of duration (min), P = 0.80062(>0.05), which implies

Fig. 10. Pre-test paper

Table 1. Records for entertainment effect verification

ID Duration
(min)

Retrying
times

Level
reached

ID Duration
(min)

Retrying
times

Level
reached

Control
group

1 10 6 3 Experimental
group

11 8 5 4
2 9 5 3 12 9 5 4
3 8 4 4 13 8 6 3
4 8 5 3 14 9 5 3
5 9 4 5 15 9 5 4
6 10 5 3 16 10 5 3
7 8 5 4 17 9 5 4
8 9 6 3 18 8 6 3
9 7 4 4 19 9 4 4
10 10 5 3 20 8 5 4
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that there is no significant difference on duration of playing between two groups. It
shows that the two groups are basically equally interested in entertainment game (Fruit
Matching) and the applied game (Qbaby Picture Matching). Similarly, for times of
retrying, p = 0.50555(>0.05), indicating that the individuals of two groups have
basically same degree of motivation on the two games. Moreover, data of levels that
the players reached produced P = 0.72219(>0.05) using T-test shows the two games
are more or less equally difficult for them. The above results jointly demonstrate Qbaby
is definitely playable and fun enough to make player immersed for a while. Hence, the
performance of entertainment is verified.

Like the entertainment verification, T-test is used for educative effect assessment.
For clearly comparisons, the values of p for data in Table 2 are computed and listed in
Table 3.

Table 2. Records of correctly linked pairs in the three contents

Group ID Content 1: letter
matching

Content 2:
correlated items

Content 3: national
flag

Pre-test Post-test Pre-test Post-test Pre-test Post-test

Control group:
learning by
materials

1 1 2 1 4 1 2
2 0 4 0 4 0 4
3 3 6 2 4 0 3
4 2 4 1 5 2 4
5 0 2 0 5 1 3
6 1 5 0 4 1 3
7 1 5 1 3 1 3
8 0 4 2 5 3 6
9 0 5 1 5 0 3
10 1 4 2 6 2 4
11 0 5 1 4 0 3
12 2 5 0 2 0 2

Experimental
group:
learning by
Qbaby
matching
game

13 0 8 1 5 1 5
14 1 6 0 5 0 3
15 3 8 1 5 2 4
16 2 6 1 4 2 4
17 1 4 0 4 0 5
18 0 5 1 6 0 4
19 1 6 1 5 3 5
20 3 6 0 6 2 6
21 0 4 2 5 0 3
22 0 5 0 6 1 4
23 1 6 1 6 1 4
24 0 5 2 7 0 5
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In Table 3, P values computed with records of pre-test for three contents are 0.850,
0.790, and 0.843 (all >0.05). It shows that the two samples have same level back-
ground on these contents knowledge. After the experiment, two groups all gain
enhancement on the number of correctly linked pairs according to comparison between
pre-test and post-test for same content, as indicated in Table 2. It preliminary reveals
Qbaby results in improvement on the knowledge and has more or less educative effects.
But to identify its advantages, one-side T-test is performed to determine if the control
group mean is larger than the experimental group mean. Table 3 gives the post-test
P values are 0.004, 0.006 and 0.010 corresponding to the three contents respectively.
The values are all less than 0.05. It indicates that the experimental group mean is larger
than the control group and consequently verifies that learning by Qbaby can produce a
better educative performance compared with learning materials.

6 Conclusions

This research is focused on the methodology of integrating knowledge into game to
achieve an applied game combining effects of entertainment and education. With the
purpose, knowledge is expected to enter primary rules so that player will gradually
increase knowledge or enhance skills during repeatedly practicing game rules thereby
makes cognition and game process merged. For construction mechanism of importing
knowledge into game rules, a unified representation of game elements and knowledge
based on ontology is proposed. As result, the relationships and mapping mechanism
between various knowledge categories and game elements, especially game challenge
factors, are analyzed and constructed to provide an approach for integration of
knowledge with game rule. In order to verify practicability of the methodology, an
applied game, Qbaby Picture Matching game which concerns with children cognitive
contents is design based on the proposed method and developed using Unity 3D. The
game has been running online. For further demonstrating that the methodology can
help to design a game with educative effects but not lacking recreational function,
Qbaby is applied by dozens of children in a kindergarten. Meanwhile, an experiment is
performed to compare knowledge levels before and after the game and identify dif-
ferences between Qbaby performance with other entertainment game and traditional
learning mode. With the analysis of the recorded data, a conclusion is obtained that the
applied game (Qbaby) can definitely provide entrainment function and education effect.
The fact can be used as evidence to indirectly verify that the proposed methodology can
provide a practical reference specification for integrating knowledge with applied
game.

Table 3. Values of P for two groups using T-test

Content 1: letter
matching

Content 2:
correlated items

Content 3:
national flag

Pre-test Post-test Pre-test Post-test Pre-test Post-test

P 0.85 0.004 0.79 0.006 0.843 0.01
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Abstract. The interactive mode and scene effect of games are facing more and
more challenges with increasing attention given by game players. Augmented
Reality produces a real-time 3D display effect by overlaying virtual information
with the real world. Augmented reality technology is applied in this article to
develop an AR basketball smart phone game. Users can control the interaction
of their counterparts in the virtual world through image characteristics identi-
fication card, which is interactive and playable. The game not only combines
entertainment with education, but also offers an immersive experience. More
importantly, it is designed to promote the concept that teenagers are expected to
change the world through their intelligence and wisdom as well as to have sports
and exercise.

Keywords: Augmented reality � Gaming experience � Image feature
identification card � Smart phone

1 Introduction

With apprehensive application of computer graphics technology, artificial intelligence
technology, multimedia technology, network and communication technology, games
are an important part of modern forms of entertainment. Game development involves
traditional games, online games and virtual reality games in terms of design philoso-
phy, and it also goes through stages from 2D to 3D technically. The development and
attention given to the new technology in the field of online games, especially to 3D
display technology, have promoted the rapid development of game industry. Facing
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prominent contradictions between the focus on interaction and the lack of recreation,
virtual reality games appeared. Virtual reality sublimates audio-visual experience to
body experience, which enables users to be involved physically and to fully experience
the joy brought by games. Responding to the focus on the user’s experience in virtual
reality games and based on the virtual reality technology, the article develops a bas-
ketball game with the rules that users can gain points by passing levels. The game not
only combines entertainment with education, but also increases the fun of the game
through the augmented reality technology.

2 Related Works

Augmented reality (AR) constructs a virtual space with a virtual-real combination by
overlaying computer-generated virtual objects [1], scene or information suggested by
system on the real scene, which realizes the augmentation of the real world [2–4]. The
rise of small hand-held mobile devices (such as palm computer PDA and smart phones)
provides a new technical method for the development of mobile augmented reality
system [5, 6]. Most of the current mainstream mobile handheld devices have built-in
megapixel camera and integrate high-speed wireless communication network equip-
ment such as infrared communication interface, Bluetooth wireless interface and
wireless LAN card [7, 8]. Choosing small handheld mobile devices as a new carrier of
augmented reality technology has a strong advantage in aspects of mobility, portability
and human-computer interaction. It has become an inevitable trend of the new gen-
eration AR technology to take smart phones as AR technology development and
application platform [9–12]. Game development in AR system mainly deals with
mobile video detection technology and virtual-real registration technology. The
mainstream motion detection methods are optical flow method [13–15], background
difference method [16] and interframe difference method [17]. AR virtual-real regis-
tration technology [18, 19] mainly includes: reference point method, template matching
method, affine transformation method and the method based on image sequence. In
template matching registration technology, augmented reality system is based on fea-
ture points whose accurate identification is the key to the virtuality and reality
combination.

3 Game Development of Augment Reality Based on Smart
Phone

Augmented reality game system is composed of a number of hardware and software. In
order to simplify the design process, the entire augmented reality system is divided into
four subsystems: image acquisition, feature recognition, scene generation and display
enhancements. As is shown in the figure below, the mobile phone camera belongs to
the image collection subsystem, feature recognition and feature tracking units belong to
the feature identification subsystem, scenario generation computing cell belongs to the
scenario generation subsystem, image synthesis computing cell and mobile terminal
belong to display enhancement subsystem.
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Users turn on cell phone cameras to obtain video frame. The system will identify
video frame data firstly. Then it will match video frame data, and track the video. At
last, the video is overlaid with corresponding registered virtual scenes and then send it
to the user terminal to display. In the whole design phase, virtual scene is generated by
modeling and animation units, and AR games are implemented by game element
synthesizing and game production units, as is shown in Fig. 1.

3.1 Construct Model

The steps of creating model based on 3Dmax

Step1: Design the original painting
Step2: Tpose model building
Step3: Break up the UV map
Step4: Draw the UV map
Step5: Adjust the material
Step6: attach texture onto material

According to the modeling method mentioned above, three models are built in the
virtual reality game system: half a basketball court, a basketball board, a bind bones
basketball figure, as is shown in the figure below (see Fig. 2).

3.2 Animation Production

In the development of augmented reality game, animation includes waiting animation,
dribble animation, single finger spinning ball, crossover (two people), shooting ani-
mation, and turnaround jump shot. Technologies involved mainly include skeleton
building and skin binding. Animation production process is as follows:

Step 1: Earlier conceiving
(1) Conceiving levels.
(2) Conceiving levels and actions (before triggered, when triggered, after

triggered).

Fig. 1. System structure design drawing
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Fig. 2. Set up the virtual model
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A relatively new operation method is designed that basketball players acting as
main characters and triggers as well as scenes added to complete the level, users can
play game by cards.

Step 2: Designing actions
After we have watched 20 matches and 3 2K12 matches (simulating PC basketball

game), we select 6 representative, easy-to-do, and effective technical moves and
standardize them in order to be more adaptable to the requirements of game material.

Step 3: The earlier preparation of animated characters
(1) Binding animation figures’ skeletons
First load the player models within the view, using the biped tool to create a basic

skeleton. Use figure mode in sports panel. Then adjust the position of bones and
models for alignment by means of movement, rotation, and scaling. Next enter the
modify command panel, select the physique modify command, and initialize the
command. Lastly adjust the detail according to the parameters, making the whole skin
binding results more precise.

(2) Skeleton binding test
In sports panel, import bip generated after the skeleton binding, and make fine

adjustment to bones.
Step 4: Animation
Use premiere to clip the filtered action samples and export and save in the form of

sequence of frames. Then according to each frame image, establish key frames in the
3D max, and adjust the character’s joint displacement and rotation of each frame to
match the action in the picture and complete the whole set of action.

3.3 Synthesis of Game Elements

In the Unity3D development environment, synthesize game elements in the 3D model,
image feature recognition card and Qualcomm AR toolbox. And Qualcomm AR toolkit
is mainly composed of several function modules: (1) the camera calibration and
parameter collection, target labeling and tracking module. Calculate the distance and
the location of the camera relative to the marking. First of all, according to the
threshold set by the user, convert a collected single frame color image into a binary
image (black and white); then analyze the connected domain of the binary image to find
out all of the quadrilateral area as the candidate matching area. Matching each can-
didate area with templates in the template base, if match is produced, then the system
will recognize a marker; calculate the camera position and posture relative to the
known marker by the deformation of that labeled area; and finally according to the
transformation matrix to realize the virtual- real registration. Based on this measure,
complete the camera calibration, tag identification, 3D registration and other functions.
(2) Video processing library will complete the real-time image acquisition function.

42 H. Zhao et al.



3.4 Game Production

Game production includes level, trigger action invocation and interception identifica-
tion, among which interception identification determines card’s identification state
according to an enumeration variable provided by the development kit, 3D coordinate
relative to the game scene, and the card’s ID. In order to improve the interactivity of the
game, the system designs 2 model collections: one is the model of the basketball player
and the other is of basketball court. Each collection corresponds with an ID. The
function of trigger action invocation is to triggers events when characters enter the
special area, and the design flow is as follows (see Fig. 3):

4 Prototype System Implementation

In the applications of AR basketball, AR technology is embodied in two parts: (1) the
selection process of basketball court; (2) the playing process of basketball players.

In the selection process of basketball court, if the image characteristics identifica-
tion card is recognized when the development kit reads the video frames through
cameras, calculate the position of identification card in the camera coordinate system
and output the corresponding model of the basketball court on the location (as shown in
Fig. 6). In the playing process of basketball players (as shown in Fig. 7), when the
program recognizes identification card for basketball players, basketball game is
completed by controlling the game (see Figs. 4 and 5).

Controlling trigger game, the basketball game based on AR technology is shown in
Fig. 8.

Fig. 3. Game production flow
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Fig. 4. Flow of selecting the basketball court

(a)The logo card with basketball (b) The card represents basketball court

represents basketball player.

Fig. 5. Image feature identification card

Fig. 6. The selected basketball model
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Fig. 7. Control flow of basketball game

Fig. 8. Basketball game based on AR

Augmented Reality Game Development and Experience 45



5 Conclusions

The game scene of virtual-real combination provides immersive feeling to users, which
is the advantage of using augmented reality technology in the game. With the
ever-accelerated development and improvement of mobile terminal technology, mobile
phones, as an indispensable part of daily life, will show greater superiority and func-
tion. The combination of AR technology and mobile terminals will certainly bring a
new research direction in the field of AR. On the basis of AR technology, the article has
designed and developed a set of basketball games which adds more fun to games.
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Abstract. By the 20th century, with the swift development in digital technology
such as computer, network and multimedia, digital games have created an enor‐
mous social impact on all aspects of the community. Evolving from the initial
simple means of entertainment to an interactive media visual culture, it would
have more significant impact on human culture. Given its new form of tech‐
nology-based representation, we need to examine it from a new horizon accord‐
ingly. This paper aims to articulate the cultural characteristics of digital games
from three aspects, mass media, mass culture, international communication.

Keywords: Digital games · Mass media · Mass culture · Social context ·
International communication

1 Introduction

Games industry is drawing more and more attention with it is huge commercial success
and development potential. According to DiGRA (Digital Games Research Associa‐
tion), the Digital Games is defined as digital technology as a means to digital devices
designed to support the development and implementation of a variety of games, its type
covering single games, online games, mobile terminals games and host games. Different
from its increasingly commercial recognition and market demand, there is a lack of
understanding on digital game’s characteristics, role and implications in the academic
field. It has long been debated whether digital games can be seen as an art form, or not.
With the development of digital technology, digital games is getting more and more
complex, the ability to express the world is becoming more and more powerful. As seen
in the past, none of any new art forms was recognized and accepted, when it were
emerged. Similar to the emergence of film art, the role and significance of film art has
not been recognized, except a vaudeville peep show and circus side show merely, until
a new subfield of contemporary philosophy of art was gradually established in the early
decades of the twentieth century. Currently, there are a few academic studies on digital
games found in both Western countries and China. However, it is noted they are merely
initial investigation from theoretical perspective. For instance, from a rhetorical sense,
Jane explored the structure of digital games and the consequent immersion brought to
people and society around from the virtual worlds. From the aesthetic base, Graeme
Kirkpatrick studied the common points sharing in the video game and traditional arts in
terms of drawing painting and music aesthetics etc. Jenova Chen proposed a “Active
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Dynamic Difficulty Adjustment” theory, pointed out that the game itself should be based
on the elements which make corresponding self-adjustment, breaking game typical
either alive or dead, either win or lose routine, trying to arouse people’s emotional
experience from the level of consciousness. Le Blanc proposes a MDA model and game
mechanism is the important to aesthetic experience in the game. Chen Xiao-fei discussed
aesthetics factor in the application of game design techniques to provide effective design
ideas and reasonable technical support for the game art and design. Zeng Xiaodong
analyzed stripping game and traditional narrative to learn, summarized game aesthetics
research classification and development direction of context.

The above researches mere studied digital games from a specific perceive: such as
aesthetic point of view, the structure of the game, aesthetic features, narrative methods
etc. However, they ignored the important role played by digital games now as cultural
media in the social-cultural content. Accordingly, this paper will elaborate cultural
characteristics of digital games from mass media and popular culture, international
communication and others.

2 Digital Games in Social Context

Kant, German classical aesthetics researcher, explicitly studied the relationship between
the game and the art, and Freud also once said: “Art as an imaginative creation, just like
dream, is the extension and the alternative of childhood games.” Thus, the game as a
kind of art expression form has already been done. Digital games, as a special game
form in modern science and technology society, attracts a huge number of people or
players, and the number of players is rapidly increasing. At present, there are mainly
two kinds of views on digital games in society. One is that digital games is regarded as
a harmful poison, which makes people addicted to the virtual world, and separated from
the realistic society, and leads to a series of social problems. Media often report the
digital games’ negative influence on society. Especially, some students frequently truant
in order to play the digital games, and finally which leads not to finish the normal study,
and even some teenagers commit crimes as addicted to the games. The other view is that
digital games is considered as a new cultural phenomenon under the development of
modern science and technology, which are involved in all aspects of social life. Digital
games can bring enormous wealth and social stability, and provide many employment
opportunities, even some wonderful games can be used as a course in the class so that
the students get the relevant knowledge from them. Whether there is controversy about
digital games in society or not, the idea is widely recognized that digital games can be
regard as a comprehensive art form integrated with music, painting, literature and other
art elements. Although digital games bring the various positive and negative influence
on the society, huge commercial development prospect is still attracting capital invest‐
ment, and many colleges and universities worldwide have also created game design
discipline and conveyed a variety of game design talents to the society. At present, digital
games and various views on the games exist simultaneously in society, which is the real
and main ecological environment of digital games in the social context.
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3 Mass Communication Media

Digital games as a mass art has more influence on the player’s thoughts and life than
any other art forms. The contents of the games show the game designer’s thought,
emotion and values, the current society can be observed through the certain games and
games industry phenomenon. In China, so many copied games disclose that all the
society must be anxious to achieve quick success and get instant benefits. From the game
itself, every game has its own world view. The contents, images and game mechanics
in the game “journey” created by Chen, show the game designer’s love of the game
itself. Obviously, digital games can be regarded as a medium for the spread of culture.

The history of human information dissemination can be roughly divided into six
stages. The first phase is the posture and the signal era, which is also known as the spread
of the beginning. In this phase, human mainly use the voice, the expression and body
movements as a basic mean for communication. The second stage is the production of
language, which is also called the era of speech and language, language of this kind of
symbol system plays an important role in greatly promoting the development of the
whole human thinking ability and the progress of human society, and also makes the
human culture accumulate, quickens the speed of the development and spread. Different
from the previous two stages needed face-to-face communication, the third stage is text
era. The emergence of the text makes the human information spread more widely, and
at the same time the texts have the function of information recording and transmission.
The fourth stage is printing. The large-scale use of printing reflects the evolution of the
replication technology, greatly accelerates the spread of culture and the development
process. The newspapers, books and magazines rapidly expand in the society. The fifth
stage is for the electronic age, which is also true era of mass communication. At the
beginning of the 20th century, electronic media such as film, radio, television and other
media forms mark a specific era’s beginning in which the mass share information.
Compared with the previous several stages, the ways of transmission become more
diverse, the speed of transmission is greatly accelerated, and the information transmis‐
sion is greatly beyond the limitation of the time and space. And the electric media plays
a more and more important role in the process of the historical development of human
society, the people all over the world can get information through the electric media.
The sixth phase is the internet. The internet brings the thorough changes from one-way
transmission to a two-way interactive communication, the internet connects all world‐
wide user who exchange the information including science and technology, literature,
art, and life from the realistic society to the virtual world, the internet has the colossal
impact on all aspects of the whole society.

In the internet era, digital games are regarded as the important media for the trans‐
mission of the culture and digital games is involved in digital technology and internet.
It is a fact that American blizzard’s world of Warcraft (wow) as an online world classics
and encyclopedia in game field, is a massively multiplayer online role-playing game
(MMORPG). The game has a complete set of the world, an epic game background, the
fascinating story with many loyal players all over the world. The game contains hundreds
of delicate, majestic and magnificent scenarios and luxurious music background, brings
players perfect audio-visual art and promotes more humanity. In today’s society,
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although the world is becoming more and more crowded, people is becoming more and
more indifferent. And Warcraft provides such a virtual world, such relatively easy audio-
visual environment makes people more easily than in the real world for emotional reso‐
nance and exchanges.

Thus, digital games have four basic functions such as spreading information, guiding
consensus, education, and entertainment of the masses.

4 Mass Culture

In the 19th century, culture is only understood to be just listen to the elegant music,
paintings, or the opera, and is still a way to escape from the reality. By postmodernism
phase, art, politics, religion and philosophy are integrated, which forms the social inte‐
gration of culture, mass culture becomes popular, the distance between high culture and
popular culture is disappearing. The concept mass culture early appears in the book
“Civil disobedience” written by American philosopher Ortega. Mass culture is often
through the mass media (film, television, radio, newspapers, magazines, etc.) to convey
and performance, although mass culture temporarily overcome the vacant feeling, lone‐
liness and the real sense of crisis in the realistic world, but it is also likely to significantly
reduce the real standard of human culture, even deepen people’s alienation in the history
of the long term. Therefore, some scholars think of mass culture as a result of the
contemporary society nationalization, and mass culture marks the historical progress in
social stability, cultural equality and disintegration of discourse hegemony. While the
other critics regard mass culture as the decline of human civilization, the challenge of
the capital, tradition, belief and values. Some people even consider mass culture as the
human spiritual opium. Mass culture represented by digital games brings many new
topics to the aesthetic culture, especially in the popular art and the serious art. There are
apparent differences between the popular art and the serious art in the content, forms
and function. At the same time, it is not denied that digital games are not only modern
mass communication media but also the mass art with huge influence, and digital games
integrate communication, art, culture and other elements into a special commodity form.
So, digital games should have more social value and aesthetic value, and in this way,
can undertake the aesthetic education and cognitive and aesthetic entertainment and
many other functions, at the same time as a medium of transmission. Sometimes, driven
by commercial interests, digital games is involved in some violence, pornographic
contents for the general public, especially teenagers and children, and cause extremely
harmful effects. Therefore, to prevent the digital games from the violence and the porno‐
graphic is the important and permanent task in the future of digital games industry.
Digital games is a kind of unity of opposites such as industry versus art and commodity
values versus aesthetics values. For digital games industry, the unity is based on the
economic interests. For digital games art, the unity is based on the artistic value. Only
in such a tension between a digital games industry and art of the digital games, digital
games can bring a change as a vulgar entertainment in people’s minds.
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5 International Communication

Whether the digital games have the nationality or not lies in whether it really shows the life
of certain nation. National life includes two aspects such as material and spiritual, which
form a specific cultural environment and a specific cultural atmosphere. Digital games,
therefore, often through the scene, roles, costumes, props, weapons, game play, and many
other elements, convey some national properties and values and world views, the players
in the game explore the unknown world by interaction with the various elements, and think
and reflect about a known world.

The game Assassin’s Creed is about the story in European medieval dark crusade
period, and conveys the European political, economic and cultural values, European mili‐
tary, the people’s livelihood, and so forth. Chinese Paladin is based on the Chinese Fairy
lich ghosts-gods and the games convey the Chinese nation ancient culture and values. Both
the above mentioned games attract a huge number of players all over the world, through the
games, the European culture and Chinese ancient fairy folks are spread widely, the players
can get to another thorough different world and know a different national culture instantly.
The international communication of the digital games has reached an astonishing degree,
and also brings a strong impact and influence of different culture. Digital games as a mass
media are exercising the social functions of international cultural exchange.

6 Conclusion

Compared with other mature art form, digital games need to promote the aesthetic values
and avoid vulgar content. Although driven by commercial interests, some unhealthy
contents appear in the digital games, which is not the mainstream. Players itself will iden‐
tify the quality of the game and improve the aesthetic taste of digital games in contact with
different games. Regarded as a kind of mass culture and mass media, digital games will
have healthy development environment and help people have the right attitude towards it
as a culture art goods. Digital games is become increasingly perfect and mature.
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Abstract. Finding 3D hand models corresponding to the user’s 3D hand pose
in the initial frames makes the initialization for the 3D hand model much more
significant in 3D human hand tracking. Blending computer interaction tech-
niques and cognition theories, a novel initialization approach for 3D hand model
is put forward in the present paper to make the initialization process more
human-oriented. The proposed initialization process is primarily divided into
three steps. The first step is the approximate classification of the user’s poses as
dominated by a computer. The second step is to adjust by freehand as dominated
by the user. The third step is to modify the 3D hand model as dominated by the
computer. The present study attempts to describe and shape the user’s behav-
ioral model, upon the initialization algorithm is designed and optimized. To
improve the performance of the initialization algorithm, User experience, time
cost, and accuracy are fused into an evaluation criterion for the optimization of
the proposed algorithm. The main contributions of the present work consists of
modeling the operator’s cognitive behavior, attempting to answer why and how
the cognitive behavioral model guides the proposed algorithm in assigning tasks
for the initialization between human and computer. The experimental results
demonstrate good performance by the proposed method and its potential
applications. In addition, the proposed approach could provide the user with an
easier, more pleasurable, and more satisfactory experience. The developed ini-
tialization system is successfully applied to several application systems.

Keywords: 3D human hand gesture model � Features extraction �
Initialization � 3D hand tracking � Human–computer interaction

1 Introduction

The reconstruction of a 3D hand pose aims to reconstruct the initial 3D hand models, in
accordance with the users’ poses in the first frames of an online hand video, from which
recursive hand trackers can work [1–4].

Most of the prevailing tracking approaches, such as Kalman filter (KF), extended
Kalman filter (EKF), unscented Kalman filter (UKF), and particle filtering (PF) [2], are
featured with recursions. The next state of the tracked freehand is calculated based on
the last state. These approaches do not work without the initial states. As a result,
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research on the general approach to initializing the states of tracked freehand has
become significant.

Although initialization of the visual tracking system is critical in the performance of
freehand tracking systems, not much is known about its process. Most of the currently
available algorithms assume that the initialization is done manually.

Additionally, initialization for 3D hand models is a very complicated issue. First,
the recovery of a 3D hand structure from a single 2D hand image remains to be a
challenge. Second, the human hand is a typical articulated and elastic object with high
dimensionality; finding the real 3D hand model from nearly unlimited hand poses is
almost impossible. The present study attempts to solve these initialization issues by the
interaction between human and computer.

Motivated by the human–computer interface in 3D application systems, such as the
drag-and-drop system, 3D virtual assembly system, and pointing devices, freehand
tracking requires a reliable initial pose in the first frame with an easier, more plea-
surable, and more satisfactory user experience.

2 Related Work

A person-independent recognition method for hand postures against complex back-
grounds is proposed in [5] by combining different feature types at the graph nodes. To
estimate the arbitrary 3D human hand postures, Shimada [6] accepts not only
pre-determined hand signs, but also arbitrary postures in a monocular camera envi-
ronment. The estimation is based on 2D image retrieval. More than 16,000 possible
hand appearances are originated from a given 3D shape model by rotating the model’s
joints. The images are then stored in an appearance dataset. Rosales [7] proposed the
specialized mappings architecture (SMA) approach to map image features to likely 3D
hand poses using a machine learning architecture. The hand is tracked and its 3D
configuration on every frame is tracked. No any restrictions are imposed on the hand
shape and no manual initialization is required. The chamfer distance, edge orientation
histogram, and moment are used in [8] to estimate the 3D hand shape and orientation
by retrieving appearance-based matches from a large dataset of synthetic views, which
are rendered by 26 predefined prototype shapes. The hand shape in the input image is
assumed to be close to one of the 26 predefined shapes. A tree-based representation [9],
in which the leaves define a partition of the state space with piecewise constant density,
can be applied effectively to track 3D-articulated and non-rigid motion.

The single frame pose estimation approach [10] is based on a local search and
keeps track of only the best estimation at each frame. This type of tracker is expected to
work well at the initialization phase, because no previous data is used. One of the
distinct features of the single-frame pose estimation approach is the retrieval of hand
poses from a hand image dataset. The advantage of using appearance-based matching
for 3D parameter estimation is that the estimation is done indirectly, by looking up the
ground truth labels of the retrieved synthetic views. This method avoids the ill-posed
problem of recovering the depth information directly from the input image.

Particle filtering is a well-known technique for implementing the recursive Baye-
sian filters using Monte Carlo simulations. The basic idea of particle filtering is to
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represent an arbitrary probability density using weighted samples drawn from another
easy-to-sample density called the importance density. The weights represent the
probability of occurrence of each sample and the weighted samples are usually called
particles. In case of tracking, the particles of the hand configuration distribution are to
be updated at each frame. In [11], the Stochastic Meta-Descent (SMD) algorithm was
employed and resulted in an eight-particle tracker. This tracker tracks high-dimensional
articulated structures using far fewer samples than the previous methods. Additionally,
it can handle multiple hypotheses, clutter, and occlusion, with which pure optimization
approaches have problems.

The current authors proposed a new method to initialize the 3D pose and position of
the freehand by fusing the three techniques—interaction between human and computer,
modeling cognitive behaviors for operators, and visualizing information in the ini-
tialization process [12]. Focus was placed on the development of a method for 3D hand
models. A model behavior of the operator’s hand was created, upon which the design
of the present initialization algorithm is based. The previous research shows that
behavioral models are not only beneficial to the reduction of the cognitive burden of
operators, because it allows computers to cater to changes in the operators’ hand poses,
but also helpful in addressing the high dimensionality of an articulated 3D hand model.
The experimental results also show that the method provides an easier, more plea-
surable, and satisfactory experience for operators. Currently, the developed initializa-
tion system has been successfully applied to the proposed 3D freehand tracking system.
A distinctive disadvantage of this method is that it does not present a way to determine
the best temporal points for the interaction between human and computer, which affects
the interaction’s degree of harmoniousness. In fact, the boundary point between human
and computer is set by trial and error. The present paper deepens and expands the
previous method [12]. The main contributions of the current work lies in modeling the
operator’s behavior, illustrating why and how the Cognitive Behavioral Model
(CBM) guides the developed algorithm in assigning tasks for the initialization between
human and computer.

3 Overview

3.1 Modeling Problem

The present research attempts to find a solution of S, V, and R for the following
problem (See Fig. 1):

Min
VS;RS

fHðV ;RÞg ð1Þ

where R is a real hand pose and V is a virtual synthesized 3D human hand model (or
3D hand model). In expression (1), H(.), denoted as the undirected Hausdorff ditance,
is the cost function used to evaluate the similarity of V and R. Formula (1) means that
the user’s real 3D hand pose should be fitted into the 3D hand model at frame 0,
starting from the frame −S + 1.
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3.2 Overview

Freehand tracking using a PF tracker [2] is implemented in the present study. As soon
as the initialization of hand pose is performed, the recursive system begins to work
automatically, frame by frame (See Fig. 2).

The objective of initialization for the 3D hand model is to determine a 3D hand
model corresponding to a 3D hand posture during the first frame images.

As shown in related works, most of the known initialization approaches require the
users’ initial hand poses to be the same as those in a hand pose dataset, which means
that users are asked to reconstruct the same predefined poses.

Fig. 1. This figure shows how to acquire the 3D hand model during the initial S frame images in
an online video with an easy, pleasurable, and satisfactory user experience, which is the main
objective of the present paper. The frame images R are to the left and the right images are the
corresponding recovered 3D hand model V.

Time t-1 Time tFirst Frames

Recursive System

Initialization

Fig. 2. Global framework of freehand tracking system, a typical recursive system. Acquisition
of hand state during first frames is important. Focus in placed on initialization.
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Fig. 3. Overview of OM. (a) UC and UF are threshold values used as temporal points between
user and computer. After a hand pose is classified from the rough 3D hand model, OM performs
the interaction between human and computer. (b) Framework for how human, computer, and
cognitive information are integrated.
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The algorithm framework of the proposed initialization method (referred to as OM)
is depicted in Fig. 3. OM is composed of three phases, namely, hand pose classifica-
tion, coarse-tuning the user’s hand pose, and fine-tuning the 3D hand model. Figure 3
also shows how the 3D hand model is shaped by the three phases and how an ini-
tialization task is approximately assigned between user and computer for effective
interaction.

The objective of hand pose classification is to determine a rough 3D hand model
similar to the frame image by the retrieval from a hand posture dataset. Given a dataset
of many poses, a pose that best matches the object in the input image is identified.
However, the rough 3D hand model is only an initial value, V − S + 1, of V in Eq. (1).
The objective of coarse-tuning the hand pose is to bring the user’s hand image close to
the projection of the 3D hand model while keeping the hand model fixed. The objective
of fine-tuning the hand model is to making the hand model and 3D hand pose similar,
while the hand pose is kept fixed.

To provide a new approach to initializing the 3D hand pose, the operation of which
is human-oriented and convenient for online use, the three core techniques, namely,
HCI in the initialization process, the visualization of cognitive information, and
modeling cognitive behaviors to reduce the cognitive burden, are blended together in
the proposed method. The states of temporary 3D hand models and image features from
videos are fed back onto screen in the form of interactive graphics and imaging. The
states are used as cognitive information upon which users adjust their behaviors. On the
other hand, the computer fine-tunes the 3D hand models according to users’ responses.

In Fig. 3a, both UC and UF are the Hausdorff distances between the projections of
the 3D hand models onto the frame image and the frame image features. UC determines
the accuracy of coarse-tuned human hand pose and UF determines the accuracy of the
fine-tuned 3D hand model. In most cases, UC �UF .

To determine UC and UF , a behavioral model is built for users.

4 Modeling Users’ Behavior

Research on cognitive behavioral model is helpful in exploring the cognitive mecha-
nism and ways for the interaction between users and computer.

4.1 Experiment for CBM

The participators (users) were equipped with a data glove and position tracker on their
hands. They would be requested to perform some initialization tasks. A synthesized 3D
hand model based on data from the data glove and position tracker was displayed in the
scene and each participator was requested to adjust his/her hand until it fit into the 3D
hand model. In Fig. 4a, a user is doing an experiment for CBM and further analysis of
the experiment is shown in Fig. 4b.

According to Fig. 4, the joint angles acutely change in one period of time, and
placidly change in another period of time. The former is regarded as the coarse-tuning
process, the latter as the fine-tuning process. This observation guides the introduction
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of the technique of interaction between human and computer, and provides cues to
assign interactive and cooperative tasks between user and computer. The CBM models
are stated in the form of CBM features.

4.2 CBM Features

The main findings, also called CBM features, in the present study are presented as
follows:

• CBM-0: The process of adjusting the pose can be divided into different sections, in
which one features a large range regulation in the frontal period of time and another
features a small range regulation in the back period of time.

• CBM-1: There are two paths that keep the hand pose consistent with the 3D hand
model to maintain low cognitive burdens.
Path-1: Initial pose! adjust the hand pose orientation! translate the hand pose!
3D hand model is slightly tuned, or
Path-2: Initial pose! translate the hand pose! adjust the hand pose orientation!
3D hand model is slightly tuned.

• CBM-2: The variables set, x, in hand model X can be described with the unchanging
variables as

X ¼ U [ I � Uð Þ ð2Þ

where U refers to the set composed of unchangeable variables, I refers to the set
composed of all variables in hand model X. Taking the fist-style pose as an example, in
the whole process of initialization, all local angles are kept fixed. Set U can be
described manually in the hand pose dataset.

Fig. 4. An investigation of CBM for the user. (a) To reveal the CBM, the user was equipped
with a data glove and a position tracker on the right hand to fulfill initialization for the 3D hand
model. (b) The angle curves over the frames for the little finger in the process of grasping a
virtual object; it describes the three angles per frame; the measurement unit in the y axis is the
degree and the time unit is in ms. The time determined by UC and UF are the temporal points
between user and computer; in most cases, UC1�UF is satisfied. UC and UF are the Hausdorff
distances.
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• CBM-3: Compared with the approach asking users to imagine and shape their
required hands according to required regulations or constraints, the approach
allowing users to actively adjust their hand poses based on visual cognitive infor-
mation onscreen is more concurrent with the users’ cognitive customs and costs less
cognitive burdens [12].

The CBM features lead to the best way to blend both HCI and visualization into the
initialization process, with the purpose of maintaining low cognitive burdens for users.

5 Tune Users’ Hand Poses

Based on CBM-0, the initial hand pose may be far from the 3D hand model, even if the
rough pose is acquired from the retrieval hand pose dataset in the classification process.
That is, finding the solution for formula (1) may require a computationally expensive
search. Accordingly, the very interesting issue of how to use the CBM Features to guide
the interaction between human and computer is discussed to adjust the user’s hand pose
for low cognitive burden and design the 3D hand model using cheap computation.

The superiority of the user over the computer is that he/she can flexibly make the
decisions for all situations in completing a cognitive task, which is the reason why the
HCI technique is introduced into the developed initialization system. The frontal period
of time is assigned to a user. That is, the user adjusts his/her hand’s position and pose in
agreement with the CBM-1 Feature to superpose the online hand images onto the
projection of the given initial 3D hand model while keeping the 3D hand model fixed.

The effectiveness of the HCI, to some extent, depends on the path of feedback and
the visualization style of the hand image and the 3D hand model. The present study
uses many approaches for visualization. For example, the 3D hand model is rendered
and outputted by OpenGL, and the new hand images are displayed in real time with a
visual style.

Clearly, the developed initialization process starts from an initial pose similar to
that in a dataset. However, the final 3D hand model may not be limited to the initial
pose.

6 Tune 3D Hand Model

The present study does not rely only on the user to align his/her hand to the hand shape
displayed. In fact, the back period of time is assigned to the computer. Once the user’s
hand is close enough to the 3D hand model, the computer provides the user with
feedback, flickering and highlighting, and begins to fine-tune the 3D hand model using
the approach similar to PF [2]. Taking Fig. 5b as an example, the duration from 0 to
3700 ms is called the frontal period of time, and the duration from 3700 ms to 8500 ms
is called the back period of time. UC is the Hausdorff distance at time 3700 ms and UF

is the Hausdorff distance at time 8500 ms.
In this process, the CBM-2 feature follows. Although a coarse pose is obtained by

the coarse-tuning process, because of high dimensionality problem, the computer
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would have difficulty further fine-tuning the 3D hand model in rapid speed until the
latter is the same as the user’s 3D hand pose. Fortunately, the CBM-2 feature can help
to alleviate this problem. For example, if the computer knows or predicts that some part
of the variables in a hand model vector would change over time, it will focus on
determining the values of these variables and pay little attention to the unchanged
variables. This approach is equivalent to reducing the dimensionality of the hand pose
vector.

Suppose X0 is the retrieved virtual initial 3D hand model from hand pose dataset, I
is the hand frame image at the current frame, Ω is the feature set extracted from image
I, which is composed of the contour, fingertips, roots of fingers, joints, and the inter-
section of the knuckle on the fingers. According to the proposed method, the feature
extraction process is composed of two steps, namely, the coarse location phase
(CLP) and the refined location phase (RLP), from coarseness to refinement. In the CLP
phase, the hand contour is approximately described by a polygon with concave and
convex. An approach to obtaining the hand shape polygon using locating points and
locating lines is meticulously discussed. Subsequently, using a coarse location algo-
rithm, the contour, fingertips, roots of fingers, joints and the intersection of the knuckle
on different fingers can be extracted. In the RLP phase, a multi-scale approach is
applied to the extracted features in the CLP phase by defining the response strength of
different types of features; the accurate features can then be obtained.

The algorithm for adjusting the 3D hand model based on the CBM is presented as
follows.

(A) The empirical values of UC are determined by trial and error.
(B) For the user: Change hand shapes and hand positions.
(B.1) The user moves his/her hand along path-1 or path-2, as stated in CBM-1,
while the 3D hand model is unchanged. The 3D hand model and hand image
features are synchronously visualized onscreen.
(B.2) The user adjusts his/her hand postures according to the visualized cognitive
information, such as the projection of the 3D hand model, hand image features, and
other feedback.
(B.3) E is evaluated by

E ¼ Hausdorff ðX0;XÞ ð3Þ

where Hausdorff (X0, Ω) is the Hausdorff distance [13] between the 3D hand model
X0 projection onto the hand image and the hand image features.
(B.4) If (E�UC) the computer feedbacks with a flicker and highlight, and goes to
step (B) else X1 ← X0.
(C) For the computer: Fine-tune the 3D hand model with PF tracker.
(C.1) Superpose the 3D hand model projection onto the hand image.
(C.2) Sample

Generate N particles Xi
1 of X1, i = 1, 2, …, N, using the Gaussian distribution in

agreement with CBM-2.
(C.3) Compute weight ω for each particle
(C.4) State Updating
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X ¼
XN
i¼1

xiX
ðiÞ
1 ð4Þ

(C.5) Evaluate E by

E ¼ Hausdorff ðX;XÞ ð5Þ

If (E�UF), X1 ← X and go to step (C).
If (E�UC), X0 ← X and go to step (B).
Output X.

By looping between steps (B) and (C), the optimization function (1) could be
satisfied approximately. UC and UF are threshold values used to control the accuracy of
the coarse-tuning and fine-tuning processes, respectively. One of the hardest part in the
pose recovery process is tracking under the pose, which is tackles by PF tracking. The
role of CBM-1 in the OM is to reduce the cognitive burdens for the user. CBM-2 is
used into the OM to avoid sampling for the unchanging parts in the 3D hand model.

7 Optimization of OM

One of the important issues in the OM is the way to choose the parameters UC and UF ,
by which the OM will be optimized in this section.

Suppose L algorithms, M1, M2, …, ML, are applied to the same initialization task.
Ta is the average time cost of the L algorithms; Ak and Tk are the accuracy and time
cost of the kth algorithm, where 1 � k � L; ak is the degree of harmoniousness
(DOH) determined by the users, which reflects the users’ cognitive burden.

Cognitive burden is evaluated by four factors in the present study: tiredness,
joviality, freedom, and workability. Tiredness describes the extent of toil a user feels in
the initialization process; joviality describes the degree of amusement the user feels;
convenience describes the suitability to the user’s purposes; and workability describes
the extent to which the initialization approach is feasible. The four factors have a scale
between 0 and 100, and are scored by the users.

The performance, as one of the evaluation criterions, is defined as formula (6):

kk ¼ akTa
Ak

Tk
ð6Þ

where ak is the average of J, the joviality, convenience, and workability of the algo-
rithm k. Here, J is the difference between 1 and degree of tiredness.

One of the key issues in evaluating system performance is the availability of
ground-truth data. Obtaining ground truth data for the 3D hand pose estimation is a
difficult problem [4]. The widely used method to evaluate the 3D hand model is to
project the hand model onto the input image to show how well the projection matches
the image data, which can be measured by Hausdorff distance.
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Accuracy is defined as

Ak ¼ e�bHk ð7Þ

where Hk is the Hausdorff distance of the algorithm k and β is an experiential constant,
which is set at 0.01 in the present experiments.

According to the definition of λ in formula (7), if the time cost of an algorithm is
equal to the average time cost, the algorithm is evaluated by accuracy if the parameter a
is ignored. On the whole, a large kK means high accuracy and low time cost.

The objective of the OM’s optimization is to find the threshold values UC and UF to
maximize kOM or

argðmaxðkOMÞÞ: ð8Þ

8 Experimental Results

8.1 Experimental Settings

The present study uses a color CCD camera ZT-QCO12 with a 4 mm lens that captures
a 640 × 480 video at 30 Hz. The computer used has an Intel(R) Core(TM) 2
Quad CPU with a 2.66 GHz processor and 3.25 GB memory. A 26 DOF 3D hand
model is used, with 6 DOFs for the global transformation and four DOFs for each
finger. The length of each knuckle on the fingers and the size of the palm are fixed.

8.2 Experimental Procedures and Results

The experimental process is composed of three phases, namely, hand pose recognition,
coarse-tuning, and fine-tuning. There are many hand pose recognition approaches, but
most of them have difficulty effectively differentiating between two similar hand poses
with the same protrudent fingers. Recognition involves finding the location in the input
image that best match occurs. Density distribution features (DDF) [14] are used to
describe the hand image features upon which the initial pose is retrieved from the
dataset. DDF is defined by the following formula

DDF ¼ ðq1; q2; . . .;qN ; d1; d2; . . .; dNÞ ð9Þ

in which the first feature vector represents the relative density of object pixels within
each sub-image and the second represents the difference of relative density in the
direction of radial coordinates. DDF is invariant to translation, scale, and rotation. In
formula (9),

qi ¼ ni=n ð10Þ
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di ¼
jq2 � q1j i ¼ 1

j2qi � qi�1 � qiþ 1j 1\i\N
jqN � qN�1j i ¼ N

8<
: ð11Þ

where ni, (i = 1, 2, …, N) is the total number of pixels of the hand skin in the ith
circumcircle and n is the maximum of all ni.

The OM is compared with two widely used methods, namely, the single frame
(hereafter simplified to SF) pose estimation approach [10] and the SMD approach [11].
The first experiment is done using the OM. The number of particles used is 50. The
proposed algorithm is evaluated using the same user, and different users. An experi-
ment suing an optimized OM then follows.

Figure 5 is the kOM � UC curve of the OM algorithm. Based on Fig. 5, the
threshold value UC has an effect on performance k of the OM, as defined in formula
(8). If UC is too small or too big, the performance of the OM will decreases, and a
maximum exists on the kOM � UC curve. In the current experiment, when UC = 36.96,
kOM reaches its maximum.

The reason for the above fact is that if UC becomes smaller, the cognitive burdens
become bigger; as a result, the parameter ak becomes smaller. If UC becomes bigger,
the accuracy will become smaller; as a result, the parameter Ak becomes smaller. Thus,
the performance parameter kk becomes smaller under either of the two situations.

Thus, the OM can be optimized by the optimized threshold value UC. The per-
formances of the SMD, SF, and optimized OM by UC are shown in Fig. 6.

Clearly, of the three algorithms, the optimized OM by UC has the best performance.

For further comparison of the OM and optimized OM by UC, the two algorithms
are run 50 times each with the same user. The average results are shown in Table 1.
The bigger the λ, the smaller the cognitive burden.

For 50 different users, the performance comparison between the OM and optimized
OM by UC are shown in Table 2.

Fig. 5. Hausdorff-λ curve of OM. Here,
the Hausdorff distance is the threshold
value UC used in OM. When UC = 36.96,
kOM reaches its maximum.

Fig. 6. Performance of three algorithms
after OM is optimized by UC .
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According to Tables 1 and 2, the optimized OM by UC has better performance than
the OM.

After the UC is fixed, UF can be determined by a similar method as UC.
The comparisons for the time cost, accuracy, and λ of the OM and optimized OM

by both UC and UF are shown in Table 3. The DOHs of the different methods are
shown in Table 4.

Table 1. Performance comparisons of OM and optimized OM by UC. The results are an average
of 50 times with the same user.

Table 2. Performance comparisons of OM and optimized OM by UC. The results are an average
of 50 times with the same user.

Table 3. Comparison of OM and optimized OM by UC and UF
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Table 3 shows that the time cost by the optimized OM by UC and UF increased,
and its global performance also increased. Table 4 shows that the optimized OM by UC

and UF imposes the least cognitive burden for users.

At the end of this section for the OM, the dependency of UC and UF on the
participants and on the complexity of the pose are discussed. UC and UF are determined
by formula (9). For different participants or different poses, the parameters Ta, Ak, Tk,
and ak are different. Thus, UC and UF are dependent on the participants and the
complexity of the pose. In fact, let 50 different participants do the same or not the same
poses for initialization, the variances of UC and UF are large and change in a large
scale. However, for the same participant, the variances of UC and UF are small.

The OM and optimized OM by UC and UF expands the idea proposed in the
present paper [12]. In the same experimental conditions, the performance is listed in
Table 5.

The OM and optimized OM by UC and UF perform the same initialization task with
less time, higher accuracy, and higher λ, compared with the previous work [12].

9 Discussion and Conclusions

Compared with the previous related work [12], the main contributions of the present
study involves the attempt to theoretically explore the fundamental “why, how, when
(WHW) problems” in the process of fusing the three core techniques, namely, the HCI
for initializing, visualization of the 3D hand model, and modeling the operator’s
cognitive behavior. Thus, the present study shows why and how the CBM guides the

Table 4. Comparison of DOH of the several algorithms

Algorithm Optimized OM by UC and UF OM SMD SF

α(DOH) 0.85 0.732 0.624 0.647

Table 5. Comparison OM with the approach presented in paper [12]
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proposed algorithm in assigning tasks for the initialization between human and com-
puter, and informs when the temporal points between users and computer occur. These
benefits are summarized as follows.

Acknowledgments. This paper is supported by the Science and technology project of Shandong
Province (No. 2015GGX101025).
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Abstract. This paper develops a method for recognition of human daily actions
by using wearable motion sensor system. It can recognize 13 daily actions with
the data in WARD1.0 efficiently. We just extract 11 features including the means
and variances of vertical acceleration data of five sensors and the mean of hori‐
zontal angular speeds of the waist sensor. Then we randomly select 80 % of the
samples as the training set, and the remaining samples as the test set. By removing
the abnormal samples based on the confidence interval of the distance among the
same type samples and using the SVM as the classifier, we present a new method
for recognition of the human daily actions. Moreover, we optimize the parameters
of SVM with K-CV (K-fold Cross Validation) method. The results of the experi‐
ments show that the proposed method can efficiently identify the 13 kinds of daily
actions. The rate average recognition can approach to 98.5 %.

Keywords: Wearable motion sensor system · Recognition of actions · Feature
extraction · Abnormal sample · Parameter optimization · SVM

1 Introduction

From a macro perspective, the human behavior can include the poses and movement
processes of head, limbs and body, and it is an interactive form of expression between
human and the surrounding environment. Human behavior is researched in many
areas including psychology, medicine, sport science and so on. In recent years, with
the development of science and technology, motion capture technology is increas‐
ingly mature, which can be more convenient to get the data of human behavior and
provide a good platform for researching human behavior. Both the motion capture
system based on optical principle in the early stage and the device based on MEMS
in recent years have been widely used in: movies, cartoons, medical rehabilitation,
auxiliary movement, etc. [1]. But compared to the motion capture system based on
optical principle, the data of wearable motion sensor system can basically reflect the
characteristics of the human movement. That offers a possibility to analyze the nature
of human behaviors.
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Generally speaking, the algorithm of actions recognition mainly includes two
parts: feature extraction and classifier recognition. The feature extraction module is
the process of reprocessing for the collected data. It can excavate the deep charac‐
teristics of human movement. The commonly characteristics cover: mean [1, 2, 4,
5], variance [3–6], coefficient of association [7–9], energy [10], the coefficient of
FFT [1, 7], etc. The function of classifier recognition module is building a classi‐
fier by training set and using test set to examine the efficiency of the classifier. The
usual classifiers contain: decision tree classifier [4], Naive Bayes classifier [8], SVM
classifier [1, 4, 9, 11, 12], etc.

In recent years, a lot of works have been done to the recognition research of human
daily actions by the scholars. Yang et al. [13] proposed a distributed recognition
framework to classify continuous human actions, called distributed sparsity classifier
(DSC) using sparse representation. Bao and Intille [8] used decision tree classifier to
recognize 20 kinds of daily behaviors. The RVM as the classifier and the characteristics
of mean, skewness, peaks of FFT and some other characteristics were extracted by He
[1]. Lu et al. [14] puts the new and traditional features together, and builds a new SVM
classifiers. But these works usually have two shortages: at first, the selecting charac‐
teristics are too many in some papers, even it can reach to several hundreds. Although
the researchers have adopted PCA [1, 15], LDA [1] and other ways to reduce dimen‐
sions, but it has increased the complexity of the algorithm and reduced the efficiency
of the classifier. Secondly, for the random of choosing the training set, it will affect
the capacity of the classifier with doing not remove the bad samples.

Table 1. The description of WARD 1.0

Name of action Description of action
1. Rest at standing The subject stands still for more than 10 s
2. Rest at sitting The subject sits still for more than 10 s
3. Rest at lying The subject lies still for more than 10 s
4. Walk forward The subject walks straight forward for more than 10 s
5. Walk forward left-circle The subject walks in counter-clock circle for more than 10 s
6.Walk forward right-circle The subject walks in clock circle for more than 10 s
7. Turn left The subject stays at the same position and turn left for more

than 10 s
8. Turn right The subject stays at the same position and turn right for more

than 10 s
9. Go upstairs The subject goes up one flight
10. Go downstairs The subject goes down one flight
11. Jog The subject jogs straight forward for more than 10 s
12. Jump The subject stays at the same position and jump for more

than 5 times
13. Push wheelchair The subject pushes a wheelchair/walker for more than 10 s
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In this paper, we adopts the WARD1.0 behavior database in the experiment.
WARD1.0 was constructed with using a wearable motion sensor network by Yang
et al. [13] from University of California at Berkeley in 2008. They used five termi‐
nals, locating left forearm, right forearm, waist, left ankle and right ankle to capture
the behavior of human. Each terminal has a triaxial accelerometer and a biaxial
gyroscope. Each axis is reported as a 12bit value to the node, indicating values in the
range of ±2g and ±500◦∕ s for the accelerometer and gyroscope. So each sensor
terminal will produce a data vector with 5 dimensionalities at each time point. The
database took 7 females and 13 males with ages ranging from 19 to 75. Everyone has
been collected 13 daily actions, each action runs 5 times. The specific contents are
shown in Table 1.

2 Description of Algorithm

WARD1.0 has 1300 samples and contains 13 classes of actions. We extract 11 features
from each sample. Then partial samples are chose as the training set, and the rest will
be as the test set. We use the K-CV (K-fold Cross Validation) [16] method to optimize
the parameters of SVM in the MATLAB environment. Then we take training set to build
the classification model with SVM. At last, test set will be used to check the efficiency
of the classifier. The detailed process will be introduced in the following. The rough
process is shown in Fig. 1.

Input the

original data

Extract features

and standardizing

Collect training

set and test set

Output result

with SVM

Fig. 1. The rough process of the algorithm

2.1 Extract Features of Behaviors

This paper extracts 11 kinds of features: the mean and variance values of vertical accel‐
eration data of 2 wrist sensors; the mean and variance values of vertical acceleration
data and mean values of horizontal angular speed data of waist sensor; the mean and
variance values of vertical acceleration data of 2 ankle sensors.

Variance value reflects the dispersion degree of data, and the mean value is an
indicator of central tendency. So variance and mean values can express the range and
acuteness of actions to a certain degree. In these 13 kinds of actions, there are 3 static
behavior, the others are dynamic behaviors. The variance values of each behavior are
different, and the acuteness of the first three static behaviors is much smaller than
others’. Meanwhile, the movement ranges of the 11th and 12th action are larger than
the others’. Waist is the location of centre of gravity which can reflect the character‐
istics of the nature of human movement. Figures 2 and 3 show the variance and mean
values of waist sensor:

70 B. Su et al.



Fig. 2. The variance values of waist sensor data

Fig. 3. The mean values of waist sensor data

When body turns from standing to lie down, the vertical direction of the waist sensor
will change to horizontal direction almost. So the means values of vertical acceleration
data approach about 1000 (1 g), but the 3rd’ will close to 0. (It can be judged that A2
represents vertical acceleration data).

Then the mean values of A2 in Fig. 2 express the deflection range of sensors relative
to the vertical direction. For what has been discussed above, firstly the mean and variance
values of vertical acceleration data of 5 sensors will be extracted to express the range
of body relative to the deflection of the vertical direction. Furthermore, the deflection
of the horizontal direction should not be neglected. Specially, it should not be neglected
in four behaviors with the 5th (Walk forward left-circle), the 6th (Walk forward right-
circle), the 7th (Turn left) and the 8th (Turn right). Here, the 5th and the 7th behaviors
are similar, the 6th (Walk forward right-circle) and the 8th (Turn right) are similar. We
find that the horizontal angular speed values of the 5th and the 6th are clearly smaller
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than the 7th and the 8th. So we use the mean values of horizontal angular speed data of
waist sensor (G1 shown in Fig. 3) to express the range of body relative to the deflection
of the horizontal direction. The recognition results using the features of the 10 and 11
dimensions data respectively are shown in Tables 2 and 3 with the only difference just
in containing or not the mean values of horizontal angular speed data of waist sensor. 

In Table 2, we can find that the recognition results of the 5th (Walk forward left-
circle), the 6th (Walk forward right-circle), the 7th (Turn left) and the 8th (Turn right)
behaviors are dissatisfactory. The 5th behavior is often mistakenly judged into the 4th
behavior, the 6th behavior is often mistakenly judged into 4th or the 5th behavior, the
7th behavior is often mistakenly judged into the first or the 8th behavior, and the 8th
behavior is often mistakenly judged into the first behavior. After the mean values of G1
are added to the features vectors, the recognition results of the 5th, the 6th, the 7th and
the 8th behaviors are improved obviously (shown in Table 3).

2.2 Choose Training Set and Test Set

When constructing the classification model, we need to choose the appropriate training
samples. The requirement of training set is as far as possible full uniform containing
various kinds of behaviors. Now, it has 1300 samples in WARD1.0 database, and each
kind of action has 100 samples, with running 5 times for each action of 20 persons. When

Table 2. The result of 10 characteristics

Table 3. The result of 11 characteristics
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we choose the training set, it should include each type of action of each person. So the
proportion of training set and test set often can be identified as: 1:4, 2:3, 3:2 and 4:1.
Then we contrast the results of these four circumstances in the experiment with choosing
samples randomly (shown in Table 4).

Table 4. The results of different proportion

Proportion 1:4 2:3 3:2 4:1
Result 0.68538 0.70949 0.73077 0.79154

As can be seen in Table 4, when the proportion of training set and test set is 4:1, it
can achieve the best results.

2.3 Optimize the Parameters of SVM

In the over section, we use the SVM as the classifier, but the result is ordinary case. We
know that the parameters of SVM should be optimized with penalty parameter c and
kernel function parameter g. In general, there is no best way to choose the optimal
parameters of SVM. This paper uses K-CV method to train and acquire the best param‐
eters c and g. According to the K-CV method, we separate all samples into five groups
on average. Each group treated as the test set respectively, the rest of the four groups
treated as the training set. So we can get 5 models, and use the average of the result of
the 5 models as the standard of the K-CV. All in all K-CV can avoid over-learning and
less-learning, thus the result is convictive.

At first, we let the parameters c and g change in a certain range. It will produce several
pairs of point set based on the specific rule. Each pair of point set will induce the classifier
index by K-CV method, and then we save the parameters c and g of the best classifier
index as the optimal parameters of SVM. The rough process is shown in Fig. 4.

Pretreatme Grouping K-CVOriginal Best c and g

Fig. 4. The process of K-CV

2.4 Denoise the Sample Data

In the process of data collection, the collected data have certain errors and the mistakes
due to various factors, so the samples are not entirely accurate. Chen and Li [17] denoises
the sample data for large-scale sample set by defining the importance of samples; Liu
et al. [18] proves the importance of boundary samples by analyzing the influence of
different training sample set for recognition system.

The classifier is affected by the existent of noisy samples. So when choosing the
training set and test set, we should get rid of the noisy samples as many as possible. The
next will introduce the sample de-noising.
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Defining a matrix A for the sample set and including k classes:

A = [A1, A2,⋯ , Ak] (1)

If the ith class samples contain n samples, then:

Ai = [ai1, ai2,⋯ , ain] (2)

Extracting 11 features for each sample, the ith class samples can be expressed:

Ai =

⎡
⎢⎢⎢⎣

T1i1 T2i1 ⋯ T11i1
T1i2 T2i2 ⋯ T11i2
⋮ ⋮ ⋱ ⋮

T1in T2in ⋯ T11in

⎤
⎥⎥⎥⎦
∈ Rn×11 (3)

Defining the distance between ai1 and ai2 as d(ai2, ai2). Defining the among-class
distance of all samples on the ith class samples:

D =

⎡
⎢⎢⎢⎣

d(ai1, ai1) d(ai1, ai2) ⋯ d(ai1, ain)

d(ai2, ai1) d(ai2, ai2) ⋯ d(ai2, ain)

⋮ ⋮ ⋱ ⋮

d(ain, ai1) d(ain, ai2) ⋯ d(ain, ain)

⎤
⎥⎥⎥⎦
∈ Rn×n (4)

In the ith class samples, defining the distance between the mth (m = 1, 2, 3⋯ , n)
sample and the rest of the (n − 1) samples:

Dm =

n∑
k=1

d(aim, aik)

(n − 1)
(5)

If Dm is larger, then the distance between the mth sample and the rest of the (n-1)
samples is farther.

Defining Dd as the among-class distance matrix on the ith class samples:

Dd = [D1, D2,⋯Dn] (6)

Then we must remove the outliers of Dd. The dispersion of among-class distance is
different on each action. Meanwhile, too much noise will affect the result of the experi‐
ment. Figure 5 shows the histogram of among-class distance in Dd of the 13 classes of
action samples (Abscissa represents the distance, Ordinate represents action number).

If we get the among-class distance matrix Dd on the i th class samples, we also can
calculate the confidence interval of Dd for each class. The confidence level can be early
designated. For each Dd, if the data of Dd is larger than the upper limit of confidence
interval, it will be judged as the noises and should be removed. The relation between
confidence level and the proportion of noisy is shown in Fig. 6.
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We find that when the confidence level is smaller than 0.02, the slope of the curve
is larger in Fig. 6. And the corresponding model will be unsteady. So 0.05 is chosen as
the confidence level finally in this paper.

3 Result of Experiments

This paper extracts 11 features at last: the mean and variance values of vertical accel‐
eration data of 5 sensors and the mean value of horizontal angular speed data of waist

Fig. 5. The histogram of among-class distance of the 13 classes of action samples

Fig. 6. The relation between confidence level and the proportion of noisy
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sensor. At last, we optimize the parameters of SVM and get rid of the noisy, the corre‐
sponding results are shown in Tables 5 and 6.

Table 5. The result of the parameters optimization

Table 6. The result of the samples denoising

We contrast the Tables 3 and 5 and find that the recognition efficiency has signifi‐
cantly improved. Thus the method of parameters optimization of SVM is useful and
important. In Table 6, the result of the 9th and the 10th behaviors shows that the recog‐
nition efficiency is obviously better than the case in Table 5. The reason is that the
difference of the within-class of the 9th and the 10th behaviors is larger than others. So
the samples de-noising can distinctly improve recognition efficiency.

4 Conclusion

This paper extracts 11 features based on the essence of human behavior, which can express
the range and acuteness of body relative to the deflection of the vertical and horizontal
direction. After optimizing the parameters of SVM and de-noising the 13 daily actions on
the data in WARD1.0 database, human daily behaviors can be recognized effectively. It can
also provide a thinking path of pattern recognition for other behavior recognition and
health cares. But there are some deficiencies in this paper. For example, we do not consider
the front or back direction characters of behaviors. How to excavate the specialty of human
behavior is a worthy problem which should be studied for a long time.
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Abstract. In order to solve the physical rehabilitation of stroke patients with
apoplectic hemiplegia, an intelligent rehabilitation supporting system based on
Kinect device is designed. The system uses Kinect device to capture the user’s
limb joints point information. DTW algorithm is combined with RANSAC algo‐
rithm to match the action in standard action library, thus the system can obtain
the evaluation results. Then the patients’ rehabilitation data is sent to the doctors
with new treatment options intelligently. As a result, the experimental results
show that this physical rehabilitation method is more convenient and efficient
than the traditional training method.

Keywords: Kinect rehabilitation · DTW algorithm · RANSAC algorithm

1 Introduction

Nowadays, stroke has become a high incidence of disease. Along with the advance of
medical level, the mortality rate of the disease has been greatly reduced. However, the
disease disabled rate is as high as 75 %. Rehabilitation training is still a looming problem.
The current rehabilitation training, basically depends on the artificial guidance. Only part of
the rehabilitation hospital or rehabilitation agency introduces some orthoses training and limb
rehabilitation exercise machine to assist the rehabilitation training. And because of various
factors, the majority of patients due to the lack of professional rehabilitation of the correct
guidance, causing that rehabilitation training can be not in place. It is difficult to restore a
very good state. So, it is very necessary to design a set of convenient and fast rehabilitation
training system which can be carried out in the community.

Based on Kinect somatosensory technology which is called is motion-sensing tech‐
nology is one of the most original used in game industry, and the development of the
technology infiltrates gradually other areas as medicine, architecture [1] and network
[2, 3]. In the medical field, motion-sensing technology at present is mainly used in
medical rehabilitation, medical imaging [3, 4], etc. Especially in the field of medical
rehabilitation, motion-sensing technology development is very rapid.

Chang, for example, developed a Kinempt system [5] based on Kinect used for
patients with cognitive impairment. In order to exercise rehabilitation of youth move‐
ment disorder guidance, the Kinerehab [6] system based on Kinect is developed by
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Chang too. The system uses the image processing technology of Kinect sensor to detect
the movement information of patients with movement disorders.

At present, in terms of rehabilitation training system research, our country mainly
concentrated in a few engineering comprehensive university, and the research content
mainly focus on the development of rehabilitation training equipment. Tsinghua University
develops the human lower limb rehabilitation training vehicle, the nerve injury rehabilita‐
tion training device, and the upper limb complex motor rehabilitation training robot [7], etc..

2 System Architecture

The system is divided into three modules as the Kinect-based somatosensory recognition
module, the cloud platform delivery module and the big data processing module (Fig. 1).

Fig. 1. The structure of the system

3 Somatosensory Recognition Algorithm

3.1 DTW Algorithm

Dynamic Time Warping (DTW) algorithm was proposed by Sakoe and Chiba [8] in
1978 with a combination of distance measure and time warping algorithm, which was
first applied to speech recognition.

DTW algorithm, which is a mainstream algorithm, has been used in the field of
speech recognition. When making the speech recognition, even though the same person
said the same words, each pronunciation may not have exactly the same length of time.
So when the template matches with the stored, you need to deal with the timeline of the
new words, so that it corresponds to the time of the template. Dynamic time warping is
a typical effective measure to solve the minimum distance between the two templates.
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It uses the function of a certain condition to deal with the time correspondence between
the under-recognition template and the sample reference template. In this system, there
is a similar problem of movement recognition, the time for everyone to do the same
action will not be exactly the same. For example, we see the coach’s standard action as
template A and patient’s action as template B to determine the accuracy of B on the
basis of A. As the Fig. 2 shows, everyone do the same operation which have the same
start time and end time of action, in this case A and B to the similarity of the comparison,
the similarity obtained may be 0 %, but the fact is that patients may not totally do incor‐
rect action. So prior to action recognition, we must be on the standard action templates
and test action template dynamic time warping.

Fig. 2. Match result

DTW (dynamic time warping) is a nonlinear dynamic time warping algorithm which
combines distance calculation and time warping. The main idea is to use dynamic
programming, searching matching path for two different length sequences. Then we can
obtain the path made cumulative amount of distortion minimal when the two template
sequences are matching. For two sequences of different time axis, the time axis using
the technique of dynamic structured template sequence wherein one stretching or struc‐
tured to eliminate the difference between the degree of distortion to a minimum. For two
sequences of different time axis, the time axis using the technique of dynamic structured
template sequence wherein one stretching or structured to eliminate the difference
between the degree of distortion to a minimum.

Suppose two templates for standard sample template R and test sample template T are
the length of m as R = {r1, r2,… ri,… rm} and a length of n as T = {t1, t2,… tj,… tn}. We
construct a M × N matrix whose element represents the corresponding distance of vector in
R and T. DTW find an optimal path that satisfies some constraints and the minimum amount
accumulative distortion from point (1,1) to point (M, N) through the local path constraints.
Constraint conditions include continuity constraints, monotonic constraints and boundary
constraints. It means that point on the path to match and adjacent points must be aligned and
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must not skip a point to match. It must be monotonous over time from one point to another
point on the path with start pointing (1,1) and ending point (M, N). As shown is the process
to search the matrix elements created by the optimal matching path (Fig. 3).

Fig. 3. DTW algorithm optimal path schematic

According to DTW algorithm to search the optimal path on the template sequence R and
T, points on the optimal path respectively are (m1,n1), (m2,n2),…,(mi,ni),…,(mk,nk),
where k satisfies max(m, n) ≤ k ≤ m + n − 1. Matrix element (i,j) which represents feature
vector similarity d(ri, tj) between ri and tj, can be obtained by Euclidean distance, Mahala‐
nobis distance, etc. Searching the optimal path is to find the points of the minimum amount
accumulative distortion of the adjacent elements between the current path and the
surrounding matrix element. The current cumulative distance l(i, j) is:

l(i, j) = d(ri, tj) + min{l(i − 1, j − 1), l(i − 1, j), l(i, j − 1)} (1)

The optimal path of two templates is the Point of collection that we constantly
calculating the minimum cumulative amount of distortion between the template.

Wanting to apply DTW motion recognition algorithm the action recognition
problem, we need to determine the computational method of feature vector similarity
of two template’s points and standard action template. In this paper, the feature vector
similarity calculation method uses chi-square test. Under normal circumstances, the
Euclidean distance, Mahalanobis distance method can calculate the similarity feature
vectors. To simplify the design process, while avoiding the complex calculation of the
Euclidean distance, the similarity between the two templates are also calculated using
the chi-square test method.
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d(R, T) =

k∑
i=1

(ri − tj)
2

ri + tj

(2)

In order to improve the reliability of the standard action samples, and to improve the
accuracy of the algorithm DTW action recognition, we collect multiple sets of data for
a same standard action. We need take similar action samples from multiple sets of
standard data, and calculate with similarity and threshold with other movement data.
Then we can get a standard motion data template of the action by getting the sample
average within the threshold range.

3.2 RANSAC Algorithm

RANSAC [9] is “the Random Sample Consensus (Random sampling Consensus)”. It
can be from a group of observation data set which contains “outsiders”, through the
iterative way to estimate the parameters of the mathematical model. It is an uncertain
algorithm - it has a certain probability to arrive at a reasonable result; In order to increase
the probability we need to improve the number of iterations. The algorithm was first
proposed by Fischler and Bolles in 1981.

Input parameters of RANSAC algorithm are a set of observed data, a parametric model
can be explained or adapt to the observed data and a number of credible arguments.
RANSAC achieves their goals by repeatedly selecting data in a random subset. Selected
subset point is assumed to be interior point, and verified by the following methods:

1. There is a model adapted to the assumptions of office interior point, that all points
of the unknown parameters can be calculated from the assumption of interior point.

2. Model from 1 was used to test all of the other data, if a point is suitable for the
estimated model, we call it office interior point.

3. If you have enough points to be classified as a hypothetical office interior point, it is
estimated that the model is reasonable enough.

4. Then, we use all assumptions office interior point to re-estimate the model, because
it is just estimated by initial assumptions innings.

5. Finally, we can through the estimated office interior point and error rate of the model
to evaluate the model.

This process is repeated a fixed number of times. Each model either because office inte‐
rior point too few to be discarded, either because better than the existing model is chosen.

3.3 Patient Rehabilitation Exercises Assessment

Although this method requires two assessments, it will slow down the speed of assess‐
ment. But DTW and RANSAC algorithm combine, it can make the results more objec‐
tive and accurate, can rely.

With the DTW algorithm and RANSAC algorithm combining, the accuracy of
patient rehabilitation action can be assessed. The patient motion data A and standard
action data B will be sent to the DTW algorithm to get similarity evaluation results a,
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and A and B will be sent to RANSAC to get algorithm similarity assessment b. This
article sets confidence of DTW algorithm and RANSAC algorithm as M and N. In the
process of similarity evaluation, the doctor can manually select a or b to trust and involve
in the evaluation. Then the selected confidence of the credible algorithm plus 1. If the
doctor does not participate in the evaluation process, the system will calculate the simi‐
larity combining confidence with assessments based on method of the formula, the
following formula:

D =
M

M + N
a +

N

M + N
b (3)

D represents the final similarity of A and B.
We can combine DTW and RANSAC algorithm, through the doctor’s judgment,

improving the accuracy and usability of evaluation results,and providing a more reliable
basis for physicians to develop training programs.

4 System Implementation

4.1 Kinect-Based Somatosensory Recognition Module

Kinect-based rehabilitation aid system mainly uses theory and technology of computer
graphics, kinematics, topography, rehabilitation medicine and other fields. It uses
XBOX equipment with corrective action and rehabilitation aid as core. Through the
Kinect device to collect data, it is a physical rehabilitation assistance system for stroke
patients with hemiplegia. System main interface is shown in Fig. 4.

Rehabilitation aid system mainly consists of three sub-modules: standard position gener‐
ating module, rehabilitation operation correction module, feedback and evaluation module.

Fig. 4. Somatosensory recognition module interface
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1. Position generating module records the standard action that rehabilitation experts
design for stroke hemiplegia. The module by recording rehabilitation specialists’
bones node data, generates standard data used for rehabilitation.

2. Rehabilitation operation correction module can directly provide the patient with
assisted rehabilitation and movement assisted rehabilitation and operation. The
module, by reading the patient’s bone node data in real time, compares with the
standard action and gives the appropriate action guide.

3. Feedback and evaluation module mainly collects patient data for all actions to anal‐
ysis and evaluate the rehabilitation training data. These results are provided directly
to the patient or treatment personnel, and as a basis to determine the next treatment.

In this part, we mainly use the core technology of Kinect skeleton tracking. As shown
in Fig. 5, through the camera, we can intelligently identify the body of the 20 key points.
Each node has X, Y, Z three coordinate values. Video image data defaults to 640 * 480,
RGB32 format. At the same time database also saves the time difference which is current
skeleton node relative to the video recording start time, for simultaneous localization of
bones node data and color image data. For action recognition, we use the algorithm above.

Fig. 5. Kinect skeletal point example

4.2 “Rehabilitation-Cloud”—— Rehabilitation Tracking Platform Based on Big
Data and Cloud Computing

“Rehabilitation-Cloud” is divided into a cloud platform delivering module and big data
processing module.

For patients, “Rehabilitation-Cloud” is a push platform for the movement database.
The doctor will provide patients with a treatment plan. The patient carry out rehabilita‐
tion training. After the training, all the feedback data, such as the time of each step, the
matching degree of each action, etc., will be back to the doctor. The data will be observed
and studied by doctor, so that the doctor can develop the next step of treatment.
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For doctors, “Rehabilitation-Cloud” is a big platform. Doctors can view the patient
list through the platform, and observe the patient recovery data, to understand the
progress of rehabilitation. Doctors can communicate with other physicians through
“Rehabilitation-Cloud”, to achieve resource sharing.

When a new patient appears, the doctor entered the patient’s disease information, to
develop rehabilitation programs for patients. And these rehabilitation programs will be
imported into “Rehabilitation-Cloud” platform database.

Later, when another new patients with similar information appeared, the system,
thorough data processing, recommended the development of several other doctors had
developed the best rehabilitation treatment to the doctor. In this case, the doctor can
adopt these different treatment options, and give a more accurate treatment of patients
according to the actual situation (Fig. 6).

Fig. 6. Patients rehabilitation data display interface

5 Conclusion

This system mainly has some advantages as follows. First, former system needed profes‐
sional artificial guidance, and the equipment was also more complex. While our system is
put forward to make up for the defects. Rehabilitation training can be realized by a computer
network and a common Kinect device machine. It saves a lot of time cost and artificial cost.
Second, the doctor can communicate quickly through this way. It can improve levels of
doctors from small rehabilitation institutions. It is also very beneficial for resource sharing.

To apply this topic research in clinical rehabilitation practice such as in hospitals,
community medical institutions and family. It plays a very important role for patients with
early recover. It will create conditions for patients to return to the society, improve the
quality of life, reduce or even eliminate both material and spiritual burden of family and
society.
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Abstract. To gesture interaction based on computer vision, the effective area of
hand activity is often the whole reach captured by cameras, so some subcon-
scious action of users may be interpreted as effective computer command. In
order to address this problem, we put forward the concept of virtual interface,
which makes the effective area of hand activity narrow to a specific region. As
the gesture in the virtual interface is regarded as effective, while the gesture
outside it is regarded as invalid, it is possible to solve the “Midas Touch
Problem”. To begin with, we identify the position and size of virtual interface by
utilizing the least square method through learning process. Then users interact
with computer by virtual interface, during which the gesture commands are
released through it. The experimental results show that the proposed virtual
interface can efficiently solve the “Midas Touch Problem” and has a good user
experience.

Keywords: Virtual interface � Midas touch problem � Gesture interaction

1 Introduction

Gesture interaction is a hot topic in the field of human-computer interaction and attracts
more and more people’s attention as a natural way to interact [1, 2]. Compared with
traditional interaction style based on graphical user interface, VBGI (Vision-Based
Gesture Interface), which has become a natural and unconstrained interaction, allows
users to get rid of keyboard and mouse. The gesture interaction interface based on
computer vision has been widely used in smart space, augmented reality, pervasive
computing and gradually becomes a hot topic at home and abroad. However, due to the
non-contact and ambiguity of VBGI, there remains a problem namely the “Midas
Touch Problem”. Since the effective range of hand activity is often the whole area
captured by cameras, the system cannot distinguish between real intention and sub-
conscious action, namely the effective and ineffective gesture.

The “Midas Touch Problem” is a widespread problem in VBGI. Paper [3] sum-
marized that the solution to this problem can be divided into three categories which
consisted of the strategy based on the time delay, the principle based on spatial prox-
imity and the method of providing interactive context based on widget. The strategy
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based on the time delay was proposed by Jacob [4] whose main idea was to calculate
how long the cursor on gesture control interface stay in the interface objects to determine
whether the object was selected. Obviously, there are some deficiencies in this method.
The user must concentrate on the time staying on the object when in operation, which
increases the cognitive and operational burden for the user. Kato et al. presented a
strategy based on spatial proximity principle [5] whose main idea was to complete a
series of interactive tasks by determining the distance between the hand-held paddle and
virtual objects. The drawback of this method is that the distance between the paddle and
virtual object is not easy to control, so it can also cause false choices. Kjeldsen proposed
to establish certain mapping relation between gestures and visual interface widget [6].
Although this method solves the problem of false elections to some extent, it is also not
natural. Because when the system needs to generate a lot of widget, it will undoubtedly
increase the cognitive load of users. Paper [3] proposed an extensible visual gesture
interaction model which divided gesture interaction into three phases, namely selection
processing, distribution processing and centralization processing. Then he put forward a
gesture recognition framework on the basis of this model. Even though the algorithm
can solve the “Midas Touch Problem” to some degree, the recognition rate is not high
for the training that has nothing to do with the user.

Based on previous studies, this paper puts forward a new solution that aims to solve
the “Midas Touch Problem” by means of virtual interface. Firstly, we determine the
size and position of virtual interface by way of learning process. Then the user interacts
with 3D scene through partitioned virtual interface, during which the virtual interface is
used as an input interface. In addition, when the body moves some distance to left or
right during the process of interaction, the virtual interface will move towards the same
direction. Therefore, the user can continue to operate in the original virtual interface.

2 Construct the Virtual Interface

2.1 Gesture Segmentation Based on Kinect

Gesture segmentation [7, 8] is to separate gesture image from complex background and
only gesture is kept in the image. This paper segments the gesture based on depth data
obtained by Microsoft’s kinect sensor, which avoids the influence of light, background
and other factors and improves robustness of gesture segmentation. The thoughts of
gesture segmentation algorithm is to use the OpenNI to track hand to get the position of
hand, and then extract portion of hand by using the depth information of hand [9].
Since the extracted hand may contain wrist, color models have been used to deal with
the segmented hand. Finally the segmentation results need other process, such as
denoising, corrosion, expansion [10–12]. Gesture segmentation results are as follows
(Fig. 1):

2.2 The Specific Method of Constructing a Virtual Interface

One difference between the ordinary camera and kinect is that the kinect can get the
depth information of hand, so spatial coordinate can be obtained by kinect. Spatial
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coordinate of hand can be converted into screen coordinate in the projected coordinate
system by coordinate conversion function and the screen coordinate is namely the
position of hand in color image captured by kinect. The process of constructing the
virtual interface is also called the learning process whose learning form is fixed. It just
needs operator to draw a rectangle track with depth information, which is namely the
virtual interface. The size and location of virtual interface consists of two parts. The
first part is the scope of determined by projection point of hand on the screen in the
learning process. The planar rectangle, which is the projection of rectangle track, is
represented by collection Range1. The other part, which is represented by collection
Range2, is the hand depth range in the learning process. The former is realized by
fitting each side of the projection rectangle linearly by using least square method and
the latter is realized by getting the maximum and minimum of depth information.

When learning virtual interface, the operator needs to draw rectangle track in the
order of from left to right and from bottom to top in space. When evaluating Range1,
we apply to the projection coordinates of hand spatial point on the screen. Firstly, we
need to make sure the four corner points of the rectangle and then fit the four sides of
the rectangle respectively. The four sides of the rectangle are separately named as
x = Xmin, x = Xmax, y = Ymin, y = Ymax. The line x = Xmin represents the side located on
the left; the line x = Xmax represents the side located on the right; the line y = Ymin
represents the side located on the top; the line y = Ymax represents the side located on
the bottom. Since this paper sets the four sides of the rectangle is vertical or parallel
with the screen axis, the fitted line is special. The method of fitting x = Xmin is as
follows:

Step 1: To save the initial point of the line x = Xmin.
Step 2: To determine whether the learning process of virtual interface is completed.
If the hand remains still within a few frames, it shows that the learning process is
completed and the program will turn to Step 7. And if the hand is not still, the
program will perform Step 3.

Fig. 1. Result of gesture segmentation
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Step 3: To save the hand projection coordinates of current frame in collection C1

and the hand depth value in collection C2. n is the number of elements in collection
C1. If the following condition is satisfied, the program will save the projection point
of the current frame in the intermediate variable Temp and then perform Step 2. If
the following condition is not satisfied, the program will turn to Step 4.

Cur pointx � Sta pointx\b ð1Þ

Where Cur_pointx is x coordinate of hand spatial point of current frame; Sta_-
pointx is x coordinate of hand spatial point of initial state; b is a constant value defined
in advance whose recommended value is 30.
Step 4: To determine the lower-left corner point. Temp obtained through Step 3 is
namely the lower-left corner point and is also the initial point of straight line
y = Ymax.
Step 5: To fit the line x = Xmin. Xmin is obtained by means of least square method
which uses C1 and n.
Step 6: Search the lower-right corner and begin to fit the straight line y = Ymax.
Step 7: Determine the scope of depth of the virtual interface in learning process.
Calculate the maximum HDmax and minimum HDmin of C2.

Fit the straight line y = Ymax, x = Xmax, y = Ymin in the same way that fit the line
x = Xmin and get Ymax, Xmax, Ymin. In the end, we get Range1 = {Xmin, Xmax, Ymin,
Ymax}, Range2 = {HDmin, HDmax}. So the scope of virtual interface Range obtained by
learning process is Range = {Xmin, Xmax, Ymin, Ymax, HDmin, HDmax}.

In the following contents, ProX represents the projection coordinate x of hand,
ProY represents the projection coordinate y of hand, HandZ represents the depth
information of hand. Only when satisfying ProX 2 [Xmin, Xmax], ProY 2 [Ymin, Ymax],
HandZ 2 [HDmin, HDmax], the gesture command is valid. The projection of constructed
virtual interface on the screen as shown in Fig. 2 below and the blue rectangle section
is namely it.

Fig. 2. Projection of virtual interface (Colour figure online)
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3 Gesture Interaction Based on Virtual Interface

3.1 Virtual Interface Partition

After completing the learning process, the size and location of virtual interface are
determined. The user is to interact with 3D scene through virtual interface. The main
interaction task in this paper is to enlarge, shrink and rotate the object. In order to
realize the three kinds of commonly used functions, this paper puts forward partition
which parts the virtual interface into three sections and each section has different
function. Therefore only a kind of gesture can complete all the functions. The partition
is aimed at Range1. The projection of virtual interface namely the rectangle is divided
into three parts on average according to the order of from left to right. They are
respectively named as the first partition whose function is to enlarge the 3D objects; the
second partition whose function is to shrink the 3D objects; the third partition whose
function is to rotate the 3D objects. Specific partition algorithm is as follows:

Step 1: According to the following formula, partition the virtual interface.

xeach ¼ Xmax � Xminð Þ=3 ð2Þ

Value1 ¼ Xmin þ xeach ð3Þ

Value2 ¼ Value1 þ xeach ð4Þ

Where xeach represents the length of segmented rectangle when the rectangle is
divided into three parts following the direction of horizon; Xmin and Xmax are the edge
points value of the rectangle; Valuex1 and Value2 are the value of segmentation point
and Value2 is greater than Valuex1.
Step 2: To determine the position of hand is in which partition. Get real-time the
position of hand per frame and perform the following judgments:

(a) When satisfying ProX 2 [Xmin, Valuex1], ProY 2 [Ymin, Ymax], HandZ 2 [
HDmin, HDmax], it indicates that the hand is in the first partition and the volume
of object in 3D scene becomes larger.

(b) When satisfying ProX 2 [Valuex1, Valuex2], ProY 2 [Ymin, Ymax], HandZ 2
[HDmin, HDmax], it indicates that the hand is in the second partition and the
volume of object in 3D scene becomes smaller.

(c) When satisfying ProX 2 [Valuex2, Xmax], ProY 2 [Ymin, Ymax], HandZ 2 [
HDmin, HDmax], it indicates that the hand is in the third partition and the object in
3D scene continues to rotate towards a fixed direction.

(d) If (a), (b) and (c) are not satisfied, it suggests that the hand is out of the virtual
interface and at this time the gesture command is invalid.

3.2 The Real-Time Refresh Movement of Virtual Interface

When the body moves some distance to left or right, the generated virtual interface
does not disappear, but moves towards the same direction accordingly. Therefore,
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when the position of operator changes, the operator can continue to operate in the
virtual interface learned before. Since kinect can obtain the space position of human
body, whether the virtual interface needs to move can be determined by whether the
gravity coordinate of human body changes. Specific algorithm is as follows:

Step 1: To save initial gravity coordinate P1 of human body when the learning
process is finished.
Step 2: To get gravity coordinates P2 of human body of current frame and calculate
the distance d that human body moves in space. d is the mold of vector P1P2.
Step 3: Determine whether the virtual interface needs to move. Judge whether
d > s2 is satisfied. s2 is a constant value defined in advance whose recommend value
is 200. If the condition is satisfied, the virtual interface will move. On this base,
judge the direction of movement, namely the right or left.

(a) When the human body moves some distance to left, the virtual interface will move
to the left as well. Update the value of elements in the collection Range according
to the following formula:

Xmin ¼ Xmin � d � scale
Xmax ¼ Xmax � d � scale

�
ð5Þ

(b) When the human body moves some distance to right, the virtual interface will
move to the right as well. Update the value of elements in the collection Range
according to the following formula:

Xmin ¼ Xmin þ d � scale
Xmax ¼ Xmax þ d � scale

�
ð6Þ

where the value of scale is 0.7. Update P1 and make P1 = P2. If the condition is
not satisfied, the program will turn to Step 2.

4 Experimental Results and Analysis

We have experimented with our algorithm implemented using C++ and OPENGL
language on a PC with windows 7 system, Intel Xeon W3520, 2.67 GHz, 8 GB main
memory.

The operational scene in experiment and 3D scene is shown in Fig. 3. The whole
window is divided into three parts; the upper left shows the real-time operational scene
captured by kinect; the lower left is the results of hand segmentation based on depth
information obtained by kinect; the right part is the virtual scene in which there is a
magic square. When the virtual interface is determined, the user can interact with the
magic square based on it.

The Fig. 4 shows the process that the operator interacts with the magic square in the
3D scene. The Fig. 4(a) shows the initial state of magic square; the Fig. 4(b) shows that
when the hand is in the first partition whose function is to zoom, the volume of magic
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square will become larger on the base of initial state; the Fig. 4(c) suggests that when
the hand is in the second partition whose function is to shrink, the volume of magic
square will get smaller on the base of Fig. 4(b); the Fig. 4(d) indicates that when the
hand is in the third partition that controls the rotation of object, the magic square will
rotate a certain angle compared with the previous state; the Fig. 4(e) reveals that no
change will occur when the hand is out of the virtual interface and the state of magic
square is the same as the Fig. 4(d), which illustrates that the gesture command is
invalid at this time.

The Fig. 5 describes that the virtual interface will move when the body moves some
distance to left or right during the interaction. The Fig. 5(a) shows the initial projection
position of virtual interface; the Fig. 5(b) represents that the virtual interface will move
towards left when the human body moves some distance to left; the Fig. 5(c) explains
that when the hand is in the first partition, the volume of magic square will become
larger on condition that the projection of virtual interface moves towards left, which
means that when the user moves, the constructed virtual interface is still usable; the
Fig. 5(d) demonstrates that the virtual interface will move towards right when the
human body moves some distance to right.

This paper just counts up the time and accuracy to evaluate the algorithm because the
contents of this paper are novel and there are few things to compare with. The definition
of time is how long it takes in the learning process of virtual interface and the accuracy is
how many times the mistakes occur when the user interacts with 3D scene through
virtual interface. It is necessary to set the task when calculate accuracy and the task is the
user needs to interact with the 3D scene ten times each experiment. A graduate student
of grade two conducts independent experiment for 50 times in the same condition to
compute the time that the learning process costs and the number of mistakes that occur
when the user interacts with 3D scene. The experimental results are as shown in Figs. 6
and 7. Figure 6 shows the time consumption in the process of learning from which we
can see that the time is between 5000 ms and 5500 ms. We acquire the average time
consumed in the learning process of virtual interface is 5294 ms by calculating the mean
value of all the time data. Figure 7 displays the number of mistakes when the user
interacts with 3D scene. As shown in Fig. 7, the number of mistakes is between 0 and 2.

Fig. 3. Experimental scene
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We get the error rate is five percent through that the sum number of errors in 50
experiments is divided by the total number of interaction times during the 50 experi-
ments. It shows that the algorithm has a higher accuracy. It shows that the operator can
finish interaction task well by using this system.

In addition, this paper also evaluates the algorithm in user interaction experience.
The algorithm of this paper is named VIM (Virtual Interface Method), while the
method that is not provided with virtual interface based on computer vision is called
NVIM (None Virtual Interface Method). We select 100 undergraduates randomly as the
experimenters for whom the experimental scene and interaction task are the same. We
compare the system utilizing VIM with the system exploiting NVIM in the aspect of
fatigue, effort, pleasure and feasibility. Fatigue is how tired the operator is in the
process of operation; effort is how much work it takes to complete the interaction task;
pleasure is how enjoyable the operator feels when manipulating; feasibility is the
feasible degree to achieve the task. Specific grade standard is that the full mark is 100
points. The lower the score of fatigue and effort is, the better the performance of the
system is; the higher the score of pleasure and feasibility is, the better the performance
of the system is. By means of calculating the average of each performance, we acquire
Fig. 8. We can see that in terms of fatigue and effort, the advantage of system based on

Fig. 4. The process of interaction
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VIM is especially obvious. That is because that compared with the system based on
NVIM, the system based on VIM limits the operating space to a certain range. Con-
sequently, the operator is able to complete the whole operation tasks in the limited

Fig. 5. The movement of virtual interface
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ranges without moving the body and stretching the arm. As the virtual interface can
prevent the subconscious gesture from producing command, the system based on VIM
has some advantage in aspects of pleasure and feasibility. It shows that the perfor-
mances of system using algorithm proposed in this paper can be reduced or improved
by 45 %, 43 %, 18 %, 8 % respectively.

5 Conclusions and Future Work

In this paper, we put forward the concept of virtual interface in order to solve the “Midas
Touch Problem”. The gesture in the virtual interface is regarded as an effective gesture,
while the gesture outside the virtual interface is regarded as an invalid gesture and will
not trigger any command. Firstly, the virtual interface is determined by the learning
process and then the virtual interface is used to interact with the virtual scene. At the
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same time, the virtual interface is able to keep pace with the human body, namely when
the human body moves some distance towards left or right, the virtual interface will
move towards the same direction. The research shows that the virtual interface can not
only solve the “Midas Touch Problem” effectively, but also has a good user experience.
However, there are also some drawbacks in this paper which should be amended. For
example, the interactive tasks and operation scene is a bit single; For the condition that
when the operators rotate or tilt their bodies how the virtual interface changes, this paper
does not take into consideration; In the process of interaction, when the user moves a
distance towards left or right, how to determine the change of virtual interface whether it
needs to learned again or just the learned virtual interface moves with the user. These are
all the problems that need to be solved in the future.
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Abstract. Propose a novel pixel-level change detection method based on the
fuzzy distance for the interest building areas. Based on the imaging character-
istic of Synthetic Aperture Radar (SAR) Images building areas, the variogram
texture and gray feature are combined to be the feature vector in order to
describe the image pixel feature clearly. And then the different image is com-
puted using the fuzzy distance for detecting changes and obtaining quantitative
detection results. Experimental results show that the proposed algorithm is
feasible and effective to detect the change areas.

Keywords: SAR images � Building � Target detection � Fuzzy distance

1 Introduction

Target change detection based on SAR image has been a hot research problem in the
field of graphic images. Due to speckle noise in SAR image and relatively bigger gray
difference among multi-temporal SAR image, traditional difference method based on
image gray information can’t obtain good effect on change detection. In this paper, the
traditional image difference method is improved by using the eigenvector combined
gray features and texture features, and the fuzzy distance is used to detect the differ-
ence. The experiments show that the algorithm is simple, efficient and can achieve good
effect on change detection.

2 Preprocessing of Change Detection

2.1 Image Registration

Image registration is the basis of target change detection and its purpose is to make the
multi-temporal SAR images coincident with each other on position, image scale, etc. If
change detection is made directly between two images without image registration
preprocessing, a lot of error inspection area will be produced and the effect of the
change detection cannot be assured.
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2.2 Noise Suppression

Change detection Based on SAR image must meet high requirements in speckle noise
suppression, and it is demanded that the noise reduction algorithm not only can
effectively suppress speckle noise but also can keep the image details. Therefore, an
adaptive spot reduction algorithm with good performance is required. Noise suppres-
sion filtering technology after image is commonly used, and among them the
Multi-scale Geometric Analysis is mainly used in filtering method due to the better
performance for preserving edges and smoothing noise.

3 Change Detection Method Based on Fuzzy Distance

3.1 Fuzzy Distance

Referring Shang’s definition, the fuzzy likelihood function between point a!¼
a1; a2; � � � anð Þ and b

!¼ b1; b2; � � � bnð Þ in N-dimensional space can be defined as
follow:

S~a~b ¼
1
n

Xn
i¼1

ai ^ bi
ai _ bi

ð1Þ

Among them S~a~b 2 0; 1½ �, the bigger the S~a~b, the smaller the difference between a!
and ~b, that is to say, the shorter the distance between two points. Therefore, A new
fuzzy distance between a! and ~b can be defined as follow:

W~a~b ¼ 1� S~a~b ð2Þ

Calculation and comparison are done using the follow drafted points set:

X1 ¼ 1; 2; 3; 4½ �; X2 ¼ 2; 3; 4; 5½ �; X3 ¼ 2; 1; 4; 3½ �; X4 ¼ 1; 2; 3; 8½ �; X5 ¼ 3; 4; 5; 6½ �

And then the results are shown in Table 1.

The defect of Euclidean Distance can be seen intuitively from these above results.
The d12, same as d13 and d14, is equal to 2. The Euclidean Distance can’t distinguish the
similarity among the previous four groups of sets, but Fuzzy Distance is suitable to
compare it qualitatively, according to both equal degree of samples’ distance and the
resemblance of samples. Therefore, the Fuzzy Distance shows more the relationship
among these sets than Euclidean Distance.

Table 1. Euclidean distance and fuzzy distance calculations

d12 d13 d14 d15
Euclidean distance 2 2 2 4
Fuzzy distance 0.321 0.375 0.125 0.475
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3.2 Change Detection Method Based on Fuzzy Distance

3.2.1 Feature Selection
Eigenvector, composition with the texture feature and gray feature of the SAR image, is
introduced for change detection to solve the limit problem of those methods just using
gray information. The texture feature is more stable than the gray feature. However the
choice of texture features is key point of detection performance. The gray level
co-occurrence matrix (GLCM), with high calculation complexity, was used in most of
the previous literature. The variogram is used for texture feature extraction in this
paper. The variation texture feature, with low calculation complexity, can reflect the
dependence of gray among the pixel.

Calculating the unified window size of variation texture is consist of the following
steps in this paper:

Step 1: Choose five pixels in an image randomly and obtain the window images
with 25� 25 pixels, whose center points are these five pixels.
Step 2: Calculate variogram curve of each window image. If the variable range a

exists and affiffi
2

p
h i

is odd, then the window size w ¼ affiffi
2

p
h i

. If affiffi
2

p
h i

is even, then

w ¼ affiffi
2

p
h i

� 1. If the variable range does not exist, then w ¼ 25.

Step 3: Choose the Minimum size of five windows as the unified window size.

At the same time the local statistical characteristics is taken into account to com-
pensate for the variation texture feature in the description of local image features. Local
statistical features focus on the local characteristics of the image, mainly including each
order moment of the image gray. The first order moment (standard) and the second
order moment (deviation) of image gray are used to assist research.

Set the registered SAR image before change as f x; yð Þ, set the registered SAR
image after change as f 0 x:yð Þ. Correspondingly i; jð Þ is the pixel in the f x; yð Þ and i0; j0ð Þ
is the pixel in the f 0 x:yð Þ. Therefore, following these three steps, window size named by
W �W can be obtained, window images named by w x; yð Þ and w0 x; yð Þ can be con-
structed, the gray standard and deviation of window images can be calculated. At the
same time, variation texture feature WR can be calculated through setting the lag
distance h ¼ 1. So, as to pixel i; jð Þ and i0; j0ð Þ, the corresponding eigenvector can be
obtained using the follow expression.

Fij ¼ lij; r
2
ij;WRij

h i
ð3Þ

F0
i0j0 ¼ l0i0j0 ; r

02
i0j0 ;WR0

i0j0

h i
ð4Þ

3.2.2 Fuzzy Difference Graph
In order to obtain the same proportion of influence on change detection results with
each feature, fuzzy distance is adopted as a measurement of distance between the
eigenvector in this paper. That is, fuzzy differences graph D x; yð Þ can be defined as:
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D i; jð Þ ¼ WFijF0
i0 j0

¼ 1� 1
3

X3
k¼1

Fk
ij ^ F0k

i0j0

Fk
ij _ F0k

i0j0
ð5Þ

3.2.3 Threshold Segmentation
A threshold is used to distinguish the regions with change or no change and this
process is equivalent to the image segmentation. Therefore, the threshold selection
affectes the change detection results directly. However, the threshold is usually
obtained by experience or many times experiment. The automatic method of threshold
selection includes iterative algorithm, the Ostu threshold method, etc.

(1) Iterative Algorithm

The thinking of the algorithm can be described as following steps:
Step1: select an initial threshold
Step2: segment an image into different regions with change or non-change
Step3: Calculate the standardes of gray level in the above region and select the

average value as a new threshold
Step4: End the Iterative procedure until threshold change is less than the parameters

set beforehand. Otherwise repeat iteration from step1.

(2) Ostu Algorithm

The Ostu threshold method uses the Maximum between-Cluster Variance of dis-
crete probability density function to determine the threshold. A discrete probability
density function is expressed as follows:

It is assumed that L grey levels would exist through applying standard grey level
quantization to image. Set i ¼ 0; 1; � � � ; L� 1, N ið Þ is the pixel number marked with
the i-th grey level, M is the total pixels number of the whole image, and then the
appearance probability of the i-th grey can be expressed as:

P ið Þ ¼ N ið Þ
M

ð6Þ

If choose a threshold K, the between class variance is defined as:

r2 ¼ x0 l0 � lTð Þ2 þx1 l1 � lTð Þ2 ð7Þ

The parameters of above formula can be obtained using the following expressions.

x0 ¼
Xk�1

i¼0

P ið Þ ð8Þ

x1 ¼
XL�1

i¼k

P ið Þ ð9Þ
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l0 ¼
Xk�1

i¼0

iP ið Þ
,

x0 ð10Þ

l1 ¼
XL�1

i¼k

iP ið Þ
,

x1 ð11Þ

lT ¼
XL�1

i¼0

iP ið Þ ð12Þ

The threshold T maximizing the between class variance is the required threshold.
Due to fuzzy distance reflects difference degree of two images, the smaller the distance,
the smaller the difference and the lower the gray value in the fuzzy differences graph.
Therefore, the change area can be obtained by making threshold segmentation on
differential images. The T, classification threshold of the differential images, is auto-
matically determined by the Ostu algorithm.

In addition, if the building target in the image was hit, the corresponding shadow
region will also change. In order to eliminate the influence of shadow area, according to
the gray value of shadow area, fuzzy differences graph can be defined as:

D i; jð Þ 2 changes if D i; jð Þ[ T and f i; jð Þ[G
2 non - changes else

�
ð13Þ

Among them, G is a small positive number.

3.3 Change Detection Process of Building Targets

Algorithm steps in this Paper can be shown in Fig. 1.

4 Experimental Results and Analysis

4.1 Comparison of the Algorithm in This Paper and the Gray Level
Difference Method

As shown in Figs. 2 and 3, there are two group of results contrast about building targets
difference detection in SAR images respectively using traditional difference method
based on image gray information (marked with c and d) and difference method in this
paper (marked with e and f). It can be seen, difference detection can not only use gray
information because there are a lot of clutter in the result figure, caused by radiation
difference between images before and after hit, and changed region detection is not
accurate.

102 X. Li et al.



From the pictures marked with f in Figs. 2 and 3, we can see that the building area
with change in the image was successfully detected, and clutter was also reduced a lot,
the detection precision is improved a lot. In the eigenvector calculation, window image
size was set as 7 in Fig. 2 and window image size was set as 5 in Fig. 2.

4.2 Influence of the Window Size on the Change Detection Results

As to different types of images, it needs choose different size of window for feature
calculation. The target size in the image is related to the window size. If the target area
with changes is small, it uses a smaller window size. On the other hand, it needs a
larger window for calculation.

As shown in Fig. 4, there are three group of results contrast about change detection
respectively using three type size of windows. Among them, window size was set as
3� 3 in c and d, window size was set as 5� 5 in e and f, window size was set as
11� 11 in g and h.

As can be seen from Fig. 4, 5� 5 window is the most suitable for change detection
experiment. For showing the characteristics of image pixels better, it needs compre-
hensive consideration of image local feature and dependence among pixels. It would
ignore the dependence between the pixels and could not reflect the advantage of texture
features when windows size is too small. Therefore change detection correct rate will
be increased gradually by increasing window size. However, when the window size

Fig. 1. Algorithm steps in this paper
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a. Image before hit b. Image after hit

c. Traditional gray difference graph d. Threshold segmentation graph  of c

e. Difference graph using algorithm
in this paper f. Threshold segmentation graph  of e

Fig. 2. Result graph of building targets change detection in SAR images
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a.  Image before hit b. Image after hit

c. Gray difference graph d. Threshold segmentation graph  of c

e. Difference graph using algorithm
in this paper

f. Threshold segmentation graph  of e

Fig. 3. Result graph of building targets change detection in SAR images
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increases to a certain degree, the image edge will be fuzzy, thus the precision degree of
local image characteristics will be reduced, and then the correct rate of change
detection will decrease.

The experiment results show that the proposed algorithm is feasible and effective to
detect the change areas, and can solves the problem within a certain range, that it is
difficult to extract key change from the detection information with radiation difference
and image registration error.

Fig. 4. The detection results graph of building region with changes in SAR image
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Fig. 4. (continued)
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Abstract. We propose a fast plant modeling method based on BP neural network.
The input is a plant image. Users can sketch the main branches and crown silhou‐
ettes on the image. Through branch copying, rotation and adjustment, the 3D main
branches are obtained. A BP neural network is built and trained by analyzing the
parameters of main branches. This network is used to forecast the parameters of
small branches generated based on self-similarity. Finally, leaves are added and
a 3D plant model resembling the input image is built. This method is based on
one image and sketch. 2D sketch information is fully used for training the BP
neural network and then forecasting the small branch parameters. This method
relies on no database, and can be applied to many plant species. The experiments
show that it runs fast and can build realistic plant models.

Keywords: BP neural network · Plant modeling · Image · Sketch

1 Introduction

In computer graphics, plant modeling is important and complex. Virtual plants are
necessary in scene simulation, and can be applied to film making, game designing, etc.
However, complex structures and diversiform species of plants bring difficulties for
modeling. From 1960s, various methods have been developed, including procedural
models (e.g. L-systems), image-based methods, interactive systems (e.g. sketch-based
systems), and scanner based ones. They are applicable for a certain range of species,
based on model database or parameterized rules, while their limitations exist in the
aspects of diversity, convenient usability, and realistic effect.

We present a new image and sketch based plant modeling method with fast speed
and realistic results. The system can be used as a convenient modeling tool for novices.

The motivation of this work is to model plants in our life as easy as possible. Through
unskillful sketching, image processing is simplified. By fully utilizing 2D input infor‐
mation, no database is needed. By BP neural network training and forecasting, the
complex problem of parameter adjustment in universal procedural models is solved. Its
main contributions include:
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• A novel 3D main branch modeling algorithm. The main branches are recovered from
2D sketches on one image by copying, rotating and adjusting. It can get even branch
distribution and plausible branch structure.

• Parameters of small branches are obtained through BP neural network forecasting.
The BP network is trained by parameters of main branches. It makes the small
branches more reasonable.

• An efficient system for interactive modeling and designing 3D models of trees. The
runtime of the system is less than 1 min on a common computer.

Experiments demonstrate that, various plants faithful to the 2D input sketches can
be modeled by our system with no need for image registration and parameter adjust‐
ments.

2 Previous Work

Procedural models are the earliest developed plant models. Procedural methods generate
contents by a procedure with the function of database amplification, and can be used to
model plants, buildings, urban, texture, etc. In the aspect of plant modeling, they have
been used to simulate botanical organs, growing process, and various plant structures.

L-system, a parallel string rewriting system, was first named by Lindenmayer in 1968
[1] to simulate cell division, and later extended to plant modeling by Prusinkiewicz and
his collaborative. Now L-system has become a framework integrated with environment
effects (such as Open L-systems [2]), interaction [3], physical quantities [4] and vision
reconstruction [5], and various feasible plant models are obtained.

AMAP, another well known system for plant modeling, is based on biological
knowledge and has become a commercial product. AMAP was first described in 1988
[6]. Every module of a plant model, such as buds, leaves, and roots have their own
functions and fates. The growth of a plant is the evolution results of the corresponding
modules [7].

Other procedural methods such as fractal-based methods [8] and particle systems [9,
10] are also used for plant modeling. Particle systems have been used to create a lot of
natural objects such as plants, lightning, raining and cloud. Rodkaew et al. [11] and
Runions et al. [12, 13] perform particle simulation for the creation of leaf vessels and
trees. Beneš and Millán [14] model plants as systems of oriented particles that are able
to sense their environment. Climbing plant structure is constructed by gradual growth
of modules using directed random walking of particles. Neubert et al. [15] put forward
a particle-flow method for fast tree modeling from images, as will be discussed in the
image-based part below. More recently, Zhang et al. [16] use a hierarchical particle flow
technique to model non-visible branches from scan points.

Although plausible models are obtained in the above methods, the final shape of the
plant is not easy to control, and a lot of parameters are complex for users to adjust. Beneš
et al. [17] propose a guided procedural modeling method to solve the problem of low
controllability of procedural models. It divides each model into several parts generated
by L-systems, and controls the final shape of the plant model by changing the silhouettes
of the parts interactively, however, in the method, only 2D shapes can be modeled other
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than 3D. Talton et al. [18] generate production that conforms to the specification by
optimizing over the space of possible productions from the grammar. Pirk et al. [19]
generate analogous models from an original one by approximating the tree’s reverse
natural growth. [20] gets appropriate tree models adapting environments by simulating
a tree’s proximity to solid obstacles and other trees. Wang et al. [21] present an varia‐
tional computing approach for generating realistic trees in specific shapes.

Image-based methods are newly developed and become popular in recent years.
Calibrated images are normally used as inputs in classical works, such as Shlyakhter
et al. [22], Pan et al. [23], Quan et al. [24], Tan et al. [25], Teng and Chen [26], and
Lopez et al. [27]. Shlyakhter et al. [22] construct a visual hull from 4–15 calibrated
images with certain overlaps, and use its medial axis as skeleton. Details are added using
L-systems. Pan et al. [23] and Teng and Chen [26] reconstruct plants from two pictures
taken almost in the same direction by image matching. Quan et al. [24], Tan et al. [25]
and Lopez et al. [27] recover the 3D point cloud or 3D skeleton of a plant based on
structure from motion algorithm. In these methods, camera calibration and image
segmentation are necessary steps.

The method of Neubert et al. [15] is an image-based method for approximate tree
modeling using particle flows. It is based on the assumption that the camera models of
input images are parallel projections and the input images are at an equal angle. A 3D
direction field is built from input images, and the particles flow downward in the field
to form a 3D tree skeleton shape. Initial positions of these particles are determined by
calculating the volume density values through a rendering equation. Realistic results are
achieved, however, as particle movement cannot be accurately controlled, branch
models are greatly different from their input images. In our method, we realize the 3D
construction by propagating and converting a 2D skeleton into 3D, and compared with
[15], more reliable main branch structures can be obtained. Tan et al. [28] use a single
image with several strokes as inputs and model trees by synthesizing branches from a
growth engine with a small library of elementary, based on global position optimization.
The strokes are used as guidance for image segmentation. In our method, we use strokes
as inputs while the tree image provides sketching guidance for novices. In addition,
parameter forecasting by BP neural network rather than global optimization for branch
parameters makes our method run much faster than [28].

Scanner-based methods use 3D point clouds from scanners for plant reconstruction,
such as [29–32]. Xu et al. [29] calculate shortest paths in a graph and cluster points to
reconstruct the main skeleton. Cheng et al. [30] construct faithful 3D model of the trunk
and main branches of a real tree from a single range image by shape decomposition and
shape fitting based on incomplete data. Zhu et al. [31] reconstruct tree crown based on
alpha shape modeling. Livny et al. [32] reconstruct main tree structures through 3D point
processing, and enrich the model using L-system generated branchlets by lobe texturing.
Yin et al. [33] present an interactive technique for surface reconstruction from incom‐
plete and sparse scans of 3D objects possessing sharp features, and it can be used for
plant modeling. Zhang et al. [16] use a data-driven technique to model trees from a single
laser scan, in which visible branches are constructed through cylinder marching in scan
data, while non-visible branches are generated based on a hierarchical particle flow
technique. Scanner-based methods can achieve measurable branch structures; however,
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generally, the scanners are costly and not convenient for data collection, which blocks
their applications in fast modeling.

Unlike sketch-based modeling methods for other things [34], sketch-based plant
modeling mainly deal with the problem of branch optimization. Okabe et al. [35] convert
a user’s 2D strokes into a 3D plant by optimizing angles between branches as large as
possible. Chen et al. [36] convert a user’s freehand sketch into a full 3D tree model by
probabilistic optimization based on a database of tree models. These methods are flex‐
ible, however, they need artistic 2D sketches as input, and artistic drawing is difficult
for novices. We solve this problem by sketching on a tree photo, which makes sketching
easier for users.

Wither et al. [37] designed trees by inferring branches from silhouettes at multiple
scales. Longay et al. [38] simulates competition of branches for space and light as the
tree develops from a seedling. The tree structure can be controlled by directing growth
with a procedural brush. Liu et al. [39] model a tree by branch retrieval from two different
sketches, and achieve higher diversity in models conforming to left and side sketch
constraints. Li et al. [40] model trees from a frame of video. They copy a 2D skeleton
to more planes, and spread the branches in all directions uniformly within both local and
global constraints.

Since most of tree modeling methods contain procedural process, and they generally
can be sorted into more than one class, the sorting of all these methods is not rigid, and
is just based on their main features. Our system discussed in this paper is also a proce‐
dural model using sketches on an image as inputs.

3 The Modeling System

Image-based methods generally use several calibrated images with large overlaps to
construct plant models base on computer vision algorithms. Although the constructed
models are realistic, the process is complex and slow; Sketch based methods are fast
and agile, but sketching skills or special model databases are needed, and most of the
sketch-based methods are only fit for plant species of similar shapes. Our tree modeling
method is based on sketches on a tree image, and is designed for easy use, fast speed
and realistic results of wide species.

The process of modeling begins with users’ sketching on a single image to mark up
the main branches and crown silhouettes. After sketching, 2D skeleton is built from
strokes (Sect. 3.1). The 3D main branches are modeled through branch copying, rotating
and angle adjusting (Sect. 3.2). A BP neural network is built and trained by analyzing
the parameters of main branches (Sect. 3.3). The BP neural network is used to forecast
the parameters of small branches, which are generated based on self-similarity
(Sect. 3.4). Finally, leaves are added and a 3D tree model resembling the input image is
built (Sect. 3.5).
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3.1 Sketching and 2D Skeleton Building

A plant image captured by hand or downloaded from internet can be used for sketching.
As the image is just used as a sketching guidance, there are no special requests as long
as the plant can be distinguished by eyes. The user draws several strokes on the image
to present main branches and crown silhouettes. For a novice, sketching generally takes
2–3 min.

The algorithm for 2D skeleton building in [39] is used to keep individual sketch
characteristics and it achieves high speed. The process includes two steps conducted at
the same time: local pixel analysis and new skeleton point linking. The algorithm is
designed for two cases, viz. single-pixel strokes without radius information and brush
strokes with branch radius information.

For single-pixel strokes, there are pixel superpositions in the connection parts, and
all pixels are individual points rather than a hierarchically dendriform structure, there‐
fore some necessary points are extracted by pixel clustering and selection in neighbor
areas and linked into a tree structure. Brushes can be used when a user wishes to express
specific branch thickness in the sketch. In this case, brush widths are detected as prior
constrains in branch radius calculation. The algorithm is conducted by horizontal and
vertical scanning, center pixel judgment and simplification, and center point linking.
Designed for dendriform and connected strokes, these skeleton building algorithms are
available and easier to implement. Personal characters of sketches are preserved while
high speed is achieved.

3.2 Main Branch Modeling

The 3D main branches of a plant are modeled by converting a 2D skeleton into 3D. In
this process, the 2D skeleton should be propagated and expanded by branch copying,
rotating and adjusting. The details of the 3D main branch modeling are discussed below.

Branch copying. As we know that, in most cases, users can only mark up the main
branches that can be distinguished in the image. They are just a part of the plant branches.
We propagate the branches of the 2D skeleton before converting them into 3D by branch
copying.

The amounts of plant ramification are different for different plants. According to the
most cases, we increase the amount of branches of 2D skeleton to its 2–3 times. The
process is conducted in the 2D skeleton according to the sequence of branch hierarchy
as the following steps.

(1) Read in a branch lσ(σ = 0, 1, 2 … Q, where Q is the total number of original 2D
branches) in the 2D skeleton in sequence, go to step 2;

(2) If all the branches points are in the range of the sketched crown silhouette go to
step 3, or else go to step 4;

(3) Write a ratio of the points into a new branch, which can be used as a new branch
and is linked to the tree, go to step 1;

(4) Search the points at the edges of the crown silhouettes, and find the part points
in the silhouettes, go to step 5;
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(5) If the number of branch points in the silhouette is too small (for example, less
than five), go to step 1, or else go to step 6;

(6) Write a ratio of the points in the silhouettes into a new branch, which can be used
as a new branch and is linked to the tree;

The above process goes on until the total number of branches is qualified.

Branch rotation. After branch copying, a propagated 2D skeleton with N (N > Q)
branches is obtained. In this section, we rotate all the 2D branches to get a 3D skeleton,
aiming at even distribution and plausible structure to 2D inputs.

The branches in the 2D skeleton are divided into two parts, viz. original ones and
copied ones. The original branches comes from sketches, and the copied ones comes
from branch copying. Branch rotation is conducted by rotating all branches with a
roughly even distributed angle while restraining the original ones with relatively small
angles only around the upright direction, as makes all branches distribute uniformly and
keeps the original 2D shape viewed from one side. The process is described below.

(1) Read in a 2D branch lσ(σ = 0, 1, 2 … N). If it is an original branch, go to step 2,
or else go to step 5;

(2) If lσ is the branch of level 0 (the trunk of the plant), go to step 3, or else go to
step 4;

(3) No rotation is conducted. Given the root point P0(x0, y0, z0) (where z0 = 0) on
branch lσ, P0 is converted into a 3D point P′ 0(x0, y0, z′ 0) (where z′ 0 = x0). For any other
point P(x, y, z) (where z = 0) on branch lσ, its 3D position is set to be P′ (x, y, z′) (where
z′ = z0). go to step 1;

(4) Rotate branch lσ by angle cσ around Y-axis (In the reference frames shown in
Fig. 1. The input image lies in its XY plane). cσ is calculate by the formula: cσ = σ * 2
* π/N (N is the total number of 2D branches). go to step 1;

(5) Rotate branch lσ by angle cσ around Y-axis, and then rotate branch lσ by angle dσ
around X-axis. cσ is calculated by the formula: cσ = σ * 2 * π/N, and dσ = π * (−1)σ/M,
where M is a constant, here we use M = 10. to step 1.

The above process goes on until all branches are traversed.

Fig. 1. Reference frames

Branch adjustment. Now we have obtained a 3D skeleton, however, some 3D branches
in the skeleton have abnormal angles with their neighbors, as making the structure unre‐
alistic, for example, some angles are too big, and some are too small. The adjusting
process contains coarse and accurate adjustments, as is described below (in the following
steps, C, D, E are constant angle values, decided by experiments).

114 J. Liu et al.



(1) Read in a 3D branch lσ (σ = 0, 1, 2 … N), whose farther branch is lf (f = 0, 1, 2 …
N). If lσ is an original branch, go to step 1, or else go to step 2;

(2) Suppose that the corresponding original branch of lσ is lk(viz. branch lσ is copied
from branch lk). The coarse adjustments: If lf is almost horizontal and the angle θσf
between lσ and lf is an obtuse angle, rotate lσ around Y-axis by C degree to decrease the
angle. If the angle φσk between lσ and lk is too small, rotate lσ around Y-axis reversely
by B degree to increase the angle. Go to step 3;

(3) The accurate adjustments: If lf is almost perpendicular to the horizontal plane and
the angle θσf between lσ and lf is too small, rotate lσ away from lf by D degree on the plane
made up of lσ and lf to increase the angle, and go to step 1, or else go to step 4;

(4) If the angle θσf between lσ and lf is too big, rotate lσ towards lf by E degree on the
plane made up of lσ and lf to decrease the angle. Go to step 1.

As coarse adjustments are just rotation around Y-axis, which cost less time than
accurate adjustments, we first do coarse adjustments for the majority and do accurate
adjustments for the remainders.

Through branch copying, rotation and adjustment, a 3D skeleton with uniformly
distributed main branches are obtained. In the next section, we build a BP neural network
for parameter forecasting in the process of small branch propagation.

3.3 BP Neural Network Building

Artificial neural networks have been developed for dozens of years from 1940s. BP
(Back Propagation) network is one of the most developed artificial neural networks, and
has been applied in machine learning, pattern recognition, and automaton control.

A BP neural network is a multilayer feed forward network made up of an input layer,
one or several hidden layers and an output layer, and trained by error back propagation
algorithm. It can learn and store large numbers of relationships between the inputs and
outputs, and be used to approach a mapping equation. Based on steepest descent method,
weights are adjusted through error back propagation to minimize the error square sum.
In our system, a BP network noted as Net is built and trained for parameter adjustment
in small branch modeling.

Construction. The function of the BP neural network Net is to forecast the direction
parameters of a new small branch based on the parameters of the main branches espe‐
cially its father branch. Supposing that lσ is a random branch grown from the node Px
(x = 0, 1, 2 …, T) on the father branch lf, the inputs of Net are parameters of the father
branch lf, including the normalized direction of lf (viz. vf.x, vf.y, vf.z), the ratio position
of node Px on lf (viz. r = length(P0 → Px)/length(lf), and the sibling number at node Px(viz.
Ns). The output parameters about the direction of branch lσ are the cosine values of angle
θσf between lσ and lf (viz.cos θσf) and angle φσk between lσ and its sibling branch lk(viz.cos
φσk). In this way, we build a BP neural network of three layers, with node numbers
5-10-2, shown in Fig. 2.
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Fig. 2. BP neural network Net

Sigmoid function f(x) = 1/[1 + exp(−x)] is used in Net. The weights between neigh‐
boring layers can be adjusted by training. Given that j is a node at the hidden layer or
output layer, the input of node j is sj, which is the weighted sum of the former layer, viz.

sj =
∑

i

wijyi (1)

In the formula above, wij is the weight between node i in the former layer and node
j in the current lay. yi is the output of node i in the former lay. Considering the threshold
θj in node j, the actual input for node j is uj shown below.

uj =
∑

i

wijyi − 𝜃j (2)

The output of node j is yj

yj = f (uj) = f (sj − 𝜃j) (3)

In the formula above, f(x) stands for sigmoid function.

Training. Training data for the BP neural network are calculated from the 3D skeleton
of main branches. The BP training contains two processes, forward calculation and
backward spread of errors, as are discussed below.

(1) Calculate parameters throughout all branches in the 3D skeleton built in Sect. 3.2,
as the inputs and outputs of Net;

(2) Set initial values of weights and thresholds of Net;
(3) Forward calculation: the output of the node in the input layer is equal to its input

xi, while the input uj and output yj of node j in the hidden lay or output layer can be
calculated as follows.

uj =
∑

i

wijyi − 𝜃j (4)

yj = f (uj) = 1∕
[
1 + exp

(
−uj

)]
(5)

(4) Backward spread of errors: the remedy of weights is calculated in (6).
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▵ wij = wij(n + 1) − wij(n) = 𝜂𝛿jyi (6)

where η stands for the learning rate, yi is the output of the node i in the former layer. n
is the cycle time of this process. If j is a node of the output layer,

𝛿j = f
′(

uj

)(
dj − yj

)
= yj

(
1 − yj

)(
dj − yj

)
(7)

where dj stands for the target output of node j in the output layer. If j is a node of the
hidden layer,

𝛿j = f
′(

uj

)∑
i

𝛿iwij = yj

(
1 − yj

)∑
i

𝛿iwij (8)

(5) The forward and backward processes go on circularly until the error square sum
become less than a certain value or the maximal cycle number is reached.

After the BP neural network Net is constructed and trained, we use it for parameter
forecasting in small branch propagation.

3.4 Small Branch Propagation

For automatic parameter adjustment, we use the trained BP neural network to forecast
parameters in small branch modeling. The small branches are copied from the main
branches with angle parameters obtained from BP NN Net, while sketched 2D crown
silhouettes are utilized for crown shaping.

Based on the principle of self-similarity, small branches are inferred from the struc‐
ture of main branches and connected in a plausible way to the main structure. In this
way, new generations keep the shape features of the main branches.

(1) For a main branch lf, copy part of it, rotating, translating, and adding this part
to certain nodes of branch lf, and in this way a new branch lσ is modeled. In this
process, the angle θσf between lσ and lf and the angle φσk between lσ and its sibling
branch lk should be in certain ranges (viz.Range(θσf) and Range(φσk)). Details are
illustrated in step 2 and 3.

(2) The angel ranges are calculated by Net forecasting in the following way. The
parameters of lf are given and they are used as the inputs of Net, and lσ’s angles with lf
(represented by cos θσf) and with lk (represented by cos φσk), can be obtained by Net’s
forward calculation (by Eq. (5)). Then the range values can be calculated:

Range
(
𝜃𝜎f

)
=
[
cos 𝜃𝜎f − 0.2, cos 𝜃𝜎f + 0.2

]
(9)

Range
(
𝜑𝜎f

)
=
[
cos𝜑𝜎f − 0.2, cos𝜑𝜎f + 0.2

]
(10)

(3) After step 2, search a direction vσ, whose angles with lf and lk are in Range(θσf)
and Range(φσk) at the same time. vσ is the final direction of branch lσ.

In the process of branch modeling, 2D crown silhouette from the input image is used
for branch pruning. Finally, by converting the 3D skeleton into generalized cylinders,
all 3D branches with similar shapes to the 2D input are obtained.

3D Plant Modeling Based on BP Neural Network 117



3.5 Leaf Modeling

Each leaf or fruit is represented by a quadrilateral textured with a 4-channels image.
Leaves and fruits are added by placing a phyllotaxis of quadrilateral leaf mesh models
to each small branch. When leaves or fruits are added, random factors are employed to
leaf position, direction and angles between leaf and branch. The average angle between
leave and branch can be adjusted according to structural knowledge or actual data from
measurement. Finally, the textured mesh model of a plant is produced. However, the
density of virtual leaves are only decided by branch positions. Its consistency with real
tree image has not been considered, as can be improved in the future work.

4 Results

Four tree models of different structures are presented in this paper. The process of 2D
skeleton building and 3D main branch construction takes only a few seconds. Small
branch growth takes about 1 s for creating 200 branches. After sketching, the total time
for the tree modeling is typically less than one minute on a PC with a 2 GHz CPU.

Using the same input image with Neubert et al. [15], the tree model built by our
method has a more plausible trunk to the input (Fig. 3). Compared with Tan et al. [28]
(Fig. 4), our method runs much faster, after sketching, tree skeleton construction takes
less than 1 min on a PC with a 2 GHz CPU, while [28] costs about 20 min on a PC with
2.4 GPU. Although we may take more time for sketching, we could control the branch
structure in crown, and our method can be used for various plant species of different
characters. A Chinese gooseberry with bine is modeled from strokes on an image down‐
loaded from internet, shown in Fig. 5, and a pine with verticillate branches is modeled
in Fig. 6. In Fig. 7, three tomato plants are modeled using images downloaded from
internet.
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(a) Input image [15] (b) Our sketch

(c) Tree model in [15] (d) Our tree model

(e) Another view of our model

Fig. 3. Comparison with Neubert et al. [15]
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(a) Input image [28]                         (b) Our sketch

(c) Branches in [28]                        (d) Our branches

(e) One view of our model (f) Another view of our model

Fig. 4. Comparison with Tan et al. [28]
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(a) Input image                                                        (b) Sketch

(c) Front side of our model               (d) Another side of our model

(e) Top of our model

Fig. 5. A Chinese gooseberry is modeled from strokes on an image downloaded from internet
(bbs.gx118114.net)
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(a) Input image with strokes (b) Front side of our model

(c) Another side of our model (d) Top of our model

Fig. 6. A pine is modeled from strokes on an image
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(a) Input image 1 (b) Sketch 1 (c) Model 1
(www.bjnjtg.com.cn)

(d) Input image 2 (e) Sketch 2 (f) Model 2
(www.bjnjtg.com.cn)

(g) Input image 3 (h) Sketch 3 (i) Model 3
(www.yuanlin.com)

Fig. 7. Three tomato plants are modeled from strokes on images downloaded from internet
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5 Conclusion

A fast method for plant modeling from sketches on a single image is proposed. The
system can be used as a convenient tool for modeling various plant species with fast
speed, realistic results and no parameter adjustment. In the further, local branch shapes
should be optimized to avoid rigid corner in certain branch, and more biological infor‐
mation should be integrated to improve the visual effect.
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Abstract. In the augmented reality systems, in order to give users results of
visual consistency, the key is to achieve a virtual object and the real scene
seamless overlay, combined with complex scenes direction of the light source to
achieve a true desktop environment based on augmented reality systems, and in
the system implements the seamless integration of the actual situation, including
static and dynamic two parts. You first need to get the real scene of three-
dimensional computer data in conjunction with the relevant algorithm to
achieve, then the virtual object should be consistent with the real scene of
human action, that is, action by the user to control the virtual object moves,
mainly using Kinect tracking and bones action recognition, combined with
interactive 3D engine to achieve.

Keywords: The actual situation � Seamless integration � Kinect � Interactive
3D � Point cloud data � Depth

1 Introduction

The augmented reality technology is developed in the virtual reality technology based
on a new technology, a new expansion of virtual reality technology. Virtual objects and
real scene superimposed seamless visual consistency can bring results, which is crucial
to enhance reality technology [10], three-dimensional computer-generated virtual
objects with real objects in the scene seamless integration, and thus play on real
information to complement and enhance the role of the World. The seamless integration
of static shielding effect is mainly a virtual object and the real scene, and seamless
integration is a dynamic attitude to real-time control by the body movement of the
virtual object, and add the collision detection between virtual objects and the real scene.

To achieve the seamless integration of the actual situation of the scene, you first
need to complete a three-dimensional reconstruction of the real scene, through Kinect
real scene reconstruction, three-dimensional scene with a virtual object superimposed
and then rebuilt, and add the appropriate lighting effects and masking effects to achieve
Augmented Reality system and the reality seamless integration. Virtual objects and real
scene can not be a simple superposition, which requires visibility fusion system to
study the actual situation, the real object and the virtual object if there is a depth of
occlusion, occlusion effect establish and actual situation of the scene can be 3D
interactive simulation engine Virtools achieve. Depth camera for rapid reconstruction
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of the real scene and gesture detection and identification of the user, allowing users to
achieve real-time control of the virtual object, the two achieve a depth camera-based
augmented reality system, the actual situation of the seamless integration of interactive
design.

2 Based on the Kinect’s Reconstruction of Real Scene

The three-dimensional reconstruction [12] refers to digital information to represent the
real scene, so that it can be displayed on the computer, which is based augmented
reality scene of the key technologies in the computer.

In computer vision, 3D reconstruction refers to the process according to the image
reconstructed single view or multiple views of information technology in various fields
that have more and more widely used, also got the computer graphics, computer vision
researchers attention. How the object in the computer for fast, effective reconstruction,
has been the focus and difficulty of the study. Since Kinect appeared, for various
reasons of its portability, low-cost, etc., a large number of domestic and international
aid agencies are beginning to do research on Kinect, particularly in the
three-dimensional reconstruction of the scene. In this paper, there would be analysis
and comparison about the achieve results of three-dimensional reconstruction of dif-
ferent principles based on the Kinect, the following are the two methods commonly
used in the reconstruction.

2.1 Based on the Point Cloud Data [11]’s Three Dimensional
Reconstruction

Kinect color camera can capture the scene of material information, and infrared pro-
jector combined with infrared camera can get the depth information of the scene, but
they did not merge, that is the real scene depth information and color information are
separately stored, shown in Fig. 1:

By default, the color image data obtained by Kinect [3] data is a const pointer to a
one-dimensional matrix. The matrix size is of 640 × 480 × 3, each of three groups
representing the RGB values of the image.

Fig. 1. Kinect generated depth map and color map (Color figure online)
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The depth information is imaged by the realization of the principle of people’s eyes,
focusing on the need to acquire the baseline and focus, as well as parallax data between
two cameras. By constructing a matrix Q, the parallax data can recover dimensional
position information [15].

Since the Kinect depth camera and color camera [1] in the device is split into ends,
but not exactly the same parameters of the camera lens itself, the two camera images
collected will be slight different, from Fig. 1 you can see the left and right of the depth
map display color graphics display is a difference, to complete a three-dimensional
reconstruction of the scene you need the depth map and color images to achieve exactly
the same, so the need to write code to a depth camera [5] perspective correction, this
mainly using OpenCV interface to achieve. Skanect is such a reconstruction system
based on point cloud data, when the system through the Kinect movement in the scene,
it moves to the viewpoint of capturing images consecutive multiple scenes, including
the scene in different locations and material information, real-time automatic the
integration of depth information and generate three-dimensional scene of material
information, the resulting point cloud data to be saved in .ply format. Ply file format is
developed by Stanford University, a three-dimensional mesh model data format, the
final reconstructed 3D point cloud data is all from the composition of the coordinates of
a three-dimensional point.

The point cloud data can be opened for further editing in Meshlab or in Blender. Its
reconstruction out of the scene contains material information, which is closer to the real
scene. However, due to the resulting point cloud information only records the scene
coordinate a three-dimensional point, and did not form a three-dimensional grid, as is
shown in Figs. 2 and 3, so this is difficult to achieve virtual object and real scene cover.

Fig. 2. Reconstruction scene depth information and color information combined (Color figure
online)
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2.2 Based on the Grid Data’s Three Dimensional Reconstruction [2]

This reconstruction of the above point cloud data based on the existence of difficulties
in the practical application, so he appeared to point cloud data generated grid com-
puting data reconstruction techniques, it is the emergence of a major breakthrough in
the field of three-dimensional reconstruction.

This reconstruction method is based on the point cloud data to achieve, so in the
implementation process need to get reconstructed point cloud data, due to the recon-
struction of the point cloud data point will be noise, on the other hand the resulting
point cloud file is too large for an object the description does not require much point.
So the need for 3D point cloud data records generated noise streamline data after the
vertex filter out key points and so on.

But screening is still not out of the point topology, as Fig. 4(a), the establishment of
topology is an extension of the neighborhood’s main data for each sampling point.
P represents a point cloud with a collection of sample points for pi 2 p, which can be
defined as a neighborhood, it means that the k-th point in the region is the nearest point

Fig. 3. Larger point cloud data in Meshlab

(a) Scattered point cloud data (b) Triangulation of the point cloud data

Fig. 4. Figure of point cloud data
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from the point pi, these points form a collection K-nearest neighbors. To establish
topology disordered point cloud midpoint between points by neighborhood expanding
points. Neighborhood point search methods are octree, spatial bounding box method
and k-d tree method.

With the topology of point cloud data to be converted to mesh a variety of methods,
generally using triangulation of methods to achieve, Fig. 4(b), the most famous is the
Delaunay triangulation as shown. It all points to the plane in cloud data, there is only a
triangulation method, so to generate triangular patches meet split ‘maximum - mini-
mum angle’ principle.

Delaunay triangulation has two important features:

(1) The minimum angle is the maximum: In the method of producing triangle sub-
division, the triangle mesh Delaunay triangulation to obtain the minimum angles
of maximum.

(2) Empty circumcircle: Any Delaunay triangulation of a triangle circumscribed circle
containing the triangle formed only three points, and not include any other points.

Therefore, the formation of triangular mesh Delaunay triangulation is unique, the
best grid.

Based on the above method, ReconstructMe reconstructs mesh three-dimensional
scene, rebuilding Mesh data out of the scene, and can be stored as OBJ or STL format,
into the mainstream of modeling software for scene changes, as Fig. 5 shows:

3 Enhancing Reality System Integration of the Actual
Situation of the Scene

After completing the three-dimensional reconstruction [8] of the real scene, and then
reconstructed three-dimensional scene with a virtual object superimposed, and add the
appropriate lighting effects and masking effect, in order to achieve the reality aug-
mented reality system seamless integration.

In augmented reality system virtual object and the real scene of the most
straightforward overlay effect, both before and after that will be the simple sum: Before

Fig. 5. ReconstructMe’s reconstruction effect

The Seamless Integration Achievement of the Actual Situation 131



the three-dimensional virtual objects in the real scene of the video image, the super-
imposition process without considering occlusion between them. But fusion accom-
plished not true, because the scene real objects and virtual objects in depth will
certainly keep the situation obscured. Therefore, the study of the actual situation in the
visibility of the fusion system is very necessary.

There are many ways to deal with visibility between objects, according to the
realization of the principle can be divided into three categories, one is the object of an
accurate method, it is an object considered as a whole, between the objects are com-
pared with each other to determine each object the visible part of the image. The image
is an accurate method for image processing of discrete representation, the whole idea is
a solution by determining the image of each pixel in the image visible object for
resolution. The Z-buffer algorithm [7] is based on a typical example of this type.
A third approach is to target the exact method and the exact method by mixing images.
In this context, it is often used interactive 3D engine Virtools, and occlusion of rela-
tions between the virtual object and the lighting effects and virtual objects in the real
scene between the environment, as well as adding the collision detection in real-time
interaction with virtual objects and interaction.

3.1 Actual Situation and Blocked the Scene to Establish the Effect of

Virtools Dev that contains a wealth of interactive virtual reality interactive module
behavior editing software, which integrates three-dimensional models, pictures and
particle effects, and other digital information, from which it can make different use of
multimedia interactive products, such as computer games, city planning, education and
entertainment, among other products.

Virtools Dev ‘behavior and interaction module’ can be freely combined to form
different interaction effect, by simply dragging and dropping the behavior actions given
on a specific object or character, and gradually formed edit interactive virtual world [4].
Virtools Dev in addition to good behavior and interaction module contains the set, but
also includes application programming interfaces, designed by the programmer or
generate new interactive module executable files.

Virtools operating interface consists of following parts (see Fig. 6):

(1) 3D Layout window: Displays the current scene in real-time 3D environment, and
provides all the components necessary for operation of the 3D tools and navi-
gation tools, the last generation of interactive screen is viewed in this window.

(2) Building Block window: Contains Virtools all comes with a ‘behavior module’,
according to the category to find the behavior module belongs.

(3) Level View window: a clear tree structure diagram to find all the objects contained
in the project editor and can be of different classes of objects in the data set in the
window.

(4) Schematic window: mainly for different objects flowchart editor, to achieve the
appropriate interactive action.

The front of the three-dimensional reconstruction using Kinect Grid [13] into the
scene in 3D modeling software 3dsmax, and its make appropriate changes, and then
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plug the three-dimensional scene using Virtools_3DSMax_Exporter guided into Vir-
tools own format (.vmo or .nmo), and import it into Virtools in. Then the real scene
contains a perspective view of adding cameras, adjust the camera’s view, to make the
picture of the object model and the object image coincide on the real scene. As is
shown in Fig. 8(a) below.

In order to get better and the reality seamless fusion, light source information
obtained by the coordinate conversion to convert it to 3D interactive engine Virtools
world coordinate system, and set the appropriate properties of the virtual objects cast
shadows, re-use interactive module ShadowCaster achieve shadow effect, as shown in
Fig. 8(b). Then use the Z-Buffer principle to achieve real and virtual objects obscured
scene, first introduced the principle Z_Buffer following algorithm:

Z-Buffer algorithm is the most famous image space visible algorithm, based on the
fundamental idea is an associative array frame buffer, one that is associated with the
pixel array elements, during the execution of the algorithm, keeping the pixels corre-
sponding to the “depth” of information, but also is the Z coordinate value of each pixel,
the initial value of 1.0, the algorithm for each object in the scene processing as shown:

(1) Each point (x, y, z) on the surface of an object corresponds to one pixel on the
display screen (xs, ys), the coordinates are transformed through pan and zoom the
display from standard, set I (x, y, z). It is the color intensity in the appropriate
shading model scene in this point.

(2) If z < Z [xs, ys], then set the pixel (xs, ys) of the intensity I (x, y, z), and the Z
value is assigned to the Z [xs, ys]; otherwise, do nothing.

So for now the pixel being processed, if the color needs to be rewritten, it must be
represented by the new value of the point in the scene represented by the color com-
pared to the previous point from the point of view closer to the scene, the angle Z buffer
is recorded in the frame buffer color intensity corresponding to the currently set dis-
tance. The algorithm is the pixel level to replace close-range vision, object order of

Fig. 6. Virtools interface
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appearance on the screen is irrelevant. Such substitution method to implement flexible
and simple than the general sort, is conducive to hardware implementation [18]. So 3D
interactive engine you need to set up a three-dimensional model of the real scene of Z
buffer information, then the depth of information compared with the virtual object, to
determine whether, and show which part of the scene, there are two general occlusion
relationship, One is the real object occlusion virtual object, the other is a virtual object
obscured the true object, in this article have done both cases verification, this part of the
flow chart shown in Fig. 7:

The ultimately results are in Fig. 8(c) and (d) below.

4 Based on Depth Camera Real-Time Interaction

In this part of the completion of two aspects, one is based on the depth camera to
capture the body posture combined with interactive 3D engine Virtools [17] identify
the user’s action, on the other hand will recognize the movement into action command
allows the user to manipulate virtual objects in real time, including control of virtual
objects to move forward or backwards, and left and right to control objects with the
steering, and collision detection combined with virtual objects or bypass forward
promptly turned when confronted real objects in the scene. This part of the realization
of the principle is shown in Fig. 9.

First modeled on the human body in the process, simplify the main bone joints, and
body posture represents each named after the action, since the body’s different actions
have different amplitudes, such as hands can lift 30 cm, can be move higher, so be on

Fig. 7. The Flowchart about block of implementation of the actual situation
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(a) Actual situation fusion scene (b) Shadow effect of the virtual object

(c) The effect of real object blocking the virtual object

(d) The effect of the real object closuring virtual object 

Fig. 8. The result of the actual situation of the scene
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the condition value different action to limit, thus avoiding misuse. In addition to the
motion capture can be divided into static and dynamic, such as hand raised this action
can be understood as a hand-held static after a good action, action would only use static
analysis of the current condition of the target state value can be, but sometimes
dynamic action needs to be analyzed, such as wave action or a circle, etc. These actions
need to speed restrictions. Here the different attitude corresponding actions and
restrictions set forth in Table 1.

In practice, the appropriate action needs to be added to the setting value and
keyboard mapping [6], such as lean_forwards 15 key w represents the body forward 15
degrees mapping w key on the keyboard, and then set the w key corresponding to the
engine through interactive 3D actions to complete the real-time virtual object manip-
ulation. But it should be noted that due to some action represents an event might be
triggered simultaneously, such as walk action due to heels on foot_up may trigger
events, so the application should be taken to avoid setting the similarity larger
movements. In this system, only set up four large discrimination action [16], respec-
tively, lean forward 15 degrees forward, backward on behalf of the back, lift the left
hand on behalf of the left, move to the right on behalf of right-hand turn. In the lab
environment used to simulate the operation of a virtual human character models are
provided by 3D interactive engine Virtools resource libraries, model skeleton, has
pre-configured with different movements, such as forward and backward, the following

Fig. 9. The flowchart of real-time interactive control
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Table 1. Body posture represents the action set list and the corresponding threshold

Types Action name Action
description

Action threshold (unit)

Static action lean_left Body left Body left-leaning angle (Degree)
lean_right Body right After the body tilt angle (Degree)
lean_forwards Lean forward Leaning forward angle (Degree)
lean_backwards Body

backward
Leaning back angle (Degree)

left_arm_forwards Left hand
reach

Distance from the shoulder to the
hand (in)

left_arm_down Left hand
down

Distance from the shoulder to the
hand (in)

left_arm_up Left hand
raised

Distance from the shoulder to the
hand (in)

left_arm_out Left hand left
stretch

Distance from the shoulder to the
hand (in)

left_arm_across Left hand
right
stretch

Hand staggered distance from the
shoulder into the body (in)

right_arm_ forwards Right hand
reach

Distance from the shoulder to the
hand (in)

right_arm_down Right hand
down

Distance from the shoulder to the
hand (in)

right_arm_up Right hand
raised

Distance from the shoulder to the
hand (in)

right_arm_out Right hand
stretched

Distance from the shoulder to the
hand (in)

right_arm_across Left hand
stretched

Hand staggered distance from the
shoulder into the body (in)

left_foot_forwards Left foot
forward

Distance from the feet to the left hip
(in)

left_foot_sideways Left foot Distance from the feet to the left hip
(in)

left_foot_backwards Left back Distance from the feet to the left hip
(in)

left_foot_up Left foot lift Height from left foot to ground (in)
right_foot_forwards Right foot

forward
Distance from the feet to the right hip
(in)

right_foot_sideways Right foot
right

Distance from the feet to the right hip
(in)

right_foot_backwards Right foot
back

Distance from the feet to the right hip
(in)

right_foot_up Right foot
lift

Height from right foot to ground (in)

jump Jump

(Continued)
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also need to set up operation and control of the avatar with the keyboard mapped to the
corresponding key. Use role in the experiment control and keyboard mapping these two
interactive modules combined action recognition based on depth camera enables
real-time interactivity, integration of the virtual object scene graph and real-time
interaction effects shown in Figs. 10 and 11:

Table 1. (Continued)

Types Action name Action
description

Action threshold (unit)

Height from the two feet to ground
(in)

walk Walk Height from the feet to ground while
walking (in)

Dynamic action push Push Speed (in/s)
swipe_up Play up Speed (in/s)
swipe_down Play down Speed (in/s)
swipe_left Left swing Speed (in/s)
swipe_right Right swing Speed (in/s)
circle Circle Radius (in)
wave Waving Default 0

Fig. 10. Containing a virtual object augmented reality scene

Fig. 11. The virtual object controlled by a different attitude
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After the completion of the real-time control of the virtual object, virtual objects
found occurrence “through walls” [14] in the face of real objects in the scene, shown in
Fig. 12(a), it is because in the system is not set collision detection. Collision detection
is very important in augmented reality systems, good collision detection requirements
in the case of a variety of people blocked the forward direction as much as possible so
that people have to move forward along the direction of rational rather than through the
wall or through internal objects.

Several obvious obstacles are set up by the system in the scene, including a cup, a
lid and two books, the virtual object in the face of these objects should stop conversion
direction. In order to achieve the following results collision detection [19], the need for
two aspects of the operation.

(1) Select the obstacles in its properties panel to add collision Manager of Fixed
obstacle property, in the interactive process, Virtools collision detection engine
detects whether the virtual object and set the corresponding attribute of an object
collision.

(2) Add the virtual object itself the Prevent collision behavior module to prevent the
virtual object through real objects at run time.

After finish the above operation, you can see the virtual objects while walking,
collision detection engine detects whether the scene will be real-time detection of the
collision, a collision occurs if the virtual object can not pass through glass, can only
walk from the side. As shown in Fig. 12(b) below. Finally verify the occlusion effect in
real-time interactive process between the virtual object and the real scene, the shelter
was set lid, shown in Fig. 13:

(a) No collision detection scene        (b) Virtual objects and collision cups, lids, books
                            happened detection

Fig. 12. The contrast of before and after the collision detection
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5 Conclusion

Augmented reality systems need to integrate the reality scenes to give users the
experience of realism, but more importantly is controlled by the user scene virtual
object interaction occurs between real objects and by this real-time interaction to
expand awareness of the real world perception, but also enhance the realism of the
system, but also improve an important means to enhance visual consistency reality
system. At present, this aspect of the research work for a relatively small, but the
emergence of Kinect depth camera for the augmented reality system provides a lot of
interactivity possible, the paper realized the depth of the camera based on the actual
situation of augmented reality system seamless integration of interactive design mainly
it includes two aspects, one is by using a depth camera for quick reconstruction to
achieve real scene actual situation of each scene occlusion effect, compared with the
previous manual modeling improve work efficiency, and ensure accurate position of
objects in the scene between sex. The other is by the depth camera gesture detection
and identification of the user enables the user to control virtual objects in real-time
operation, realized the function of real-time interaction, and add collision detection
between virtual objects and real objects to make the effect more realistic.
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Abstract. Edge detection is an important step for extracting interesting feature
information in image processing and computer vision. Although ant colony
optimization (ACO) has been improved by using distributed adaptive threshold
strategy (DATS), the artificial ants of this approach still easily ignore weak
edges with lower edge gradient which results in detecting discontinuous edges
of interesting features. To detect more continuous edges of features by using
ACO in color and gray scale images, this work proposes an image
pre-processing for ACO with DATS. The result of image pre-processing, which
is the image after binarization processing by using adaptive threshold generated
form Otsu’s method, is taken as input for ACO. The purpose of image
pre-processing is to provide salient changes of image gradient that original
images couldn’t provide for artificial ants. By quantitative analysis and sub-
jective comparison of images in different sizes and types used as benchmarks for
edge detection, our method extracts more continuous edges and provides more
accuracy of interesting feature information than original ACO with DATS does.
What’s more, our approach detects all positive edge points of ground truth in our
experiments.

Keywords: Edge detection � Adaptive global threshold � Image
pre-processing � Ant colony optimization

1 Introduction

Important information contained in the edges of objects in digital images could be
utilized as low level features in various image analysis and computer vision systems
(Umbaugh 2005) such as object detection (Li et al. 2013), object recognition (Olson
and Huttenlocher 1997), object tracking (Sullivan and Carlsson 2002) and image
retrieval (Kokare et al. 2003). Edge detection is an essential step in image processing,
especially in the areas of feature detection and feature extraction (Gonzalez 2002; Pratt
1991). In ideal cases, we hope the results of edge detection algorithms could provide
continuous and smooth boundaries of objects focused. In practice, however, it is very
difficult to obtain an accurate detection, especially when there exists noise in the image
(Gonzalez and Woods 2007).
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Inspired by the nature of swarm intelligence, such as the distributed and adaptive
specialization observed in social insects and ants, scientists utilized such nature
approaches into further increasing efficiency of self-organizing process and improving
performance of solving problem. To date, Ant Colony Optimization (ACO) has been
used as swarm intelligence into the application of image edge detection and feature
extraction. The ACO is modeled based on a population of artificial ants to simulate the
process of finding food source, which is completed by natural ants. However, a general
ACO always extracts jagged edges from original digital images due to the amount of
pheromone deposition and the selection rules from current location to a next pixel.
Therefore, many researchers proposed various improved methods to enhance detection
performance. For example, hybrid edge detection method(HM), proposed by (Manish
et al. 2012), combined canny filter with scale multiplication (CSM) (Bao et al. 2005)
and ACO with a static global threshold. The proposed method used the optimized
canny filter outputs of different images as the inputs (pheromone map) for ACO. The
amount of discontinuous edges reduces, but accuracy could be quite low when CSM
can not detect weak edges (Manish et al. 2012); An distributed adaptive threshold
strategy (DATS) (Mullen et al. 2013) is proposed to improve the low performance due
to one global threshold, which results in weak edges with lower edge gradient being
ignored by artificial ants. This approach allows each ant to carry their own local
thresholds, then local thresholds will be dynamically adjusted when their owners move
around the image. However, the proposed method provides lower detection perfor-
mance when regions of interest or changes of image gradient could not be salient for
ant agents in color images and gray scale images.

Static global threshold by user-set approaches usually extract discontinuous edges
when its value is over high or too many useless edges when its value is over low.
Choosing a suitable threshold value for detecting continuous edges of interesting
features in different images is a difficult and time-consuming task. In order to solve the
problem of selecting a suitable global threshold value to provide salient changes of
image gradient for detecting continuous edges in both color and gray scale images, this
paper proposes a novel method based on ACO with two adaptive thresholds: one is for
image pre-processing and the other is for swarm self-organizing process.

2 Background

This section will provide a brief description of ant colony optimization (ACO), the
difficult choice of threshold value T in ACO and distribute adaptive threshold strategy.

2.1 ACO for Image Edge Detection

This algorithm employs a certain number of artificial ants as computational agents.
N ants in the process of initialization occupy N pixels within the image, where pixels in
the image represent states in the search environment. Locating and mapping out
boundaries of objects within the image is the purpose of ants moving around the image.
In order to achieve this goal, solving the problem how to help each ant in current
position choose one pixel from its allowed surrounding pixels as its next pixel is a
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primary key. Thus, heuristic information is introduced. Heuristic information is an
additional weight value on each pixel in the image map and help ants to choose a new
pixel to move in. Pheromone deposited by ants in a pixel is along with the movement in
ACO, which could record how many ants move through this pixel. And the higher
amount of pheromone in a pixel shows a higher number of ants walk through, which
means a higher probability for guiding future ants to move in. The amount deposited
could be a function about change in image gradient. There is a form of forgetting,
evaporation of pheromone, avoiding the algorithm converging too rapidly in order to
favor the exploration of strange areas in search environment. Updating the pheromone
map occurs at each iteration, along with the pheromone deposition and a constant
evaporation. The transition rule is then defined as a function about the heuristic
information and pheromone map.

The heuristic information could be defined as the visibility, Vxy, which represents
the largest changes of local image gradient around current pixel location (x,y).

The quantity of pheromone deposited by the ith ant at the pixel location(x,y) could
be given by:

Dsixy ¼ Vxy
�
255 if the ith ant at pixel x; yð Þ and Vxy [ T

0 otherwise

�
ð1Þ

Where T is static global threshold value defined by user that only allows ants to
deposit pheromone at the pixels of edges or boundaries when their heuristic infor-
mation is above a certain ‘strength’.

2.2 Difficult Selection for Single Static Global Threshold in ACO

Ant agents are allowed to deposit pheromone if they are following a probable edge of
gradient greater than static global threshold value T. Thus value T directly affects the
pheromone map, and moreover, affects the performance of the algorithm. A low
threshold value T allows ants to deposit amount of pheromone in the large regions of
image which contains very weak edges and extract out lots of unwanted background
information in details. However, a higher threshold value T restricts ant agents to make
pheromone deposition in a small area of the image where there are only strong edges
present, which results in missing weak edges of objects and extracts out discontinuous
edges of interesting features with many breakpoints. Therefore, choosing the threshold
parameter is critical to the performance of ACO. Besides, manual selecting a satis-
factory static global threshold for every different image may need prior knowledge and
time consuming. Thus it’s a tough task as well.

2.3 Distribute Adaptive Threshold Strategy (DATS)

Instead of requirement of a global user-set threshold, an adaptive threshold strategy for
all different images that each ant could maintain their own local thresholds’ value and
automatically change it as they move around the image (Mullen et al. 2013). The
update rule is given as:

144 X. Che et al.



Tn
i ¼

Tn�1
i þ 1 if Vi x; yð Þ[ Tn�1

i
Tn�1
i � 1 if Vi x; yð Þ\Tn�1

i
�T if Tn�1

i \�T

8<
: ð2Þ

where Vi(x,y) is the visibility of ant i at pixel location(x,y), and T is the computed
average threshold over all ant after each iteration. Only one of the first two rules would
happen at each step of one ant, and the third one occurs at the end of nth iteration to
ensure that all Tn

i is latest for computing T .
This update rule can allow each ant to increase or decrease their own local threshold

values depending on their individual search route of the image, while the threshold
maintains a value above the level of unwanted background noise computed from the
global perception of the entire swarm. This method effectively deals with the situation
of extracting interesting features which require various threshold values.

3 Otsu’s Method for an Adaptive Global Threshold in Image
Pre-processing

ACO with DATS has one prior assumption that every pixels in a given image has only
one image intensity value, which means that this image need to be a gray scale or binary
image. Thus color images must be converted into one of two types before feeding to
ACO. In this research, we discuss about how to convert color images into better input for
ACO instead of directly using gray scale images. Usually, the projective method con-
verts a pixel from three-dimensional space (R, G, B) to one-dimensional space, which
projects a point in a R, G, B for the axis of three-dimensional space onto straight line
R = G = B. The computational formula is Gray value = 0.29900 * R + 0.58700 *
G + 0.11400 * B. The gray scale image by using this method still contains lots of
background information which will mislead ant agents in ACO. In order to further
reduce unwanted background information and distinguish majority of interested edges
from gray scale images, this work plans to use Otsu’s method to generate adaptive
global threshold for extracting interested features and binarization of the resulting image
as pre-processing. Otsu’s method (Otsu 1976) is widely used to determine a static global
threshold value for binarization process. It divides all pixels of an image into two subsets
(edge and non-edges) where it maximizes the discriminating criteria of interset variance
between the pixel intensities in these subsets. The image pre-processing of this paper is
that using the projective method converts color images into a gray scale image and
binary image through Otsu’s method. Then the result image is taken as input for ACO
with distributed adaptive threshold strategy.

4 Experiments and Analysis

In this section, we provide two different image sets for subjective comparison and
quantitative analysis respectively to ensure that our method will detect more continuous
edges by using image pre-processing than original ACO with DATS in our experiments.
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The first image sets includes three color images and three gray scale images which are
commonly used as benchmarks for edge detection. The images, Brick House, Girl
(Tiffany), Mandrill are downloaded from the USC-SIPI Image Database and McGuire
Graphics Data. The second image sets including their ground truth are provided from
Segmentation Evaluation Database which contains color images along with gray scale
images and ground truth segmentations. To test our method, we use this approach to test
different sizes of images and three color images and gray scale images for subjective
comparison respectively.

Fig. 1. Example image (a) and image (b) are original color images and original gray scale
images. Images (b) and (f) are results obtained from ACO using DATS without proposed image
pre-processing. Images (c) and (g) are results after image pre-processing. Image (d) and (h) are
our results. Please refer to a digital copy for clear images. (Color figure online)
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4.1 Subjective Comparison

In Fig. 1. Two images are used for subjective comparison between ACO using dis-
tributed adaptive threshold strategy (DATS) without image pre-processing and our
method. It’s noticeable that image (d) extracts more continuous edges of windows and
eaves than image (b) and provides more clear structure under left chimney because of
image (c) shows more salient changes of image gradient than original images. Even in
gray scale images, our result, image (h), provides more details in edges of peppers than
image (f).

In Fig. 2. Result images by using Otsu’s method for image pre-processing all detect
many more continuous edges and display more interesting feature information than
ones without image pre-processing.

In Fig. 3. In order to test further whether our method could still do better with gray
scale images as inputs than original ACO with DATS, two gray scale images, cam-
eraman and lena, were used to make the subjective comparison. As can be seen, our
method still outperforms excellent results in providing salient changes of image gradient
even if the input images are in different sizes (512*512 and 128*128 respectively).

4.2 Quantitative Analysis

We compare our results and results obtained from original ACO using DATS with
ground truth for quantitative analysis. The comparison of edge maps extracted from two
edge detection methods and ground truth is inferred by three parameters: proportion of
correctly detected pixels (Pc), proportion of not detected pixels (Pn) and proportion of
erroneously detected pixels (Pe).

Fig. 2. Example images (a) and (e) are original color images. Images (b) and (f) are results
obtained from ACO using DATS without proposed image pre-processing. Images (c) and (g) are
results after image pre-processing. Image (d) and (h) are our results. (Color figure online)
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Pc ¼ TP
�
MaxðNg;NdÞ

Pn ¼ FN
�
MaxðNg;NdÞ

Pe ¼ PF
�
MaxðNg;NdÞ

Fig. 3. Example images (a) and (e) are original color images. Images (b) and (f) are results
obtained from ACO using DATS without proposed image pre-processing. Images (c) and (g) are
results after image pre-processing. Image (d) and (h) are our results.
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where True Positive (TP) represents the number of correctly detected pixels, False
Negative (FN) represents the number of not detected edge pixels (Abdou and Pratt
1979), False Positive (FP) represents the number of erroneously detected pixels, Ng is
the number of edge pixels in ground truth and Nd is the max number of edge point
detected by two edge detection methods.

In Table 1. Our method detects about 89 %, 75 %, 84 % correct edge pixels in
image 1, image 2 and image 3 respectively, whose accuracy are 1.153, 1.386 and
2.173 times of original ACO with DATS respectively. Also, our approach extracts out
all edge pixels in ground truth (Pe = 0). Figure 4 shows results from ACO with DATS,
ours and ground truth. It is noticeable that our method does detect more correct edge

Table 1. Measurements for three images and three measures

Images Image 1 Image 2 Image 3
Measures ACO with

DATS
Our
method

ACO with
DATS

Our
method

ACO with
DATS

Our
method

Pc 0.774834 0.893491 0.543860 0.753894 0.388350 0.844262
Pn 0.119205 0.106509 0.456140 0.246106 0.203883 0.155738
Pe 0.225166 0.000000 0.087719 0.000000 0.611650 0.000000

Fig. 4. Example images (a), (e), (i) are original color images. Images (b), (f), (j) are results
obtained from ACO using DATS without proposed image pre-processing. Images (c), (g), (k) are
results from our method with proposed pre-processing. Image (d), (h), (l) are ground truth. (Color
figure online)

An Improved Edge Detection Method Using Adaptive Threshold 149



pixels and less false ones. The shortcoming is that ACO often extracts thick edges,
which eventually reduces the global accuracy of detection in the image.

5 Conclusion

In this research, we found that unobvious edge gradient in color image and gray scale
image made artificial ants ignore weak edges of interesting features in ACO with
distributed adaptive threshold strategy (DATS). And an image pre-processing by using
Otsu’s method for binarization image is proposed to combine ACO with DATS to
perform better results eventually. Two different types of performance evaluation
measures, subjective comparison and quantitative analysis, are utilized to evaluate the
performance of two edge detection methods and show that our method detects more
continuous edges and interesting feature information by using adaptive global threshold
for salient changes of image gradient in color images and gray scale images. In future,
we will pay more attention on increasing the accuracy by detecting more thin edges.
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Abstract. In traditional edge collapse simplification algorithms are mostly using
the Quadric Error Metrics (QEM) as the cost to carry out edge collapse simplifi‐
cation, these methods will lose the original model shape feature; the simplified
algorithm based on Vertex Curvature can preserve model shape feature, but the
error between its folded model and original model can’t be controlled well. This
article plans to combine the advantages of these two methods, propose a novel
vertex mesh simplification algorithm based on curvature and distance metric,
using vertex curvature on the boundary type classification, get the alternative
vertex of the folded edge through the LOOP subsidiary patterns, According to
folding cost which is the distance metric from alternative vertex to adjacent
triangle to simplify the complex mesh. In our method, those edges whose two
vertex are all in the curvature threshold are marked foldable, and the less the cost,
the first to fold. Compared with the simplification algorithm based on butterfly
pattern, the experimental results show that this algorithm can preserve the model
shape feature better.

Keywords: Curvature · Edge folding · Mesh simplification · Cost function ·
Distance metric

1 Introduction

The processing of large complex mesh model makes heavy demands on the processing
and storage capabilities, large number of vertex and patch data calculation requires a lot
of memory storage, and the time of processing and display of such grid model is
geometric growth. At this time, vertex and patch simplification of large complex mesh
model is very important, especially in some case the detail requirements of model is not
high, do not need too many vertices and patch. The premise to simplify the mesh model
is to maintain the details of original shape, the difference between simplified model and
original model is not too big. The existing mesh model simplification algorithms can be
divided into merging and deleting the geometric elements and resample vertex according
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to the different approximate error of fitting surface, the direct method is to delete the
geometric elements (point, edge, patch), including the deletion of vertices and triangle,
edge collapse, triangle collapse and so on [1–4], in which the deletion of vertices and
triangles will produce hole which need triangulation again, the two methods are seldom
used because they need a large amount of calculation and time-consuming. Edge
collapse is a mesh optimization algorithm offered by Hoppe in 1993, which fold a edge
into a new point which connect the adjacent vertices of the edge, this method can avoid
hole. The similarity between simplified model and original model in topological struc‐
ture, boundary and shape feature of edge is determined by the way to produce new vertex.
New vertex resample methods mainly have the following several kinds: Using Quadratic
error matrix to calculate the sum of square of distance between the new point and the
adjacent surface, which offered by Garland [5], and the principle of minimum volume
change offered by Guezier [6], the two methods can ensure the spatial error minimum
after the mesh be simplified, but it’s difficult to ensure shape detail of the model when
there is a large curvature variation. Sun-jeong put forward the mesh curvature which
take the minimum change of mesh curvature as simplification criteria, the disadvantage
of this method is that curvature have related to the length of edge, so the edge will be
simplified when the edge is large and the change of vertex curvature is little. To solve
the problems existing in these methods, this paper presents a method which take the
vertex discrete curvature as the simplified criteria, calculate the curvature of each vertex
of edge, the edge will be simplified only if each vertex curvature meet the simplified
condition, at the same time, whether an edge can be simplified also needs to consider
the boundary streamline costs. Using the similar Guezier distance metric to calculate
the distance between the new vertex (we can get it by LOOP sub-model) and all adjacent
surface, and we can simplify the edge whose distance metric is least priority.

2 Vertex Mesh Simplification Algorithm Based on Curvature
and Distance Metric

2.1 Algorithm Thought and Process

This paper simplify mesh model through two simplified guideline: the vertex distance
metric and vertex curvature, under conditions that the greatest degree of retaining orig‐
inal mesh boundary and shape features to simplify mesh vertex and triangle number.
Through the calculation of vertex discrete curvature to screen prominent or obvious area
and simplify the flat and smooth area, only the edge whose two vertices both meet the
simplified condition will be simplified. We sort each edge by simplified cost, then
simplify the edge that its cost is smallest, which can ensure the error between original
mesh and simplified mesh is smallest.

Algorithm steps are as follows:

• Read the original model, extract the vertex information and triangular mesh topology
information, establish data structure of each vertex adjacency relationship and adja‐
cent triangles, and get all edge information.

• Set the simplified classification value of vertex discrete curvature.
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• Calculate each vertex discrete curvature to determine whether each edge can be
folded to simplify.

• Produce new vertex from the edge that can be folded, calculate edge cost and sort
the edge order by the cost.

• Fold the edge that its cost is smallest and can be folded, if not, then algorithm end.
• If there is a edge that meet the folding requirement, update the adjacent vertex infor‐

mation and adjacent triangle information, to step 3 (in the step 3, only calculate the
updated vertex curvature and edge cost, the unchanged vertex and edge do not need
to update.)

Algorithm flowchart as shown in Fig. 1.

Fig. 1. Algorithm flowchart.

2.2 Edge Collapse

The algorithm in this paper is similar to the edge collapse algorithms of Hoppe [7]. First,
fold the edge P1P2 to a new vertex Pnew, delete the edges and triangles which are adjacent
with the new vertex and add new edges and triangles, edge collapse method can avoid
the hole after deleting the vertex and triangle and do not need triangulation. In specific
process can directly use Pnew replace the vertex P1 and vertex P2 (Fig. 2).
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2.3 Calculate Discrete Curvature

In those places where the mesh shape feature is particularly prominent, for example,
boundary, shape edge and so on, the vertex curvature is larger than those smooth and
flat places. So we must preserve the vertex which curvature is large and delete the vertex
that curvature is small. This method not only preserve the shape feature of original mesh
but also simplify the mesh.

This paper use discrete approximation algorithms based on mesh vertex mean curva‐
ture offered by Desbrun [8, 9]. The vertex curvature at P is:

Hn =
1

4A

∑n

i⊆N(P)

(
cos 𝛼i + sos𝛽i

)(
Qi − P

)
(1)

In which, A is the sum of the area of triangular patch which is adjacent with point
P, N(P) is the set of vertices that adjacent with P, α β is the angle corresponding to the
edge QP in the triangle (Fig. 3).

Fig. 3. Vertex curvature calculation schematic diagram.

Α3, β3 are the angles corresponding to the edge PQ3 in the triangle Q2PQ3 and Q3Q4P,
With the coordinates of point P, Qi − P can be expressed as a vector, Hn(P) is also a
vector, in this paper, the vertex discrete curvature is expressed with mold of vector.

Fig. 2. Edge collapse.
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2.4 Distance Cost Function

Edge collapse, according to the fold cost of each edge, priority to collapse the edge which
cost is smallest. The cost of edge, which is similar to the cost function offered by Garland,
is a method based on distance metric. The cost of the collapsed edge is expressed with
the sum of distance between the new point and the adjacent triangular patch. For
example, the new point Pnew(Xnew, Ynew, Znew), the adjacent patch can be expressed as
Ai*x + Bi*y + Ci*z + Di = 0, the normal vector is Ni(Ai, Bi, Ci, Di), the distance between
Pnew and flat is:

Distance
(
Pnew, Ni

)
=

Pnew ∗ Ni

‖‖Ni
‖‖ (2)

If triangle V have three points, they are P1 (x1, y1, z1), P2 (x2, y2, z2), P3 (x3, y3, z3),
then the normal vector N is:

N =

⎡
⎢⎢⎣

i

x2 − x1
x3 − x1

j

y2 − y

y2 − y1

k

z2 − z1
z2 − z1

⎤
⎥⎥⎦

(3)

The cost of collapsed edge is:

Distance
(
Pnew, Ni

)
=
∑n

i=1

Pnew ∗ Ni

‖‖Ni
‖‖ (4)

||*|| is the mold of *, Distance(Pnew, e) is the cost of collapsed edge e, calculate the
cost of all edges according to the new point, sort the cost and determine whether this
edge meet the folding criteria.

2.5 LOOP Sub-patterns

We get a new mesh topological structure after folding the edge into a new point, the way
producing the new point directly determine the primitive geometric feature of the
simplified mesh. The most commonly used method is that the two endpoints and the
midpoint of the collapsed edge are considered as the candidate point, we calculate their
folding cost, and then the point which the cost is smallest is used as the new point. The
defect of this method is imprecise and will lose the geometric feature of original mesh.
The second method is to produce a quadric surface using triangular mesh approximation
algorithm, then get a new point on the surface, the defect of this method is numerical
instability and complex in calculation. The method of this paper is to subdivide the
surface into sub-surface step by step using subdivision method, then get a new point on
the sub-surface. Subdivision method commonly have Catmull-Clark pattern [10, 11],
Loop pattern [12], butterfly pattern and so on. This paper use Loop pattern, approxima‐
tion static subdivision pattern of split surface, this pattern can get a more smooth surface
than butterfly pattern. Loop pattern is offered by Charles Loop [13], the main idea is that
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insert a new point into each edge of each triangle and connect with each other, so get
four triangles from a triangle; then calculate the position of all vertex in the next subdi‐
vision. After several subdivision, the original surface divide into a limit surface and the
vertex are all on the limit surface.

Calculation of new point as follow:
New edge vertex (E-vertex): the two endpoint V0 and V1 of internal edge E, the two

adjacent triangles T1(V0, V1, V2) and T2(V0, V1, V3), then E-vertex as follow:

VE =
3
8
(
V0 + V1

)
+

1
8
(
V2 + V3

)
(5)

New vertex (V-vertex): the adjacent vertex of internal vertex V is V0, V1, V2, V3,…,
Vn−1, the n is the number of the adjacent edge of vertex V, then V-vertex as follow:

Vn =
(
1 − n𝛼n

)
V + 𝛼n

∑n−1

i=0
V2 (6)

𝛼n =
1
n

(
5
8
−
(3

8
+

1
4

cos 2𝜋
n

)2)
(7)

an is weights of the adjacent vertex, 1 − an is the weights of vertex V, when n is equal
to 3, an is equal to 3/16, when n is greater than 3, an is equal to 3/8n.

New vertex of boundary edge: the midpoint of two endpoints; new vertex of boun‐
dary vertex: the sum of three-eighths of adjacent vertex and three-fourths of itself.

In Fig. 4, (a) E-vertex, (b) V-vertex, (c) vertex of boundary edge, (d) boundary vertex.

Fig. 4. The algorithm of vertex calculation in Loop patterns.

The edge E will produce a E-vertex after one subdividing, and then subdivide the E-
vertex for three times will get the new vertex, we consider the sum of the distance
between new vertex and adjacent triangle as the cost of edge E.

3 The Result of Experiment

Figure 5(a) is original mesh model, 12004 edges, (b) and (c) are the simplified model
when the curvature value are 0.2 and 0.3 respectively. From the Fig. 5, we can see that
the model is not changed too much, the number of edge are 11280 and 8970. (d) and (e)
are the simplified model when curvature value is 0.04 and 0.05, in which the number of
edge is 5881 and 3409 respectively. We can see the shape feature of the ear, head, and
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feet of model is obvious, the ear and tail is very sharp, the contour of feet is prominent.
In the process of simplification, the place in which the shape feature is obvious not be
simplified basically. While the abdomen is simplified obviously because it is flat and
smooth, in the flat and smooth place, the curvature is small, so can be simplified, at the
same time, the algorithm can preserve the shape feature.

(a) Original model        (b) Simplified model 1           (c) Simplified model 1 
                         of this paper algorithm           of contrast algorithm 

(43044 edges)        (Curvature C =0.004,15953 edges)       (15953 edges) 

(d) Simplified model 2              (e) Simplified model 2 
             of this paper algorithm              of contrast algorithm 

(Curvature C =0.005 14641 edges)            (14641 edges) 

Fig. 6. Contrast experiment 2.

The following are the simplified example using this paper algorithm and butterfly
patterns algorithm based on the quadratic error. In Fig. 6, (a) is a cat model which have
43044 edges and 7340 vertex, (b) and (d) are simplified model of this paper algorithm,
(c) and (e) are simplified model of contrast algorithm, (b) and (c) have 15953 edges,
(d) and (e) have 14641 edges. From the result of experiment, we can see that this paper
algorithm can preserve the shape feature of the tail and back, while the contrast algorithm
do not preserve it, the tail grow sharp and the back grow coarse; the simplified model
of this paper algorithm have a little deformation on the back, but it preserve the shape
feature of original model overall, the contrast algorithm have a obvious deformation

(a) Original model (b) Curvature C=0.02 (c) Curvature C=0.03 
(12004 edges)             (11280 edges)               (8970 vertex) 

(d) Curvature C=0.04             (e) Curvature C=0.05 
(5881 edges) (3409 edges) 

Fig. 5. The result of experiment.
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when the edge reach a certain level. This is due to simplify the place where the curvature
is big and the shape feature is obvious.

4 Conclusions

This paper algorithm consider the vertex curvature as the simplified restrictions, only if
the two endpoints of the edge meet the restrictions, the edge can be simplified, so it can
preserve the original shape feature, and the error is smallest when we give priority in
collapsing the edge which the cost is smallest, what is more, the Loop sub-patterns can
ensure that the error between the cost of collapsed edge and original model is smallest
and get a best result.
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Abstract. Color perception always depends on subjective factors. When it
comes to a color design project, different designers will persist in different
opinions. Although, color designing tools are handy to access nowadays, it takes
long-term accumulation of color knowledge and abundant experiences of color
designing for designers to master color principles and strengthen color per-
ception. Based on objective color analyzing, this study established a visual-
ization system of color harmony theory of family order and its digital model, on
which a method of color designing was also developed. This method bridged the
gap between objective colors and subjective perception in virtue of
three-dimensional visualizing technology. This paper presented the color ana-
lyzing and designing toolkits of the project product. The color visualizing and
designing system not only accords with designer’s intelligence and experience,
but also proposes a new method for color analyzing and teaching.

Keywords: Objective color � Subjective color � Color space � Colors family
order � Visualization

1 Introduction

1.1 Color Space

People have experienced a long history of curiosity and researching for color vision.
Since Issac Newton refracted white light into a spectrum of colors as red, orange,
yellow, green, cyan, blue, purple with a prism and discovered the attributes of visible
lights in 1660s (Fig. 1), color exploring involved in science domain. From then on, J.H.
Lambert proposed the pyramid color map concept, P.O. Runge drafted the color sphere
then, a hemisphere by M.E. Chevreul, a cone by H. von Helmholtz and a slanted
double cone by A. Kirschmann as well as a symmetric color wheel by J.W. von
Goethe, colorists represented and analyzed color from linear wheel of hue to different
color space in three-dimension. Color analyzing theory was profoundly accomplished
via over 300 years’ research and accumulation.

Color space with three dimensions of attributes is commonly used for color rep-
resentation and analyzing nowadays. Usually, the attributes of dimensions follows in
hue, saturation, and value. There are several color spaces in common use:
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(1) Munsell color system is the first color space that specifies colors based on three
color dimensions: hue, value (lightness), and chroma (color purity). It is the only
well-rounded color space that is based on subtractive color mixing theory contrary
to the later color spaces based on additive lights color. It is still widely used in
color design and teaching today.

(2) CIE XYZ color space was created by the International Commission on Illumi-
nation (CIE) in 1931 (Fig. 2) [1, 3]. In this model, X, Y, and Z roughly mean hue,
luminance, and saturation. The data embodied the experimental color measure-
ment results of human vision between 1° to 4° standard observer. Later, CIE
released the CIE 1964, which is the 10° CIE standard observer.

(3) RGB color space, is a converted color model with three additive primary colors (R
for red, G for green, and B for blue). It is widely used in computer graphics (CG).
CIE RGB and CIE XYZ were both defined by CIE 1931 color space standard.

(4) Other color spaces like HSI color cylinder, HSV/HSL color space, L*a*b* color
space, etc., are mainly used in color management and design.

Fig. 1. Newton visible light spectrum (Color figure online)

Fig. 2. CIE 1931color space (Color figure online)
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1.2 Color Standard and Its Digitized Research

The famous enterprises in research and application of color are committed to color
digitized, such as American’s Munsell and Pantone, Germany’s RAL, Sweden’s NCS,
and Japan’s DIC, etc. They occupy the international market of color digital tools in art
design. The international color digital research mostly concentrated in the color
equipment manufacturing, especially in the fashion industry. Establishing color stan-
dards are viewed as great important, and seen it as an far-reaching information
resource, that will pay a remarkably strategic role in business competition.

Currently the most widely used color standards consists of: (1) Munsell color
system developed by the U.S. National Bureau of Standards, (2) The Natural Colour
System®© was published by Scandinavian Colour Institute AB, Sweden, and (3) RAL
(color space system) was published Imperial Commission for Delivery Terms and
Quality Assurance, German.

In early 1990s, a project on The Chinese Color System [4] conducted by Daheng
Wang et al. from Institute of psychology, China Academy of Sciences. The project
focusing on color visual experience of Chinese people established The theoretical
models of Chinese Color System and the Chinese Color System Sample Volumes.

Based on these studies, “CNCSCOLOR (China National Color System Color)
System for FASHION” [5, 6] was established by China Textile Information Center and
China Fashion Color Association in 2008. The system is designed as standard platform
and system tools in fashion color application, so that it helps enterprises to improve
service and management.

Meanwhile, progresses have already achieved in the research field of color digi-
talizing and visualization. Shigenobu’s color image scale was devised by the use of an
original color-projection technique, analysis of variance, cluster analysis, factor anal-
ysis, and the semantic differential method. It can be used for representing and evalu-
ating color images considering perceptual factors [7]. Yamazaki and Kondo introduced
a method of editing color schemes in Kansei scales, which adopted human perception,
e.g. “warm to cool,” “soft to hard,” and “natural to artificial”, to represent emotional
feeling [8]. Meier et al. developed a set of interactive color palette tools that provide
eight visualized methods for color mixing: palette browser, image and composition
tools, gradient mixer, dial-a-color tool, frequency visualizer, palette breeder, name IPT,
and grouper [9]. Hu et al. presented an interactive method for generating harmonious
color schemes in the visualized HSV/HSL color space, in which user can obtain
harmonious color schemes by simply sitting a few personal parameters [10].

2 Objective Color Analyses and the Presentation of Color
Order Relation

2.1 Image Analysis of Objective Color

In the process of product design, it is an important step for designers to determine the
color scheme, on which the core values is to establish a proper color system and
harmonious relationship. These skills dominated by subjective impressions are accu-
mulated and well-shaped in the long-term design experience for designers.
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In the example shown in Fig. 3, the system analyses a photo with a few colors in
order to access the basic structural relation of colors. By analyzing intuitively the colors
of the tulips in the photo, we found that the image is mainly composed of: light blue,
gold yellow, red and dark green .

In practice, however, if designers want to determine precisely the four colors and
use them in design, their works may show a more inflexible, because our vision is
vague and varies with the environmental impact of uncertainty distinguish colors.

By image analyzing, we found that the four colors presented in human vision are
composed of four similar color systems:

Light blue series

Gold yellow series

Red color series

Green color series

2.2 Ordering of Color

The sense of order about color is from nature. The perception of human vision to color
varies according to the distance between the color and the eye location. Shown in
Fig. 4, as the color block goes away from the eye, the color chroma becomes lower and
grayer until it vanishes. Therefore, a specific ordering in color space is created.

The ordering of color is to classify the color analyzed by image processing method
according to the color attributes of lightness, hue or chroma, to arrange them in some
ordered style, and to visualize the location of the colors in the cubic color space.

Fig. 3. Photo example for color analyses (Color figure online)
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3 Family of Color and Color Family Order

3.1 Family of Color

The concept of Family of Color was proposed by Professor J.P. Lenclos, a France color
scholars, to describe the characteristics of color harmony. Lenclos claimed that har-
mony of color likes kinship, having some kind of same identity of genes [11]. Harmony
gene among colors comes from the similar identity of colors (i.e. similar parameters of
lightness, hue or saturation), where color components having such characteristics can
be viewed as a color family. As shown in Fig. 5, the choice of color family members is
a sequence of color samples left by filtering in the same or very similar color photo
screening in accordance with certain rules.

For the same photo, the color family members also changes, accompanied by
changing the proximity in the image processing. With pie data analyzing, shown in
Fig. 5, it divides the colors, which share the same saturation, in five-element
classification-identity measurement, into categories of High Lightness, Mid Lightness
and Low Lightness respectively.

The data revealed in the pie chart represents the scaling relations that the proportion
of the pie for various elements in be determined by the same proximity and lightness.

The Exported Statistical Chart shows the color samples that share similar color
tendency and distributed in uniform steps.

From Table 1, the image proximity choice depends on designer’s sitting. By
reducing the image proximity, the objective colors from the source image are gradually

Fig. 5. 90 % proximity with the source image (Color figure online)

Fig. 4. Color varies as distance (Color figure online)
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changed into the subjective color families sequence. The objective color shown in
Fig. 4 gradually changes to the family color order system that match designers thinking
habits.

3.2 The Order of the Color Family

A coloring domain order exists in families of color. It makes the three-dimensional
distribution legible in the color solid space.

Figure 7 indicates that the source image with 90 % proximity in HSL color of
three-dimension. Figures 8 and 9 represent the different color distributions in RGB and
HSL color space in the same proximity of the source image. It is important to reveal the
inherent law of color system by studying the color family color order and analyzing the

Fig. 6. 70 % proximity with the source image (Color figure online)

Table 1. Families of color analysis table

Fig proximity The color families element sequence and the proportion of the pie chart Conclusion

6 90%

High Lightness 43.88% 30.75% 5.37% 14.63% 5.37% Closer to the 

source image

color
Mid Lightness 35.23% 35.23% 38.12% 2.02% 0.77%

Low Lightness 9.44% 30.23% 22.20% 24.85% 13.29%

7 70%

High Lightness 29.10% 50.94% 7.35% 5.88% 7.35% Deviating

Image color 

from the source
Mid Lightness 14.31% 22.0% 29.69% 29.54% 4.46%

Low Lightness 22.69% 19.33% 20.8% 11.53% 25.63%

High Lightness 19.72% 12.68% 30.99% 28.17% 8.45%

8 50% Mid Lightness 9.15% 19.01% 40.14% 30.28% 7.41% Subjective color

Low Lightness 17.65% 15.97% 10.92% 34.45% 7.53%
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color using habits of designers or painters. The theory of color family order provides
visualized ideas and methods for studying the color using experiences of artists.

The harmonious key colors can be accessed in the color space area along the
relation track. This track can be represented as the Harmonious Color Order Chain.
Essentially, the color order chain is the enveloped boundary line of the color distri-
bution area.

4 Design of the Color Family Order System

The color family order system (CFOS) consists of two sub-systems; (1) Color Family
Digitalization Basic System (CFDBS), (2) Color Family Order Analysis System
(CFOAS). Figure 10 describes the two connected sub-systems sharing the data base.

Fig. 7. 90 % degree of proximity with the source image color family order (Color figure online)

Fig. 8. Order chain in RGB color space about Fig. 6 (Color figure online)
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4.1 Design of Color Family Order Analysis System (CFOAS)

Figure 11 is the module diagram of CFOAS, which is constructed by adopting the
thinking habits of designers. The design is based on the color family order theory
introduced in Sects. 3.1 and 3.2, and the system is implemented with the support of
image processing, color analyses, color order, and color order visualization. The system
can be thought as a practical and efficient tool for color digital model.

4.2 Design of the CFDBS

In color management domain, there are widely applied color spaces like HSI color
cylinder, Lab color space, Munsell color system, HSV color cylinder and RGB color
cube space. The transforming algorithms among these color spaces consummated the
color family order theory. In the CFDBS, a standard color space is established with
OpenGL, performing quantizing control to chrom values. In the following we illustrate
the digitalized transforming model of the main color standards;

Fig. 9. Order chain in HSL color space about Fig. 6 (Color figure online)

CFDBSCFOAS

Color Database

System

Data 

Output

Image 

input

Color

Database

Product

Design

Fig. 10. The design diagram of CFOS
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(1) RGB color cube space construction

In RGB (r,g,b) color cube model (Fig. 12), a color can be represented as the
additivity ratio of red, green and blue. The common formats are: (1.0, 0.0, 0.0) digital
algorithm, percentage algorithm (100 %, 0 %, 0 %), RGB 8 bit component (255, 0, 0)
algorithm and 16 bit component algorithm.

(2) HSL color cube space construction

In our system, the HSL color space model is represented by h, s, and l, value to
define colors, in which h (hue) value is between 0 and 360, the value of s and l is
between 0 and 1, while in RGB space, (r, g, b), the value of r, g and b is between 0 and
1 (Fig. 13).

(1) Lab color cube space construction

Lab color space is designed to approach the human vision, which is described in L,
a, and b values. L component can be used to adjust brightness compare (Fig. 14). There
are two common Lab color cube spaces: L,a,b and L*a*b:

(a) L*a*b color space (CIELAB): L represents lightness, a and b represent opposite
dimension; −a is green value, +a is red value, −b is blue value, +b is yellow value.

(b) Hunter 1948 L, a, b color space [12, 13]: it was created by R. S. Hunter, the
components are L, a and b. It should be noted that in practice Lab is usually be
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Fig. 11. The process of the color design about CFOAS
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used to represent CIE 1976 (L*, a*, b*) color space with components in L*, a*
and b*.

The two schemes are mutually connected in color space, but with different meth-
ods; CIELAB employs cubic root calculation, while Hunter Lab employs square root
calculation [14].

(4) HSI color space construction

In HSI color space, color is described with Hue, Saturation, Chroma and Intensity
or Brightness (See Fig. 15). Human vision system usually adopts HSI color space [15],
which is more suitable than RGB color space for human’s vision attribute. In image
processing and visualization, many algorithms can be used in HSI color space.

Fig. 12. RGB color cube space (Color figure online)

Fig. 13. HSL color cube space (Color figure online)

Fig. 14. Lab color cube space (Color figure online)

170 J. Song et al.



(5) Munsell color cube space construction

Munsell color system, created by A. H. Munsell, is also one of the widely used
color standards (Fig. 16). In the digitalizing construction, since Munsell color system
and RGB color cube represents two separate systems for describing colors (material
color, light simulating color), transforming between the two color spaces remains
difficult.

In the CFDBS system, the modules can be used individually for color teaching or
color design (Fig. 17), or can be used jointly with the CFOAS (Fig. 18) by sharing
color data information.

As shown in Fig. 18, after the photo is loaded into the system, we can get the
masked picture which is in 80 % of proximity to the original photo. In the Color
Management toolbar, we can get color order link and color order distribution by
entering the toolbar Color Cube.

Fig. 15. HSI color cube space (Color figure online)

Fig. 16. Munsell color cube space (Color figure online)
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5 Implementation and Conclusion

The implemented system has been employed in teaching of color design at China
Academy of Art. The Color Design Professional Teaching Software implemented
based on our theory has won the China Color S&T Award in 2011/2012 from China
Fashion & Color Association. The Institute of Color in China Academy of Art has
applied the CFOS system in multiple projects for city color design in China [17, 18],

Fig. 17. The process of the city color design module of the CFDBS (Color figure online)

Fig. 18. Implementation results of the CFOAS (Color figure online)
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and excellent feedback has been obtained. The projects will be introduced in another
paper.

In summary, based on objective color analyzing, we present a visualization system
of the color harmony theory of family order and its digital model, on which a method of
color designing [18] is also developed. In addition, this paper presented a color ana-
lyzing and designing toolkits which can be used for city color design project and color
teaching. Experimental results illustrate the efficiency of our method.

Acknowledgements. This project is sponsored Philosophy and Social Science Planning Fund of
Zhejiang Province, under the grant The Study on Foundation and Application System of Digi-
talized Color Model in Art Design (No. 11XKGJ16).
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Abstract. Thanks to the exceptionally good properties, such as ergodicity,
pseudo-randomness, sensitivity to initial conditions and control parameters,
chaotic maps have been widely studied and applied to devise image shuffling,
encryption and watermarking schemes. In this paper, the chaotic nature of affine
transformation is studied. The affine transformation is then utilized to generate
pseudo-random number sequence and applied to shuffle the host image during
the preprocessing of watermarking. The watermarking is performed in the
spatial domain, where the watermark bits are also encrypted by the skew tent
map and then embedded in the shuffled host image. The proposed shuffling
scheme yields good scrambling effects compared with the conventional scheme.
The watermarked images are robust against various attacks, such as cropping,
JPEG compression, noise, etc.

Keywords: Affine transformation � Skew tent map � Chaotic map � Shuffling �
Watermarking

1 Introduction

Spurred by the fast developments of multimedia and network technology, digital
images, video, and audio have revolutionized in the way of largely stored, manipulated,
and transmitted over the Internet and wireless networks in the past decades. Creative
ways of storing, accessing and distributing data have generated lots of benefits into the
digital multimedia field. However, these benefits also bring with a serious effect on
copyright encroachment. Digital multimedia data can be replicated, edited easily and
spread openly through the Internet, which causes a serious problem that it is difficult

This work was co-supported by the NSFC Project (grant no:61163044) and the National Science and
technology of China (grant no: 2015BAK04B05), and the Project of Science and Technology
Committee of Beijing (Z141100001914035).
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even impossible to give proof of copyright once pirated. As a result, the copyright isn’t
protected legally, and the authors of digital multimedia may feel economically deprived
of their reputations by fake copies. To provide copyright protection of digital data, two
complementary techniques have been developed: encryption and watermarking [1–5].
Encryption can be used to protect digital data during the transmission process. How-
ever, after the receiver has received and decrypted the data, the original data is obtained
but is no longer protected. Watermarking is a compliment encryption by embedding a
secret imperceptible signal, a watermark, into the original data in such a way that it
always remains present. Digital watermarking provides an effective approach for
copyright protection and content authorization. The watermark is imperceptible usu-
ally, but it can be detected or extracted by specific algorithm, even after some
manipulations to the watermarked data. In contrast to encrypted data, watermarked data
can still be used while remaining protected. It does not necessarily prevent the copying
of digital data, but should rather identify the original data source, so that copyright
violations can at least be detected. The hidden signal travels with the data, which thus
remains “marked” and protected, until the intended receiver removes the watermark.

Since a watermark is used to prove ownership, there are several important issues in
the watermarking system including transparency, robustness, security and blindness.
Transparency is required so that a watermark may remain invisible in order to maintain
its secrecy. Transparency is also needed to prevent the visual distortion of an original
image to maintain the commercial value of the image. A watermarking technique is
referred to as blind if the original image and watermark are not needed during
extraction. The blindness is necessary if it is difficult for us to obtain the host image and
watermark. Indeed, both security and robustness are also important because the
watermark bits are expected to be irremovable and unperceivable. The watermark must
be able to effectively resist common image attacks, such as nosing, cropping, JPEG
compression, etc.

There are two methods of performing watermarking, one in spatial domain, and the
other in frequency domain. Each technique has its own advantage and disadvantage.
Watermarking in the spatial domain is easy to implement by embedding a watermark in
selected areas on the texture of the host image by changing the grey levels of some
pixels [6, 7]. The disadvantage of this kind of watermarking is that the inserted
information may be easily detected using computer analysis and the watermark cannot
effectively resist image processing attacks such as compression, noise, and filtering. In
order to enhance the robustness against malicious attacks, a variety of improved
watermarking schemes have been proposed recently, see for example, [8–11].
Regarding watermarking in the spatial domain, the common way is to perform pre-
processing to the host image and/or the watermark by some shuffling algorithms, which
makes the watermark more transparent, secure and strongly robust [12–14]. As an
approach of image encryption, digital image shuffling technique is a research emphasis
all through [2, 15–17]. It can be used directly in digital encryption, and can also be used
as the preprocessing and post processing to enhance the robustness of digital image
hiding and digital image watermarking. The shuffling technique has two advantages.
On one hand, it makes the watermark bits spread uniformly all over the host image.
Therefore, it can resist the attacks such as cropping, noise, compression effectively. On
the other hand, it can also enhance the security of watermarking schemes by setting the
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encryption keys. Only the authorized consumers know the secret keys to restore the
watermark and the original host image. Many researchers have been focusing on
security recently. The common way is design some secure shuffling schemes to per-
form the preprocessing in watermarking.

In this paper, an image shuffling scheme based on the ergodicity of affine trans-
formation is proposed and applied to shuffle the host image in the watermarking
preprocessing to enhance the security, the transparency and the watermarking robust-
ness against attacks. The watermarking is performed in the spatial domain, where the
watermark bits are first encrypted by the chaotic skew tent map and then embedded in
the shuffled host image. Such a performance spreads the watermark bits in the host
image more uniformly, and therefore increases the security and transparency of the
watermarking scheme. Experimental results show that the watermarked images are
robust against various attacks, such as cropping, JPEG compression, noising, etc.

The rest of the paper is organized as follows. In Sect. 2, affine transformation is
introduced and its chaotic nature is studied numerically. The pseudo-random numbers
generated by the affine transformation are then used to shuffle the host image in spatial
domain. The image shuffling scheme is presented in Sect. 3. The key sensitivity and
shuffling degree are performed to show that the proposed image shuffling scheme is
efficient. In Sect. 4, a watermarking scheme based on the shuffling preprocessing of
host image and watermark image encrypted by skew tent map is presented. In Sect. 5,
attacking tests are performed to show that the image watermarking scheme is robust
against attacks such as cropping, JPEG compression, noising.

2 2D Affine Transformation

The following 2D affine transformations are widely used to generate fractals [18]

Tðx; yÞ ¼ a 0
c d

� �
x
y

� �
þ e

f

� �
¼ A

x
y

� �
þ e

f

� �
: ð1Þ

From the dynamical system’s point of view, we can consider (1) as one discrete
dynamical system and study its long term dynamical behaviour. The dynamical system
of (1) may be written as

xkþ 1

ykþ 1

� �
¼ Tðxk; ykÞ; k ¼ 0; 1; 2; � � � : ð2Þ

In this paper we are interested in those ones whose orbits own chaotic nature, such
as ergodicity, pseudo-randomness, sensitivity to initial conditions and control param-
eters. In order to make the dynamical system (2) possess chaotic properties, the control
parameters a; b; c; d should be chosen appropriately. As a matter of fact, let the two
eigenvalues of matrix A be k1; k2, if the determinant is greater than 1, then at least one
of jk1j; jk2j should be greater than 1, and therefore the dynamical system (2) is
expanding at x and/or y direction. To make the dynamical system possess more chaotic
sense, we choose the control parameters satisfying jaj[ 1; jdj[ 1 and c; e; f

176 R. Ye et al.



arbitrarily, which make the dynamical system (2) expand in both x and y directions. In
order to confine the orbits to the unit square 0; 1½ � � 0; 1½ �, we add a modular function
to (2), that is,

xkþ 1

ykþ 1

� �
¼ A

xk
yk

� �
þ e

f

� �
mod 1; k ¼ 0; 1; 2; � � � : ð3Þ

The chaotic nature of (3) is demonstrated visually in Fig. 1, where the initial control
parameters and initial conditions are set as follows.

a ¼ 2:16; c ¼ 2:31; d ¼ 3:76;

e ¼ 0:35; f ¼ 0:51; x0 ¼ 0:46; y0 ¼ 0:63:

A typical orbit of z0 ¼ ðx0; y0Þ derived from the dynamical system is
fzk ¼ Tkðz0Þ; k ¼ 0; 1; � � �g, which is shown in Fig. 1(a). The orbit shall fill the unit
square 0; 1½ � � 0; 1½ � if the orbit evolves infinity, which indicates that the system is
chaotic. The control parameters and the initial conditions can be regarded as encryption
keys as the system is used to design image shuffling schemes. There also exist some
good dynamical features, such as desirable auto-correlation and cross-correlation fea-
tures indicating pseudo-randomness. The iterated trajectory is used to calculate the
correlation coefficients, which are shown in Fig. 1(b)-(c) respectively.

Fig. 1. (a) The chaotic orbit with 6000 points; (b) The auto-correlation of sequence fykg;
(c) The cross-correlation between fxkg and fykg
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3 Application of Affine Transformation in Image Shuffling

The ergodic property of chaotic system (3) means that for almost the initial values
ðx0; y0Þ, one can get chaotic orbits of (3) filling the unit square, which implies that a
sufficient long orbit will fill the square. For any pixel position ði; jÞ 2 ½0;M � 1��
½0;N � 1�, there exists ðxk; ykÞ 2 ½0; 1� � ½0; 1� approximating ði=M; j=NÞ. This ergodic
property can be used to get an order number for every point ði=M; j=NÞ, i ¼ 0; � � � ;
M � 1; j ¼ 0; � � � ;N � 1. The obtained order number for pixel ði; jÞ, namely k, can be
applied to change the pixel position ði; jÞ to the new position ð½k=N�, modðk;NÞÞ, where
½x� refers to the largest integer not larger than x and modðk;NÞ is k � N � ½k=N�. If the
same procedure is employed to all the pixels, one will get a shuffled digital image at
last. The shuffled image owns a better shuffling result than that by conventional affine
transformation shuffling method. Another advantage for this kind of schemes is that it
owns more secret keys, that is the initial position ðx0; y0Þ. From the security point of
view, the proposed scheme in this paper is superior. Suppose that the original image is
A with size M � N and the shuffled image is B with the same size. The proposed
shuffling scheme is outlined as follows.

Step 1. Set the values of x0; y0,a; c; d; e; f , T ; IterM.
Step 2. Iterate (3) with initial condition ðx0; y0Þ by T rounds to discard the tran-

sitional part of the orbit fðxn; ynÞ : n ¼ 0; � � � ; Tg.
Step 3. Set one index matrix to be zero matrix with size M � N, and k ¼ 0. Do the

following loop.

Step 4. If there are pixels not ergodic, i.e., there are some elements in index matrix
are still zero after Step 3, then do the following loop.
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We note that one can get the order numbers for all the pixel positions theoretically
as long as the orbit is long enough. In practice, in order to save the computational time
and the storage space, one can’t get the order numbers for all the pixel positions. If
there are pixel positions not ergodic, they can be put in the remainder part in the
shuffled image orderly, that is what we show in Step 4. The experimental results are
shown in Fig. 2(a), where we set ðx0; y0Þ = (0.46, 0.63), a = 5.16, b = 0, c = 2.31,
d = 3.76, e = 0.35, f = 0.51, IterM = 300000, T = 30 and apply the scheme one
round. We discard the transitional part of the orbit fðxn; ynÞ : n ¼ 0; � � � ; Tg to get an
orbit with more sensitivity to initial conditions and control parameters. One can observe
that the shuffling effect is pretty good compared with the shuffled image performed by
the traditional scheme proposed in [19], see Fig. 2(b) for shuffling image performed by
the traditional shuffling scheme.

It is well known that a good encryption algorithm should be sensitive to the cipher
keys. In order to test the sensitivity of the cipher keys, namely, x0; a; e, some experiments
are performed. In Fig. 3(a), we set x0 ¼ 0:46þ 10�16 and the other keys unchanged and
apply the scheme one round. The difference between Figs. 2(b) and 3(a) is 99.34 %. In
Fig. 3(b), we set a ¼ 5:16þ 10�15 and the other keys unchanged and perform the
scheme one round. There is a difference of 99.28 % between Figs. 2(b) and 3(b).

(a)  original image Lena

(b) shuffling scheme propsed here (c) traditional shuffling scheme 

Fig. 2. Shuffling result
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In Fig. 3(c), we set e ¼ 0:35þ 10�16 and the other keys unchanged. The difference
between Figs. 2(b) and 3(c) is 99.27 % and the difference image is shown in Fig. 3(d).
The obtained results imply that shuffling scheme is sensitive to the all the keys. The
proposed shuffling scheme has a better disordering effect compared with the traditional
shuffling scheme.

Shuffling degree is another numeric index to evaluate shuffling schemes [12]. For
one digital image P sized H �W , We first compute the gray difference between pixel
ði; jÞ and its four neighboring pixels by

GDði; jÞ ¼ 1
4

X
i0;j0

½Pði; jÞ � Pði0; j0Þ�2;

whereði0; j0Þ ¼ fði� 1; jÞ; ðiþ 1; jÞ; ði; j� 1Þ; ði; jþ 1Þg:

Calculate all GDði; jÞ for the whole image except those pixels at four sides and take
the mean

(a) (b)

(c) (d)

Fig. 3. Sensitivity test for the shuffling scheme
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EðGDÞ ¼

PH�1

i¼2

PW�1

j¼2
GDði; jÞ

ðH � 2Þ � ðW � 2Þ :

Let EðGDÞ;E0 ðGDÞ be the mean gray differences of the original image and the
shuffled image respectively. The shuffling degree is defined as follows.

GDD ¼ E0ðGDÞ � EðGDÞ
E0ðGDÞþEðGDÞ ð4Þ

The value of GDD lies in [-1,1]. We note that if GDD is more near 1, the better
shuffling effect is obtained. The conventional shuffling scheme proposed by [19] and
the proposed shuffling scheme in this paper are compared at the same iteration round.
The shuffling degree calculated by Fig. 2(a) and (b) is 0.9170. The shuffling degree
yielded by Fig. 2(a) and (c) is 0.8744. From the result, one can conclude that the
proposed scheme is superior in shuffling effect.

4 Watermarking Scheme

An image watermarking scheme is proposed in this section. We first use the shuffling
scheme proposed in Sect. 3 to shuffle the host image and then imbed the watermark bits
in the shuffled host image. The watermark image can be detected or extracted easily.
The watermark embedding scheme is proposed as follows.

Step 1. Apply the shuffling scheme to shuffle the original host image A sized
M � N, we get a shuffled host image B.

Step 2. Iterate the skew tent map with control parameter p ¼ 0:29 for L ¼ W � H
times to get the orbit fv1; � � � ; vLg of initial conditions v0 ¼ 0:36:

vnþ 1 ¼ f ðvnÞ ¼
v=p; if v 2 ½0; p�;

ð1� vÞ=ð1� pÞ; if v 2 ðp; 1�:

(

Step 3. Sort fv1; � � � ; vLg to get the new set fv1; � � � ; vLg and the index set
fi1; � � � ; iLg such that vn ¼ vin ; n ¼ 1; � � � ; L. Reshape the original watermark W to be a
vector V with length L. Then set V1ðkÞ ¼ VðikÞ; k ¼ 1; � � � ; L. Reshape V1 to be a 2D
matrix, that is the encrypted watermark W1.

Step 4. Take the left-top part B1 of the shuffled image B with the same sizes as those
of W :
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B1 ¼ fBði; jÞj0� i\W � 1; 0� j\H � 1g:

The following formula is applied to imbed the watermark image into B1:

Bs ¼ ð1� tÞW1 þ tB1; t 2 ð0; 1Þ:

Step 5. Put Bs back to the left-top part of B and apply the inverse shuffling scheme
to get an image Aw imbedded watermark.

We note that t 2 ð0; 1Þ should be chosen suitably in the imbedding scheme. If t is
too small, the quality of the watermarked image will be influenced. If t is too large, the
information of the watermark image becomes weak and it is difficult to extract the
watermark image. The extraction scheme is just the inverse of the imbedding scheme
and is easy to work. Figure 4 shows the image imbedded watermark with t = 0.9, the
watermark image and the extracted watermark image.

5 Attacking Tests

In this section, experiments are performed to test the robustness of the proposed
watermarking scheme. Attacks in the experiments are cropping, salt and pepper
noising, Gaussian noising, speckle noising, JPEG compression, etc. Experimental
results show the proposed scheme is robust against the mentioned kinds of attacks.

(a) Watermarked Lena image

(b) Original watermark (c) Extracted watermark

Fig. 4. The watermarking results
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All the attacking tests are applied to the watermarked image performed with those keys
set in the shuffling scheme in Sect. 3 and those set in the watermarking scheme. The
experimental results are shown in Fig. 5.

(a) Cropping attack with cut-off 128X128 at the left-top corner 
 

(b) Cropping attack with cut-off 128X256 at the top half 
 

(c) Salt & pepper noising attack with density 0.1 

Fig. 5. Results of attacking tests
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(d) JPEG compression attack with quality 50

(e) Daubing attack 

(f) Gaussian  noising attack with mean 0 and variance 0.005

Fig. 5. (continued)
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Abstract. Emergency detection is of significant value in preventing damages to
power systems and even saving lives by alerting anomalous behaviors of
electronic devices. However, existing works only identify manually encoded
events or patterns on power supply and thus consume huge amount of man-
power and cannot deal with undefined emergency. In this paper, we propose a
novel method 3D-LRT (Three Dimensional Likelihood Ratio Test) to detect
emergency in large scale power system. To the best of our knowledge, this is the
first work that leverages spatiotemporal behavior characteristics to identify
anomalous patterns in power system. For scalability of large scale power sys-
tems, we further optimize our 3D-LRT using pruning and parallelization
methods to save time overhead. We conduct experiments on real-world synthetic
data sets. The results demonstrate that our 3D-LRT method is both effective and
efficient.

Keywords: Data mining � Anomaly detection � Power grid data � LRT �
Optimization method

1 Introduction

Power system is prone to frequent faults, which may occur in any of its components,
such as electric distribution network, transmission network and so on [1]. It is well
known that faults can destabilize the entire system and cause injuries to personnel.
Detection of faults is therefore of paramount importance from economic and opera-
tional viewpoints.

In this paper, we apply a statistical approach on a great quantity of power data,
which are explored to extract the electrical anomaly pattern in power system. We know
that an area can be plied by thousands of electrical monitoring equipments twenty four
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hours per day. Most of these equipments remain their position unchanged and record
data over time, so that spatiotemporal coordinates of power data are available. If an
area accessible to electricity is partitioned into a grid, then the cell data will settle into a
pattern and vary periodically. For example, in residential areas, the power consumption
is higher from seven to eleven in the evening than other time periods. Thus, at a given
time, we can estimate cell data in the grid, such as active power and reactive power.
Occasionally, if the cell data is far departure from its periodical behavior, then some
unforeseen events like an earthquake or a power failure may be happening.

Our objective is to discover regions and time intervals which have the greatest
statistically significant imparity from their expected behavior. Once such regions and
time intervals are recognized then experts can identify events which may induce
unexpected disasters. This, in turn, can help make provisions to deal with electrical
behaviors in the future.

So, what’s the problem? (1) Most of the statistical anomaly detecting methods
base on purely space data, without considering the time dimension; (2) Even when the
time dimension is considered, most of existing works on spatiotemporal anomaly
detection are simply used for some fixed statistical models that can only detect some
dramatically increasing or decreasing regions and cannot let users customize the data
model according to actual conditions; (3) Conventional statistical anomaly detection
methods still have such high time and space complexity that is not applicable to today’s
massive power data.

In an article of particular relevance to our work, the LRT framework [2] states the
LRT computation steps in spatial grid and develops methods to prune rectangles to
avoid computing their associated LRT statistics. In this paper, we propose the 3D-LRT
method inspired by Wu et al. [2] to detect anomalous electrical patterns. More
specifically, the contributions are:

• We propose a general and efficient method named 3D-LRT for spatiotemporal
anomaly detection in power system.

• We propose two methods to optimize the performance of 3D-LRT.
• We carry out experiments on the 3D-LRT method whereby several methods are

compared and we verify the accuracy, pruning rate and performance of the opti-
mization methods on large-scale real-world data sets.

The rest of this paper is organized as follow. Section 2 reviews related work.
Section 3 proposes our 3D-LRT method. Section 4 illustrates our optimization meth-
ods of 3D-LRT. Section 5 shows the experiments and case studies. Section 6 ends the
paper with some conclusions.

2 Related Work

2.1 Classification and Faults Detection in Power System

Faults detection and management has been a long-standing problem in power distri-
bution networks. As our society is becoming increasingly dependent on electric power,
the economic and societal cost due to loss of loads caused by distribution faults is severe.
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To avoid the problem, many experts and scholars have proposed various anomaly
data mining technology for power system. These methods are summarized as follows:
expert system, artificial neural network, Petri network optimization method, rough set
theory, fuzzy set theory, multi-agent system (MAS).

Expert systems have been proposed to identify, classify and diagnose power system
events within a limited number of events [3]. If too many event types or features are to
be analyzed, the expert system would become excessively complicated and thus
increase the risk of losing selectivity. Another drawback is that expert systems are not
always portable due to the settings that they depend mostly on the designer or operator
for a particular set of events. ANNs have been applied for power system security,
optimal static VAR compensation (SVC) [4], SMs [5], and power factor compensations
[6]. One of the powerful tools for modeling parallel processing is Petri net [7]. There
have been some proposed model-based systems that use Petri net or colored-and-timed
Petri net for faster inference [8]. A multi-agent system (MAS), consisting of multiple
distributed intelligent agents [9], is one of the promising approaches in order to deal
with power system restoration tasks.

2.2 Anomaly Detection Methods

Anomaly detection has wide application prospect in power systems, such as detecting
credit card fraud and network intrusion. Therefore, it has gained extensive attention
from data mining, machine learning and statistics related fields. Anomaly detection
methods can be broadly classified as: distance-based, classification-based,
statistic-based, cluster-based and so on. In the paper [10], authors present some
high-level overview and summary of anomaly detection methods and techniques.

In this paper, we focus on the statistic-based approach to detect spatiotemporal
anomaly. In the domain of spatiotemporal applications, most statistical anomaly
detection approaches proposed so far are purely about spatial searching [11]. Wu et al.
[2] proposes a generic framework called LRT (Likelihood Ratio Test, LRT) for any
underlying statistics model. It uses the classic likelihood ratio test statistic as a scoring
function to evaluate the “anomalousness” of a given spatial region with respect to the
rest of the spatial region. Moreover, a generic pruning strategy was proposed to greatly
reduce the number of likelihood ratio tests. However, it is used only for spatial data
without considering the temporal property. Although some of existing works take time
aspect into consideration, they are simply applicable for some fixed statistical models,
such as the LRT-based spatial and space-time scan statistic (SSS) framework [12].
Such models were originally designed for Poisson and Bernoulli distribution, but now
many different variations of ordinal, exponential and normal distributions [13] have
been implemented in many softwares such as SaTScan [14], which cannot be handled
by existing works.

In this paper, we propose the 3D-LRT method to detect anomalies of 3D spa-
tiotemporal data. Furthermore, we present the optimized methods to reduce the com-
putation overhead of 3D-LRT.
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3 The 3D-LRT Statistical Method

3D-LRT is a generic anomaly detection method based on likelihood ratio test for 3D
spatio-temporal data. Our generic 3D-LRT method generalizes the set of statistical
models that can be used for searching spatiotemporal anomalies. The core idea using
LRT to find spatiotemporal anomalies is to test how many times more likely the
spatiotemporal data under normal status than anomaly status.

The procedure of applying 3D-LRT to detect anomaly is as follows:
(1) Model the research object and define the likelihood function
When using likelihood ratio test to detect anomaly, the first thing that a user must

do is to postulate an appropriate stochastic model to describe the data generating
process within each spatiotemporal cell. The stochastic model for a spatiotemporal cell
c is characterized by a probability density function (PDF), denoted by f Xc hcjð Þ.

Suppose that there is a sample XR ¼ c1; c2; . . .; cnf g of n independent and identi-
cally distributed observations in a spatiotemporal region R. For an IID sample, the joint
density function is

f c1; c2; . . .cn hRjð Þ ¼ f c1 hRjð Þ � f c2 hRjð Þ � � � � � f cn hRjð Þ

Then the likelihood of region R is:

L hR XRjð Þ ¼ f XR hRjð Þ ¼
Yn
i¼1

f ci hRjð Þ

(2) Specify two competing hypotheses and define the test set
Informally, given a test area R, the two competing hypotheses take the form:
H0: assumes that the process generating data of the cells inside R is not substantially

different from the process generating data of the cells outside R.
H1: assumes that the process generating data of the cells inside R is substantially

different from the process generating data of the cells outside R.
The process generating the data is modeled via PDF, so the hypotheses are

equivalent to determining whether the parameters to the process differ within and
without R. So we should define the parameters in PDF that are tested to see whether
they are same within a region R and outside region R. These parameters form the test
set and are denoted by TP (Test Parameters, TP).

Example. We assume the data in power system obeys normal distribution, so the
PDF for given cell c:

f Xc hcjð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p e�
Xc�lð Þ2
2r2

The test set is

TP ¼ r; lf g
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In this case, the two competing hypotheses become:
H0: 8h 2 TP, hR ¼ h�R.
H1: 9h 2 TP, hR 6¼ h�R, where �R denoted the area outside R.
(3) Use the maximum likelihood estimation method to estimate parameters
The likelihood ratio defined as follows:

K xð Þ ¼ sup L h xjð Þ H0jf g
sup L h xjð Þ Hjf g

In order to construct functions that obey the Chi-square distribution, we define the
likelihood ratio of region R:

D Rð Þ ¼ �2 log K XRð Þð Þ

So,

D Rð Þ ¼ �2 log sup L h xRjð Þ H0jf gþ 2 log sup L h xj R

� �
Hj� �� �� �

Calculating sup L h XRjð Þ H0jf g is equivalent to maximize L hR XRjð Þ H0j , the maxi-
mization is done under the constraint that for every two cells c1 and c2 in grid G, and
for every test parameter tp, tpc1 ¼ tpc2. Then,

L h XRjð Þ H0 ¼ L hR XRjð Þj ¼ L hG XGjð Þ

Similarly, calculating sup L h Xjð Þ Hjf g is equivalent to maximize L h Xjð Þ Hj , where
H represents the complete parameter space. We should consider XR and X�R and
compute their likelihood respectively. We choose the values in hR and h�R that maxi-
mize the entire grid´s likelihood. So,

L h xjð Þ H ¼ L hR Xj R

� ��� � L h�R Xj �R

� �
In statistics, maximum likelihood estimation (MLE) is a method of estimating the

parameters of a statistical model. The procedure to perform MLE in the null parameter
space for an region R is denoted by hG ¼ MLE0 f Rð Þð Þ; the procedure to perform MLE
in the complete parameter space for an region R is denoted by MLE1 R; f Gð Þð Þ.

Example. Based on the maximum likelihood method, the MLE of region R is:

chR ¼ clR ;dr2R� 	
¼ �xR;

X
ci2R

xci � �xRð Þ2
.
n

 !

(4) Calculate 3D-LRT score and output top-k anomalous regions
After getting the parameter values using MLE, we calculate the likelihood ratio test

for each region R in the whole spatiotemporal space G as follow:
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D Rð Þ ¼ �2 log L hG XGjð Þþ 2 log L hR XRjð Þþ 2 log L h�R X�Rjð Þ

Here, hG ¼ MLE0 f Gð Þð Þ, hR; h�Rð Þ ¼ MLE1 R; f Gð Þð Þ.
We can get likelihood ratio test values of all the sub-regions. The greater D(R), the

anomalousness of region R is more obvious. We can sort D(R) for all sub-regions, or
set a threshold using the Chi-square distribution combined with the confidence level, to
get top-k regions that are the most significantly anomalous. We present the formal
process of 3D-LRT in Algorithm 1.

The 3D-LRT is quite general that it virtually works with any underlying
spatio-temporal statistical model and only needs a few distribution functions to be
instantiated. To improve the generalization and applicability of 3D-LRT, we propose
the optimized method of 3D-LRT in Sect. 4 to reduce the time overhead and compute
cost.

4 Optimization Methods of 3D-LRT

It is expensive to compute the likelihood ratio for each region. Besides, the time
complexity to enumerate all sub-regions is O n4 � t2ð Þ. It is time-consuming to enu-
merate all sub-regions and compute likelihood ratio for each sub-region. We present
two methods to optimize 3D-LRT. One method which reduces the times of computing
likelihood ration named BP-3D-LRT, the other method which enumerates all
sub-regions in parallel using multi-threads named MT-PRLL-3D-LRT. This paper
introduces these two detail methods in Subsects. 4.1 and 4.2.

4.1 Optimization Method Based on Block Pruning

The core idea of BP-3D-LRT is to avoid computing the likelihood ratio of sub-region
which can’t contribute to the final result. Before computing the likelihood ratio test of
region R, BP-3D-LRT accesses the upper bound of its likelihood ratio, if the upper
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bound does not exceed the anomaly threshold, region R and its sub-regions are not
accessed.

At each iteration of 3D-LRT in Algorithm 1, it is easy to handle MLE0 f Gð Þð Þ, since
the value is the same no matter which region R represents. So we only need to compute
MLE0 f Gð Þð Þ once and reuse the value for every iteration. However, it is more difficult
to get the value of MLE1 R; f Gð Þð Þ. Fortunately, we can get the upper bound of
L hR XRjð Þ and L h�R X�Rjð Þ.

According to the formula in paper Wu et al. [2], we can get L hR XRjð Þ�
L h0R1 XR1j� �� L h0R2 XR2j� �

.
Here,

hR ¼ MLE1 R; f Gð Þð Þ; h0R1 ¼ MLE0 f R1ð Þð Þ; h0R2 ¼ MLE0 f R2ð Þð Þ;R ¼ R1
S
R2.

So, we can tile R to several sub-regions and get the upper bound of L hR XRjð Þ.
Similarly, tile R can get the upper bound of L h�R X�Rjð Þ. This paper presents the detail
process to tile region R and R as following.

Tiling region R: In BP-3D-LRT, we get the n� n� t 3D grid from time dimension
and divide it into some ni � nj � t 3D sub-grids. We recursively split the ni � nj � t 3D
sub-grid block into two sub-blocks of the same size and calculate their MLE0 value
respectively. Figure 1 shows an example of the block pruning approach. Algorithm 2
shows the divide-and-conquer method in detail and return the upper bound of
L hR XRjð Þ. This method always tiles R with the largest possible rectangle to guarantees
the smallest number of tiles.

Tiling region �R: Now we turn our attention to the tiling methods for �R in parallel
using block pruning. Figure 2(a) and (b) show region �R can be regarded as solid time
block and hollow time block. The former, composed by upside Ru and downside Rd,

Fig. 1. Tiling region R based on block pruning
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can use the block’s whole 2D grids’ likelihood. The latter, can be cut into four parts:R1,
R2, R3 R4, which is illustrated in Fig. 2(c).

Then, L hR XRjð Þ is bounded by:

L h�R X�Rjð Þ� L h0RU Xj RU

� �� L h0
Rd

Xj Rd

� 	
� L h0R1 Xj R1

� 	
� L h0R2 Xj R2

� 	
� L h0R3 Xj R3

� 	
� L h0R4 Xj R4

� 	

4.2 Multi-threaded Parallel Method

MT-PRLL-3D-LRT divides the n� n� t 3D spatiotemporal grid to smaller 3D blocks.
For each small 3D block Ri, we regard it as a whole, as illustrated in Fig. 3. We
distribute each 3D sub-grid Ri to a thread and calculate each block in parallel.

For a region Rij in Ri, we use the following formula to get its likelihood:

D Rij
� � ¼ �2 log L hG XGjð Þþ 2 log L hRij

� �þ 2 log L hRij Xj Rij

� 	

Fig. 2. Tiling region R using block pruning

Fig. 3. Parallelization method of dividing 3D grid
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When we finish calculating each sub-grid Ri, we can merge all output anomalies of
each sub-grid and get the global top-k ones. Or, we can apply this parallel method
recursively. It should be noted that this method cannot detect regions which across
different sub-grids. If, in practice, we need to get more fine-grained anomalies, we can
first filter out normal regions using the 3D-LRT score, and then handle the possibly
anomalous regions to obtain all anomalies.

We propose a general 3D-LRT method (NV-3D-LRT) and two optimized methods
(BP-3D-LRT and MT-PRLL-3D-LRT) of 3D-LRT. The procedure and summarization
of all above-mentioned methods is described in Fig. 4. The effective and efficient of our
methods are proved in Sect. 5.

5 Experiments

This paper presents synthetic data based on Poisson distribution to evaluate the
effective and efficient of 3D-LRT. All experiments are finished on a server with 16
physical Intel Xeon E5-2670 dual-core CPU, 252 GB RAM. The Operating System on
this server is Linux 2.6.32-431.el6.x86. The prototype is implemented by C language.
The experimental setup and results are shown as follows.

Experimental Setup. For each cell c in the n� n� t 3D grid, we generate a
population size bc uniformly by a normal distribution. Then the number of “successes”
kc in the cell is generated by sampling from a P bcpð Þ random variable of success rate
p. Given a test region R, we denote the “success” rate within R as p and within R as q.
The test parameter is p, while the null hypothesis assumes that p ¼ q and the alternative
hypothesis assumes that p 6¼ q. The different parameter values of PDF are outlined in
Table 1.

Fig. 4. The procedure and summarization of all mentioned 3D-LRT methods
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Since the complete parameter space has only one more dimension than the null
parameter space, the null distribution obeys Chi-squared with one degree of freedom.
For our tests, we run the experiments on our 3D-LRT methods: NV-3D-LRT,
BP-3D-LRT and MT-PRLL-3D-LRT. For each method, we run 50 trials on grids size
from 4 × 4 × 4 to 64 × 64 × 64. We record the pruning rate (the number of regions
pruned/the number of all anomalous regions), and check if there are false alarms. Our
initial cutoff value for pruning is chosen to correspond to an overall false positive rate
of 5 %. In all tests, we seek the top sub-region.

Experimental results and analysis.

1. Test of accuracy. The results of the four 3D-LRT methods are the same, so we give
the results all together in Table 2.

2. Test of pruning rate. The average pruning rate of BP-3D-LRT on 4 scenarios are in
Table 3.

3. Test of performance.
(a) When the size of the 3D Grid is like n × n × n, the performance comparison of

NV-3D-LRT, BP-3D-LRT and MT-PRLL-3D-LRT is shown in Fig. 5(a).
(b) Test the performance of MT-PRLL-3D-LRT. When n is 1000, 10000, 100000 and

the number of threads is 2, 4, 8, 16, 32, 64, the performance of MT-PRLL-3D-LRT
is shown in Fig. 5(b). It can be seen that the running time decreases dramatically as
the number of threads increases.

Table 1. The parameter values of PDF

Scenario Hypothesis μ δ Data distribution Success rate pc
Scenario 1 H0 holds true 1 × 104 1 × 103 Uniform 0.001
Scenario 2 H0 holds true 1 × 105 1 × 103 Uniform 0.001
Scenario 3 H1 holds true 1 × 104 1 × 103 Nonuniform 0.003
Scenario 4 H1 holds true 1 × 104 1 × 103 Nonuniform 0.01

Table 2. The accuracy of 3D-LRT methods

4 × 4 × 4 8 × 8 × 8 16 × 16 × 16 32 × 32 × 32 64 × 64 × 64

Scenario 1 No false alarm No false alarm No false alarm No false alarm No false alarm
Scenario 2 No false alarm No false alarm No false alarm No false alarm No false alarm
Scenario 3 100 % 100 % 100 % 100 % 100 %
Scenario 4 100 % 100 % 100 % 100 % 100 %

Table 3. The pruning rate of BP-3D-LRT

4 × 4 × 4 8 × 8 × 8 16 × 16 × 16 32 × 32 × 32 64 × 64 × 64

BP-DP-3D-LRT 99.9268 % 99.9958 % 99.9996 % 100 % 100 %
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Discussion

1. Accuracy. With an overall confidence score of 0.05, our 3D-LRT did not make any
false alarms in tests where the null hypothesis held. The occurrence of false alarms
may result from our application of a conservative Poisson distribution. Furthermore,
in both the “subtly anomalous” and “extremely anomalous” cases, our 3D-LRT had
100 % detection accuracy.

2. Pruning rate. In general, the results show that our pruning methods have good
effect. The larger the data size is, the more effective our pruning methods are,
because under such circumstance most of the regions are normal. When the number
of cells is close to 32 × 32 × 32, the pruning rate almost reached 100 %.

3. Performance. The running time of NV-3D-LRT is up to two hours when tested on
32 × 32 × 32 3D grid. The performance of NV-3D-LRT declines rapidly as n
increase. The performance of two optimized methods DP-3D-LRT and MT-PRLL-
3D-LRT improves significantly compared with NV-3D-LRT. By comparing the

Fig. 5. Performance of 3D-LRT methods
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performance of BP-3D-LRT and MT-PRLL-3D-LRT, we can see that on
n × n × n 3D grid, MT-PRLL-3D-LRT is 3 to 20 times faster than BP-3D-LRT.

These results show that the performance gain of MT-PRLL-3D-LRT is very
impressive. The performance of MT-PRLL-3D-LRT is proportional to the number of
threads when the number of threads is within the range from 2 to 256, which is because
MT-PRLL-3D-LRT has very little data competition. MT-PRLL-3D-LRT is suitable for
small and medium data sets and its output is identical to that of DP-3D-LRT.

Above all, our methods of 3D-LRT are effective and efficient.

6 Conclusions

In this paper, we divide the power system with time dimension into an n × n×t3D grid
and put forward some methods to solve the problem of spatiotemporal anomaly
detection. We propose the 3D-LRT and its optimization methods: the pruning strategies
can minimize computation times of handling sub-regions; the multi-threaded paral-
lelization of 3D-LRT can be used to deal with massive spatiotemporal data. Experi-
ments on synthetic data and real-life applications show that our methods are tenable
and effective.

References

1. Keegan, K.: Power system fault detection using the discrete wavelet transform and artificial
neural networks (2014)

2. Wu, M., Song, X., Jermaine, C., Ranka, S., Gums, J.: A LRT framework for fast spatial
anomaly detection. In: Proceedings of the 15th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining (KDD 2009), pp. 887–896 (2009)

3. Reaz, M., Choong, F., Sulaiman, M., Yasin, F., Kamada, M.: Expert system for power
quality disturbance classifier. IEEE Trans. Power Deliv. 22(3), 1979–1988 (2007)

4. Moghavvemi, M., Yang, S.S.: ANN application techniques for power system stability
estimation. Electr. Mach. Power Syst. 28(2), 167–178 (2000)

5. Senjyu, T., Shingaki, T., Uezato, K.: A novel high efficiency drive strategy for synchronous
reluctance motors considering stator iron loss in transient conditions. In: Proceedings of the
IEEE 32nd Annual Power Electronics Specialists Conference, PESC, vol. 3, pp. 1689–1694
(2001)

6. Sagiroglu, S., Colak, I., Bayindir, R.: Power factor correction technique based on artificial
neural networks. Energy Convers. Manag. 47(18–19), 3204–3215 (2006)

7. Murata, T.: Petri nets: properties, analysis and applications. Proc. IEEE 77(4), 541–580
(1989)

8. Lo, K.L., Ng, H.S., Trecat, J.: Power System fault diagnosis using Petri nets. IEE Proc.
Gener. Transm. Distrib. 144(3), 231–236 (1997)

9. Khamphanchai, W., Pipattanasomporn, M, Rahman, S.: A multi-agent system for restoration
of an electric power distribution network with local generation. In: 2012 IEEE Power and
Energy Society General Meeting, pp. 1–8. IEEE (2012)

198 W. Sheng et al.



10. Chandola, V., Banerjee, A., Kumar, V.: Anomaly detection: a survey. ACM Comput. Surv.
41, 1–58 (2009)

11. Ng, R., Clarans, J.H.: A method for clustering objects for spatial data mining. IEEE Trans.
Knowl. Data Eng. 14, 1003–1016 (2002)

12. Neill, D.B., Moore, A.W., Sabhnani, M., Daniel, K.: Detection of emerging space time
clusters. In: Proceedings of the 11th ACM SIGKDD International Conference on
Knowledge Discovery in Data Mining (KDD 2005), pp. 218–227 (2005)

13. Jung, I., Kulldorff, M., Richard, O.: A spatial scan statistic for multinomial data. Stat. Med.
29(18), 1910–1918 (2010)

14. http://www.satscan.org (2008)

A Novel Emergency Detection Approach Leveraging Spatiotemporal Behavior 199

http://www.satscan.org


Computer Assisted Chinese Birthday Couplets Generation
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Abstract. We propose a method of generating birthday couplets fitting to gender,
age and birthday time. The work of this paper are as follows: Using memory
mapping file to load large number of files which can significantly reduce the
initializing time; Using the TFIDF method to train key words related age and
gender; Using a dynamic Bi-gram graph model to generate the more semantically
coherent left roll which can conversely alter the weights between words of the
model.

Keywords: Name-embedded birthday couplet · TFIDF feature extraction ·
Memory mapped files · Dynamic Bi-gram graph model

1 Introduction

Chinese culture has a long and vast history of antithetical couplet of which birthday
couplet is a wonderful work. Birthday couple [1] is a communicative couplet which is
used to celebrate for the birthday. We create birthday couplet according to people’s
gender, age, identity, status class, experience, moral, behavior and so on. We aim to
make them more appropriate and have their own characteristics.

The birthday couplets generated by this system can not only fit the main features of
birthday couplets, but can embed our names in birthday couplet. The name-embedded
sentences must have the same pattern, the same number of words and the relative
meaning, apart from this, their rhyme must be harmonious. For birthday couplet, the
sentences should not only highlight “happiness and longevity”, but be appropriate and
fit people’s gender, age, season and so on. Although creating birthday couplet seems
easy, it needs meet not only the requirements of the general couplet, but the specific
requirements of name-embedded couplet and birthday couplet which increase the diffi‐
culties to create birthday couplet. So this system aims to generate name-embedded
birthday couplet automatically to provide a reference for the creation of birthday couplet.

At present, a great number of couplet generation system only generate the left roll
according to the given right roll, for example, Kaixu Zhang and Maosong Sun’s ancient
prose and couplets generation system based on statistics and rules [2], Yabin Zheng,
Jiawei Cao and Zhiyuan Liu’s couplet generation system based on maximum matching
and hidden Markov model [3] and Microsoft Asia Research Institute’s computer couplet
[4]: generating the left roll according to the given right roll which is limited in ten
Chinese characters. Similarly, Yue Fei in Institute of Automation of, Chinese Academy
of Sciences [5] use neural network method to generate his chunlian generation system

© Springer-Verlag Berlin Heidelberg 2016
Z. Pan et al. (Eds.): Transactions on Edutainment XII, LNCS 9292, pp. 200–208, 2016.
DOI: 10.1007/978-3-662-50544-1_17



which sentences are less than six words. Yong Yi in Chongqing University [6] consider
the process of couplets generation as a supervised machine learning modeling which
provides us a new idea and reference. He builds several models learning from error rate
drive [7], a hidden Markov model (HMM) and probabilistic language model [8] and has
a good effect. Jing Guo in Hangzhou Normal University [9] put forward the name-
embedded couplets generation system for the first time in her master’s thesis, but it takes
a long time to load the couplet library and doesn’t include other features of people except
their name. This paper applies memory-mapping file method to solve the problem of
loading large scale corpus. And the system in this paper can generate birthday couplets
including people’s name and further fitting age, gender, season and other features. This
paper trains the initial corpus to extract keywords of different features and generate and
evaluate the generated birthday couplets from the features.

This paper is organized as follows: Sect. 2 introduces the main technologies used to
generate name-embedded birthday couplet, including the technology to establish the
birthday couplet library, the technology to load a great deal of birthday couplets:
memory-mapping file technology [10] and dynamic binary word graph technology to
generate the left roll of name-embedded birthday couplet. Section 3 is mainly about our
name-embedded birthday couplet system design: the process of birthday couplet gener‐
ation according to the particularity of birthday couplet. Section 4 introduces the imple‐
mentation of our couplet generation system and list some birthday couplets generated
by our system.

2 Birthday Couplet Technologies

2.1 Building Birthday Couplets Library

Building birthday couplets is the cornerstone for automatic generation couplets system,
while learning the rules of the couplets is our focus. In Ruiying Jiang’s master thesis
[11], he first extracts word list based on statistical Chinese word list extraction, after that
he segments sentences into words using Forward and Backward Maximum Matching
Combined with Naive Bayesian Model. After manually marking the segmented 20000
word and using hidden Markov model to learn the nominal of words, he sets up an
automatic nominal tagging tool. At last he adds rhyme library to judge level and oblique
corresponding in the tones. Besides, this paper use the algorithm TFIDF [12–14] to
extract the key words of people’s age, gender and season and other features as the
extraction constraint.

The TFIDF algorithm gives each segmented word a weight to weigh the importance
of describing the document based on the documents classified by age, gender, season
and other features. It often need to consider three factors: term frequency tf indicating
the frequency of the word appearing in the document; inverse document frequency idf
indicating the distribution of the words in different category of birthday couplets which
formulas is log (N∕nk + 0.01) and N indicating the number of the documents, nk indi‐
cating the number of documents including the word; normalization factor, standardizing
each component. We can get the formula for the weight:
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Through the formula for the weight, we can get key word for each feature for further
evaluation.

2.2 Memory-Mapped Files

Win32 API and MFC have provided functions and classes supporting for file processing,
but these are generally used to handle files within the 2 GB and are helpless for dozens
of GB or even bigger files. For such large files, memory-mapping files is generally used.

Memory-mapping files maps a file to a block of memory. Through memory-mapping
file, we can retain a region of an address and will submit the physical memory to this
region. The physical memory of memory-mapping files is from one file already exists
on the disk and you must first map this file before you use the file. So application can
access the files on the disk through the memory pointer like accessing the memory having
loaded files. So when we want to access files on the disk, we will no longer have to
perform I/O operations on the files. Memory-mapping files play an important role in
processing large scale files.

Hu et al. [15] applies memory-mapping files to process remote sensing images which
capacity increases exponentially. And in this paper, memory-mapping files is applied to
process about 10 GB corpus which can significantly reduce the time loading the corpus.
When not using memory-mapping files, time of loading system is 42 s and using
memory-mapping files, time of loading system is 18 s on the same machine with a
condition of the same period.

2.3 Dynamic Binary Word Graph

Guo [9] used binary word graph to generate the right roll of the couplet. She establishes
the binary word graph on the corpus through a single sentence. As shown in Fig. 1, there
is an edge from the node “��” to the node “��” which weight is the score calculated
by binary language model to indicate the common degree of the two word nodes, while
the direction indicates the order of the two word nodes. The reason why the weight is
negative is that we take natural logarithm of the language model probability. But the
dynamic binary word graph we used can dynamically adjusts the weight of the edge.
For every new generated rolls, we first segment the words from the rolls and then adjust
the weight of the edge according to the new frequency of the words from the rolls so
that each iteration can ensure the common degree between the words is always the latest.
Figure 1 is part of the binary word graph when you input the word “�” while Fig. 2 is
the new dynamic binary word graph.
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Fig. 1. Binary word graph Fig. 2. Dynamic binary word graph

3 Name-Embedded Birthday Couplet System Design

The problem we must solve first is to load large scale corpus. Before solving this
problem, we need load all the 10 GB corpus into the memory and it takes 42 s to initialize
the system which brings bad user experience. This system solve the problem through
memory-mapping files which don’t need to load all the corpus to the memory. All we
need to do is open up a region in memory to map the file to the region so that we can
access the disk file directly avoiding loading them into memory. It can save time for
loading files to memory and the I/O operation.

Due to the strong connection to age and gender, the generation of birthday couplet
is significantly higher than the general couplet. Both the male and female birthday
couplet have its representative words, for example, we usually use the word “��” or
“��” to symbol the male and express the meaning by using chess, wine, poetry and
other similar words. For the female birthday couplet, we usually use “	
”, “��”,
“	” and other words including female. The couple birthday couplet is to celebrate
both the husband and wife birthday, it usually contains “�”, “�”, “�”, “�” and other
words having double meaning. These words are appropriate and poetic used to congrat‐
ulate the couple’s birthday. Birthday couplet for different age often uses different words,
for example, we can use the word “�蔻�华” on a thirteen years old girl, use “���
�” on a thirty years old woman, use “��” on a twenty years old boy, use “��” on
a thirty years old man, use “��” on a forty years old man, use “��” on a fifty years
old man, use “� ” on a sixty years old man and so on. Every age has its particular
keywords, so you need to select the gender and age while generate the birthday couplet.

The birthday couplet we generated can not only fit gender and age, our system can
also embed name. If the name has two words, we embed one word in the right roll and
the other in the left roll. If the name has three words, we provides two ways: embedding
two words of last name in the right roll and the left roll; embedding two words of the
name in the right roll and embedding the other word in the left roll. If the name has four
words, we also provides two ways: embedding the two words of last name in the right
roll and the left roll; embedding one word of first name and one word of last name in
the right roll and embedding the other word of first name and last name in the left roll.
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For the couple birthday couplet, we need to have two names and embed the first name
in the right roll and the other in the left roll. At last, we evaluate the rolls of couplet and
select the best of them.

We add a few different kind of birthday couplet picture template to the existing
couplet picture template due to the special meaning of birthday couplet. There are
template of Chinese zodiac signs, template of “fu” and template of “Shou”.

Both the birthday couplet and the couple birthday couplet can use idioms to generate.
We collect the idioms library and get rid of negative words.

The generating candidate rolls need to be evaluated. The system apply statistical
language model, statistics based grammar model and mutual information model to eval‐
uate and select the top N couplets from the candidate couplets. The generation process
of birthday couplets is shown in Fig. 3.

Fig. 3. Birthday couplet’s generation process

4 Birthday Couplet Generation Model

In this paper, we mainly discuss two kinds of personalized birthday couplet: the custom‐
ization of embedding single name fitting people’s gender and age and the customization
of embedding two names called couplet birthday couplet.

4.1 Generation for the Right Roll

The technique of dynamic binary word graph is based on the language model, that is,
the appearance of a word is related to the N words in front of it. We build directed graph
of words according to every segmented sentences, so that we can use it generate the
short sentence. The process of generation as follows: (1) First search the directed words
graph for the word nodes including the inputting embedded word; (2) Expand the word
node forward and backward by the breadth-first searching strategy to stitch to short
sentences; (3) Grade the sentences according to their language model score and get the
top N sentence candidates; (4) If we have several words to be embedded, then splicing
their short sentences in the word orders to form the candidate couplets; (5) Grade the
candidate sentences according to their language model score and get the top ten
sentences as the candidate right roll; (6) Segment every generation of the sentence,
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rebuild the words graph. If the word has been in the words graph, then we only need to
change its weight, otherwise we need to create the word node. For example, the
embedded name is “�!”, we need to first select the embedded word “�” and then
find the corresponding nodes including it from the word graph. Every word has its own
corresponding word graph. Part of the binary word graph of the word “��” are shown
in Fig. 2.

If the embedded word is “�”, we stitch the words searching from word graph to
short sentences and part of the dynamic binary word graph is shown in Fig. 2. We will
find many short sentences like this including the word “�” and then we grade these
candidate sentences according to their language model score and get the top N short
sentences. If you need embed two words, you can stitch different short sentences of
different word according to their order. At last, we also need to grade the candidate
sentences and get the top ten sentences as the candidate right roll.

We also use Viterbi algorithm with embedded word to generate the left roll as the
method used in Jing Guo’s master thesis.

Every time when generated the couplet, we will segment the sentences of couplet to
recalculate the word’s frequency generate and also the edge’s weight of binary word
graph can be recalculated so that we can use the words with the highest frequency to
generate sentences of couplet.

4.2 Generation for Couple Birthday Couplet

For couple couplet, we need to embed the first people’s name in the right roll and embed
the second one’s name in the left roll. We also use dynamic binary word graph to generate
short sentences and stitch them to form the right roll. After generating the left roll using
Viterbi algorithm with embedded word, we need to evaluate the candidate right rolls
and select the top N rolls. For the results, we also need segment them into words and
recalculate the word frequency to update the edge’s weight of dynamic binary word
graph.

4.3 Generation and Storage for Couplet Pictures

After generating birthday couplets, you can choose one birthday couplet to generate
kinds of couplet pictures based on different birthday picture template. It can dynamically
adjust the size and position of words in the birthday couplet picture according to the
couplet length. As shown in Fig. 4, the inputting name is “"#” and choose one of the
generation couplets to generate couplet picture. As you can see from Fig. 4, we choose
one template of “shou” and one template of “fu” and one template of Chinese zodiac
signs. This system can not only generate different couplet pictures, but can also save the
couplet pictures to the computer. You can share them to your friends or you can print
them and present to your friends.
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Fig. 4. Generation and storage for couplet pictures

5 Experimental Results and Conclusions

This section mainly introduces the experimental results of the system from three aspects:
loading time of the system, the generation results with different gender and same name
and the generation results with different age and same name.

Fig. 5. Generation results with different gender
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The system has 10 GB, but only 4 GB are commonly used. Before using memory-
mapping files, splash Screen starts from 60 s and displays loading time required every
one second. After displaying “20 s required”, the system displays “initialization comple‐
tion”, that is, the system’s loading time is 42 s. But after using memory-mapping files,
the system’s loading time is 18 s.

This system uses TFIDF algorithm to extract keywords for gender and age so that
the birthday couplets have obvious characteristics of gender and age. In Fig. 5, the system
generates different birthday couplets for different gender with the same name “$%&”.
As shown in Fig. 6, there will be different results for different ages. In Fig. 7, the system
can generate good results for couple couplet with the name “'()” and the name “张
�*”.

Fig. 6. Generation results with different age

Fig. 7. Generation of couple couplet

This paper learn knowledge from a large scale corpus with a statistical language
model, dynamic binary word graph, hidden Markov model. This system can use these
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models to generate birthday couplet fitting to gender and age. Besides, we can generate
good couple couplet either.
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