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Preface

The 4th International Conference on Communications, Signal Processing, and
Systems (CSPS) held in Chengdu, Sichuan, on October 23–24, 2015. Chengdu, the
capital of Sichuan Province, lies in the hinterland of the Chengdu Plain, in central
Sichuan. The city is known as the southwest technology center, business center,
financial center, and hub of transportation and communication. CSPS 2015 brings
together Chinese and international researchers and practitioners in communications,
signal processing, and systems together.

The accepted papers of CSPS 2015 are from various regions around the world,
which includes 13 different technical sessions include ‘Heterogeneous Networks’,
‘Ad hoc and Short Range Networks,’ ‘Radar and Sonar Networks, Radar Signal
Processing,’ ‘Spectrum access and optimization,’ ‘Interference Alignment,’
‘Wireless Communication,’ ‘Millimeter Wave, UWB and Terahertz Technology,’
‘Localization and Tracking,’ ‘Pattern Recognition,’ ‘Image and Video Processing,’
‘Biological and Medical Signal Processing,’ ‘Circuit Processing System and
System Design,’,‘Signal Processing and Machine Learning Algorithm.’

The technical program team did an excellent job in soliciting submissions,
coordinating the review process, and promoting the technical program. We would
like to thank every one of them for taking leadership roles in organizing the various
aspects of the technical program.

Also we would like to express our thanks to all members of the organizing
committee and all the volunteer reviewers who have been working hard days and
nights for this conference. We are grateful to the host institution, Tianjin Normal
University, Chengdu University of Information Technology, and sponsorships from
IEEE Fort Worth Section, University of Texas at Arlington, Beijing University of
Posts and Telecommunications, University of Electronic Science & Technology of
China. Finally, the publication support from Springer is deeply appreciated.

October 2015 Qilian Liang
Jiasong Mu
Wei Wang

Baoju Zhang
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Welcome Message from the General Chairs

It is our great honor and pleasure to welcome you to Chengdu for the 4th Inter-
national Conference on Communications, Signal Processing, and Systems (CSPS)
held during October 23–24 2015. During this conference, scholars and practitioners
from all over the world in communications, signal processing, and electronic sys-
tems will get together in Chengdu.

Chengdu is a famous scenic region for tourists in Southwest China, characterized
by the all-season scenery and the ancient culture of the Shu Kingdom during the
Three Kingdom Period at the end of the Han Dynasty about 2500 years ago. It has
gained the eulogium by Li Bai, the poet immortal and Du Fu, the poet sage. As one
of the birthplace of the tea culture and a major tea base of China, Chengdu has
largest number of tea houses in the world. Besides, being one of the four major
Chinese cuisines and with over 3000 varieties and hundreds of representative
dishes, Chengdu snacks are well known for their low price, excellent appearance
and taste, and exquisite shape.

CSPS 2015 is organized by an international team. The conference features nine
technical sessions and two keynote sessions. We invite you to join us by attending
the technical and social events held in CSPS 2015.

On behalf of the Organizing Committee, the Technical Program Committee, and
all the volunteers that have been working hard for this conference, we warmly
welcome you to CSPS 2015 and hope that you will enjoy the conference, and the
beautiful city in which it takes place.

Tariq S. Durrani, Rabinder N. Madan, Qilian Liang, Yiming Pi, and Ling Yang
General Co-Chairs, CSPS 2015
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Rabinder N. Madan, George Washington University, USA
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Ling Yang, Chengdu University of Information Technology, China

TPC Co-chairs
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An Enhanced Cost Efficient Resource
Scheduling Algorithm for Dense
Heterogenous Networks

Fudong Yang, Xiaodong Ji and Lei Li

Abstract In this paper, a frequency division and resource block allocation

strategy are proposed based on the cost of the system and the different rates of user

equipments. Small cell enhancement has been adopted by 3GPP LTE-advanced to

improve system performance. However, since the number of small cells in one clus-

ter increased, the interference between thee small cells and the cost of system will

increase significantly. A new resource allocation scheme combing both the full fre-

quency reuse and orthogonal strategy is proposed to address this problem. The pro-

posed resource block allocation consider both the cost of the system and the different

rates of user equipments. Simulation result are presented to verify the effectiveness

of the proposed algorithm.

Keywords Small cell ⋅ Heterogenous network ⋅ Cost efficiency

1 Introduction

Work on standardizing long-term evolution (LTE) was completed at the end of 2010.

As a major enhancement of LTE, the third generation partnership project (3GPP)

LTE advanced (LTE-A) was standardized with the aim to fulfill the anticipated higher

requirements of the fourth generation (4G) communication systems. The major goals

in LTE-A is to support higher downlink throughput and high energy efficiency. Many

of the corresponding techniques have been developed to support these requirements

and the small cell enhancement (SCE) is one of the promising techniques to signifi-

cantly improve downlink throughput [1].

Due to the low capital expenditure (CAPEX) and operating expense (OPEX) of

the traditional cellular networks, dense small cells will be deployed to improve the

network capacity in hotspots such as stadiums and shopping malls [2]. The small cell
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layer accommodates most of the data traffic load in a network [3]. To support the

high traffic load in these areas, a number of small cells can be deployed in a cluster.

3GPP has defined several scenarios as indicated in the Release-12 SCE study item

[1]. In these scenarios, the macrocells and the small cells use the same frequencies.

In scenario 1, small cells are deployed as the outdoor cells in the coverage area of a

macrocell. In scenario 2b, small cells are deployed as the indoor cells in the coverage

area of a macrocell, while small cells are deployed as the indoor cells outside of the

coverage area of a macrocell in scenario 3.

As the number of small cells in one cluster increases, the interference, power con-

sumption, and the system cost increases significantly [4]. There are many interfer-

ence cancelation methods. In the time domain, enhanced intercell interference can-

celation can reduce the interference by configuring almost blank subframes [5, 6].

However, more channel state information is needed for feedback in this case. In the

frequency domain, fractional frequency reuse can reduce interference using different

bandwidths for the cell edge user equipments (UEs) [7, 8]. However, problems arise

in that the spectrum efficiency is low and centralized control is necessary, resulting

in the system cost increased significantly. And the cost contains the deployment cost

and transmission cost. The transmission cost is used to service the UEs and back-

haul cost, while the resource block (RB) allocation problem should be considered as

well [9]. In order to address these problems, a new RB allocation scheme has been

proposed that provides a new frequency by combing the advantage full reuse and

orthogonal strategies. In the RB allocation scheme, not only the different rates of

UEs have been considered, but also the system cost has been considered. Moreover,

the simulation results have demonstrated the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. Section 2 introduces the system model

and cost efficiency. In Sect. 3, the frequency divided is analytically derived, and RB

allocation algorithm is then presented. System simulation results are shown in Sect. 4

to help us look into the effectiveness of the algorithm. Finally, conclusions are drawn

in Sect. 5.

2 System Model

2.1 Topology

In this paper, the small cell in scenario 1 is considered in which the macrocell and

the small cells use the same frequencies. For the macrolayer, the macrocell sites are

deployed within a hexagonal grid and each cell site is divided into three sectors. For

the small cell layer, a small cell cluster is dropped uniformly and randomly within

the macro geographical area. There are ten small cells in cluster. Small cells are uni-

formly and randomly dropped within the cluster area. Among all small cells, 40 %

small cells have ideal backhaul and the others have nonideal backhaul (wireless back-

haul). There are 40 UEs in each sector. 2/3 UEs are uniformly distributed within the
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small cell cluster, and the others are uniformly distributed within the sectors. Each

UE is dropped without mobility during the entire simulation. Each UE will access

the BS with the Min pathloss.

2.2 Cost Efficiency

According to the min requirement Rmin, the UE was is divided into the high-speed

UE and the low-speed UE. In this paper, the Rmin of high-speed UE is 1.5 M, and the

Rmin of the low-speed UE is 150 K. While if the rate is large or equal the Rmin, the UE

cannot get any RB, as it is the same with the case that the UE data rate small or equal

Rmin. According to EARTH power model [1], the overall energy consumption of the

base station (BS) can be simplified into a linear model, which can be written as

Pin = P0 + 𝜆Pout, 0 < Pout < Pmax, (1)

where Pin and Pout denote the overall energy consumption and radio frequency

(RF) output power of the BS, P0 is fixed power related to circuit processing, air-

conditioning, etc. Pmax is the maximum RF output power. 𝜆 is the utilization rate

of RB. Pico BS and macro-BS have different parameters according to EARTH in

Table 1.

Energy efficiency of the network can be calculated as

EEnetwork =
∑

i Ri
∑

j Pj
, (2)

where
∑

i Ri denotes the total data rate of all the UEs connecting to the network,

and
∑

j Pj is the summation of energy consumed by the BSs including the sets of

macro-BSs and picos.

As the power model, the cost of BS is defined into a linear model, which is given

by

cos t = cos t0 +
∑

i∈{RB}
cos ti, (3)

Table 1 Power parameters

Pmax (dBm) Fixed power (W)

Macro 46 130

Pico 23 6.8
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where cos t0 is static cost related to construction of the base station, air-conditioning,

etc.
∑

i∈{RB} cos ti is the dynamic cost related to BS type, utilization rate of RB, back-

haul type, etc. Pico BS and macro-BS have different parameters.

By considering the energy efficiency and the cost, the cost efficiency of the net-

work can be defined as

CEnetwork =
EEnetwork

∑
i∈{RB} cos ti

. (4)

3 The Proposed Resource Allocation Scheme

In this section, the sequential MMSE channel estimation algorithm is developed

along with the optimal training design for 𝐇r1 and 𝐇r2. The individual channel esti-

mation of ACLs and WFLs is derived relying on the Kalman filter and EVD. Accord-

ing to the estimation MSE minimization criteria, the optimal training of the proposed

estimators is obtained as well.

3.1 Training Design for 𝐇r𝟐

3.2 Frequency Divide

As shown in Fig. 1, the frequency was divided into five parts: HPN Dedicated, HPN&

LPN Shared, LPN Dedicated, inband backhaul, and outband backhaul. The size of

these resource block is changed with the system load. The regularity of the change

is shown as follows:

(1) Light Load
When the system is in the light load, the size of resource blocks shared by HPN and

LPN is minimum, and the size of other resource blocks is the maximum. In this case,

(a) (b)

Fig. 1 System model
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the wireless backhaul used the inband backhaul first. The outband backhaul is then

used when inband backhaul resource has already been used.

(2) Moderate Load
When the system load increased, the size of each resource block is changed. The

size of resource blocks shared by HPN and LPN is bigger than the light load. The

size of other resource blocks is the smaller than the light load. Then, the wireless

backhaul used the inband backhaul first, and the outband backhaul is used when

inband backhaul resource has already been used.

(3) High Load
When the system load is in the high load, the size of each resource block is changed.

The size of the resource blocks shared by HPN and LPN is maximum. The size of

other resource blocks is the minimum. At this load, the wireless backhaul used the

inband backhaul first or there is no inband backhaul. The outband backhaul is used

when inband backhaul resource has already been used or there is no inband backhaul.

Advantage:

∙ Compared to the frequency reused strategy, where all the frequencies are shared

by the HPN and the LPN, the proposed frequency divide strategy can avoid inter-

ference on some frequency.

∙ Compared to the frequency orthogonal strategy, where the frequency resource is

divided into two parts and the BSs on different layers use completely orthogo-

nal parts, the proposed frequency divide strategy can avoid interference on some

frequency and provide more resource to the BSs at the same time.

∙ Compared to the traditional backhaul strategy (inband or outband), the proposed

strategy uses the inband backhaul resource or outband backhaul resource accord-

ing to the cost efficiency of the BS.

3.3 RB Allocation

The traditional SFR (Soft Frequency Reuse) is an efficient intercell and inter-tier

interference coordination technique. The SFR partitions the service area into spa-

tial regions, and each subregion is assigned with different frequency subbands as

shown in Fig. 2a. Therefore, the cell-edge-zone UEs do not interfere with the cell-

center-zone UEs. With an efficient channel allocation method, the cell-edge-zone

UEs may not interfere with neighboring cell-edge-zone UEs. At the future network,

the HPN is mainly used to deliver the control information and guarantee the seam-

less service. The LPN is mainly used to deliver the big traffic and bursty traffic. The

HPN will service these UEs far away from the pico base station or having high move

speed. The LPN will service these UEs moving very slowly and have big data traffic

or is very closed to the LPN. The cell-edge-zone/cell-center-zone UEs can be the

high-rate UEs and may also be the low-rate UEs. The location of UES cannot rep-

resent the needs of users. While the deployment of the small cell will be densified,
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Fig. 2 SE versus UE rate

with different algorithms
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and the distance between the UE to the BS will be shorter. Then the needs of the

cell-center-zone UEs may be bigger than the cell-edge-zone UES. Consequently,

an enhanced RB allocation scheme is proposed to suppress the inter-tier interfer-

ence between HPN and RRHs in Fig. 2b. In the proposed RB allocation scheme, the

HPN/LPN dedicated resource block is used to service the high-rate UEs first. Then

the resource shared by HPN/LPN is used after the dedicated resource block, and it

is solely used by the low-rate users.

The traditional backhaul resource allocation is inband or outband, and the system

cost is not considered. Therefore, a backhaul resource allocation scheme is proposed

by taking the system cost and CQI (Channel Quality Indicator) into consideration.

Backhaul resources will be allocated according to the following rule

LPNscheduled = arg max
i
{

Ci

R̄ cos t
}, (5)

where Ci is the CQI, and R̄ is the average transmission rate, cos t is the cost of the

LPN to service wireless LPN.

Advantage:

∙ If the traditional S-FFR is utilized in the future network, the cell-center-zone

UEs access to the LPN may be the high-rates UE, and will share the same radio

resources with UEs access to the HPN, which decreases the spectral efficiency

(SE) performance significantly.

∙ How to determine UEs located in the cell-edge or cell-center zone is a challenging

work for the traditional SFR. However, it can be avoided in the proposed RB allo-

cation scheme, where only the needs of rates for UEs access to the LPN should be

distinguished.

∙ The dedicated resource is used to service the high-rates UEs, and the shared

resource is used to service the low-rates UEs. This method can make a full use
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of the resource. The usage of resource block and the service time is reduced in

this scheme as well as the power consumption and the system cost.

∙ The channel quality and system cost are considered in the backhaul resource allo-

cation.

4 Performance Analysis

The performance evaluation parameters are given in Table 2, and the cost parame-

ters are shown in Table 3. The throughput performance, energy efficiency and cost

efficiency of the network is considered in the simulation. In order to drop the small

cell cluster, macrocell sites are deployed first. Nineteen macrocell sites are deployed

within a hexagonal grid and each cell site is divided into three sectors. In each sector

there is only one small cell cluster of 10 small cells. A cluster is dropped uniformly

and randomly within the macro-geographical area. Small cells are uniformly and

randomly dropped within the cluster area with a radius of 70 m. There are 40 UEs in

each sector. Among all the UEs, 2/3 UEs are uniformly distributed within the small

cell cluster, and the others are uniformly distributed within the sectors. The traffic

mode is FullBuffer traffic model, but each UE has a rate limit. In this paper, the high

rate is 600 K, 900 K, 1.2 M, and 1.5 M, while the low rate is 150 K. In the simulation,

the system load is high load. The contrast scheme is the traditional SFR technology

as described above.

Figures 2, 3, and 4 show the spectral efficiency (SE), energy efficiency (EE), and

cost efficiency (CE) at different algorithms for different UE rates, respectively. The

SE, EE, and CE of the proposed algorithm are significantly improved compared with

the traditional algorithm in Figs. 2, 3, and 4, respectively.

These figures shows the proposed algorithm achieve a significant gain to the SE,

EE and CE. From Figs. 2, 3, and 4, the higher the load is, the more obvious the gain

can be. When the UE rate is as high as 1.5 M, the gain of SE is 20 %, the gain of the

EE is 25 %, and the gain of the CE is 27 %, respectively.

Table 2 Simulation parameters

Macrocell Small cell

System bandwidth (MHz) 5 5

Carrier frequency (GHz) 2.0 2.0

Pathloss ITU Uma with 3D distance ITU Umi with 3D distance

Clusters and cells 1 cluster with 10 small cells

Traffic model Fullbuffer with rate-limited

UE receiver MMSE-IRC as baseline

UE speed 3 km/h

Backhual model 2/5 is ideal and 3/5 is wireless
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Table 3 Cost parameters

Static cost (1e4¥) Unit cost (1e4¥)

Macro 21 0.05

Ideal backhaul pico 1 0.05

Wireless backhaul pico 1 0.02

Fig. 3 EE versus UE rate

with different algorithms
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Fig. 4 CE versus UE rate

with different algorithms
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5 Conclusion

In this paper, a new frequency divide and RB allocation scheme has been proposed

to reduce the interference and the system cost in the small cell networks. In order to

mitigate the interference, the proposed scheme was divided the frequency into five

parts by combining the advantages of the full reuse and orthogonal strategies. The
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different rates of UEs and the system cost have been taken into consideration in the

RB allocation scheme. Finally, the simulation results have shown the effectiveness

of the proposed scheme.
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A Heterogeneous Ship Formation Network
Selection Algorithm Based on Service
Level and Load Balance

Xubin Yang, Wenqiang Zhang, Xinrong Wu, Lei Zhu
and Xiang Zheng

Abstract Future ship formation tactical wireless communication networks will be
heterogeneous and integrate several communication methods. To guarantee the
end-to-end Quality of Service (QoS) for users in the heterogeneous ship formation
network, one of the key problems is to design a proper network selection algorithm
depending upon the QoS requirements of the service together with the network QoS
parameters. In this paper, we propose a network selection algorithm based on
service level and load balance. Analytic Hierarchy Process (AHP) method and
entropy method are applied to compute the subjective weights and objective
weights, respectively, and the final weights are determined by the combination
weight process. The algorithm then adapts Technique for Order Preference by
Similarity to an Ideal Solution (TOPSIS) method to rank the optional subnets.
Taking the service level and load balance into consideration, the suboptimal subnet
is also probably to be selected and service with high service level has better chance
to access to the optimal subnet. Simulation results verify the validity as well as the
load balance performance of the algorithm.

Keywords Heterogeneous ship formation network ⋅ Network selection ⋅ Service
level ⋅ Load balance

1 Introduction

With the wireless communication technology and the network technology develop-
ing rapidly, future ship formation tactical wireless communication network (here-
inafter referred to as ship formation network) will be a high-speed self-organized
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network center which is expected to integrate multiple communication methods. As
shown in Fig. 1, nodes in the ship formation network all support server communi-
cationmethods and each communicationmethod forms a communication subnet. The
network center should achieve the effective access of users which are flexible plat-
forms composed of aircraft, submarines, and so on. Therefore in the environment of
the heterogeneous ship formation network, how users select the Always Best Con-
nected [1] network according to their own needs together with the network QoS
parameters has become a new research points.

In recent years, numerous network selection algorithms have been proposed,
among which multi-attribute decision-making (MADM) [2] algorithm has been
used widely because of its comprehensive consideration of network attributes. In
[3–5], TOPSIS method has been used to rank the alternative networks by com-
puting the relative closeness coefficient of each alternative network to the ideal
network. In [6], an improved AHP method is applied to solve the weights consistent
problem in network selection. In [7], depending on the QoS requirements, a net-
work selection algorithm based on the signal strength is proposed. To make the
network selection more accurately, fuzzy AHP is used in [8] to assign the attribute
weight. However, the above network selection algorithms are in the background of
civil heterogeneous convergence networks. For a specific tactical communication
network, to fully exert combat effectiveness only important users’ communication

Satellite 
subnet

Short wave 
subnet 

Ultra-short wave,
 microwave subnet

Fig. 1 The heterogeneous ship formation network
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(e.g., the commander’s communication) is guaranteed. Besides, to make the full use
of the ship formation network, load balance among the multiple hosted networks
also need to be taken into consideration.

In this paper, combined with the actual characteristics of the heterogeneous ship
formation network, we proposed a network selection algorithm based on service
level and load balance. The algorithm adapts a combination weight process to make
each attribute assigned more accurately and TOPSIS is used to rank the alternative
subnets. By classifying the service level and setting the relative closeness coeffi-
cient difference threshold, the suboptimal subnet is also probably to be chosen to
balance the global traffic, and high level service is more likely to be guaranteed
better QoS.

2 Service Classification

Based on users’ perceived QoS of the service, 3GPP classifies next generation
network service into four primary types, respectively are conversational service,
streaming service, interactive service, and background service. However, the ser-
vices in ship formation network are of specific military application background and
are not suitable to be classified exactly according to the standard of the civil
network service. Considering the actual QoS requirements of the services in the
ship formation network, we sort them into voice service, messages service, data
service, and streaming service, as described in Table 1, where B denotes band-
width, D denotes delay, DJ denotes delay jitter, PLR denotes packet loss rate, BER
denotes bit error rate.

Ship formation network contains different kinds of users, and the users’ levels
are diverse. In battlefield environment, users’ service importance may also change
according to mission’s importance and urgency. Hence, we sort the service level
(SL) into three classes based on the importance of the user and the service, as is
shown in Table 2.

Table 1 Service classification in ship formation network

Service
type

QoS requirements Including service
B D DJ PLR BER

Voice Low Strict Strict Moderate Moderate Voice of different security
classifications

Messages Low High Low Strict Strict Massages commands
Data High Low Low High High Mainly refer to large-capacity

data
Streaming Strict Low Moderate High High Videos images

A Heterogeneous Ship Formation Network Selection Algorithm … 15



3 Network Selection Algorithm

In heterogeneous ship formation network, due to the characteristics of the high
delay in the satellite subnet and the low bandwidth in the short wave subnet,
large-capacity service is mainly transmitted over ultra-short wave subnet and
microwave subnet by multiple relay transmission. Satellite subnet and short wave
subnet are normally for signaling channels or backup networks solely. Hence, we
take user preference (UP) as one of the target attributes in the proposed algorithm,
and the proposed algorithm process is shown as Fig. 2.

3.1 Combination Weight Process to Compute the Weights

In ship formation network, the QoS requirements between different types of service
are greatly different, so we adapt AHP method to compute the subjective weights of

Table 2 Service level classification

SL Service description Importance
degree

1 Important service of key users Extremely
2 General service of key users or important service of normal users Quite
3 General service of normal users Moderate

Get the network QoS papameters

AHP method to compute
 the subjective weights

Entropy method to compute
 the subjective weights

Combination weight process to 
compute the final weights

TOPSIS method to rank the  
optional networks

?thC

load(max) load(submax)?

YES

Calculate the selective
        probabilityP

NO

Select the optimal
 subnet

Select the suboptimal
 subnet

YES

as

NO

as

P 1 P

Fig. 2 The proposed
algorithm process
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the target attributes. Besides, some QoS parameters are also distinct between each
subnet, e.g., bandwidth in short wave subnet is quite low. Considering that sole
AHP method is too subjective and does not take the network objective conditions
into account. Hence, we adapt entropy method to compute the objective weights of
the target attributes and the final weights is calculated by combination weight
process. The hierarchical structure of network selection in AHP method is shown
as Fig. 3.

In entropy method, we construct the original target decision-making matrix A by
combining the user preference parameters with the QoS parameters:

A=

UP B D DJ PLR BER
N1

N2

⋮
Nm

a11 a12 a13 a14 a15 a16
a21 a22 a23 a24 a25 a26
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
am1 am2 am3 am4 am5 am6

2
664
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is the subjective weight vector obtained

by AHP method, and W′′ = w′′

1 ,w
′′

2 ,w
′′

3 ,w
′′

4 ,w
′′

5 ,w
′′

6

� �
is the objective weight vector

obtained by entropy method. The final weight of ith target attribute wi can be
denoted as the linear combination of w′

i and w′′

i . That is:

wi = λw′

i + ð1− λÞw′′

i ði=1, 2, 3, 4, 5, 6Þ ð2Þ

where 0< λ<1, denotes the proportional coefficient of the subjective weight. To
get the optimal combination weights, make a game equilibrium between the sub-
jective weights and the objective weights by minimizing the deviation to optimal
weights, namely:

min z= ∑ ðwi −w
0
i
Þ2 + ðwi −w′′

i Þ2
h i

ð3Þ

Select the optimal subnet
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QoS Parameters
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Target
layer

Rule
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Fig. 3 The hierarchical
structure of network selection
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Combine (3) with (2), the optimal proportional coefficient λ and the final
combination weight vector can be obtained: W= w1,w2,w3,w4,w5,w6½ �. W will be
used to construct the weighted target decision-making matrix in later TOPSIS
method.

3.2 TOPSIS Method to Rank the Optional Subnets

TOPSIS method is a widely used ranking algorithm to conduct network selection
scheme. Its basic idea is to rank the optional networks by computing the relative
closeness coefficient of each alternative network to the ideal network. Suppose D+

i
and D−

i respectively denotes the Euclidean distance of each optional subnet to the
positive ideal solution and negative ideal solution calculated by TOPSIS method.
Then the relative closeness coefficient to the negative ideal solution can be given by

Ci =
D−

i

D−
i +D+

i
ði=1, 2, . . . , mÞ ð4Þ

where Ci reflects the deviate degree between optional subnet Ni and the negative
ideal solution. TOPSIS method generally selects the subnet whose Ci is the highest.

3.3 Network Selection Scheme Based on Service Level
and Load Balance

As in Fig. 2, the proposed algorithm does not directly choose the subnet whose Ci

is the highest to access. Instead, the algorithm calculates the relative closeness
coefficient difference between the optimal subnet and the suboptimal subnet,
defined as CΔ:

CΔ = max
i

Cið Þ− submax
i

ðCiÞ ð5Þ

Then set a threshold of CΔ in advance, denoted as Δth. The network selection
scheme will be determined depending on the value of CΔ and Δth. In the proposed
scheme, the optimal subnet selective probability P is given by:

P= α
Lðsubmax

i
ðCiÞÞ

Lðmax
i
ðCiÞÞ ð6Þ

where α is a factor related to service level. 0≤ α≤ 1, and the higher the service
level, the smaller the α. That is to say service with high service level has better
chance to receive the best QoS guarantee. Lðsubmax

i
ðCiÞÞ denotes the load of the
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suboptimal subnet and Lðmax
i
ðCiÞÞ denotes the load of the optimal subnet. Denoted

the ratio as β, 0 < β<1, it indicates the load balance degree between the optimal
subnet and the suboptimal subnet. From (6), we can see P is proportional with β.
That is to say, the less balance of the load between the optimal subnet and the
suboptimal subnet, the higher probability to access to the suboptimal subnet. On
this account, the global traffic of the ship formation network can be balanced.

4 Simulation and Analysis

We consider a heterogeneous ship formation network integrating four different
subnets, respectively are broadband short ground wave subnet with a total band-
width of 76.8 Kbps, denoted as N1, high-speed ultra-short wave subnet with a total
bandwidth of 40 Mbps, denoted as N2, high-speed microwave subnet with a total
bandwidth of 20 Mbps, denoted as N3, and the second generation communication
satellite subnet with a total bandwidth of 34 Mbps, denoted as N4.

The value of user preference is depending on the type of the service, Δth is set to
0.2, and α=1 ̸

ffiffiffiffiffiffi
SL

p
. To verify the validity as well as the load balance performance

of the algorithm, we set the following three simulation scenarios:

4.1 Simulation Scenario 1

Scenario1 denotes the normal environment (without any electromagnetic interfer-
ence). When the service comes, the network QoS parameters are set as Table 3,
where B denotes the available bandwidth. 1000 times simulation is performed for
each type of service and the service level is random. The network selection results
are shown as in Figs. 4 and 5.

Figure 4 depicts the network selection proportion for each type of service in
scenario 1. It is shown that the voice service and the messages service all select the
microwave subnet whose bandwidth is relatively high and the delay, day jitter,
packet loss rate, and bitter error rate are quite low as the optimal access network.
Streaming service has strict requirements on bandwidth and messages service has
strict requirements on delay, as a result, these two types of service select the

Table 3 The network QoS parameters in scenario 1

B (Mbps) D (ms) DJ (ms) PLR (%) BER (10−4) Load

N1 0.06 40 10 0.4 0.5 0.2
N2 24 20 6 0.5 0.2 0.4
N3 14 24 6 0.3 0.05/10 0.3
N4 27.2 270 40 0.5 1 0.2
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ultra-short wave subnet whose bandwidth is the highest, meanwhile the delay is
the lowest as the optimal subnet. Besides, because of the high traffic load of the
ultra-short wave subnet, streaming service and messages service partly select
the suboptimal subnet (microwave subnet) to balance the global traffic. From the
simulation result, we can dawn that in the normal environment, service transmission
mainly depend on ultra-short wave subnet and microwave subnet, satellite subnet
and short wave subnet are normally used solely as backup networks. The results are
coincided with the fact.

Figure 5 depicts the network selection proportion for steaming service of dif-
ferent service level in scenario 1. The simulation results show that the higher the
service level, the higher proportion for the service to select the optimal subnet. It
indicates the proposed network selection algorithm can provide service of high
service level with better chance to achieve the better QoS guarantee based on load
balance.
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4.2 Simulation Scenario 2

In the real combat environment, every band of the ship formation network is likely
to be affected by enemy electromagnetic interference. Assuming the microwave
band is affected by electromagnetic interference, the BER of the microwave subnet
changes from 0.05 × 10−4 to 10 × 10−4 and the left network QoS parameters
remain the same as Table 4. Then the network selection results are shown as in
Fig. 6.

Figure 6 depicts the network selection proportion for each type of service in
scenario 2. The simulation results show when the microwave subnet is affected by
electromagnetic interference, large-capacity service can partly transfer to satellite
subnet for service transmission and the voice service partly select the short wave
subnet because of its low requirements on bandwidth. The results verify the backup
role of the short wave subnet and the satellite subnet.

4.3 Simulation Scenario 3

In a period of time, assume the four types of service arrive at an independent
Poisson process and the duration of the service obeys exponential distribution. The
service level is assumed to be random. The network QoS parameters will change

Table 4 The initial network QoS parameters in scenario 2

B (Mbps) D (ms) DJ (ms) PLR (%) BER (10−4) Load

N1 0.06 40 10 0.4 0.5 0.2
N2 32 18 5 0.4 0.2 0.2
N3 16 23 6 0.28 0.05 0.2
N4 27.2 270 40 0.5 1 0.2
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correspondingly after the service successfully access to the ship formation network.
The initial network QoS parameters are set as Table 4. The average of 1000 times
simulation results is shown as in Fig. 6.

Figure 7 depicts the load of ultra-short wave subnet and the microwave subnet
versus the time in scenario 3. The proposed algorithm is compared with the algo-
rithm simply based on AHP-TOPSIS method, where AHP method is used to
determine the target attribute weight while TOPSIS method is used to select the
optimal subnet. It is clear that the load of the ultra-short wave subnet is always
higher than the microwave subnet’s in both of the two algorithms. It is because that
the total bandwidth of the ultra-short wave is higher, hence the ultra-short wave can
provide more available bandwidth under the same load. Simulation results show
that the proposed algorithm achieves better load balance than the AHP-TOPSIS one
in the steady state, thus the load balance performance of the proposed algorithm is
verified.

5 Conclusion

To guarantee the end-to-end QoS and maximize the utilization of the resources in
heterogeneous ship formation network, the proper network selection scheme is the
one of the key technologies. Considering the actual characteristics, the proposed
algorithm sorts the service level into three classes and the load balance is the key
point to be concerned. The simulation results show that the proposed algorithm can
select the suitable subnet based on the QoS requirements of the service, where the
service with high service level has better chance to access to the optimal subnet, and
the performance of load balance is verified in the end.
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Stackelberg Game-Based Dynamic
Spectrum Access Scheme
in Heterogeneous Network

Yunfeng Liao, Yong Chen, Aiwei Sun and Jianzhao Zhang

Abstract In this paper, we consider a problem of dynamic spectrum access in a
heterogeneous network with spectrum database-assisted where spectrum operators
(SOs) provide licensed spectrum and shared spectrum to secondary users (SUs) for
maximizing their revenue. SUs can select a shared spectrum to transmit data with
low price, but the quality of service (QoS) could be influenced by activities of
primary users (PUs). SUs can also select licensed spectrum with high price for
satisfactory QoS. We use the Stackelberg game to analyze the economic behavior of
SUs and the optimal revenue of operators, respectively. Furthermore, we propose a
price compensation scheme (PCS) to enhance the utility of SUs when PUs appear.
Numerical results verify that the high activities of PUs can motivate SUs to pur-
chase licensed spectrum and maximize revenue of spectrum operators. The pro-
posed scheme could also enhance the utility of SUs several times than no
compensation when channel condition is getting worse.

Keywords Dynamic spectrum access ⋅ Price compensation ⋅ Spectrum leasing ⋅
Cognitive radio

1 Introduction

With the concept of cognitive radio emerging, it is likely that the scarce spectrum
resource could be utilized efficiently. With the development of research work,
scientists find the existence of spectrum holes and propose a novel approach to
access idle spectrum, Dynamic Spectrum Access [1]. In a typical dynamic spectrum
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access network, SUs are allowed to opportunistically exploit the unoccupied
spectrum resource and utilize the idle channel to transmit data but not to cause
harmful interference to PUs. However, the main challenge is how to exploit the idle
spectrum efficiently with little consumption for SUs.

The most former researches are focused on spectrum sensing and channel esti-
mation. However, a recent study shows that sensing is not an efficient approach
since it has to pay high cost for the unsatisfied sensing performance. As an alter-
native, the Federal Communications Commission suggests to use geo-location
database to obtain spectrum information [2]. With the assist of database, unlicensed
device could get spectrum information instead of sensing wireless radio environ-
ment. In [3], Luo et al. investigate the white space ecosystem, and study the
equilibrium behavior of secondary network operators. Since spectrum availability is
determined by PUs’ activities and changeful radio environment, Liu et al. [4]
propose a joint local sensing and database scheme to confirm specific condition of
channel and guarantee reliability for exploiting spectrum holes. Considering the
stochastic and heterogeneous nature of SUs’ demands, Jiang et al. [5] solve the
revenue maximization of SOs with joint pricing of spectrum resources and
admission control. The secondary market is a promising approach to provide dif-
ferent spectrum for variety of QoS demands [6]. In [7], the authors study the
interaction between single primary spectrum owner and multiple unlicensed SUs,
and design an optimal contract to maximize their profit, respectively. With the assist
of spectrum database, SOs could design mechanism to provide shared spectrum for
unlicensed users (such as SUs) with suitable price to satisfy their demands. How-
ever, consider the changeful wireless environment; it is not realistic that there is
enough available spectrum resource to lease. Thus, operators would like to lease
licensed spectrum from licensed users (such as PUs) with high price.

However, few papers have considered the activities of PUs in a dynamic access
network with database-assisted. In that case, we use the Stackelberg game to
investigate the interaction between SOs and SUs in a heterogeneous network where
PUs would appear with stochastic probability. Furthermore, we study SUs’ eco-
nomic behavior with primary activities, and propose a price compensation scheme
which could alleviate the loss of SUs when channel condition is getting worse.

The rest of this paper is organized as follows. In Sect. 2, we discuss the system
model. And the problem analysis is given in Sect. 3. Section 4 provides the sim-
ulation results. Finally, Sect. 5 concludes the paper.

2 System Model

We consider a heterogeneous dynamic spectrum access network with database-
assisted where SOs could provide two types of spectrum, the licensed spectrum and
shared spectrum, for SUs. The licensed spectrum is owned by PULs who would like
to lease portion of spectrum to SOs in exchange for additional reward, and the
channel quality could be guaranteed. The shared spectrum owned by PUSs who do
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not lease spectrum could be used by everyone if PUSs do not occupy the channel,
but the channel quality could not be guaranteed for PUSs’ activities. The spectrum
database real-timely updates shared spectrum information from wireless environ-
ment and provides it to SOs. The SOs make corresponding licensed price according
to the shared channel-occupied probability obtained from the database to attract
more SUs for maximizing their revenue.

The system model is described in Fig. 1. We formulate their interaction with a
three-stage Stackelberg game to investigate their optimal profit, respectively. In a
duration T, PULs charge operators with price ρ0 first, then operators determine their
leasing bandwidth B in stage one, but the maximum leasing bandwidth of PULs
provided is Bmax. Operators announce the licensed spectrum price ρl and shared
spectrum price ρs to SUs in stage two. Simultaneously, operators send the
channel-occupied probability obtained from database to SUs. According to the
shared spectrum information and the two types of price, SUi determines the licensed
spectrum fraction θi ∈ 0, θ½ � of the total bandwidth in stage three. It is obvious that
the licensed bandwidth is finite, and SUs are willing to select shared spectrum if the
price of licensed spectrum is too high. In that case, SOs have to make an optimal
price strategy to motivate more SUs to purchase licensed spectrum for maximizing
revenue.

Spectrum 
Operators

SUs

Licensed 
Users Database

PUs activities

Shared SpectrumLicensed Spectrum

Available SpectrumAvailable Spectrum

Fig. 1 System Model
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In this paper, we assume that there is one spectrum operator, and N number of
SUs, N = 1, 2, . . .Nf g. The spectrum efficiency is denoted by η (Mbps/MHz), the
traffic demand of SUi is Di and θ=min ηB

D , 1
� �

[8]. D= ∑N
i=1 Di is sum of all SUs’

demands. Considering the activities of PUSs in shared spectrum, we use φ to denote
channel-occupied probability.

3 Problem Formulation and Analysis

To investigate the optimal profit of SO and SUs, we formulate their interaction as a
three-stage Stackelberg game as shown in Fig. 2. In this section, we will describe
the price compensation scheme first and then analyze their optimal profit and PUs’
impact on SUs’ economic behavior with backward induction method.

3.1 The Price Compensation Scheme

It is worth noting that the utility function of SUi is increasing with Di and more SUs
would like to select licensed spectrum with the θi increasing because the worse QoS
on shared spectrum could not satisfy users’ traffic demands.

The utility function of SUi could be defined as follows [8]:

ui =Di α−φ eβ 1− θið Þ
h i

− 1−φð Þρs 1− θið ÞDi + ρlθiDi½ � ð1Þ

The first term is the profit of SUi and the second term is the corresponding cost.
Considering the QoS influenced by primary activities at shared spectrum, it is not
reasonable that the shared spectrum price is ρs. So, the operator should adjust the
price to 1−φð Þρs as a compensation for alleviating the loss of SUs. It is obvious
that the shared spectrum price is decreasing with channel-occupied probability and
the detail analysis is presented in Sect. 4.

Fig. 2 Three-stage Stackelberg game
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3.2 The Optimal Fraction in Stage Three

In stage three, SUs need to make the decision of how much to purchase. If a user
SUi purchase spectrum from operator, then its utility function ui is given in (1). The
optimal fraction of licensed spectrum that maximizes the profit of SUi is

θ*i = arg max
θi ∈ 0, θ½ �

ui θi, ρlð Þ ð2Þ

Then we will characterize the optimization problem as follows:

ðP1Þ max ui =Di α−φ eβ 1− θið Þ
h i

− 1−φð Þρs 1− θið ÞDi + ρlθiDi½ �
s.t. 0≤ θi ≤ θ

ð3Þ

Lemma 1 The (P1) is a convex optimization problem with θif g.
Proof It is clear that the Hessian matrix of function of ui is negative, and constraints
of (P1) are affine functions, so the (P1) is a convex problem [9].

Using the Lagrangian method, the Lagrangian function of ui is

L θi, λð Þ=Di α−φ eβ 1− θið Þ
h i

− 1−φð Þρs 1− θið ÞDi + ρlθiDi½ �+ λ θi − θð Þ ð4Þ

with the KKT conditions [9], we could get the optimal fraction

θ*i =
1− 1

β ln
ρl − ρs 1−φð Þ

βφ
, λ=0

θ, λ≠ 0

8<
: ð5Þ

because of the θi ∈ 0, θ½ �, after algebra steps, we have

ρs 1−φð Þ+ βφ e 1− θð Þβ ≤ ρl < ρs 1−φð Þ+ βφ eβ ð6Þ

3.3 The Optimal Price in Stage Two

In stage two, the operator will make the optimal price strategies to maximize its
revenue according to the demands in stage three. From the analysis in stage three,
the utility function of SO could be presented as
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USO =

∑
N

i=1
1−ϕð ÞDiρs − ρ0B ρl ≥ ρH

∑
N

i=1

1−ϕð Þρs − ρl
β Di ln

ρl − 1−ϕð Þρs
βϕ + ρlDi

h i
− ρ0B ρL ≤ ρl < ρH

∑
N

i=1
1−ϕð ÞDiρs 1− θð Þ+ ρlθDi½ �− ρ0B ρl < ρL

8>>>>>>><
>>>>>>>:

ð7Þ

when ρl ≥ ρH , the revenue of PULs is zero, this situation should be ignored.
When ρL ≤ ρl < ρH , we have the optimization problem as:

ðP2.1Þ max U1
SO =

1−φð Þρs − ρl
β

D ln
ρl − 1−φð Þρs

βφ
+ ρlD− ρ0B

s.t. ρL ≤ ρl < ρH
ð8Þ

(P2.1) is a convex problem as (P1). Using the same method, let the Lagrange
multiplier equal to 0, the optimal licensed price is

ρ*l = ρs 1−φð Þ+ βφ eβ− 1 ð9Þ

when ρl < ρL, the optimization problem is

ðP2.2Þ max U2
SO = 1−φð ÞρsD 1− θð Þ+ ρlθD− ρ0B

s.t. ρl < ρL
ð10Þ

Similarly, the optimal solution of problem (P2.2) is

ρ*l = ρs 1−φð Þ+ βφ e 1− θð Þβ ð11Þ

It is obvious that ρs 1−φð Þ+ βφ eβ− 1 > ρs 1−φð Þ+ βφ e 1− θð Þβ, so the fraction θ> 1
β.

From the analysis above, we substitute (9) and (11) into (5). When θ≤ 1
β,

ρ*l = ρs 1−φð Þ+ βφ e 1− θð Þβ

USO = 1−φð ÞρsD+ θDβφ eβ 1− θð Þ − ρ0B

θ* = θ

ð12Þ

when θ> 1
β,

ρ*l = ρs 1−φð Þ+ βφ eβ− 1

USO = 1−φð ÞρsD+Dφ eβ− 1 − ρ0B

θ* =
1
β

ð13Þ
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3.4 The Optimal Leasing Bandwidth in Stage One

In stage one, operator will determine its leasing bandwidth B, but the maximum
leasing bandwidth that PULs could provide is Bmax. It means that operator could not
increase the leasing bandwidth infinitely. According the analysis in stage two, the
utility function of SO could be presented as

USO =
ð1−φÞρsD+ θDβ eβ 1− θð Þ − ρ0B θ≤ 1

β

φDeβ− 1 +Dρs 1−φð Þ− ρ0B θ> 1
β

8<
: ð14Þ

Since θ=min ηB
D , 1

� �
, the utility function can be derived as follows:

USO =
ð1−φÞρsD+ ηBφβeβ 1− ηB

Dð Þ − ρ0B B≤ D
ηβ

φDeβ− 1 +Dρs 1−φð Þ− ρ0B B> D
ηβ

8<
: ð15Þ

When B≤ D
ηβ, we have optimization problem as:

ðP3Þ max USO = ρsD 1−φð Þ+ ηBβφ eβ 1− ηB
Dð Þ − ρ0B

s.t. 0≤B≤Bmax
ð16Þ

The (P3) is a convex optimization problem for the same character as (P1), we
could get the Lagrangian function as

LðB, λÞ= ρsD 1−φð Þ+ ηBβφ eβ 1− ηB
Dð Þ − ρ0B+ λ B−Bmaxð Þ ð17Þ

Giving the KKT conditions as follows:

∂ L
∂B

= − ρ0 + ηβφ eβ 1− ηB
Dð Þ + ηβ Bφ eβ − ηB

Dð Þ −
βη

D

� �
+ λ=0

λ B−Bmaxð Þ=0

λ≥ 0

ð18Þ

if λ=0, substituting it to (18), we have

ηβφ eβ 1− ηB
Dð Þ + ηβ Bφ eβ − ηB

Dð Þ −
βη

D

� �
= ρ0 ð19Þ

1−
Bβη
D

� �
e1−

βηB
D =

ρ0
ηBφ eβ− 1 ð20Þ
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with the Lambert W Function [10],

1−
Bβη
D

=W
ρ0

ηβφ eβ− 1

� �
ð21Þ

B* =
D
ηβ

1−W
ρ0

ηβφ eβ− 1

� �� �
,W

ρ0
ηβφ eβ− 1

� �
∈ 0, 1½ � ð22Þ

if λ≠ 0,

B* =Bmax ð23Þ

Thus, the optimal leasing bandwidth is

B* =min Bmax,
D
ηβ

1−W
ρ0

ηβφ eβ− 1

� �� �� �
ð24Þ

when B> D
ηβ, from (15), utility function φDeβ− 1 +Dρs 1−φð Þ− ρ0B increases with

B, the B* = D
ηβ.

Considering Wð ρ0
ηβφ eβ− 1Þ∈ 0, 1½ �, we obtain the optimal leasing bandwidth as

B* =min Bmax,
D
βη

1−W
ρ0

ηβφ eβ− 1

� �� �� �
ð25Þ

4 Simulations

In this section, we analyze the numerical results to illustrate the performance of the
system. In the simulation, we will find that profit of SUs and SO could achieve
equilibrium solution. And the activities of primary users will impact secondary
users’ interest on licensed spectrum.

In this network, there are four SUs groups, the total traffic demands are
D1 = 80,D2 = 80,D3 = 100,D4 = 150. When they access shared spectrum, the
channel-occupied probability are φ1 = 0.3,φ2 = 0.4,φ3 = 0.5,φ4 = 0.5, respectively.
The other parameters set as follows: α=22, β=3, the licensed spectrum unit price
determined by PULs ρ0 = 1.

Figure 3 shows the variation of licensed spectrum fraction θ under the hetero-
geneous network model. When channel condition of shared spectrum is getting
worse, more users prefer licensed spectrum for high QoS. It denotes that the θ will
increase with φ. Meanwhile, with θ increasing, the demands for licensed spectrum
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from PULs increases, it is obvious in curve D1 and D2. That is to say, operator will
lease more spectrum from PULs to satisfy SUs’ increasing licensed spectrum
requirements. Furthermore, comparing with the two curve D3 = 100 and D4 = 150,
we can find that the more SUs’ traffic demands is required, the more licensed
spectrum could be provided.

In Fig. 4 with the Bmax increasing, operator will reduce the licensed price ρl to
attract more users to select licensed spectrum for maximizing operator’s revenue. If
the channel condition is better, the ρl is lower. Because the shared spectrum could
satisfy SUs’ demands, the operator has to adjust ρl much lower to draw attention to
SUs for achieving more revenue. It is worth noting that the price decreases faster in
D3 compared with D4; the reason is that, operator adjusts the licensed price
according to SUs demands of licensed spectrum. For example, the traffic demands
on licensed spectrum are 50 in D3 and 75 in D4, respectively. Group D4 must
purchase more licensed spectrum to satisfy communication demands so that
operator decreases the price slower.
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From Fig. 5 the four curve denote when operator reduces the price ρl, he will
achieve more revenue. The reason is due to when shared spectrum is getting worse
and the licensed price is decreasing, the licensed spectrum becomes the most
favorable choice. Simultaneously, operator will lease more licensed spectrum from
PULs.

From Fig. 6 the leasing licensed bandwidth B increases for the increasing traffic
demands and worse shared spectrum (because of PUSs’ activities). When SUs
achieve their QoS demands, operator will not lease more licensed spectrum, for no
user would like to purchase it. Thus, the leasing licensed bandwidth B will reach the
equilibrium solution, meanwhile the revenue of operator could not increase in
Fig. 5.

We can further see from Fig. 7 that under the proposed scheme, the SUs using
worse channel will get more compensation to reduce their loss of profit. When
φ=0.9, the channel condition of shared spectrum is getting worse than that at
φ=0.3. But the utility of SUs could increase up 14.17 %, when φ=0.9. However,
the utility just increase up 1.92 % when φ=0.3. Moreover, when shared spectrum
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is worse, such as φ=0.9, utility of SUs increases faster than that with φ=0.3 under
the PCS. Meanwhile, more licensed spectrum is required. From Fig. 7, the maxi-
mum leasing bandwidth for licensed spectrum is 24 MHz when φ=0.9, and it is
18 MHz when φ=0.3. Obviously, PULs will achieve more profit when shared
spectrum is getting worse.

5 Conclusions

In this paper, we have studied the economic behavior of SUs under the impact of
PUSs’ activities on shared spectrum. We use three-stage Stackelberg game to
analyze the optimal revenue of operator and users, respectively. Furthermore, we
propose a price compensation scheme (PCS) to enhance the utility of SUs when
channel condition of shared spectrum is getting worse. Numerical results verify that
the high activities of primary users could motivate SUs to purchase more licensed
spectrum, which maximizes revenue of operator and PULs, respectively. The pro-
posed scheme could enhance the utility of users up to 14.17 % when φ=0.9, that is
better than the case of φ=0.3.
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Distributed Estimation in Heterogeneous
Sensor Networks Using Principal
Component Analysis

Liang Han, Saichao Li and Jiasong Mu

Abstract This paper focuses on estimating a common unknown random vector in
heterogeneous sensor networks (HSNs). We assume that both observation models
and sensor operations are linear. The fusion center (FC) uses the received obser-
vations to find the minimum mean square error (MMSE) estimate of the signal.
Two cases are considered: Raw data-based fusion and principal component analysis
(PCA)-based fusion. We derive the mean square error (MSE) for both cases. It is
shown by numerical and simulation results that PCA-based fusion can reduce the
transmission requirement while satisfying the system performance requirement.

Keywords Heterogeneous sensor networks ⋅ Distributed estimation ⋅ Principal
component analysis ⋅ MMSE

1 Introduction

Wireless sensor networks (WSNs) have attracted considerable interests due to a
wide range of applications, such as environmental monitoring, remote surveillance,
intelligent transportation, health care, to name a few [1, 2].

Traditional WSNs use only sensors of the same category, such as radars or
sonars for detection of targets. In these WSNs, complete sensor observations are
available and classical hypothesis testing procedures are employed for signal pro-
cessing. In recent years, there is an increasing interest in simultaneously employing
several different kinds of sensors, such as optical, EO/IR, acoustic/seismic, RF,
electromagnetic, thermal and electrical sensors. This class of WSNs is called
heterogeneous sensor networks (HSNs) [3]. The main goal of HSNs is to increase
the accuracy of detection and estimation, which can be achieved by properly
combining the information obtained from the sensors of different types.
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Since HSNs have created a large amount of multi-sensor signals across multi-
modality, sensors need to operate in a collaborative manner to solve a common
signal processing problem [4]. In general, there are three major options for signal
processing with HSNs. With the first option, complete sensor observations (raw
data) can be transmitted to the central processor or fusion center (FC) [5, 6]. This
requires transmission of sensor information with a large communication bandwidth.
The full signals are processed at the FC based on the classical theory [7]. The
second option is to make detection at each sensor and integrate the decision
information at the FC [8–12]. Since much of the important sensor signal infor-
mation has lost, this option will result in ineffective detection and estimation. With
the third option, raw data can be quantized or compressed at the sensors. Upon
receiving the quantized or compressed data, the FC combines them according to
some fusion rules for ultimate detection or estimation. Since this option offers huge
advantages in terms of cost, reliability, and communication bandwidth, it is more
attractive for many applications. In [13], the authors studied the optimal com-
pression matrix of sensor data in multiuser estimation fusion by using the matrix
decomposition, pseudoinverse, and eigenvalue techniques. In [14], the authors
investigated optimum compression of a noisy measurement for transmission over a
noisy channel, and gave the closed-form expression for the optimal compression
matrix that minimizes the trace or determinant of the error covariance matrix.

In this paper, we investigated the compression-estimation approach in HSNs by
using principal component analysis (PCA), which focuses on recovering the prin-
cipal covariance eigenvectors and projecting the data on the principal covariance
eigenspace. Since each sensor can compress its data and reduce the data dimen-
sionality before sending its data to a FC, PCA-based compression estimation can
reduce the transmission requirement.

2 System Model

We consider an HSN as depicted in Fig. 1. Suppose that there are N sensors, each
observing a common unknown random vector of interest θ∈ℝp×1, which has zero
mean and covariance matrix Cθ =E θθT

� �
. In this paper, we consider linear mea-

surement of θ, then the observation at sensor m can be given as

xm =Hmθ+wm, m=1, 2, . . .N, ð1Þ

where xm ∈ℝlm ×1 denotes the sensor’s vector observation, Hm ∈ℝlm × p denotes the
known observation matrix, and wm ∈ℝlm ×1 denotes the additive multivariate
Gaussian noise with zero mean and covariance matrix Cwm =E wmwT

m

� �
. Note that

since multiple sensors are heterogeneous, the observation matrix and the dimension
of the observation are different across the sensors.
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To reduce the transmission requirement, some operations should be performed at
the sensor and a quantized or compressed version of the data is transmitted. For
simplicity, we consider all the sensor operations are linear, i.e., sensor m encodes its
observation by multiplying it with a matrix Tm ∈ℝkm × lm . Thus, the transmitted
signal ym can be written as

ym =Tmxm =TmHmθ+Tmwm, m=1, 2, . . .N. ð2Þ

We assume that the communication between the sensors and the FC is over
orthogonal AWGN channels so that there is no multi-sensor interference, then the
received signal of sensor m at FC is given as

rm =TmHmθ+Tmwm +nm, m=1, 2, . . .N, ð3Þ

where nm ∈ℝkm ×1 is the additive multivariate Gaussian noise at FC with zero mean
and covariance matrix Cnm =E nmnTm

� �
. The FC can separate and concatenate

vectors of individual sensors to form

r=Fθ+ v, ð4Þ

where r= rT1 , r
T
2 , . . . r

T
N

� �T is the k ×1 received observations at all sensors with

k= ∑N
m=1 km,F= HT

1T
T
1 ,H

T
1T

T
1 , . . .H

T
NT

T
N

� �T denotes the k × p joint observation
and operation matrix for all sensors, and v= wT

1T
T
1 + nT1 ,w

T
2T

T
2 + nT2 , . . .w

T
NT

T
N +

�

nTN �T denotes the k ×1 equivalent additive noise vector.
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Sensor m

Fusion 
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Fig. 1 System model
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3 Distributed Estimation Using PCA

For different types and sizes of Tm, the system performance will be dramatically
different. We consider two cases in this paper.

3.1 Baseline Scenario

Here, we consider the case that complete sensor observations, i.e., raw data, can be
transmitted to the FC, which means that Tm = Ilm . In this case, the minimum mean
square error (MMSE) estimation for θ is given as

θ ̂=CθHT HCθHT +Cv
� �− 1y ð5Þ

where H= HT
1 ,H

T
2 , . . .H

T
N

� �T ,Cv denotes the covariance matrix of v. Assume that
the noise is independent across the sensors, then Cv can be given as
Cv =diag Cw1 +Cn1 ,Cw2 +Cn2 , . . .CwN +CnN½ �, which is a k × k block diagonal
matrix such that the mth diagonal element is the equivalent noise covariance matrix
of the mth sensor. The mean square error (MSE) achievable by such estimator is

MSE= tr Cθ −CθHT HCθHT +Cv
� �− 1HCθ

� �
ð6Þ

3.2 PCA Scenario

In this case, we resort to the well-known PCA. Assume that there is no inter-sensor
communication since all sensors are distributed. Each sensor compresses its data
and transmits the compressed data to the FC.

The covariance matrix of xm is Cxm =HmCθHT
m +Cwm , and the eigendecompo-

sition of this covariance matrix is given by

Cxm =QmΛmQT
m = ∑

lm

i=1
λm, iqm, iq

T
m, i ð7Þ

where Qm = qm, 1,qm, 2⋯, qm, lm
� �

∈ℝlm × lm is a unitary matrix whose columns are
the eigenvectors of the matrix Cxm , and Λm =diag λm, 1, λm, 2 . . . , λm, lm½ � is a diagonal
matrix whose entries are eigenvalues and λm, 1 ≥ λm, 2 ≥⋯≥ λm, lm ≥ 0. We denote
the orthonormal matrix formed by the eigenvectors corresponding to the largest km
eigenvalues λm, if gkmi=1 with Qm, km . Then the PCA of xm can be given as
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ym, km =QT
m, kmxm =

qTm, 1xm
qTm, 2xm

⋮
qTm, kmxm

2
664

3
775 ð8Þ

where F= HT
1T

T
1 ,H

T
1T

T
1 , . . .H

T
NT

T
N

� �T denotes the k × p joint observation and

operation matrix for all sensors, and v= wT
1T

T
1 + nT1 ,w

T
2T

T
2 + nT2 , . . .w

T
NT

T
N + nTN

� �T
denotes the k ×1 equivalent additive noise vector.

In this setup, the joint observation and operation matrix for all sensors is

F= HT
1Q1, k1 ,H

T
1Q2, k2 , . . .H

T
NQN, kN

� �T and the equivalent additive noise vector is

v= wT
1Q1, k1 + nT1 ,w

T
2Q2, k2 + nT2 , . . .w

T
NQN, kN +nTN

� �T . The MMSE estimation for θ
is given as

θ ̂=CθFT FCθFT +Cv
� �− 1y ð9Þ

where Cv =diag QT
1, k1Cw1Q1, k1 +Cn1 ,Q

T
2, k2Cw2Q2, k2 +Cn2 , . . .Q

T
N, kNCwNQN, kN +

h

CnN �. The MSE achievable by such estimator is

MSE= tr Cθ −CθFT FCθFT +Cv
� �− 1FCθ

� �
ð10Þ

4 Numerical and Simulation Results

In this section, we present some numerical and simulation results to validate our
analysis. Suppose that there are three sensors, each observing a common unknown
random vector θ∈ℝ3 × 1, which has zero mean and covariance matrix
Cθ =diag 1, 2, 3½ �. The known observation matrices are randomly chosen as

H1 =

2.93 1.40 2.16
0.69 0.23 0.33
0.13 1.52 2.04
0.65 1.48 0.96

2
664

3
775,H2 =

0.89 1.03 1.14
1.80 0.68 0.49
1.79 1.29 1.25
1.53 0.36 1.85
0.73 1.38 1.27
0.96 0.69 1.84

2
6666664

3
7777775
,H3 =

1.02 1.79 0.08
1.74 0.49 1.53
0.14 0.52 1.80
1.70 2.97 0.38
0.36 0.50 0.37
1.25 2.49 0.57
0.36 0.93 3.14
1.10 0.56 0.51

2
66666666664

3
77777777775

ð11Þ

The covariance matrices of the additive multivariate Gaussian noise are
Cw1 = σ2w1

I4,Cw2 = σ2w2
I6 and Cw3 = σ2w3

I8. Moreover, we assume σ2w1
= σ2w2

=
σ2w3

= σ2n = σ2.
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In Fig. 2, we illustrate the MSE performance with respect to σ for different
dimensions of PCA. From Fig. 2, we can see that different compression matrices
result in different MSE performances. As the dimensions increase, the MSE
decreases. When k1 = 2, k2 = 2, k3 = 3, the gap between the PCA-based estimation
and raw data-based estimation is relatively small, while the transmission bandwidth
can be reduced significantly.

5 Conclusion

In this paper, we investigated the estimation of a common unknown random vector
in HSNs using the well-known PCA. We assume that there is no inter-sensor
communication since all sensors are heterogeneous and distributed. Each sensor
compressed its data using the eigendecomposition of the covariance matrix and
transmitted the compressed data to FC. The FC uses the received observations to
find the MMSE estimate of the signal. It was shown by numerical and simulation
results that PCA-based fusion can reduce the transmission requirement while sat-
isfying the system performance requirement.
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An Adaptive Energy-Efficient Optimization
Scheme in Future Massive MIMO HetNets

Na Chen, Songlin Sun and Junshi Xiao

Abstract In future wireless systems, implementation of massive multiple-input

multiple-output (MIMO) and heterogeneous networks (HetNets) technologies will

lead to higher capacity of networks, but also result in energy problems and resis-

tance for operators to provide desirable services. In this paper, we focus on energy-

saving problem, and try to improve the energy efficient (EE) with required quality of

service (QoS) maintained. We will first indicate the problem of energy use in mod-

ern wireless communication systems, then address a massive MIMO-based HetNets

framework with software defined network (SDN) as the central controller of radio

resource management (RRM). After that, we will develop a scheme that reduces the

energy use of the system, which is monitored and managed by SDN controller at the

controlling pannel. Finally, we will deploy the scheme to achieve a higher EE with

sufficient QoS.

1 Introduction

In 5G mobile communication systems, massive multiple-input multiple-output

(MIMO) systems and heterogeneous networks (HetNets) are currently considered

as two promising and effective solutions for achieving high data rates and cov-

erage gains, as well as satisfying the galloping demand for ubiquitous broadband

mobile services [1]. Exploiting pilot reuse and channel reciprocity in time division

duplex (TDD) networks, a large number of users is served using the additional spa-

tial degrees of freedom [2], which can significantly improve the quality of service

(QoS) of the system.
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Despite lots of promising features can be provided by massive MIMO-based

HetNets, deployment of these two technologies will also bring some side effects

to the system. With the drastic increase of ultra-dense deployment of small cells

in 5G networks, the total energy consumption may easily exceed the acceptable

scope. Moreover, fluctuated volumes of traffic also bring considerable increase in

energy consumption, which will also cause extra operating expense (OPEX) to ser-

vice providers. Therefore, energy efficient (EE) has become one of urgent issues

which prevents 5G provider to afford desirable performance.

To solve EE problem in 5G systems, plenty of work has been done in the pre-

vious literatures. Hu and Yi [3] provided a framework which supports centralized

baseband processing, cooperative radio, and energy saving in HetNets. The spectral

efficiency and EE trade-off of massive MIMO systems has recently been studied in

[4]. However, it only considered the power consumed by the power amplifiers (PA)

at the user terminals (UT).

In this paper, we propose a software defined network (SDN)-based EE optimiza-

tion scheme in massive MIMO-based HetNets. We first analyze the energy use con-

dition of a typical massive MIMO HetNet with single-antenna low power nodes

(LPNs) and single-antenna UEs. Furthermore, we developed a scheme that reduces

the energy use of the system by two means: (1) adaptively justify the access point of

specific UE according to the channel status, (2) explore the solution hyperspace to

achieve the optimal energy use. The whole scheme is controlled by SDN controller

at the controlling panel. The numerical results have shown that the proposed scheme

can help the systems achieve a higher energy efficient with sufficient QoS.

2 System Framework

As mentioned above, volume of the next generation network will increase as well as

the number and density of subscribers, which makes 5G network more complex than

previous generations. This ever-increasing network complexity is driving operators

toward a virtualization of network functionality that calls for a paradigm shift from

a hardware-based approach to a software-based approach. In this work, we address

an intelligent management framework based on the concept of SDN, as illustrated in

Fig. 1.

The bottom layer is composed of different categories of cells with multiple com-

munication standards. In the middle layer, virtual gateways (VGs) can help different

data access to corresponding virtual controllers (VCs). VCs provide HetNet support

for loading cells and directly controlled by SDN controller located in the top layer.

Implementation of SDN techniques enables this controller to analyze the current

network status and topology through the data provided by all of the VCs. With the

knowledge of the network and radio environment, the SDN controller selects appro-

priate operating parameters. This virtual entity resides at each network device and
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Fig. 1 A generalized architecture of SDN controlled adaptive HetNet

takes decisions with information collected from the lower layers. Furthermore, SDN

controller exploits seamless cooperation amongst neighboring BSs and UEs. Such

type of architecture design allows adaptive mechanisms that aim at achieving the

right balance of energy savings amongst network devices. Finally, SDN controller

achieves real-time interaction with its environment to adapt appropriate communica-

tion parameters. Taking advantage of the network virtualization, the whole network

is under control of the central SDN controller. And we recognize the system is of

sufficient computing capacity.

3 Proposed Scheme

Consider the uplink of a multiuser massive MIMO single-cell HetNet where a BS

is equipped with M antennas. In the macrocell coverage area of the BS, there are Q
single-antenna LPNs and K single-antenna UEs. The K UEs are served by the BS

or an LPN or both BS and LPN simultaneously. Channel fading between any pair

of antenna is assumed to be Rayleigh with unit mean and independent across nodes.

With TDD-based communication applied, we assume perfect channel reciprocity.
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3.1 Adaptive Coorperation

With the higher throughput supported, there are multiple services provided in upcom-

ing future systems. Assume the data rate requirement of the k-th UE is Qk. It is

required that

Blog2(1 + SINRk) ≥ Qk, (1)

For UEs located in coverage of an LPN, we reconsider some specific UEs’ access

method for better performance and efficiency. For the k-th UE with large data

requirement (for example, multimedia services applied), we will perform a trade-

off between accessing to the BS or an LPN or both of them. Here we assume the

different LPNs located far enough from each other, i.e., their coverage do not over-

lap, and the BS is not within the coverage of any LPNs. If UE k can be served very

well by either the BS or an LPN, we compare and choose the better one. Else, if

the requirement cannot be satisfied, the k-th UE can access to both of them. The

coverage probability of the k-th UE, i.e., Pcq,k = P(SINRk > Tk), (Tk = 2
Qk
B − 1), is

computed by SDN controller to make the following justice.

J(k) =
⎧
⎪
⎨
⎪
⎩

0, Pc0,k > Tp > Pcq,k
q, Pcq,k > Tp > Pc0,k or min{Pc0,k,Pcq,k} > Tp
Q + q + 1, Tp > max{Pc0,k,Pcq,k}

(2)

Here J(k) is the justice function, where k represents the index of the user. First we

define Tp as the threshold of whether we apply cooperative situation, and we have

the user setK = {K0,K1,… ,Kq,… ,KQ,KQ+1,… ,KQ+q+1,… ,K2Q+1}. The specific

user k belongs to a subset of KJ(k).

The SINR of macro cell UE k (k ∈ K0) is given by

SINR0,k =
P0,k||𝐡H0,k||

2r−𝛼0,k
Q∑

q=1
Pq||𝐡Hq,k||2r

−𝛼
q,k +

i∈K0∑

i=1,i≠k
P0,i||𝐡H0,k||2r

−𝛼
0,k + N0B

, (3)

where P0,k stands for the transmission power of the BS, 𝐡0,k is the channel from the

k-th UE to the BS. Here B is the channel bandwidth (Hz), andN0 (W/Hz) is the power

spectral density of the AWGN channel. Moreover, we assume the data transmission

between the BS and LPNs does not affect the wireless transmission environment.

Similarly, the SINR of a small cell user j (j ∈ Kq) served by LPN q is

SINRq,j =
Pq,j||𝐡q,j||2r−𝛼q,j

Q∑

i=1,i≠q
Pq||𝐡Hi,j||2r

−𝛼
i,j +

i∈K0∑

i=1
P0||𝐡H0,j||2r

−𝛼
0,j + N0B

(4)
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And the SINR of a UE l (l ∈ KQ+q+1) served by both the BS and LPN q can be

expressed as

SINR0,q,l =
P0,l||𝐡H0,l||

2r−𝛼0,l + Pq,l||𝐡q,l||2r−𝛼q,l
Q∑

i=1,i≠q
Pq||𝐡Hi,j||2r

−𝛼
i,j +

i∈K0∑

i=1,i≠l
P0||𝐡H0,l||2r

−𝛼
0,l + N0B

(5)

3.2 Energy Efficiency Analysis and Optimization Scheme

Next, we analyze how EE can be described and optimized in massive MIMO HetNet

systems. As we know, EE is measured in bit/Joule and a common EE definition

is the ratio of the spectral efficiency (in bit/channel use) to the emitted power (in

Joule/channel use). EE can be expressed as

EE =
Throughput

P
, (6)

where P denotes the total power consumption as

P = P0 +
Q∑

q=1
Pq +

K∑

k=1
Pk . (7)

where

⎧
⎪
⎨
⎪
⎩

P0 = Mpt,0 + K0pdec,0 + pmud,0 + ps,0
Pq = pt,q + Kqpdec,q + pmud,q + ps,q
Pk = 𝛽pu + pt

(8)

Let pt,0 and pt,q be the average power consumed in each tranceiver antenna unit

of the BS and the q-th LPN, respectively, and the average power consumed at the

BS and the q-th LPN for decoding each user’s coded information stream is averaged

and modeled as pdec,0 and pdec,q. And pmud,0 and pmud,q stands for the average power

consumed for channel estimation and multiuser detection, ps,0 and ps,q models the

fixed power consumption which is independent of M and number of accessed UEs.

At the UE side, 𝛽 > 1models the efficiency of the power amplifier and pt is the power

consumed by the other signal processing circuits inside the transmitter. The actual

power consumption can be realized with different precoding and decoding methods

applied, and some previous works have made optimal achievements on them [5, 6].

Massive MIMO is proven to be more effective with relatively more antennas.

However, it depends on the situation whether massive is necessary for the system.

According to previous work [7], when the average user channel gain is high or else
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the BS/UE design is power inefficient, it is optimal to have a few BS antennas and a

single user, i.e., nonmassive MIMO regime. Similarly, when the channel gain is small

or else the BS/UT design is power efficient, it is optimal to have a larger (M,K), i.e.,

massive MIMO regime.

The scheme we proposed to optimize the system EE is described as below. The

optimal power consumption and EE can be achieved after the process and all is under

management of the SDN controller.

Algorithm 1 Adaptive EE optimization.

Input: Number of antenna equipped at the BS, M; number of the total users, K; number of

the LPNs, Q; rate requirements of the users, Qk; cooperation threshold, Tp; max times of

iteration, J;

Initialization: Set the initial M, K, Q; J(k) = −1(0 ≤ k < K); UE index k; iteration index, j;
optimal EE, EEopt; power allocation matrix, P; optimal power consumption, Popt; optimal

increment vector, 𝛥.

Calculation:

do Channel estimation.

Update IsMassive = Ture or False.

if IsMassive
M = Mmas.

else
M = Mnonmas.

while j < J do
while k < K do

Calculate SINRk, Pck.
Calculate J(k) by Eq. (4).

Update K0,Kq,K0,q.

Update k = k + 1.

end while
Calculate EE.

if EE < EEopt
Update EEopt and Popt.

end if
Update P = P + 𝛥.

Update j = j + 1.

end while

Output:
return Popt and EEopt.
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4 Numerical Results

In this section, we present numerical results and discuss the performance of the

scheme developed in the paper. The default simulation parameters for the results

are listed in Table 1.

In Fig. 2, we compare the energy-saving performance achieved by different iter-

ation of the scheme. And it is shown that with the proposed scheme, the system can

achieve a better EE after iterations.

Figure 3 shows the total power consumption impacted by the number of massive

antennas at the BS. It can be observed that the total power consumption can be sub-

stantially reduced by increasing the number of antennas at the BS. Massive MIMO

brings large improvements in energy efficiency and the increased antennas can be

used to eliminate the interference to the victim users. Furthermore, the improvements

in energy efficiency can be achieved by applying appropriate precoding algorithms,

i.e., changing the transmitting power of the receivers.

Table 1 Main parameters in the numerical evaluation

Parameters Values

Macro cell radius 500 m

Small cell radius 50 m

System bandwidth 100 MHz

Simulation scenario ITU-UMa/UMi

Distribution of users Uniform

Requirements of the rate (per user) Q ∈ {2, 6, 10, 20} Mbps

Fig. 2 EE performance
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Fig. 3 Impact of different

numbers of antennas
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5 Conclusions

In this paper, focusing on energy-saving problem, we proposed an adaptive scheme

and improved the energy efficient with sufficient QoS and spectrum efficiency main-

tained. We first indicated the problem of energy use in modern wireless communica-

tion systems. Then we introduced the framework of SDN to ensure the realizability

of the system. Then we developed an adaptive optimization scheme to reduce the

energy use of the system. At last we realized the scheme and it fulfilled our expecta-

tion. Some future work will be done to enhance the performance and effectiveness

of the algorithms.
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Signals Reconstruction in Heterogeneous
Sensor Network with Distributed
Compressive Sensing

Chengchen Mao, Fangqi Zhu, Huaiyuan Liu and Jing Liang

Abstract In this paper, we reconstruct signals in heterogeneous sensor network

(HSN) with distributed compressive sensing (DCS). Combining different types of

measurement matrices and different numbers of measurements, we investigate three

different scenarios in which HSN is used to acquiring signals for the first time. In the

first scenario, there are two different types of measurement matrices. One is Gaussian

measurement and the other is Fourier measurement, and each sensor applies the

same numbers of measurements. In the second scenario, all sensors use the same

type of measurement matrices but the number of measurements are different from

each other. The third scenario combines different types of measurement matrix and

distinct numbers of measurements. Our simulation results show that in Scenario I,

when the common sparsity is considerable, the DCS scheme can reduce the number

of measurements. In Scenario II, the reconstruction situation becomes better with

the increase of the number of measurements. In both Scenario I and III, joint decod-

ing that use different types of measurement matrices performs better than that of

all-Gaussian measurement matrices, but it performs worse than that of all-Fourier

measurement matrices. Therefore, DSC is a good compromise between reconstruc-

tion percentage and the number of measurements in HSN.
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1 Introduction

Compressive sensing (CS) is a rapidly growing field of signal processing. It predicts

that sparse high-dimensional signals can be recovered from highly incomplete mea-

surements by using efficient algorithms [1]. These algorithms can be classified as

L1-minimization types [2] and greedy types, as orthogonal matching pursuit (OMP)

[3] mentioned.

So far, many works have been reported on CS for sensor networks (SN). In [4],

Liang applied CS to radar sensor network (RSN) to tremendously reduce the sam-

pling rate. In [5], CS has been shown as an efficient and effective signal acquisition

and sampling framework for wireless sensor networks (WSN). DCS extends the the-

ory and practice of CS to multisignal, distributed settings [6]. In our work, consid-

ering the scenarios investigated in this work, we use joint sparsity model-1 (JSM-1).

HSN consists of sensor nodes with different abilities, such as different computing

power and sensing range. Compared with conventional sensor networks, deployment

and fusion rules are more complex in HSN [7]. In [8], Liang proposed optimized

energy allocation schemes that not only optimize the energy allocation in heteroge-

neous radar sensor networks (HRSNs), but also offer an appropriate tradeoff between

resource consumption and target detection performance.

In this work, we assume three scenarios in which HSN is used for signal acqui-

sition. In the first scenario, there are at least two types of measurement matrices in

whole HSN system. However, each sensor has the same numbers of measurements.

In the second scenario, all sensors use the same type of measurement matrices but the

number of measurements is different from each other. The third scenario combines

different types of measurement matrix and distinct numbers of measurements.

In [9, 10], DCS has been applied in conventional SN and shows the superior

potentials over non-CS methods, but they did not use DCS into an HSN. To the best

of our knowledge, this is the first investigation about DCS usage in HSN and the first

utilization of different types of measurement matrices, i.e., Gaussian and Fourier

measurement matrices, at the same time.

The remainder of this paper is organized as follows. Section 2 describes the neces-

sary background on CS. Section 3 describes DCS and JSM-1 in HSN, and proposes

three scenarios in HSN. Section 4 presents simulation result and analysis. Finally,

Sect. 5 summarizes our investigation.

2 Compressed Sensing

Consider a real-valued signal x ∈ ℝN
, where is K-sparse, (K ≪ N). Using the N × N

basis matrix 𝛹 with the vectors {𝜓i} as columns, x can be expressed as

x =
N∑

i=1
si𝜓i or x = 𝜓s (1)
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where s is the N × 1 column vector of weighting coefficients si = ⟨x, 𝜓i⟩ = 𝜓
T
i x.

Consider a general linear measurement process that computes M < N inner prod-

ucts between x and a collection of vectors {𝜙j}Mj=1 as in yj = ⟨x, 𝜙i⟩. Arrange the

measurements yj in an M × 1 vector y and the measurement vectors 𝜙
T
j as rows in an

M × N matrix 𝛷. Then, by substituting 𝛹 from (1), y can be written as

y = 𝛷x = 𝛷𝛹s = 𝛩s (2)

where 𝛩 = 𝛷𝛹 is an M × N matrix. Generally, 𝛷 is fixed and is independent of x.

Because M < N, the recovery of the signal x from y is ill-conditioned. A neces-

sary and sufficient condition for this simplified problem to be well conditioned is

restricted isometry property (RIP) and a related condition is incoherence. These two

conditions can be achieved with high probability simply by selecting 𝛷 as a random

matrix. Gaussian and Fourier measurements are commonly utilized random mea-

surement matrices in CS framework. For Fourier measurements, after measuring,

the costs of computing and communication are increasing.

Since M < N, to recover x from y is an under determined problem. Fortunately,

optimization based on the L1 norm

ŝ = arg min ‖s‖1 s.t. 𝛩s = y (3)

can exactly recover K-sparse signals with high probability.

3 Joint Sparsity Model-1 and Heterogeneous Sensor
Network

In an HSN, let𝛬 ∶= {1, 2,… , J} represent the set of indices for the J sensors. Denote

the corresponding signals in each sensor by xj ∈ ℝN
, (j ∈ 𝛬). Without loss of gener-

ality, assume these signals are sparse in the canonical basis, i.e., 𝛹 = IN , where IN is

the N × N identity matrix. We denote the measurement matrix for signal j by 𝛷j; 𝛷j
is Mj × N and, the entries of 𝛷j are different for each j, in general. Thus, yj = 𝛷jxj
consists of Mj < N random measurements.

To compactly represent the signal and measurement ensembles, we denote M =
∑

j∈𝛬 Mj and define X ∈ ℝJN
, Y ∈ ℝM

, and 𝛷 ∈ ℝM×JN
as

X =
⎡
⎢
⎢
⎢
⎣

x1
x2
⋮
xJ

⎤
⎥
⎥
⎥
⎦

, Y =
⎡
⎢
⎢
⎢
⎣

y1
y2
⋮
yJ

⎤
⎥
⎥
⎥
⎦

, 𝛷 =
⎡
⎢
⎢
⎢
⎣

𝛷1 𝟎 ⋯ 𝟎
𝟎 𝛷2 ⋯ 𝟎
⋮ ⋮ ⋱ ⋮
𝟎 𝟎 ⋯ 𝛷J

⎤
⎥
⎥
⎥
⎦

(4)
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with 𝟎 denoting a matrix of appropriate size with all entries equal to 0. We have Y =
𝛷X. Equation (4) shows that separate measurement matrices have a characteristic

block diagonal structure when the entries of the sparse vector are grouped by signal.

DCS extends CS to the application of recovering a sparse signal ensemble. A JSM

specifies the correlations that are present between the values and locations of the

nonzero coefficients for each of the signals being acquired. In [6], three JSMs were

described and three corresponding recovery algorithms were proposed. Considering

different sensors measuring properties of physical processes that change slightly in

time and space in an HSN, we focus on JSM-1 in this work.

In JSM-1, we assume that all signals are sharing a common sparse component zC
while each individual signal contains a sparse innovations component zj:

xj = zc + zj, j ∈ 𝛬 (5)

with zc = 𝛹𝛼c,
‖
‖𝛼c

‖
‖0 = Kc, and zj = 𝛹𝛼j,

‖
‖
‖
𝛼j
‖
‖
‖0

= Kj. Thus, the signal zc is common

to all of the xj and has sparsityKc in the basis𝛹 . The signals zj are the unique portions

of the xj and have sparsity Kj in the basis 𝛹 . Similarly, we assume 𝛹 = IN . Using the

vector and frame

Z =
[
zc, z1, z2,⋯ , zJ

]T
and �̃� =

⎡
⎢
⎢
⎢
⎣

𝛷1 𝛷1 𝟎 ⋯ 𝟎
𝛷2 𝟎 𝛷2 ⋯ 𝟎
⋮ ⋮ ⋮ ⋱ ⋮
𝛷J 𝟎 𝟎 … 𝛷J

⎤
⎥
⎥
⎥
⎦

(6)

we can represent the concatenated measurement vector Y sparsely using the concate-

nated coefficient vector Z to obtain Y = �̃�Z. From (6), we can see that because the

common sparsity zc appears only once in the equation, the total sparsity is reduced

from J × (Kc + Kj) to Kc + (J × Kj). By using the weighted L1-norm minimization,

the FC can take advantage of exploiting inter-sensor correlation to recover a vector

Ẑ, which yields xj = ẑC + ẑj, j ∈ 𝛬.

The 𝛾 weighted L1-norm minimization is formulated as following:

Ẑ = arg min𝛾C
‖
‖zC‖‖1 + 𝛾1

‖
‖z1‖‖1 + 𝛾2

‖
‖z2‖‖1 ⋯ + 𝛾J

‖
‖zJ‖‖1 s.t. y = �̃�Z (7)

where the weights 𝛾C, 𝛾1, 𝛾2,… , 𝛾J ≥ 0 in (7) depend on the relative sparsities Kc,

Kj, j ∈ 𝛬. We find the optimal 𝛾C using a line search optimization [11].

Since HSN consists of sensor nodes with different abilities, such as different types

of measurement matrices and different numbers of measurements, we consider three

possible designs for signal acquisition situation.

For convenience, we list these three scenarios in Table 1.
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Table 1 Three simulated scenarios in HSN

Measurement matrix type Numbers of measurements

Same/different Same/different Scenario number

S S (Empty)

D S I

S D II

D D III

4 Simulation

In this section, we simulate signal acquisition situation of JSM-1 under three scenar-

ios mentioned in Table 1. The 𝛾 weighted L1-norm formulation (7) was used. We find

the optimal 𝛾C as mentioned in Sect. 3. Since all Kj are the same in JSM-1, generally,

we set all 𝛾j = 1. All signals are of length N = 100.

4.1 Different Types of Measurement Matrices and Same
Numbers of Measurements (Scenario I)

In this scenario, suppose there are only two sensors with the same numbers of mea-

surements and different types of measurement matrices. Specifically one is Gaussian

measurements and another one is Fourier measurements. We restrict our attention to

the symmetric setting in which K1 = K2 and M1 = M2. In our joint decoding simu-

lations, we consider values of M1 and M2 in the range from 20 to 80.

The results of the simulation are summarized in Fig. 1a, b. From these two fig-

ures, we can see that percentage of exact reconstruction increases along with the

increase of number of measurements per signal M in all cases. When using differ-

ent types of measurement matrices, joint decoding shows better performance than

when measurement matrices are all Gaussian, but it does not represent as good as all

measurement matrices are Fourier.

For KC = 22, K1 = K2 = 4, compared with separate decoding, joint decoding

enjoys about 30 % reduction of M. For smaller KC and larger Kj showed in Fig. 1b,

since most of the measurements are expended on innovation components, joint

decoding barely outperforms separate decoding.
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Fig. 1 Comparison of joint decoding, separate decoding with one sensor is Gaussian measurement

and one sensor is Fourier measurement, all sensors are Gaussian or Fourier measurement. a Kc =
22, K1 = K2 = 4,N = 100. b Kc = 6, K1 = K2 = 12,N = 100

4.2 The Same Types of Measurement Matrices and Different
Numbers of Measurements (Scenario II)

Without loss of generality, in this scenario, we suppose all sensors use Gaussian

measurement matrices but the numbers of measurements of one kind of sensors are

different with the other one. To be specific, we assume M1 in one kind of sensors is

fixed as 50 and M2 in another kind of sensors is in the range from 10 to 90.

A common sparsity KC = 20 and innovation sparsity Kj = 5 are investigated and

suppose each kind of sensors has J = 1, 2, 3 sensors. The result is showed in Fig. 2a.

From the simulation, we can find that the reconstruction situation is getting better
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Fig. 2 Each kind of sensors has J = 1, 2, 3 sensors, Gaussian measurement matrices. a Kc = 20,

Kj = 5,M1 = 50,N = 100. b Kj = 6, M1 = 50,M2 = 40,N = 100
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with the increase of M2. The HSN reaches 100 % exact reconstruction at M2 = 50

when J = 1, while it can achieve this at M2 = 40 when J is 2 and 3. Actually, there

are totally 4 and 6 sensors in this scheme.

Figure 2b shows another simulation result of scenario II. We increase the com-

mon sparsity Kc of each sensor and the number of each kind of sensors J while

fixing the signal length and the innovation sparsity of each sensor at N = 100 and

Kj = 6, respectively. In addition, the numbers of measurements of two kinds of sen-

sors M1 and M2 are 50 and 40, respectively. The result shows that the percentage

of exact reconstruction decreases along with the increase of number of common

sparsity Kc. The HSN can reach 100 % exact reconstruction at Kc < 70 when j = 3,

while the scheme cannot perform so well at Kc > 30 when j = 2. When j = 1, the

performance of 100 % exact reconstruction drops quickly, and at Kc = 30 the scheme

cannot recover the signals without errors.

4.3 Different Types of Measurement Matrices and Different
Numbers of Measurements (Scenario III)

In this scenario, each one uses different types of measurement matrix and different

numbers of measurements. In order to maintain consistency with the previous sce-

narios, we assume that one measurement matrix is Gaussian and the other is Fourier,

and the rest simulation assumptions are just the same with scenario II, i.e., Kj = 6,

M1 = 50, M2 = 40, N = 100.

Figure 3 shows the results of above assumptions. Figure 3a demonstrates when

the number of each kind of sensors J = 1 and all sensors use Gaussian measurement

matrices, the HSN scheme cannot recover the signals without errors at Kc = 30, but
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Fig. 3 Comparison of all measurement matrices are Gaussian, Fourier, and mix of these two mea-

surement matrices when Kj = 6, M1 = 50, M2 = 40, N = 100, for the number of each kind of sen-

sors J = 1, 2. a Each kind of sensors has J = 1. b Each kind of sensors has J = 2
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when sensors in the HSN scheme use different types of measurement matrix, the

number is 40. Figure 3b shows similar results but performs better for the number of

each kind of sensors J = 2.

Although when the HSN uses both Gaussian and Fourier measurement matrices at

the same time, the maximum Kc that achieves 100 % exact reconstructions less than

that of all-Fourier measurement, it can reduce the computing and communication

cost. So, as a compromise, the usage of DCS is still a good choice in HSN.

5 Conclusion

In this paper, combining different types of measurement matrix and different num-

bers of measurements, we assume three different scenarios in which HSN is used

for signal acquisition and to investigate the usage of DCS in HSN. The simulation

results illustrate:

1. The percentage of exact reconstruction increases along with the increase of num-

ber of measurements per signal M in all cases.

2. The percentage of exact reconstruction decreases along with the increase of num-

ber of common sparsity Kc in all cases.

3. Joint decoding that uses different types of measurement matrices performs better

than that of all-Gaussian measurement matrices. However, it performs worse than

that of all-Fourier measurement matrices.

In view of the computing and communication cost, DSC is a good compromise

between reconstruction percentage and the number of measurements.
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Analysis for the Enhanced Cell
Reselection Mechanism in Heterogeneous
Wireless System

Xinran Zhang and Songlin Sun

Abstract This work proposes an enhanced algorithm for cell reselection mecha-

nism in heterogeneous wireless system. A Markov model-based analytical method

is proposed to describe system behavior and derive performance metric. The optimal

QoS control parameter for the algorithm is derived based on system model and ana-

lyzed in numerical results. It is shown that the network performance can be improved

by utilizing the proposed algorithm, and the optimal value of QoS control parame-

ter varies according to system traffic condition, which provides insight for network

deployment and radio resource management.

1 Introduction

The cell reselection process of user equipment (UE) is an important physical-layer

process of cellular wireless communication system. It is defined and described in

third generation partner project (3GPP) physical layer specifications [1, 2], and

essentially specifies UE’s behavior to choose other access cells when the power or

quality of the received signal varies. In tradition, simple scenarios of cellular sys-

tem like global system for mobile communication (GSM) system or third generation

(3G) wideband code division multiple access (WCDMA) system, the radio access

network (RAN) is constituted by the so-called macrocells, where the base station

(BS) or node B (NB) serves as the access point for UEs in a wide coverage area. In

that case, the cell reselection behavior happens when UE moves through the edge

of different cells and requires handoff to the cell with best access quality. This sce-

nario can be construed as homogeneous wireless system. With the emergence of

fourth generation (4G) long-term evolution (LTE) standard and its rapid deployment
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around the world, more complex network scenarios unlike traditional homogeneous

wireless system are introduced and referred as the heterogeneous wireless systems.

The concept of heterogeneity and its related theories have become heated research

topics in the past decade. In the family of 3GPP cellular systems, the typical sce-

nario of heterogeneous wireless system consists of GSM system: enhanced data

rate for GSM evolution (EDGE) system, WCDMA system, LTE system, and even

in the future, fifth generation (5G) system. Within theses systems, different nodes

are involved such as pico nodes and femto nodes, along with macro nodes deployed

in a overlapping manner. To make the scenario more complicated, the wireless local

area network (WLAN) system are also considered in heterogeneous wireless system,

since the convergence of different radio access technologies (RATs) is a fundamental

aspect for 3GPP cellular system and an inevitable trend of future wireless communi-

cation system. These conditions provide a much more complicated scenario for UE

mobility management problem, in which the cell reselection problem has already

become an important technique applied in current cellular wireless systems as well

as an interesting theoretical research point.

In the field of mobility management and radio resource management (RRM)

research, the Markov-related model is extensively studied and discussed in exist-

ing literatures [3–7] due to its accuracy, simplicity and validity, and is considered to

be an ideal research methodology to model the cell reselection mechanism in het-

erogeneous wireless system. In this work, we first present the proposed mechanism

for cell reselection in heterogeneous wireless system defined in 3GPP specifications,

then derived a Markov mode-based analytical method for the system to obtain sys-

tem performance metric, then provide detailed analysis for optimal parameter in the

algorithm.

The paper is organized as follows: in Sect. 2 the cell reselection mechanism in [1]

and the proposed algorithm is described. Then in Sect. 3 we present the mathematical

model for the system, and derived the optimal parameter solutions to the model.

Section 4 presents the main results for the optimal quality of service (QoS) parameter

analysis. Section 5 concludes the paper.

2 Enhanced Cell Reselection Mechanism
for Heterogeneous Wireless System

2.1 Cell Reselection Mechanism in 3GPP TS 36.304

We first present cell reselection process defined in the latest technical specification

(TS) [1] in 3GPP protocol in a mathematical manner. This protocol is essentially

designed for 3GPP cellular wireless system. To provide more theoretical insight, we

model the system in a general manner. Consider 4G LTE system and its evolution
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scenario, where adjacent macro evolved node Bs(MeNBs) form wide-area coverage

for UEs in each corresponding cell (macro cell), and low power nodes (LPNs) within

each cell form hot-spot coverage. The criterion for UE to perform cell reselection is

the value of reference signal power denoted by Pk, where k denotes the index of dif-

ferent types of nodes and cells. In real application scenarios, all overlapping RAT

cells in the heterogeneous wireless system have the rank of priority, according to

which UE will perform cell reselection to the specific cell when Pk meets certain

thresholds requirements. Priority rank parameters are broadcasted to all UE by sys-

tem information or dedicated signallings [1].

For UE that has camped on others’ cells adjacent to cell k, ifPk is large enough, the

UE will try to reselect to cells k for better access service. Define Tin
k as the threshold

for Pk when UE tries to camp on cell k, above which UE will try to perform cell

reselection to cell k. For UE already camped on cell k, if Pk is too small, it will try

to reselect to other cells. Define Tout
k as the threshold for Pk when UE tries to camp

on other cells, below which UE will try to perform cell reselection to other cells.

Assume UE currently camps on cell k, and try to perform cell reselection to other

cells with different priority ranks. Let the cell with index h represent the cell with

higher priority, and let the cell with index l represent the cell with lower priority. The

algorithm for cell reselection is summarized as follows:

∙ IfPh > Tin
h holds for a consecutive time treselection, UE shall perform cell reselection

from cell k to cell h.

∙ If Pl > Tin
l and Pk < Tout

k hold for a consecutive time treselection, UE shall perform

cell reselection from cell k to cell l.

If more than one cell meets the above requirements, UE shall perform cell rese-

lection to the cell with highest priority.

2.2 Enhanced Algorithm for Admission Control

Consider the scenario where 4G LTE MeNB or LPN nodes bear large amount of

traffic and has potential risk of data congestion. The admission control mechanism

is needed to prevent overload and protect QoS for UEs. We derive our new algo-

rithm on the basis of previous algorithm in [7] for general heterogeneous wireless

environment. Consider the scenario when cell k is overload and admission control is

needed. We aim to prevent UEs in other cell to perform cell reselection to cell k and

encourage UEs on the edge of cell k to perform cell reselection to other cells. When

overload happens in cell k, an indicator bearing the index of k is broadcasted to all

UEs within the system in the same manner as the rank of priority parameters for the

purpose of informing UEs to initiate the admission control mechanism for cell k.
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Define multiplication factor 𝜙 ∈ [0, 1]. UE will adjust thresholds for cell reselection

to achieve admission control as follows:

∙ For all UEs:

– replace Tin
k with Tin

k × (1 + 𝜙), and replace Tout
k with Tout

k × (1 − 𝜙).
– replace Tin

l with Tin
l × (1 − 𝜙).

– replace Tin
h with Tin

h × (1 − 𝜙).

∙ For UEs in cell l that meet Pk > Tin
k × (1 + 𝜙), UE performs cell reselection to cell

k with probability Prin(Pk,Tin
k , 𝜙)

∙ For UEs in cell k that meet Ph > Tin
h × (1 − 𝜙), UE performs cell reselection to

cell h with probability Prin(Ph,Tin
h , 𝜙)

∙ For UEs in cell k that meet Pl > Tin
l × (1 − 𝜙) and Pk < Tout

k × (1 − 𝜙), UE per-

forms cell reselection to cell l with probability Prout(Pk,Tout
k , 𝜙)

∙ For UEs in cell h that meet Pk > Tin
k × (1 + 𝜙) and Ph < Tout

h × (1 − 𝜙), UE per-

forms cell reselection to cell k with probability Prout(Ph,Tout
h , 𝜙)

The function Prin(P,T , 𝜙) and Prout(P,T , 𝜙) represent the probability of UEs to

perform extra reselection behavior according to the proposed algorithm. To maintain

consistency with 3GPP protocols, the function should be an interpolation between

the probability of [0, 1] in the domain of [T ,T × (1 + 𝜙)] and [T × (1 − 𝜙),T].𝜙 rep-

resents the admission control intensity. Let 𝜌 denote the order of polynomial inter-

polation which is not deeply discussed in this paper, and U(x) denotes the unit step

function. Denote T × (1 + 𝜙) as T̂ , and T × (1 + 0.5𝜙) as Tm. We propose the fol-

lowing theorem for the functions:

Theorem 1 Define polynomial interpolation of Prin(P,T , 𝜙) and Prout(P,T , 𝜙) as
follows:

Prin(P,T , 𝜙) = ℙ × U (P − T) + (1 − ℙ) × U(P − T̂). (1)

Prout(P,T , 𝜙) = (ℙ − 1) × U (P − T) − ℙ × U(P − T̂) + 1. (2)

ℙ = 0.5
[(

P − T
0.5𝜙T

)𝜌

− 1
]

U(Tm − P) + 0.5
[

1 −
(
T̂ − P
0.5𝜙T

)𝜌]

U(P − Tm) (3)

When 𝜙 → 0 and 𝜌 → ∞, the proposed algorithm will degrade to the original cell
reselection algorithm.

Proof By performing some algebra manipulations, the polynomial interpolation

function will degrade to step function U(P − T) with 𝜙 = 0 and 𝜌 → ∞, which is

equivalent to the function for the original cell reselection algorithm. □
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3 Optimal Parameter Analysis Model

3.1 Markov Chain-Based System Model

In order to evaluate the performance of our proposed model, we utilize Markov

model to describe system behavior. Due to limitation of space, we adopt a simple

co-sited integrated LPN–MeNBs heterogeneous wireless system where two MeNBs

serve as macrocells for 4G LTE and 3G CDMA RANs, and one LPN in the center of

the cell serves for hot-spot coverage. The radius of 4G LTE MeNB cell is assumed to

be larger than LPN cell and smaller than 3G CDMA cell. We leave more complicated

scenarios where MeNB is coupled with various LPN nodes and adjacent MeNBs for

future work. To model the system behavior, we adopt the Markov model and define

the three-dimension state vector as follows:

𝐬 = (n3G, n4G, nLPN), (4)

where n3G, n4G, and nLPN denote the numbers of UEs camped on 3G CDMA MeNB

cell, 4G LTE MeNB cell and LPN cell, respectively, with their maximum load num-

ber denoted by nMAX
3G , nMAX

4G , and nMAX
LPN , respectively.

The mobility of UEs is described by the arrival rates of events that occur when

UEs perform powering on or off and choose the best cell to camp on, as known as

cell selection, or when UEs move through the edges of the cells and perform cell res-

election. Those events are modeled as the Poisson process for analysis convenience.

For simplicity we assumed that Tout
k = Tin

k = Tk, and adopt the simplified path loss

model and ignore fading impacts. Let dk denotes the radius of cell k, we have the

following equation:

Tk = PtK
[
d0
dk

]𝛾
, (5)

where Pt denotes the transmission power of the node, K denotes the constant deter-

mined by antenna parameters and average channel loss, and d0 denotes the reference

distance of antenna in far field. In such scenario, Tk multiplied by (1 ± 𝜙) in the

algorithm in Sect. 2.2 is equivalent to dk multiplied by (1 ± 𝜙)−
1
𝛾 .

To model events in the system based on geology assumptions above, denote 𝜆
N

as the arrival rate of event per unit area in which case new UEs power on and per-

form cell selection. Also, denote 𝜇 as the departure rate for UEs that power off and

leave the system. For 3G CDMA MeNB cell, 4G LTE MeNB cell and LPN cell, the

corresponding arrival rates of new UEs are given as follows:

𝜆
N
3G = 𝜆

N × 𝜋(d23G − d24G), (6)

𝜆
N
4G = 𝜆

N × 𝜋(d24G − d2LPN), (7)
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𝜆
N
LPN = 𝜆

N × 𝜋d2LPN . (8)

For each cell, the corresponding departure rate of events in which case UEs power

off is denoted by 𝜇3G = 𝜇 × n3G, 𝜇4G = 𝜇 × n4G and 𝜇LPN = 𝜇 × nLPN respectively.

Denote 𝜆
R
k as the arrival rate of event per unit in which case UEs perform cell

reselection when roaming through the edge of cell k. Consider the ring area on the

edge of the cell, the number of UEs within this ring is proportional to its size. Thus

the rates of cell reselection events are given as follows:

𝜆
R
3G−4G = 𝜆

R ×
2𝜋d4G × 𝛥d4G
𝜋
(
d23G − d24G

) × n3G, (9)

𝜆
R
4G−3G = 𝜆

R ×
2𝜋d4G × 𝛥d4G
𝜋
(
d24G − d2LPN

) × n4G, (10)

𝜆
R
4G−LPN = 𝜆

R ×
2𝜋dLPN × 𝛥dLPN
𝜋
(
d24G − d2LPN

) × n4G, (11)

𝜆
R
LPN−4G = 𝜆

R ×
2𝜋dLPN × 𝛥dLPN

𝜋d2LPN
× nLPN , (12)

where 𝛥dk denotes the width of the ring on the edge of cell k, and 2𝜋dk × 𝛥dk denotes

the estimated size of the ring.

P𝐦𝐧 =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝜆
N
3G∕𝜆sum, if n3G = m3G + 1, n4G = m4G, nLPN = mLPN

𝜆
N
4G∕𝜆sum, if n3G = m3G, n4G = m4G + 1, nLPN = mLPN

𝜆
N
LPN∕𝜆sum, if n3G = m3G, n4G = m4G, nLPN = mLPN + 1

𝜆
N
3G−4G∕𝜆sum, if n3G = m3G − 1, n4G = m4G + 1, nLPN = mLPN

𝜆
N
4G−3G∕𝜆sum, if n3G = m3G + 1, n4G = m4G − 1, nLPN = mLPN

𝜆
N
4G−LPN∕𝜆sum, if n3G = m3G, n4G = m4G − 1, nLPN = mLPN + 1

𝜆
N
LPN−4G∕𝜆sum, if n3G = m3G, n4G = m4G + 1, nLPN = mLPN − 1

𝜇3G∕𝜆sum, if n3G = m3G − 1, n4G = m4G, nLPN = mLPN
𝜇4G∕𝜆sum, if n3G = m3G, n4G = m4G − 1, nLPN = mLPN
𝜇LPN∕𝜆sum, if n3G = m3G, n4G = m4G, nLPN = mLPN − 1
0, otherwise

.

(13)

3.2 Dynamic Equations and Performance Metric

For a given state, its transition behavior depends on the cumulation of all possi-

ble Poisson events. To describe the transition probability of the state vector, define
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Table 1 Parameters configuration

Parameter Value Parameter Value Parameter Value

d3G 1.2 km nMAX
3G 10 𝜌 1

dLTE 1.0 km nMAX
4G 10 𝜙 0–0.5

dLPN 0.6 km nMAX
LPN 10 𝜂 0.8

𝜆
N

0.12–

0.22/s/km
2

𝜆
R

0.1/s/km
2

𝜇 0.01/s/km
2

𝛾 2.2 QS
1 𝜃 0.5

𝛥dk 0.01 × dk

cumulative event rate as follows:

𝜆sum = 𝜆
N
3G + 𝜆

N
4G+𝜆

N
LPN + 𝜆

N
3G−4G

+𝜆R4G−3G + 𝜆
R
4G−LPN + 𝜆

R
LPN−4G + 𝜇3G + 𝜇4G + 𝜇LPN .

(14)

For the state transition from state𝐦 = (m3G,m4G,mLPN) to state 𝐧 = (n3G, n4G, nLPN),
its transition probability denoted by P𝐦𝐧 conforms to the cumulation characteristics

of Possion process and is given as Eq. (13).

Let p𝐧 denote the static probability of state 𝐧. The static probability conforms the

constraints in Eq. (15) and can be solved by numerical methods.

p𝐧 ≥ 0, p𝐧 =
∑

𝐦
P𝐦,𝐧 × p𝐦,

∑

𝐧
p𝐧 = 1,∀𝐧. (15)

Due to the limitation of space, we only present the QoS analysis method for the

system. Consider the evaluation for the average QoS for cell k. For non-congestion

traffic status, define QS
as the standard QoS value for each UE. If the number of

UEs camping on the cell is too large, the average QoS of UEs in the cell is likely

to be degraded and the system needs to perform admission control. Define overload

fraction factor 𝜂 ∈ (0, 1), and QoS penalty factor 𝜃 ∈ (0, 1). If nk > 𝜂nMAX
k holds,

the QoS value for each UE is degraded to be 𝜃QS
. Hence the average QoS metric for

the system is denoted by the Eq. (16). Apparently, the reselection control intensity 𝜙

and the order of interpolation 𝜌 will affect the system performance and reflects on the

value of Qk. Thus, the optimal parameter in the enhanced cell reselection mechanism

for admission control of cell k is given in Eq. (17).

Qk =
∑

nk>𝜂nMAX
k

p𝐧nk𝜃QS +
∑

nk≤𝜂nMAX
k

p𝐧nkQS
(16)

𝜙
∗ = argmax

𝜙

[Qk(𝜙, 𝜌)], 𝜙 ∈ [0, 1] (17)
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Fig. 1 Impact of 𝜙 on average QoS for 4G cell

4 Numerical Results

The parameters of the network model is configured as shown in Table 1. We set the

maximum UE number to be very small to avoid the well-known computation com-

plexity of Markov model. Due to limited space of this work, we leave the complex

model and its solution for future work. The result for average QoS metric for 4G

cell is shown in the following figure (Fig. 1). As we can see, the optimal admission

control intensity parameter 𝜙 varies in different traffic condition. Also, if 𝜙 is too

large the performance will degrade since the admission control algorithm affects

UEs within the local cell. If 𝜙 is too small, the algorithm will not effectively prevent

overload and achieve best performance. The optimal 𝜙 can be obtained by numerical

methods when utilizing our algorithm.

5 Conclusion

In this work, we propose the enhanced algorithm for cell reselection in heterogeneous

wireless system and the analytical model to evaluate system performance. Numerical

result shows that the proposed algorithm achieves best performance when assigned a

suitable parameter of admission control intensity. Further work includes more com-

plex mathematical model and parameter scenarios for the system, and effective meth-

ods to evaluate the performance in such complex system scenarios.
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Energy Dissipation Balance Scheme
in Dynamic Ad Hoc Networks

Yuheng Fang, Jianyi Shi, Zhuo Sun, Song Kong and Sese Wang

Abstract In order to balance energy allocation to extend the lifetime of dynamic

ad hoc networks, the Relay Node Backup Power Control (RNBPC) scheme is pro-

posed using Markov decision process. Through theoretical proof and simulations,

an expected energy-balanced network can be achieved by collecting information of

transmission probability of every node in the network and predict the future trans-

mission situation in preprocess period. During preprocess period, we initialize the

network by the combination of two proved schemes. Once we find the nodes which

have heavy communication task, evaluated by the transmission probability, then the

scheme searches the feasible backup relay node to share the communication task

to avoid energy running out too quickly. Simulation results show that the RNBPC

scheme can relieve traffic nodes and then balance the energy dissipation of every

node as well to extend the lifetime of the whole network.

1 Introduction

Recent years, mobile ad hoc networks (MANETs) have become the major short-

distance wireless networks, especially when the Internet of Things has been emerg-

ing. Most of the sensors and communication ends in MANETs have power dissipation
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sensing due to the lack of sustainable and stable energy supply, for the reason of that

battery cannot be recharged once the network starts working. Therefore, power con-

sumption control and energy saving schemes are very important for MANETs to

improve network stability and prolong the lifetime of whole communication system.

Traditional power control schemes have been proposed to reduce the interfer-

ence and energy consumption in MANETs. Many adaptive power control schemes

have been proposed, mainly including the centralized and distributed methods. Cen-

tralized optimizations require a centralized controller, which assists to collect the

information of all the rest of the nodes and adjusts the transmission power for each

of them. But the obvious defect is the extra power which would be wasted when the

centralized controller is collecting the information and this will also result in network

latency.

Many research works put the efforts on distributed power control schemes. In Ref.

[1], a distributed power control algorithm, DTRNG, was put forward based on the

Relative Neighborhood Graph (RNG) [2]. The DTRNG aims to minimize the total

transmission power while maintaining the connectivity of the network. The DTRNG

first searches the neighbor nodes and determines the minimal transmission power by

reducing the power gradually for every node. Then the DTRNG algorithm removes

the largest edge of each triangle of RNG to reduce the transmission power and keep

the network connected. Furthermore, the DTRNG is developed to be the DTCYC

algorithm, which removes the largest edge of each circle when the DTRNG work

has done. Therefore, the DTCYC is more efficient in saving energy and can thus

prolong the lifetime of the network.

However, the DTCYC algorithm only focuses on the total transmission power

and has not taken the influence of dynamic communication environment into con-

sideration. Therefore, the DTCYC algorithm is not suitable when delay-sensitive

applications need to be transmitted across the multi-hop wireless networks. An auto-

nomic and distributed joint routing and power control scheme was proposed in Ref.

[3], which enables the nodes to autonomously determine their routing and trans-

mission power to maximize the network utility in a dynamic environment. In this

method, the problem was formulated as a Markov decision process. According to

the state transition probability, a distributed scheme, which can find the optimal pol-

icy through reinforcement learning when the dynamics are unknown, is presented

for only a restricted braid topology.

Energy consumption is an important performance metric for wireless sensor net-

works, and in many cases wireless transmission is the major factor, which largely

depends on the distance between transceivers. In Ref. [4], a precise model based on

probabilistic distance distributions using the geometric properties of grid-based clus-

tering is presented. An optimal power control scheme for mobile ad hoc networks,

which optimizes the hop count according to the distance between the source and

the destination nodes for improving the network’s capacity, is proposed in Ref. [5].

Considering that the total length of the path segments is usually much larger than

the Euclidean distance between the source–destination pair in the multi-hop rout-

ing methods, which results in more total power consumption of the involved mobile

nodes. In Ref. [6], an adaptive and distance-driven power control (ADPC) scheme,
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which determines the optimal number of relay nodes and the best position of these

relay nodes, is proposed. The ADPC algorithm first computes the optimal number

and the sites of relay nodes between the source and the destination nodes. Then the

ADPC scheme searches feasible relay nodes around the optimal virtual relay-sites

and selects one link with the minimal total transmission energy consumption for

data transmission. The ADPC scheme can both save energy and reduce the end-to-

end latency of the transmission.

2 Problem Formulation

In DTCYC algorithm, we can achieve the minimal total power consumption in

mobile ad hoc networks. However, this algorithm does not take the realistic commu-

nication situation into consideration. Given that if Node A communicates to Node F

most frequently in Fig. 1, according to DTCYC algorithm, we only have the commu-

nication route: ACDEGF. Obviously, this link is not the best route to transmit data

packets from Node A to Node F, when comparing to the link: ACF, on the efficient

of saving energy. Another problem is that if the total probability of Node A transmits

data to Node F and Node B communicates to Node G is over 50 % or more higher,

Node C would be the most frequent relay node in communication and thus the power

consumption of Node C would be the highest, so its lifetime would be the shortest.

And once one relay node dies, the whole system would have a disaster in further

communication.

In Ref. [6], an adaptive and distance-driven power control scheme was pro-

posed by means of distance research in random geometrics. According to the ADPC

scheme, the optimal number of relay nodes and the optimal location of each node

for data transmission can be obtained when a distance is given. Furthermore, we can

choose an optimal communication route between source–destination pair by search-

ing around the optimal location. The search range is a circle with the virtual relay-site

Fig. 1 Application of

DTCYC algorithm
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(OVS) as the center and r as the radius. This scheme can help find the optimal com-

munication route. However, the ADPC scheme also encounters the problem that the

DTCYC has been facing with, the Node C would also become the most frequent relay

node. Therefore, the ADPC also has not taken the case that one or more specific

nodes would bear heavy task on forwarding data, which would shorten the node’s

lifetime, into careful consideration.

Considering that transmission probability in a network usually keeps a distribu-

tion over the restricted range, which can be figured out by statistics. In this paper,

we introduce a scheme to improve the performance of ADPC scheme using Markov

decision process, called Relay Node Backup Power Control (RNBPC) scheme. The

simulation results demonstrate that the RNBPC algorithm achieves a more optimal

performance in saving total energy in a dynamic environment.

3 Relay Node Backup Power Control Scheme

Now the problem to be solved in this paper can be stated as: Given a mobile ad

hoc network, assume that the nodes transmission probability can be described as a

matrix P, then the total power consumption could be optimized using Markov deci-

sion process (MDP) based on the DTCYC algorithm and the ADPC scheme.

In this section, we put forward a distributed scheme to balance energy allocation

and optimize the total power consumption. We first use DTCYC algorithm to start

the communication inside the network and record every node’s neighbor nodes. Then

we use ADPC scheme to determine the optimal route of source–destination pairs

and update the record table of each node. Second, we collect the information of

every node’s transmission probability during a certain period T and then use the

collection to initialize the transmission probability matrix P. Finally, we analyze P
to determine whether some nodes have excessive communication task. If these nodes

do exist, we use matrix P to pick up a backup node for these nodes to get a relief in

communication. Through the Relay Node Backup Power Control (RNBPC) scheme,

we achieve an optimal energy consumption balance for nodes in the network, which

would greatly extend the lifetime of the network.

3.1 Initialize Transmission Probability Matrix P Using
the DTCYC Algorithm and the ADPC Scheme

In our scheme, initializing the transmission probability matrix P correctly is very

important. At first, the situation of the network is not known, especially when the

network is dynamic. We first choose the DTCYC algorithm to determine and record

each node’s theoretical minimal transmission power while maintaining the connec-

tivity of the network. However, the DTCYC algorithm does not help us to select an
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optimal route between source and destination nodes, except the minimal total power

consumption. Subsequently, we choose the ADPC scheme to get an optimal route

for each node’s transmission. After the calculation, the record table for every node

should get updated with the optimal route information. Then we run the network

according to the records for a certain period T. During this period, we collect the

transmission statistics. When T runs out, we use the statistics to initialize the matrix

P. The above process can be described as Transmission Probability Matrix Initial-

ization (TPMI) algorithm.

According to the DTCYC algorithm, we can adjust transmission power p1, p2,…,

pn to minimize total power consumption
∑n

i=1 pi while maintaining the connectivity

of the network. Then, the ADPC scheme helps us to choose the optimal route in

the topology that the DTCYC algorithm has built. According to mathematical proof

in Refs. [1] and [6], we achieve a balance between total power consumption and

optimal route. Finally, we choose a time threshold T, which should be determined by

practical situation, to run the network to collect transmission information. Therefore,

the initialization algorithm is convincing in maintaining low power consumption.

3.2 Determine Backup Nodes for Traffic Relay Nodes

Once we get the transmission probability matrix P, which can be stated as formula-

tion (1), then we can predict the transmission probability of next period.

𝐏 =
⎡
⎢
⎢
⎣

p11 ⋯ p1n
⋮ ⋱ ⋮
pn1 ⋯ pnn

⎤
⎥
⎥
⎦

(1)

The variable pij presents the data forwarding probability between Node i and Node

j, where Node i is the transmitter and Node j is the receiver.

Considering the theory of Markov decision process, once we do a matrix multiply,

we get P × P or P2
, thus we can achieve the transmission probability of next period.

According to the meaning of P2
, we can figure out the transmission probability of

Node i in next stage by just adding the probability of ith column together. Thus, we

can predict the transmission situation of every node in the next period T. We intro-

duce a variable marked as p0, which presents the threshold to determine whether the

state of one node is overloaded. If pi > p0, then we claim that Node i has too much

communication task, which would break the balance of the overall energy consump-

tion. Then we search the route table of Node i to find a suitable backup node, which

should be much less busy and its communication probability is far under the thresh-

old. If we find one, we use it as a backup for Node i to reallocate the communication

task between Node i and this node to achieve a communication power consumption

balance. In Fig. 2, for example, we set p0 to 35 % and assume that Node C has heavy

communication task, and then we choose Node D as the backup node for Node C



82 Y. Fang et al.

Fig. 2 Finding backup node for traffic node using RNBPC

which is determined by the transmission probability of next period. At the end of

each period, the matrix P should be updated to keep the information of every node

being real time.

According to Markov decision process, we can achieve the next state transition

probability. When the variable T is big enough, the prediction is more precise. Thus

we could predict the situation of each node in order to determine whether choose a

backup node for the traffic node from its optimal neighbor nodes and then adjust the

transmission route.

4 Performance Evaluation

In order to evaluate the performance of the proposed RNBPC scheme, we compare

it with the ADPC scheme, mentioned before.

We consider a square field with a size of 500 × 500m
2
, where 150 nodes are

randomly deployed. Assume that the amount of data generated by each node per

round is 1 KB. In preprocess period, we here set the time threshold T as 1 h and set

the baseline of p0 to judge whether a node is traffic as 35 %.

According to Ref. [6], we get the basic simulation parameters and calculation for-

mulations. Thus, we let E = Etx + Erx be the total energy consumption for each node,

which is composed of two parts: the receiving cost Erx = Q(i)Eelec and the transmis-

sion power Etx = Q(i)(Eelec + 𝜀d𝜆). Here, d is the distance between the source and

the destination; 𝜆 represents the path loss exponent (𝜆≥ 2); and Q(i) represents the

amount of data transmitted/received by a node. According to Ref. [7], Etx can be

computed as formulation (2):

Etx =
{

Q (i) ×
(
Eelec + 𝜀Friisd2

)
d ≤ d0

Q (i) ×
(
Eelec + 𝜀two−rayd4

)
d ≥ d0

(2)
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Here, we let the energy consumed per bit in the transceiver electronics be Eelec =
50nJ/bit, the coefficients 𝜀Friis = 10pJ∕(bit⋅m2), 𝜀two−ray = 0.0013pJ∕(bit⋅m4), and

the threshold distance d0 = 75m.

Considering that RNBPC is designing for balancing the overall energy alloca-

tion and the power consumption of the entire network, we conduct two simulation

experiments to examine the average power consumption and max energy dissipation

of certain single node, respectively. Figure 3 shows the average dissipated energy of

all the nodes with a varying number of relay nodes. Obviously, the RNBPC curve

wastes 4 % more power consumption than the ADPC does.

Figure 4 shows the max energy dissipation of single node. In RNBPC, we achieve

15 % less energy dissipation than the ADPC scheme does, which means we can get

a more balanced network through RNBPC scheme. Therefore, the main concept of

RNBPC scheme is to sacrifice little power consumption to achieve overall energy

allocation balance and thus, to extend the lifetime of whole network.

Fig. 3 Total energy

consumption RNBPC versus

ADPC

Fig. 4 Single node’s max

energy consumption RNBPC

versus ADPC
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5 Conclusion

Aiming at finding optimal energy allocation scheme to extend the lifetime of the

whole network and achieving optimal average energy dissipation, we study the prob-

lem of transmitting probability of every node while packets are transmitted from

the source to the destination. The proposed RNBPC scheme, which is based on the

DTCYC algorithm and the ADPC scheme, uses MDP to predict transmission situa-

tion in next period and get the optimal energy allocation using backup relay nodes to

relieve traffic ones. The simulation results show that we achieve a balance of energy

allocation by sacrificing little energy consumption than the minimal dissipation. In

future, we plan to study an optimal scheme to decrease the average energy consump-

tion while ensuring the best energy allocation balance.
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Research and Design of Monitoring
Smog System Based on Wireless
Intelligent Network

Yanping Wu, Jincheng Wu, Jian Chen, Yingjie Wang,
Yongyue Yang, Xin Lu and Qiufang Yu

Abstract This paper is based on the wireless intelligent network which implement
for real-time monitoring of smog, using STM32F407 as master chip, combining
with the smog sensor module, 2.4 G wireless communication module, GSM
communication module, and the corresponding peripheral hardware and software to
realize monitoring smog. In the end, with LCD screen displaying, web pages to
monitor and message reception mode to realize the real-time monitoring of smog
concentration. Wireless network can be moved, do not need large wiring and
convenient erection because of its flexibility, replacing the traditional wired net-
work, becoming the new trend in the development of communication technology
gradually. Using wireless network technology can also reduce the intelligent net-
work system limitation which causes of terrain, geography and price factors,
making the intelligent network system widely used in various fields, meeting needs
of the wireless monitoring on the most occasions. After the test, the design has been
basically achieved the functions and the expected effect and it has a good appli-
cation prospect.

Keywords STM32F407 ⋅ NRF24L01 ⋅ Smog monitoring ⋅ GSM

1 Introduction

The wide application of computer network and embedded technology [1], the
continuous development of electronic information and communication technologies
are further to improve people’s lives and ensure people’s health. Wireless intelligent
network based on embedded technology as a kind of advanced and cheap moni-
toring technology, providing a new solution for the development of video
surveillance equipment.
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Wireless monitoring has played a great role in smog monitoring, warning when
the concentration of smog is overproof, reminding people of going out less often to
protect themselves. At present, the smog monitoring technology is not very perfect
around the world, people also have more and more high requirement of smog
monitoring, traditional way of monitoring and transmission has lost its advantages,
wireless intelligent network monitoring which based on ARM of plays an important
role. The system is low cost, practical performance, high reliability, flexible, easy
installation, etc., can be widely used in various places of monitoring.

In recent years, wireless intelligent network monitoring technology has devel-
oped rapidly all over the world [2], and becomes more and more practical in
people’s daily life. As the wireless communication has been gradually perfect, and
has a considerable advantage, this system adopts the wireless communication way
of connection control receiver. This topic chooses wireless intelligent monitoring
system design in the wireless intelligent system, studying aims at market demands,
and develops based on STM32F407, the corresponding hardware and application
software.

2 Background of the Research and Significance

The rapid expansion of economic scale and accelerating urbanization process,
causes more serious smog problems, seriously affected the physical and mental
health of the people, the governance of smog has become a top priority. But in
terms of the situation, our country and the world for the management measures of
smog has not reached an ideal state, and cannot govern fundamentally smog. The
smog in the outside air goes into our body through the mouth, nose breathing.
Although not directly blocking the smog into the body’s way, we can use the
indirect method, some appropriate measures to prevent the inhalation of smog. This
topic is from this perspective, Based on ARM wireless intelligent network moni-
toring smog, to send air quality information to the people to do the appropriate
measures and adjust the time to go out.

Usually, people will wear a mask to the outside, but it is also unable to avoid
smog enter human body. By observation, not many people wearing masks to go out
to work or play, even if most people have awareness, but they still feel that wearing
a mask is a trouble thing. At this point, we can predict the air quality situation of the
destination in advance, according to their own time and other conditions to do the
appropriate adjustments to avoid going out when the impact of the smog. They
make their time and peak stagger out smog, to ensure that the amount of human
inhalation of smog can be greatly reduced. Therefore, wireless intelligent network
monitoring system for the elderly, the younger generation, and children is very
practical and effective, and is very simple, easy to understand, the most important is
that it provides an important measure to avoid the inhalation of smog.
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3 The Overview of System Architecture Diagram

System structure as shown in Fig. 1, the system adopts STM32F407 as the master
chip, using wireless module for data collection and transmission. The data of
detecting from smog sensor through the wireless module is transferred to the CPU,
and judged by the CPU whether smog concentration is excessive (with set value
compared) or to reach a predetermined value, real-time displaying at the same time
by the LCD screen and the web,driving corresponding linkage, sending real-time
information to mobile phone SIM card, and reminding of the user in the period of
time to avoid traveling or to do the corresponding protective measures.

3.1 Smog Sensor Module

The principle and structure of smog sensor are shown in Fig. 2, sensors collecting
moisture and impurities, getting current signal converts the voltage signal through
the amplifier, inputting amplified signal to the successive compared A/D converter,
disposed by the CPU, displayed on the LCD screen. As STM32F407 based on
development system, with high-performance 32-bit processor, with ARM Cortex-
M4F architecture kernel, processing capacity of 210DMIPS at 168 MHz, con-
taining 1 M bytes FLASH and 196 K bytes of SRAM, with 1 10 M/100 M Eth-
ernet interface, STM32F407 processor internal IEEE 1588 V2 hardware with
National Semiconductor Corporation of industrial Ethernet PHY chip standard
RJ45 interface, with 1 USB OTG 2.0 interface, can be used as SLAVE USB, with 1
SD card interface, 2 2.4G wireless communication module interface realizes the
transmission of data and information, the detected information through the wireless

Fig. 1 System structure
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module to transmit to the master chip, through the analysis of processing the
surroundings of the PM2.5 sensor read back information to determine whether the
excessive PM2.5 particles in the air, the real-time information will be displayed by
the TFT LCD screen. The realization of wireless transceiver can be achieved, which
is easy to operate.

3.2 GSM Module

GSM module can send messages to users who set a good number in ahead of time
as notification reminders when caught in serious smog.

As shown in Fig. 3 for the GSM module [3]. The system using GSM module to
send text messages and call the alarm, GSM network after years of development has
become increasingly mature, less blind area, signal stability, automatic roaming,
and communication distance is not affected by the surrounding environment,
especially the short information, flexible and convenient, and across the province
intercity even multinational transfer, reliable and cheap, so the use of GSM module
for alarm is a very good choice.

As shown in Table 1 for GSM communication commonly used AT instruction set.

Fig. 2 The principle and structure of smog sensor

Fig. 3 The principle of GSM module
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3.3 Wireless Communication Module

As shown in Fig. 4 for the principle diagram of the wireless communication
module, choose the Nordic companies nRF24L01 chip [4], work in ISM frequency
band, which can be connected with various microcontroller chip to complete the
wireless transmitting data, its highest rate up to 2 MBPS, wide working voltage
range, have more than one communication channel and data channel. It USES
efficient GFSK (gaussian frequency shift keying), strong antijamming capability, its
work mode is shown in Table 2.

Table 1 AT Instruction Set Instruction Function

AT&F Module initialization
AT+CMGF=1 Set the text to text format
AT+CMGF=0 Set the text to the PDU format
AT
+CSCS=“GSM”

Choose TE character set

AT
+CMGS=“number”

The number of settings to send text
messages

ATD number Dial instructions
ATH Hang up the instructions

Fig. 4 The principle diagram of the wireless communication module
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3.4 Ethernet Module

STM32F407 internally integrated Ethernet card (MAC) [5, 6], its structure as
shown in Fig. 5, this function allows the user only internal registers configuration
can be easily connected to the network physical layer (PHY), and do not have to
buy in addition to the transceiver card chip.

3.5 SD Card

SD card highly integrated flash memory, serial and random access ability. It can
pass through the serial interface to access special optimization speed, reliable data
transmission. Interface allows a few card cribs, by their external connections. SD
card system is a new mass storage system. It is a kind of based on flash memory
device of a new generation of semiconductor memory device, the size is like a
postage stamp, only 2 g in weight, has high memory capacity, fast data transfer rate,
great flexibility, and good security.

Table 2 NRF24L01 working mode

Mode PWR_UPregister PRIM_RX
register

CE FIFO state

RX mode 1 1 1 –

TX mode 1 0 1 Data in TX FIFO
TX mode 1 0 1 → 0 Stays in TX mode until packet

transmission is finished
Standby-II 1 0 1 TX FIFO empty
Standby-I 1 – 0 No ongoing packet transmission
Power
Down

0 – – –

Fig. 5 STM32F407 internal MAC structure

90 Y. Wu et al.



4 Software Implementation

As shown in Fig. 6 software flow chart, there is an initialization interface in liquid
crystal display part after electric automatic reset or button manual reset of
single-chip microcomputer, monitoring the surrounding environment by the smog
sensor, the real-time data which is read back is displayed on the LCD screen. The
current smog concentration of system shows on the LCD display screen and
Internet browsing page, and sends short message to user numbers in advance
through GSM, in order to prompt the user current outdoor smog concentration is too
high, taking corresponding measures to ensure the user’s health.

Smog concentration index as shown in Table 3, according to the world health
organization(WHO) 2005 edition of the “air quality guidelines”, PM2.5 standard
values measures the quality of the air we breathe, according to research of WHO,
which is the most harm to human body is largest ultrafine particles PM2.5 (diameter
is less than or equal to 2.5 micron particles). PM2.5 refers to the diameter less than
or equal to 2.5 micron particles in atmosphere, also known as can go directly to the
alveoli. Scientists said PM2.5 is particles per cubic meter in the air, the higher the
value is the more serious the air pollution.

Fig. 6 Software flow chart
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5 Conclusion

This paper based on the smog weather system research of ARM wireless intelligent
network monitoring and design to combine the traditional Internet and new type of
wireless sensor network, surveying outdoor smog through the probe, transmitting
smog situation to a wireless receiving device such as mobile phone with a screen
through sensor, so as to prompt whether it is suitable to go out. In this design, the
detection head can be free replacement due to the difference of time and place, its
application range is wide, can also be applied to other areas.
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Table 3 Smog concentration index

PM2.5
index

Level Matters needing attention

0–50 Level 1 optimal participate in outdoor activities, breath fresh air
50–100 Level 2 good outdoor activities can be normal
101–150 Level 3 mild Sensitive crowd reduce large physical exertion outdoor

activities
151–200 Level 4

moderate
A larger effect on sensitive crowd

201–300 Level 5 severe All people should be appropriate to reduce outdoor activities
>300 Level 6 serious Try not to stay outside
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Optimal Cooperation Strategy
in Cognitive Relay Networks with Energy
Harvesting

Kaiqiang Yan, Guochun Ren, Jin Chen, Guoru Ding and Huidong Liu

Abstract In this paper, we consider cognitive relay networks with energy har-
vesting and cooperative communications, the secondary user (SU) can get energy
and idle spectrum by helping primary user (PU) to transmit its information for each
slot. In such a scenario, we propose an optimal cooperation strategy in order to
maximize the overall networks’ throughput. We compare the results of the optimal
cooperation strategy with the other collaboration strategy. The results show that the
optimal cooperation strategy is always superior to the other collaboration strategy.

Keywords Energy harvesting ⋅ Relay channel ⋅ Cooperative communication

1 Introduction

With the growing environmental concerns and the increasing demand of wireless
services, energy efficiency and spectral efficiency are two essential design metrics in
wireless communications [1]. Recently, it has been shown that the wireless infor-
mation and power transfer technology could make one device harvest energy from
the environment RF signal, and process the information at the same time [2]. On the
other hand, cognitive radio is a promising way to improve spectrum utilization by
allowing spectrum sharing. Therefore, combining cognitive radio networks with
energy harvesting offers an efficient way in terms of both energy and spectrum [3, 4].

Cognitive radio was proposed to improve the spectrum utilization by allowing
SUs to opportunistically exploit the spectrum unused by PUs [5, 6]. In [7], the
authors investigate optimization for the cooperative spectrum sensing with an
improved energy detector to minimize the total error rate (sum of the probability of
false alarm and miss detection). Follow-up works extend the scenario in [7] to
imperfect reporting channels [8] and SUs with multiple antennas [9], respectively.
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Cooperative spectrum sensing based on finite number of primary signal samples is
investigated in [10, 11], where the local and global thresholds are optimized in
order to minimize the total error rate. In [12–15], the authors investigate trans-
mission policies to guarantee that the energy constrained relay could carry out
simultaneously the energy harvesting and information processing in wireless
cooperative systems. Our research is inspired by [16]. In [16], the authors have
proposed the optimal cooperation protocol in cognitive radio system where the
direct link between the PUs is available and the SU’s energy is harvested from
ambient radio signal.

In this paper, we consider cognitive relay networks with one pair of primary
transceivers and one pair of secondary transceivers, which operate in time-slotted
mode. The secondary transmitter is powered exclusively by energy extracted from
the primary transmitter’s signal. The main contributions of this paper are summa-
rized as follows:

(1) We characterize a new transactional relationship between the PU and SU.
The PU provides sufficient energy and idle spectrum for the SU. In return, the
SU can act as a relay node to complete PU’s transmission.

(2) We formulate the problem of the SU’s achievable throughput maximization. In
such a scenario, there exist energy transfer (e.g., fraction of dedicated time),
cooperative transmission (e.g., allocated power for cooperative relay), and data
transmission. To tackle such trade-off, we investigate the optimal cooperation
strategy in cognitive relay networks, namely, the optimal action (to spend how
much time on energy harvesting and to allocate how much power for coop-
erative relay).

(3) We derive the expression of the optimal cooperation strategy and illustrate the
strategy by numerical computation and simulation analysis. Our numerical
results show that the optimal cooperation strategy can maximize the
throughput.

The paper is organized as follows. Section 2 sets up the energy harvesting,
information transfer, and cooperative communication model. The problems are
formulated and analyzed in Sect. 3. Simulations are presented in Sect. 4, followed
by conclusions in Sect. 5.

2 System Model

We consider cognitive relay networks with energy harvesting as shown in Fig. 1.
The PU has the ownership of a licensed channel. In each timeslot, the PU has a
certain amount of data stored in its buffer. Because the direct link between the PUs
is not available, the PU must rely on a relay node to use the licensed channel to
transmit its data. After PU’s transmission is finished, the PU turns into silence and
the licensed channel is vacated. On the contrary, the SU does not have any licensed
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spectrum and is allowed to transmit its own data only when the licensed channel is
unused by the PU in order to avoid collision with the PU. Moreover, the
self-powered SU has no fixed power supplies and extracts energy exclusively via
energy harvested from the PU’s radio signal. We also assume that the SU’s
transmitter follows a save-then-transmit protocol. This is because practically
rechargeable energy storage devices cannot charge and discharge simultaneously
(which is termed energy half-duplex constraint). In each timeslot, the SU first
devotes a fraction (referred to as save-ratio) of time exclusively to energy har-
vesting, then it uses the harvested energy for data transmission.

In such cognitive relay networks, the PU needs a relay to transmit the data and
the SU lacks energy and spectrum. Therefore, we assume that there is a transaction
between the PU and SU. The SU can act as a cooperative relay to help the PU finish
its certain transmission. In exchange, the PU provides ambient radio signal, which
the SU can harvest energy from, and idle spectrum. After all of PU’s data is
transmitted, the SU can transmit its own data on the idle channel by consuming the
remaining energy. As a result, the PU and the SU can achieve a win-win. Moreover,
the PU sever as a power source can make the harvested energy assured.

In order to do so, the SU must consume its harvested energy to help relay the
PU’s data. This cooperation can take place in several ways depending on the
cooperative protocol being used. In this paper, we assume the cooperative com-
munication between PU and SU follows the decode-and-forward (DF) protocol,
which is one of the commonly used protocols. In the DF protocol, the relays first
decode the received signal, re-encode it, and then transmit it to the destination.
Finally, the destination decodes the data.

Fig. 1 Cognitive relay networks with cooperation between PU and SU
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In the proposed mode shown in Fig. 2, a timeslot is partitioned into three
fractions synchronous for both PU and SU, which can be detailed as follows:

(1) During time interval 0, aTð �, the SU harvests energy from ambient signal. The
SU’s harvested energy amounts to XaT, where X denotes the SU’s energy
harvesting rate (average energy harvested in unit time).

(2) During time interval aT , aT + trð �, where the cooperative communication
duration is given by

tr = tr1 + tr2 =Qlog2 1+ rPSð Þ+Qlog2ð1+wγSRÞ ð1Þ

the PU and the SU cooperate with each other to complete the PU’s transmission,
Q denotes the data amount of PU in each timeslot, rPS denotes signal-to-noise ratio
of link between PU transmitter (source) and SU transmitter (relay), and γSR denotes
channel-power-gain-to-noise-power ratio of link between SU transmitter (relay) and
PU receiver (destination). Here, we specify that tr ≤ ð1− aÞT . Because the PU must
be able to complete its transmission within one timeslot. After consuming wtr2 of
energy for cooperative relay, XαT −wtr2 of energy remains. Following the DF
protocol, the PU transmitter (as source) transmits its data to the SU transmitter (as
relay) and PU receiver (as destination) in the first part of cooperation interval
aT , aT + tr1ð �. Then in the second part of cooperation interval aT + tr1, aT + trð �, the
SU transmitter relays the PU’s data to the PU receiver. Here, we focus on fully
decoding at the SU’s transmitter (i.e., repetition-coded scheme without error).

(3) During time interval aT + tr, Tð �, when PU’s transmission is completed and the
licensed channel is vacated, the SU starts to transmit its own data. The PU
keeps silent and of energy remains for secondary transmission. We assume that
the SU must exhaust all the harvested energy in each timeslot for data trans-
mission. While operating in cooperation mode, in addition to the save-ratio, the
SU can decide how much of its harvested energy is allocated to help relay the

Fig. 2 Timeslot structure of cooperation mode
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PU’s data as well. Evidently, with more energy consumed for cooperative relay,
the PU’s transmission could be completed earlier such that more opportunities
could be available for secondary transmission, whereas less energy is reserved,
which inevitably limits the SU’s achievable throughput.

3 Problem Formulation

In this section, problem of the SU’s achievable throughput maximization is for-
mulated. In the proposed mode as shown in Fig. 2, the SU’s achievable throughput
in each timeslot is given by

Rða,wÞ= ½ð1− aÞT − tr� log2 1+
ðXaT −wtr2ÞγS
ð1− aÞT − tr

� �
ð2Þ

Note that the SU’s achievable throughput in (2) is normalized with 1/T, and γS
denotes channel-power-gain-to-noise-power ratio of link between SU transceiver
pair. We aim at jointly optimizing the SU’s save-ratio (a) and allocated power
(w) for cooperative relay to maximize SU’s achievable throughput and the problem
can be formulated as the following:

max
a,w

Rða,wÞ
s.t. ð1− aÞT − tr ≥ 0

XaT −wtr2 ≥ 0

a,w≥ 0

Q= tr1 log2ð1+ rPSÞ= tr2 log2ð1+wγSRÞ
tr = tr1 + tr2

ð3Þ

The first constraint in (3) refers to the time causality constraint which guarantees
that the cooperative communication duration should not exceed the remaining time
after energy harvesting. The second one refers to the energy causality constraint
which guarantees that the energy consumed for cooperative relay should not exceed
the SU’s harvested energy. We ensure the PU’s transmission by the two constraints.
The one can guarantee the transmission time and the other one can satisfy the
transmission power. We aim at jointly optimizing the SU’s save-ratio (a) and
allocated power (w) for cooperative relay to maximize SU’s achievable throughput
in (2). The analysis of (3) did turn up that it is a typical convex optimization
problem [17], and its Lagrange Equation is given by
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L a,w, λ1, λ2ð Þ=R a,wð Þ+ λ1 1− að ÞT − tr½ �+ λ2 XaT −wtr2ð Þ ð4Þ

We first investigate the convexity of the optimization problem in (2) and then
derive the optimal by solving the equation system of Karush–Kuhn–Tucker
(KKT) optimality conditions. Thus, the global optimum of (3) exists and the
optimal can be derived by comparing all the candidate KKT points.

The KKT optimality condition of (4) is given by

∂R
∂a − λ1T + λ2XT =0
∂R
∂w − λ1W + λ2ð− tr2 +wWÞ=0
W = QγSR

ð1+wγSRÞ log22ð1+wγSRÞ
1− að ÞT − tr >0,XaT −wtr2 > 0
λ1 1− að ÞT − tr½ �=0, λ2 XaT −wtr2ð Þ=0
λ1, λ2 ≥ 0

8>>>>>>><
>>>>>>>:

ð5Þ

Therefore, we eliminate the complementary slackness conditions and dual
variables concerning these cases.

(1) Candidate KKT point 1: λ1 = λ2 = 0: Deriving the optimal and while is
equivalent to solving the following equation system:

∂R
∂a

=0

∂R
∂w

=0

8><
>:

ð6Þ

The candidate KKT point (a1, w1) can be expressed as

a1 =
A1 +B1ð Þ ln 1+ A1

B1

� �

XT − γSA1
T + w1Q

XT log2ð1+w1γSRÞ

w1 =
A1 +B1ð ÞγSR ln 1+ A1

B1

� �
+ γS 1+w1γSRð Þ ln 1+w1γSRð Þ+B1γSR

A1γSR

8>>><
>>>:

ð7Þ

where

A1 = 1− a1ð ÞT − tr1 − Q
log2 1+w1γSRð Þ

B1 = Xa1T − w1Q
log2 1+w1γSRð Þ

� �
γS

8<
: ð8Þ

Then the feasibility of (a1, w1) can be tested with the constraints in (3).

(2) Candidate KKT point 2: λ2 = 0 and λ1 ≥ 0: In this case, we have
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a2 = 1−
Q

T log2 1+ rPSð Þ −
Q

T log2 1 +w2γSRð Þ ð9Þ

(3) Candidate KKT point 3: λ1 = 0 and λ2 ≥ 0 : In this case, we have

a3 =
w3Q

XT log2 1+w3γSRð Þ ð10Þ

However, we tested (9) and (10) with the constraints in (2), it can be concluded
that (a2, w2) and (a3, w3) are both practically infeasible. The values of R(a2, w2) and
R(a3, w3) are zero, obviously they do not meet with the maximum throughput.

4 Numerical Results

In this section, we illustrate how the optimal strategy depends on the system
parameters in cooperation. We respectively evaluate numerically the optimal
save-ratio and allocated power for cooperative relay in the proposed mode by
setting X = 150, T = 1, rPS = 15 dB, γSR = γS = 5 dB/W.

We set Q = 2, a∈ 0, 0.4½ � and w∈ 0, 80½ �. Simulation results are shown in
Fig. 3. In Fig. 3, it can be observed that: the figure of results is convex, and it exists
in the peak. We first set an initial value. Then, according to the formula (3), the
optimal save-ratio and the optimal allocation power are obtained by the iteration.
We mark the optimal point and corresponding throughput by plus sign (+), which
coincides with the peak. Therefore, the optimal cooperation strategy can be verified.

Optimal save-ratio in the proposed mode with different system parameters is
shown in Fig. 4. In Fig. 4, we can see that the SU’s achievable throughput R de-
creases as PU’s data amount Q increases, and the optimal save-ratio varies with
different Q. When the allocated power for cooperative relay is optimum, the

Fig. 3 The global throughput
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throughput which the optimal save-ratio achieves is always equal or greater than the
other save-ratio’s achievable throughput.

Optimal allocated power for cooperative relay in cooperation mode with dif-
ferent system parameters is shown in Fig. 5. In Fig. 5, we can see that the save-ratio
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is optimum, the optimal allocated power’s achievable throughput is always equal or
greater than the others. The difference between them increases as the PU’s data
amount Q increases. The reason of the phenomenon is that the influence of the
allocated power is not obvious when the value of Q is small.

5 Conclusions

In this paper, we consider cognitive relay networks with one PU and one SU and
both of their transmitters operate in time-slotted mode. The SU, which has no fixed
power supplies and extracts energy exclusively via energy harvested from ambient
radio signal, can optionally cooperate with the PU to help PU’s complete trans-
mission such that enough energy and idle channel can be available for its own
transmission. To tackle the trade-off in energy harvesting, cooperative relay, and
secondary transmission, we investigate the optimal action to maximize the SU’s
achievable throughout and derive the optimal closed-form solutions with numerical
analysis. Based on the analytical results, we further propose the optimal cooperation
protocol (OCP) to make the optimal cooperation decision. Simulation results
demonstrate the effectiveness of the proposed strategy.
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Improving the End-to-End Delay
in Cognitive Radio Ad Hoc Networks

Jing Gao

Abstract The end-to-end delay is an important performance indicator for ad hoc
networks since it usually needs multi-hops to propagate a packet from source to
destination. In order to improve the performance of Farthest-node routing (FNR)
protocol, we evaluated the local delay of Cognitive Radio (CR) networks with
Poisson Point Process model. Then, we deduced the upper bound of end-to-end
delay based on the local delay. We also assess the sensitivity of CR local delay and
end to end delay with respect to the primary users’ activity, secondary users’
transmission radius and nodes density via numerical and simulation methods.

1 Introduction

Delay, reliability, and throughput provide a comprehensive metric for the ability of
delivering information. And the local delay has been well investigated in [1–3],
which is defined as the mean time (in numbers of time slots) until a packet is
successfully received over a link between nearest neighbors.

Since the seminal work of Gupta and Kumar [4], the scaling law of the multi-hop
delay in homogeneous ad hoc networks has been an active topic. The end-to-end
delay of a multi-hop transmission scheme is evaluated by taking into account both
the access and waiting time in [5]. Additionally, the delay of CR networks becomes
an interesting topic with the rapid development of CR technology [6–8]. But the
heterogeneous nature causes more difficulty to quantify the delay of CR networks
than that of homogeneous networks. In this paper, we evaluate both local delay and
end-to-end delay of CR network and further provide an optimal method to minimize
the delay.

The rest of the paper is organized as follows. Section 2 presents the system
model of the CR network, FNR protocol, and the definition of CR local delay.
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Section 3 provides the analysis of CR local delay. In Sect. 4, we study the
multi-hop delay and delay-minimized transmission radius. In Sect. 5, we discuss
the numerical and simulation results of local delay and multi-hop delay. Section 6
concludes the paper.

2 System Model and CR Local Delay

2.1 Primary Network Model

We assume that there is one channel available for primary transmissions. The
occupancy of the licensed channel by the primary user (PU) is modeled as inde-
pendent continuous-time Markov processes with idle ðS=0Þ and busy state ðS=1Þ.
The mean time is exponentially distributed with parameter λ− 1 and μ− 1 for the
busy state and idle state, respectively. The transition probability of channel from
idle state to idle and busy state within time t are given by

PIIðtÞ= μ

λ+ μ
+

λ

λ+ μ
e− ðλ+ μÞt ð1Þ

2.2 Secondary Network Model

We consider secondary network as a mobile Ad Hoc network where secondary
users (SUs) hierarchically access the spectrum when the licensed channel is idle.
The positions of terminals follow a two-dimensional Poisson Point Process
(PPP) ΦS [9] with spatial density λS. A slotted transmission structure is adopted
with slot length L. In each slot, SUs could sense the licensed channel perfectly and
decide whether to transmit over the channel based on the sensing outcome. Once
the channel is idle at the beginning of a certain time slot, SUs randomly access the
channel with probability p, hence the potential secondary transmitters form a PPP
Φt

S with density λSp and accordingly the potential receivers follow another
homogeneous PPP Φr

S with density λSð1− pÞ.

2.2.1 SIR-Based Packet Success Probability

The wireless channel combines Rayleigh fading with path-loss. All nodes have the
same transmission power (normalized to 1) and transmission radius R. A packet is
successfully received by a typical receiver j at origin if SIRðdÞ= hd − α

IΦt
S

> β, where

h is the fading coefficient, exponentially distributed with unit mean, α>2 is the
path-loss exponent, d is the random transmission distance from j to its associated
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transmitter, IΦt
S
= ∑k∈Φt

S
hd − α

k, j is the shot-noise process of Φt
S, β is a threshold

predetermined.
According to Corollary 3.2 in [10], The SIR-based packet success probability is

pS =PðSIRðdÞ> βÞ= e− λSpCαd2 , Cα =
2π2β2 α̸

α sinð2π α̸Þ . ð2Þ

2.2.2 Routing Protocol

Farthest-node routing (FNR) protocol: Considering a multi-hop transmission sce-
nario, each node selects the farthest node in the selection region similar to that in
[11] to propagate packets. For each node along the route to the destination, a
selection region is determined by two parameters: a direction angle φ and a
transmission radius R. That is to say, selection region is the area within angle φ and
inside the arc AB with ⇀ OAj j=R.

Based on FNR protocol above and the properties of PPP, the PDF of random
transmission distance in one hop d is

fdðxÞ=φλSxe−
φ
2λSðR2 − x2Þ 0< x≤R ð3Þ

Thus we have the average one-hop distance as

d ̄=EðdÞ=
ZR

0

xfdðxÞdx=R−
DawsonF

ffiffiffiffiffiffiffiffiffiffiffi
φλS 2̸

p
R½ �ffiffiffiffiffiffiffiffiffiffiffi

φλS 2̸
p . ð4Þ

And the mean packet success probability of FNR protocol transmission is

pS̄ =
φ e−

φ
2λSR

2 − e− λSpCαR2
� �

2 pCα −φ 2̸ð Þ . ð5Þ

2.3 The Definition of CR Local Delay

Supposing source initiate the packets when t=0, Ps, l denotes the packets are
successfully received by the receiver in one hop when t= lT , l∈N+ . And

Ps, l = pð1− pÞpsPIð0ÞPIðlTÞ. ð6Þ
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Theorem 1 Let L denote the random variable of number of slots which success
events happens in CR Ad Hoc networks, CR local delay defined as the expectation
of L is

D=EðLÞ= ∑
∞

k=1
kPs, k ∏

k

l=1
ð1−Ps, lÞ, ð7Þ

where Ps, l = pð1− pÞpsPIð0ÞPIðlTÞ.
Proof The probability mass function of L is

PðL= kÞ= ∏
k − 1

l=1
Ps, kð1−Ps, lÞ. ð8Þ

And the expectation of L yields CR local delay is obtained.

3 The Upper Bound of CR Local Delay

3.1 The Upper Bound of CR Local Delay

Theorem 2 Supposing a node successfully transmits packets at the beginning of
time slots k, let

PSUC =Ps, 1 =Ps, 2⋯=Ps, k = pð1− pÞpsPIð0ÞPIðkTÞ,

we get the upper bound of CR local delay D′ is the solution of next equation

D′PIðD′TÞpð1− pÞEðpSÞPIð0Þ=1. ð9Þ

Proof is omitted.

3.2 The Closed Form Expression of the Upper Bound

In this section, we try to solve the Eq. (9) and give the closed form expression of
the upper bound of CR local delay D′. After some calculations we have

μx
λ+ μ

μ

λ+ μ
+

λ

λ+ μ
e− ðλ+ μÞxT

� �
=

1
pð1− pÞpS̄ . ð10Þ

It is difficult to solve the Eq. (10) directly, we give the solution by employing
Proposition 1 in the following.

106 J. Gao



Proposition 1 As ðλ+ μÞT < <1, the necessary condition of

μ

λ+ μ
+

λ

λ+ μ
e− ðλ+ μÞDT≈ekμe− ðλ+ μÞDT ð11Þ

is DT < k< <1.

Proof is omitted.
By Proposition 1, the upper bound of CR local delay is approximately

D̃′=
− 1

ðλ+ μÞT WðZÞ, ð12Þ

where Z =
− ðλ+ μÞ2T pCα − φ

2ð Þe− kμ

μ pð1− pÞφ2 e− λS
φ
2R

2
− e− λSpCαR

2
� �� � , and omega function y=WðxÞ is the unique

solution of equation yey = x.

4 The Analysis of the End-to-End Delay

4.1 The Upper Bound of the End-to-End Delay

Let Du
i denote the upper bound of CR local delay of ith hop, the upper bound of

end-to-end delay is derived as

Du
i =

1

pð1− pÞps̄PII ∑
i

k=1
Du

kT
� � .

If average hn hops are needed for a typical end-to-end link, the upper bound of the
end-to-end delay is

Du
S = ∑

hn

i=1
Du

i ð13Þ

4.2 End-to-End Delay-Minimized Transmission Radius

Considering time slot T is a small value in units of tens of microseconds, it is
reasonable to optimize D ̄uS in the following instead of Du

S .

Dū
S ≈ hnDu

1, ð14Þ
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where hn = LS−D

d ̄
=LS−D ̸ R−

DawsonF
ffiffiffiffiffiffiffiffi
φλS 2̸

p
R

	 

ffiffiffiffiffiffiffiffi
φλS 2̸

p
� �

, LS−D denotes the distance

from a typical source to the destination. And

Dū
S = − LS−DW K0 ̸ e− λS

φ
2R

2
− e− λSpCαR2

� �� �
T̸ðλ+ μÞ R−

DawsonF
ffiffiffiffiffiffiffiffiffiffiffi
φλS 2̸

p
R½ �ffiffiffiffiffiffiffiffiffiffiffi

φλS 2̸
p

� �

ð15Þ

where K0 =
− ðλ+ μÞ2T pCα − φ

2ð Þe− kμ

μpð1− pÞφ2 . In order to get the optimal transmission radius Ropt

that minimizes D ̄uS, let f ðRÞ≡R−
DawsonF

ffiffiffiffiffiffiffiffi
φλS 2̸

p
R

	 

ffiffiffiffiffiffiffiffi
φλS 2̸

p and gðRÞ≡WðzðRÞÞ, where

zðRÞ≡K0 ̸ e− λS
φ
2R

2 − e− λSpCαR2
� �

. For the derivative of omega function W:

dW
dz = WðzÞ

zð1+WðzÞÞ , after some algebra, we have

K2
0 1 +WðzÞ½ �
λSRf ðRÞ =

φe− λS
φ
2R

2 − 2pCαe− λSpCαR2

e− λS
φ
2R

2 − e− λSpCαR2
� � . ð16Þ

And R satisfies

φe− λS
φ
2R

2
− 2pCαe− λSpCαR2

> 0. ð17Þ

Hence the end-to-end delay-minimized transmission radius

Ropt >
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

φ

2pCα
λ̸S

φ

2
− pCα

� �r
. ð18Þ

5 Simulation Results

In our simulations, α=4, T =20 μs, β=1 dB, λ=0.03, μ=0.05, p=0.2, φ=7π 9̸,
λS =0.02 nodes m̸2.

In Fig. 1, we compare the simulation results of end-to-end delay with its upper
bound Du

S . As shown in the figures, it is practicable to improve the performance of
the multi-hop delay by optimizing Du

S. Specifically, the optimal transmission radius
Ropt =10 satisfies the analytic inequality in Sect. 4.2.

Figure 2 illustrates the simulated end-to-end delays using FNR and Dijkstra
algorithms. In the figure, the transmission radius R is set to be a feasible value
which satisfies Sect. 4.2 (Ropt =10Þ. The figure also shows that the multi-hop
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delay-minimizing FNR algorithm outperforms Dijkstra algorithm in terms of
multi-hop delay when secondary nodes density λS is a small value. There is an
opposite result when λS increases to a certain value. This is due to the interference
which in creases with the secondary node density and then reduces the accuracy of
the approximation.
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6 Conclusions

We have provided a comprehensive analysis of the local delay in Poisson CR Ad
Hoc networks. The upper bounds of CR local delay and the end-to-end delay are
derived by an approximation of exponential function and the iterative method.
Furthermore, by numerical and simulation results, we illustrate the relationship
between these delays and some important secondary network parameters: nodes
density and transmission radius. It is achievable to promote the performance of CR
network by optimizing transmission radius in FNR protocol when secondary nodes
density is small. In addition, the presence of more than two licensed channels is not
treated in this paper, and this will be studied in our future investigation.
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A Design on Monitoring Data Acquisition
System Based on ZigBee Sensor Network
for Unconventional Gas Wells

Zhiguo Li, Shubin Wang, Dongyu Liu, Junfei Chang and Yanhong Ge

Abstract In order to improve the collection efficiency for some production data on
unconventional gas wells, and ensure the real time and accuracy of getting data, this
paper uses the ZigBee wireless sensors to set up a monitoring network for some
production data. ZigBee wireless sensor nodes are distributed in gas wells to collect
oil pressure, set pressure, gas temperature, voltage of sensor nodes, etc. These
parameters are transferred from the terminal node to the coordinator nodes, and then
transmitted to remote monitoring center through GSM wireless transceiver module.
The system can periodically transmit data, and also can transmit paroxysmal pro-
duction parameters.

Keywords Unconventional gas wells ⋅ ZigBee wireless sensor networks ⋅ Data
acquisition

1 Introduction

Traditional mining and monitoring technology cannot support the exploiting of
unconventional gas efficiently. With the development of wireless sensor network,
more and more wireless sensors are applied into the oil or natural gas industry [1–3].
ZigBee technology is a wireless communication technology which is unified by the
technical standards IEEE802.15.4, and can set up a wireless transmission network
whose number of nodes is not fixed for different tasks and different venues. ZigBee
technology has the characteristics of low power consumption, low cost, and low
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rate. It meets the requirement of unconventional gas monitoring [4–6]. For meeting
the production monitoring for unconventional gas, this paper applies ZigBee wire-
less sensor networks to monitor the production data of unconventional gas.

2 System Design

Unconventional gas well monitoring and data acquisition system collects envi-
ronmental data from an area of gas well group. The gas tree of each gas well is
responsible for acquiring oil pressure, set pressure, temperature, and the voltage of
ZigBee node. Each gas tree is a ZigBee network, and each gas tree transfers the data
acquired from respective network to the upper sensor nodes, then, to the coordinator
node, and finally coordinator uses GSM wireless module to transfer the gathered
data to the remote monitoring center through the gateway. Overall system design is
shown in Fig. 1.

Gateway GSM  
Set pressure sensor

Flow
m

ete
r

T
em

perature voltage

O
il pressure sensor

Gas tree of 
gas well 

Monitoring
center

Fig. 1 System design
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The function of the system includes the following three points:

1. Uploading the parameters acquired from various gas trees to the coordinator,
including oil pressure, set pressure, temperature, and node voltage. Replacing
the battery timely when the node voltage is below a certain voltage value and
cannot complete the acquisition and transmission ensures the acquisition system
work uninterruptedly.

2. Proactive and reactive data transmission.
There is no need to send data ceaselessly because gas wells environmental
monitoring data changes continuously, it will not change by leaps and bounds.
The system adopts two means of transmission. The first one is a cyclical data
transmission. System sets count time (CT). Nodes are awakened when the count
time arrives and transmit data to the coordinator. The second is reactive data
transmission. The oil pressure and set pressure threshold values are preset by
system. Nodes are awakened to transmit data immediately when the oil pressure
or set pressure exceeds the threshold regardless of whether it reaches the count
time (CT).

3. The acquired data is transmitted to the remote monitoring center using GSM
wireless module through the gateway.
The sensor that acquires oil pressure is installed on the position where gas tree
trachea connects to the gas nozzle, and the oil pressure mainly reacts to the
ability of gas tree of supplying liquid gas. The sensor that acquires set pressure
is mounted on the position on which sleeve valve of gas tree is, and the set
pressure mainly reacts to gas well’s differential pressure of production. The
distribution of various sensors in gas well’s gas tree is shown in Fig. 2.

Fig. 2 Sensors distributed on the tree of gas wells
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3 Software Design

The operations and sensor tasks need to be added to the APP folder sequentially in
IAR project, and it needs to compile two functions to add a new task: initialization
function and event handler function. Initialization function should be added to the
end of osalInitTasks() and the address of the event handler function should be
added to the array(tasksArr[]) and we must ensure the sequence of events and event
handler functions is one-to-one correspondence.

3.1 The Data Acquisition Software Design of Oil Pressure
and Set Pressure Sensor

It needs to compile terminal node program and coordinator node program sepa-
rately in the software implementation process in which oil pressure and set pressure
sensors acquire the data. The software flow chart of terminal node is shown in
Fig. 3. Terminal nodes mainly transmit the data acquired by the pressure transmitter
to the coordinator through ZigBee wireless module and we need to compile two

Initialization

Start

Join the network

ZigBee wireless sensor module acquires data  
from the pressure transmitter 

Is the data acquired larger 
than threshold?

Whether reach the 
count time?

Send

Fig. 3 The terminal node
software flow chart
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functions in the terminal node program: initialization function of the pressure
transmitter (void_GenericApp_Init()), event handler function(GenericApp_Pro-
cessEvent()), and send function(sendPress()). The cycle and response to events of
the terminal node data transmission should be set in the function-osal_start_timerEx
(uint8 taskID, uint16 event_id, uint16 timeout_value).

The general steps on adding new task of pressure data acquisition in Z-Stack
protocol stack are as follows:

1. Adding the function declaration folder (press.h) of the pressure sensors and the
folder of implement function (press.c) to the source folder and adding it to the
APP directory in the IAR software.

2. Adding the function pointer of oil pressure (set pressure) acquisition tasks to the
array (tasksArr[]).

3. Adding the initialization function (GenericApp_Init()) of oil pressure(set pres-
sure) acquisition tasks to the function (osalInitTasks(void)).

4. Compiling oil pressure (set pressure) acquisition event handler function (Gen-
eric App_Process Event()), initialization function(Generic App_Init()), and send
function(send Press ()).

Coordinator is mainly responsible for creating a network, controlling the join of
terminal node, sending commands and uploading data. In the program, coordinator
is mainly used to receive the data which is transmitted from the terminal nodes and
show it on the upper computer through the serial ports. Coordinator software flow
chart is shown in Fig. 4.

Initialization

Create a network

Serial port to send

Start

Y

ZigBee wireless module 

receives the transmitted 

pressure data

N

Fig. 4 The coordinator
software flow chart
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The debugging result of oil pressure and set pressure data is shown in Fig. 5
after the program is downloaded to the appropriate development board. Because the
pressure acquired by the pressure transmitter is equal to the value of the pressure on
the sensor itself, the pressure value is 0 when the sensor is not installed on the gas
tree, the oil pressure threshold is 15 Mpa, set pressure threshold is 20 MPa, and the
voltage value is equal to the voltage value of ZigBee node battery in the program.

3.2 The Software Design of Temperature and Node Voltage
Data Acquisition

It also needs to compile, respectively, node and coordinator node program in the
software implementation process of the temperature and node voltage data acqui-
sition, and it is necessary to download them to appropriate ZigBee wireless module
board in different types when you compile.

Fig. 5 Debugging results of oil pressure and set pressure
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Compiling the coordinator program should mainly complete the following three
points:

1. GenericApp_Init()-task initialization function, it mainly achieves the initializa-
tion of the port and the serial port and finishes the initialization of hardware
circuit implementation;

2. GenericApp_ProcessEvent0-taskevent handler function, it mainly processes the
data transmitted by the nodes;

3. GenericApp_MessageMSGCB() shows the data through the serial port on the PC
after it processes the data packet. The debugging result of temperature and node
voltage data is shown in Fig. 6. The temperature in the figure is the gas tree
temperature and the voltage value is the voltage value of ZigBee node battery.

Fig. 6 Debugging results of temperature and voltage
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4 System Debugging Results

We can get the data information that is acquired by the sensor through respectively
debugging the data acquired by the system above. Now, we combine all the sensors
with ZigBee wireless module and establish the monitoring and data acquisition
system of unconventional gas environment. The system hardware connection is
shown in Fig. 7. In the system, ZigBee module is Net Bee Company’s production,
Pressure transmitter is Beijing Kunlun Cuhk Company’s production, gateway is
ARM’s learning development board which is made in Feiling Company and GSM
wireless module is GTM900Bmodule made in Huawei Company.

The data uploaded is received through GSM wireless module and connected to
the computer through the serial port. The results are shown in Fig. 8 through the
serial port assistant.

All sensor nodes data acquired by the coordinator is transmitted to remote
monitoring center through GSM module and stored in SQL Server database. The
data extracted from the SQL Server database is shown in Fig. 9. The address shown
in the figure refers to the ZigBee node address assigned by the coordinator, we can
judge which specific ZigBee node on which well according to the address value.

Fig. 7 The system hardware connection diagram
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Fig. 9 Data in the SQL Server database

Fig. 8 System debugging result
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5 Conclusion

Proactive and reactive wireless sensors are used in the network establishment of
ZigBee wireless sensor to ensure the real time and accuracy of the data acquisition
according to the characteristics and the actual needs of unconventional gas wells.
The system uses wireless transmission in acquiring and transmitting data. It solves
the monitoring difficulty that unconventional gas distributes dispersedly in the wild,
enhances the safety index of gas production, and improves the productive life of
wireless sensor network. The system mainly solves the following problems: (1) The
wireless sensor networks based on ZigBee protocol specifications acquire gas
environment parameters hierarchically, then, the data is hierarchically transmitted up
in turn, and finally converged to the coordinator. In fact, the acquired gas monitoring
data includes oil pressure, set pressure, flow, the temperature, and sensor node
voltage. (2) Setting the count time CT and the threshold value of oil pressure and set
pressure during the sensor acquires the data to ensure that the system can acquire the
environmental parameters periodically, in addition, it can respond to emergencies
and rapidly reacts to the emergencies. (3) The acquired data is transferred to the
remote monitoring center through the gateway using GSM wireless module. It
realizes the wireless acquisition and the wireless transmission of the data.
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Nearest Access Routing Algorithm
for the ZigBee Network in 5G
Environment

Jiasong Mu and Shu Jiang

Abstract ZigBee network uses a mixed routing mechanism combined with hier-
archical tree routing (HRP) and ad hoc on demand distance vector (AODV) to meet
the different demands. However, the existing scheme cannot fully satisfy the
applications. The 5G communication network is featured by the smarter devices and
the native support for the M2 M communication. The 5G terminals have the
potential to optimize the data transmission in the ZigBee network. In this paper, we
proposed a nearest access routing algorithm for the ZigBee network in 5G envi-
ronment. Based on the accessibility to various kinds of wireless network of the 5G
terminal, the data flow in its neighbourhood is converged and transmitted in the IP
network. By that mechanism, the bandwidth and energy resources in the ZigBee
network can be saved. The simulation results show that the proposed algorithm
effectively share the traffic for the ZigBee network by reducing and balancing the
throughput.

Keywords ZigBee ⋅ Routing algorithm ⋅ 5G ⋅ Throughput

1 Introduction

ZigBee technology is characterized by low cost, low power, low data rate, and
simplicity [1]. It uses a mixed routing mechanism combined with hierarchical tree
routing (HRP) and ad hoc on demand distance vector (AODV) [2]. HRP, which is
based on the address distribution, provides a simple and reliable measure for data
transmission, though it is not always efficient and robust. For AODV, each node
may initiate a routing discovery when necessary, a global shortest path between the
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source and destination is obtained during the process and the data frame was sent
along the route. Due to the limited processing capabilities, storage, power supplies,
and communication bandwidth for the ZigBee devices, current network formation
and routing protocols described in the ZigBee specification cannot fully address
power consumption issues [3]. To optimize the routing performance, we could not
only try to improve the algorithms based on the existing network, but also look for
the measurements from the deployed environment, which includes the coming 5G
communication network.

5G Technology is a name to indicate the next most important stage of mobile
communication standards beyond the 4G standards. Due to the extremely higher
aggregate data rates and the much lower latencies required, along with other dis-
ruptive technologies, the smarter devices and the native support for the M2 M
communication are two of the most important features in the 5G communication
network [4]. The smarter devices will have access to different wireless technologies
at the same time [5]. Meanwhile, a native inclusion of M2 M communication in 5G
involves satisfying three fundamentally different requirements associated with
different classes of low data rate services: support of a massive number of low-rate
devices, sustaining a minimal data rate in virtually all circumstances, and very low
latency data transfer [6]. Based on the above functionalities, it is reasonable to take
the ubiquitous smarter terminals into account to improve the ZigBee routing per-
formance in the 5G environment.

A sample of the ZigBee network with 5G terminals is shown in Fig. 1. As the
accessibility to various kinds of wireless network, the 5G devices in the coverage
may be utilized to optimize the data transmission for the ZigBee network. Different
from the existing relay or external node, note that the 5G terminal could also access
the IP network. That means, beside the existing sink, the network have more
devices that could communicate with the management devices. Our work is to
utilize these links to share the traffic in the ZigBee network to lighten the overload
for the ZigBee devices with limited resources.

Internet

5G terminal

ZigBee Device

ZigBee Link

Cellular Link

Mobile Internet Link

Wired Link

Sink/ZC

Base Station

Management
Device

Fig. 1 The ZigBee network in 5G environment
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To the best of our knowledge, this is the first work on the ZigBee routing
improvement in the 5G environment. The key problem of our task is to design a
proper routing algorithm that allows the 5G terminal to converge the data flows in
its neighbourhood and has no conflicts against the existing ZigBee specification.
Considering the dual ZigBee routing algorithms, the AODV-based method requires
the 5G terminal broadcast its accessibility of the Internet when it joins the network.
The ZigBee nodes also have to cache the information and then find the path to the
5G device by sending routing discovery. Finally, the 5G node needs to announce its
leaving. The procedure described may generate a lot of data and consume the
bandwidth and energy resources for the ZigBee devices. So we have to exploit the
HRP-based routing algorithm to control the routing cost.

In our previous work [7], the physical depth is introduced to the routing dis-
covery optimization. In this paper, we are going to develop the concept. On that
basis, a nearest access routing (NAR) algorithm is proposed to improve the ZigBee
network in the 5G environment.

The rest of this paper is organized as follows: Sect. 2 will briefly introduce the
related contents in the ZigBee specification, the nearest access routing algorithm
will be proposed in Sect. 3. In Sect. 4, simulation results are presented. Finally, the
conclusion is shown in Sect. 5.

2 ZigBee Specification and Routing Methods

2.1 Address Allocation and HRP

In ZigBee specification, it is recommended to use Distributed Address Allocation
Mechanism (DAAM) for address assignment to form tree structure. The parameter
Cm represents the largest number of children nodes, Rm means the number of
children nodes which can be a router, and Lm decides the maximum depth in the
network. And for the same network, different nodes usually have constant Cm and
Rm. Every potential parent is provided with a finite sub-block of the address space,
which is used to assign network addresses to its children. Given Cm, Lm, and Rm,
we can compute the function Cskip(d) as the size of the address sub-block dis-
tributed by each parent at depth d as (1) [1].

CskipðdÞ=
0, Rm=0,
1+Cm × ðLm− d− 1Þ, Rm=1,
ð1+Cm−Rm−Cm × RLm− d− 1Þ ð̸1−RmÞ, Rm>1.

8
<

:
ð1Þ

The network addresses Ad+1,rn and Ad+1,el shall be assigned to the n-th router
child and l-th end device child at depth d + 1 in a sequential manner, respectively,
as shown in (2):
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Ad+1, rn =Aparent +CskipðdÞ ⋅ ðn− 1Þ+1

Ad+1, el =Aparent +CskipðdÞ ⋅Rm + l
ð2Þ

where Aparent represents the address of the parent and 1 ≤ n≤Rm.
The hierarchical topology in ZigBee network is based on DAAM. In this tree

shape structure, if the destination address is in the address space that a node is
managing, the node forwards the packet to one of its child nodes. Otherwise, it
forwards the packet to its parent.

The depth is defined as the transmission hops in the HRP. It indicates the
topology distance between the local device and the ZC.

2.2 Neighbour Table

Each ZigBee device maintains a neighbour table which has all its neighbour’s
information in the 1-hop transmission range. The contents for a neighbour entry are
the network’s PAN (Personal Area Network) identifier; node’s extended address,
network address, device type, relationship, LQI and etc. Optionally, additional
information such as the depth can be included. Entries in the table are created when
the node joins to an existing network. Conversely, the neighbour entry is removed
when the neighbour node leaves the network. Since the information on the
neighbour table is updated every time a device receives any frame from the some
neighbour node, the information of the neighbour table can be said to be up-to-date
all the time.

3 Nearest Access Routing Algorithm

The original depth limits the transmission to parent–child links. Here, we introduce
the concept of the physical depth (PD), which is defined as the minimum hop
counts from a certain node to its nearest device which is able to access the
internet/management device. So the PD indicates the minimum hops to the network
where the resource is not such limited. Thus, the PD of the ZC and the 5G terminals
is 0.

For a device in the neighbourhood of a zero-PD device, if the PD information is
required in the neighbour table, its PD may be set 1 as it may find a neighbour table
entry that indicates a device with 0 PD. Similarly, all the nodes within the trans-
mission range of the PD 1 devices may have PD 2, the PD of any device can be
recursively decided. The principle can be simply stated as: the PD value of a certain
node is one plus the minimum PD value in its neighbour table.

However, there is no such content in the neighbour table for the ZigBee spec-
ification. Fortunately, the node depth is an optional term. Moreover, if the network
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address is assigned as the DAAM and the network address is given, the node depth
can be calculated as the following pseudo codes [8]:

Pseudo codes: Algorithm of deciding the topology depth for node X

where Qd is introduced to determine whether the node X is a router node or an end
device at depth d. One can see that the depth information is redundant in this case.
Therefore, it can be replaced by the PD. On that basis, the nearest access routing
algorithm will be discussed.

Based on the physical depth maintenance mechanism above, the NAR routing is
simple. The diagram is shown in Fig. 2. When a node is receiving a packet, it may
look through its neighbour table. If a device has the unique minimum PD, it may be
chosen as the next hop destination. Otherwise, a parameter Txed is introduced to
represent the times a neighbour is selected as the next hop in the case that not a best
route can be found. For the neighbours with the same minimum PD value, the
receiving node may compare the Txed value, which is initialized 0 when a new
neighbour entry is created. If a unique minimum Txed value is found, the packet
may be forwarded by unicast to the node, and its Txed is added 1. Otherwise, the
receiving node may randomly choose the next hop destination among the neigh-
bours with the same minimum PD and Txed values.

Note that the NAR does not change any mandatory contents in the existing
ZigBee routing methods. It is fully compatible with the ZigBee specification.

Receiving a packet

A unique minimum PD

Send the packet to that node

Y

N
A unique minimum Txed

Send the packet to that node
The Txed value of the node add 1

Send the packet to a random node
The Txed value of the node add 1

Y

N

Fig. 2 The diagram of the nearest access routing algorithm
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4 Simulations

The performance of the proposed NAR algorithm is discussed in this section. The
simulation was implemented in the MATLAB. The NAR was compared with the
HRP and AODV routing methods. Some parameters in the simulation were set as
follows: the time duration was 300 s; the simulation area was 100 m × 100 m;
100 ZigBee nodes were randomly deployed following the uniform distribution; Cm,
Rm, and Lm were set 4, 4, and 5 separately; the packet size is 1024 bits; the packet
interval time was 0.1 s (only the ZigBee nodes generated the packets); the first
packet arrival time followed a uniform distribution from 0 to 1 s for each node; the
number of 5G terminal varied from 1 to 10; the joining time for each 5G terminal
varied from 1 to 50 s; for each scenario, the simulation was carried out 500 times to
calculate the average.

The average hop counts in the ZigBee network (excluded the transmission in the
5G terminals) is shown in the Fig. 3. In the HRP, because the hierarchical topology
had been constructed when the 5G terminal joined the network, they could not
improve the ZigBee routing due to their descendant roles. For the AODV, more
nodes meant better opportunities to find a better route; thus the 5G nodes slightly
reduced the average hop counts. Compared with the existing algorithm, NAR was
able to significantly reduce the transmission in the ZigBee networks. Since each 5G
terminals could be regarded as an access to the internet, part of the packet flows
were forwarded along with the external links. Moreover, as the slope shown in the
figure, we could also conclude that the more 5G terminals were involved, the better
improvement the NAR could make.

Figure 4 illustrates the network throughput in the ZigBee network for different
routing algorithms. The HRP had little change due to the static network topology,
and the AODV had a minor decreasing because of the better route. Note that the
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routing overhead led to a higher average throughput in the AODV, although it had a
shorter path. On the contrary, the NAR achieved a lower overall throughput based
on its simple forwarding mechanism. Moreover, as the numbers of 5G terminal
increased, the packets were further reduced in the ZigBee networks.

To observe the balancing effect of the NAR, the maximum node load in the
ZigBee network for different routing algorithm is drawn as the Fig. 5. One could
see that the maximum node loads for the HRP and AODV were randomly changed
in a higher level; the extra 5G nodes did not change the situation that some low
depth nodes were overused. However, the maximum node load was effectively
reduced by the sharing of the packets. In the 10 5G nodes case, the maximum node
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load was 30.3 and 20.3 % lower than the AODV and HRP respectively. Since the
data flows in the neighbourhood of the 5G terminals were converged and trans-
mitted by other networks, the traffic and the energy cost were balanced.

5 Conclusions

In this paper, we propose a nearest access routing algorithm for the ZigBee network
in the 5G environment. By the introduction of the physical depth, which is defined
as the minimum hop counts from a certain node to its nearest device with the
accessibility to the internet/management device, a simple forward mechanism is
designed to converge the traffic in the 5G terminals’ neighbourhood. The simulation
results show that the NAR could effectively reduce the throughput and average hop
counts in the ZigBee network. Moreover, the traffic is also balanced by decreasing
maximum node load.

For our future work, the replacement of the 5G terminals and the different device
types will be taken into consideration.
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Optimal Relay Placement for WSN-Based
Home Health Monitoring System

Yanjun Li, Chung Shue Chen, Jianhui Zhang and Kaikai Chi

Abstract Due to the increasing need of health monitoring at home or in senior

center, we study the optimal relay node placement problem for wireless sensor

networks with data collection and localization requirements. The problem can be

modeled as finding a minimum connected k-dominating set. We consider realistic

indoor wireless environment and explicitly take into account the effect of obstacles

to the radio coverage, instead of using idealistic disc model. We prove the problem

is NP-hard and propose an efficient greedy method called optimal relay placement

algorithm (ORPA) to derive the best network setup. Results show that by using the

proposed method, the number of relays required can be significantly reduced in com-

parison to two baseline algorithms. The method presented would be also relevant to

other systems of similar network connectivity and relay deployment criteria.

1 Introduction

Wireless sensor networks (WSN) have been a promising solution for home health

monitoring systems [5, 8] due to its low power, low cost, and easy deployment. It

can provide intelligent senior home monitoring service. Since the world population is

aging, there is a rapidly increasing demand for being capable of monitoring patients
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in hospital or senior citizens living alone or in nursing home environment so as to

offer feedback and assistance for accidence or emergency. Equipped with wearable

sensors, vital signs can be automatically collected, processed, and relayed to a remote

base station (BS) or gateway. Once the vital signs exceed certain thresholds, alert

messages can be sent to a contact or adviser such as doctor or nurse. The doctor or

nurse can also query the user’s health status anytime and anywhere via Internet.

In such a health monitoring system, there are some immobile relay nodes to com-

municate with the wearable sensor node carried by the patient or person and to con-

nect to the BS to make the system scalable and more energy-efficient [7, 10]. To

maintain pervasive monitoring of the patient, there are two basic requirements. First,

there exists at least one bidirectional path from the sensor node to the BS or gateway.

Secondly, to locate the patient, the standard is the sensor node should be covered by

at least three relays for using triangulation or centroid based positioning methods. In

general, localization accuracy can be further improved if more relays are in contact.

These issues are in the scope of relay node placement for WSN. There are various

works and system designs. For example, in [7], the problem has been generally clas-

sified as single-tiered or two-tiered relay placement problems w.r.t. different routing

assumptions. Notice that we will focus on the two-tiered case in which the sensor

node will transmit data to relays and will not do packet forwarding for other sensor

nodes. In single-tiered case, a sensor node also forwards packets.

We model the above problem as finding a minimum connected k-dominating
(k ≥ 3) set, where the relay set is interconnected and each sensor is adjacent to

at least k relays. Related work can be found in for example [1, 6]. Note that in indoor

environment, the radio propagation would be significantly affected by obstacles [9].

Existing results often adopt oversimplified radio models for simplicity but cannot be

directly applied to address practical systems.

Besides, in our system, we consider the relays are low-power wireless devices.

Therefore, the relays do not require wireline connection and can be more flexibly

placed. They just need to form a connected wireless network. Moreover, the wearable

sensor node needs to be covered by at least three wireless relays for localization,

which is for intelligent and automatic home health monitoring service.

The major contributions of our paper are summarized below.

1. To the best of our knowledge, this is the first paper to study optimal relay place-

ment for connected k-radio coverage for above location aware home health mon-

itoring system and model it as minimum connected k-dominating set problem.

2. We explicitly consider the effect of indoor obstacles to radio in the optimization.

3. We prove it is NP-hard and propose an efficient greedy algorithm (ORPA) to

optimize the relay placement and minimize the number of required relays.

4. Experiment and simulation work are conducted to evaluate the performance.

Results have shown that ORPA can significantly reduce the number of relay

nodes.
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The rest of the paper is organized as follows. Section 2 describes the system model

and problem setup. Section 3 shows the problem is NP-hard and presents ORPA to

solve the problem in polynomial time. Section 4 evaluates the performance in com-

parison to two baseline algorithms. Finally, Sect. 5 concludes the paper.

2 System Model and Problem Setup

In the following, we present the WSN, system model, and technical notations. The

architecture of home health monitoring system is shown in Fig. 1a. A wearable sensor

node is attached to the patient for sampling vital signs (e.g., body temperature, blood

pressure, motion) to be transmitted to the gateway directly or through the relays (e.g.,

attached to the ceiling) in multiple hops to a remote contact or server [2]. The goal

is to allow the remote contact be able to know the patient’s state and location any

time. For this, there are two basic requirements: (1) there always exists at least one

bidirectional path between the sensor and the gateway, and (2) the sensor node can

communicate with at least 3 relays wherever the patient moves in the house.

2.1 Radio Propagation Model

In practice, we need to determine the radio coverage of relay nodes for optimal

deployment. A generic method for assessing the radio range of a transmitter is as

follows: first assume a radio model with some unknown parameters, then collect

radio measurements from the environment as training data, and finally feed these

Zigbee/Ethernet/3G
Gateway Server

Smart phoneRelay 
Relay 

Relay

Relay 

Internet

Wearable
sensor

(a) (b)

Home health monitoring system Testing floor plan

Fig. 1 a System architecture. b Floor plan: red lines are walls (drywall, wooden wall, glass wall,

cement pillar), red squares are pillars, gray rectangles are tables, blue dots are possible relays
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measurements to the radio model for determining the unknowns. After determining

the radio model, each relay’s radio range can be estimated with respect to the realis-

tic environment and certain thresholds. For indoor environment, it has been shown

in [3] that a radio model that can incorporate the attenuation and blocking effect of

obstacles is necessary: Consider each obstacle oi ∈ Is,r can attenuate the transmitted

signal by a factor 𝛾oi , where Is,r is the set of obstacles intersecting the line from the

transmitter s to receiver r, and denote the distance between s and r by d(s, r), the

received signal strength (RSS) at receiver r is expressible as:

P(s, r) = Pt − 𝛼 − 10𝛽 log10 d(s, r) −
∑

oi∈Is,r

𝛾oi , (1)

where Pt is the transmission power, 𝛼 is the path loss at reference distance equal to

1 meter, 𝛽 is the path loss exponent. Here, Pt, 𝛼 and 𝛾oi are in their decibel values.

There could be a large number and also various types of obstacles see for example

our experiment testbed in Fig. 1b, which would require a large amount of training

data and also bring high complexity in determining the unknowns of Eq. (1). One

can classify obstacles into groups of similar attenuation to reduce the number of

unknown parameters and offer similar accuracy as follows [3]: Given a set of groups

G, a mapping function𝛱 ∶ Is,r → G, and an attenuation coefficient𝛤g for each group

g ∈ G, the RSS at the receiver r can be rewritten as

P(s, r) = Pt − 𝛼 − 10𝛽 log10 d(s, r) −
∑

oi∈Is,r

𝛤
𝛱(oi), (2)

where the unknowns are 𝛼, 𝛽 and 𝛤
𝛱(oi) with 𝛱(oi) = 1, 2,… , |G|, and |G| is the

number of classified groups. Clearly, now the number of unknowns equal to |G|+ 2.

Here, we provide an automatic and efficient algorithm to classify the obstacles

into groups with minimum estimation error. The pseudocode of the algorithm is pre-

sented in Algorithm 1. The inputs to Algorithm 1 are the set of RSS measurements

denoted by vector Pr, the distances between senders and receivers denoted by vector

d, and the sets of obstacles and classified groups denoted by O and G. The outputs
are the obstacle classification function 𝛱 , the values of 𝛼 and 𝛽, and the attenua-

tion coefficient 𝛤g for each obstacle group g, where g = 1, 2,… , |G|. Algorithm 1 is

guaranteed of convergence and also much faster than exhaustive search.

2.2 Problem Formulation and Definitions

In our system, the sensor nodes are mobile whereas the relays are immobile. In this

two-tiered architecture, say relay tier 𝛱r and sensor tier 𝛱s as shown in Fig. 2a,
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(a) (b)

Fig. 2 a Illustration of Definitions 1 and 2. b Illustration of Cr(r) and Cs(r)

a sensor node has to communicate with at least three relays for localizing itself.

For practical simplicity, we consider the relay and sensor nodes are in discretized

coordinates such that the relay and sensor tiers consist of nx, ny and n′x, n
′
y grid points

in the x, y dimensions, respectively. Let R denote the set of relays, Rr denote the set

of grid points in 𝛱r, and Rs denote the set of grid points in 𝛱s.

Definition 1 (Relay Communication Graph) The relay communication graph RCG

is an undirected graph RCG(V ,E) with vertex set V = R and edge set E, defined

as: for any two relays ri, rj ∈ R, there is an undirected edge (ri, rj) if the RSS at the

receiver exceeds a threshold, i.e., the receiver sensitivity (e.g., −85 dBm).

Definition 2 (Connected k-dominating set) Given Rr and Rs, a connected k-

dominating set is a subset R ⊆ Rr that satisfies: (i) each point in Rs is dominated

by k relays in R, and (ii) the RCG induced by R is connected (there is at least one

path between each pair of relays in R).

Since more relay nodes incur higher system cost, we aim to determine optimal

relay placement strategy for minimizing the total number of relay nodes (say N)

under the connectivity requirement (say C) in maintaining a connected RCG and all

reachable grid points in sensor tier 𝛱s to be k-dominated (k ≥ 3) by the relays.

Definition 3 (Optimal Relay Placement Problem) Given the set of grid points Rs
in sensor tier 𝛱s and the set of grid points Rr in relay tier 𝛱r, the optimal relay

placement for a home health monitoring system is to determine the relay location

points R ⊆ Rr such that R forms a connected k-dominating set with minimum size.

Theorem 1 The optimal relay placement problem in Definition 3 is NP-hard.

Proof The problem of constructing a minimum connected dominating set is NP-hard

[4]. Our problem is equivalent to the problem if k = 1. It is therefore a superset of

the minimum connected dominating set problem and thus also NP-hard.

We will therefore provide an efficient heuristic solution in the next section.
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Algorithm 1: Obstacle Classification and Parameter Estimation Algorithm

Input: Pr , d, O, G
Output: 𝛼, 𝛽, 𝛤 , 𝛱

1 for k = 1 ∶ K do
2 SSEmin = ∞; //Remark: SEE refers to sum of squared errors//

3 foreach obstacle o ∈ O do
4 𝛱(o) =rand(|G|); //Remark: each obstacle is classified into a random group//

5 end
6 while (improvement) do
7 improvement = false;

8 foreach obstacle o ∈ O in random order do
9 𝛱new = 𝛱 ;

10 foreach group g ∈ G do
11 𝛱new(o) = g;

12 [𝛼, 𝛽, 𝛤 ] = regress(Pr , [d 𝛱new]); //Remark: linear regression to estimate//

13 for i = 1 ∶ |Pr| do
14 P̂r(i) = Pt − 𝛼 − 10𝛽 log10 d(s, r) − 𝛴o∈Is,r𝛤𝛱new(o);

15 end
16 SSE(g) = 𝛴

|Pr |

i=1 (Pr(i) − P̂r(i))2;

17 end
18 if min SSE ≤ SSEmin then
19 SSEmin = min SSE; //Remark: do group update, replace optimal SSEmin//

20 𝛱(o) = argg min SSE;

21 improvement = true;

22 break;

23 end
24 end
25 end
26 S̃SE(k) = SSEmin;

27 �̃�(k) = 𝛱 ;

28 end
29 𝛱 = arg

�̃�
min S̃SE;

30 [𝛼, 𝛽, 𝛤 ] = regress(Pr , [d 𝛱]).

3 Proposed Optimal Relay Placement

We propose an efficient algorithm, called optimal relay placement algorithm (ORPA),

see Algorithm 2. The basic ideas are as follows. (1) The candidate point in 𝛱r is cho-

sen only within the radio ranges of already chosen points to ensure that relays are all

connected. (2) The candidate point in 𝛱r that can maximize the number of undom-

inated points in 𝛱s is chosen to place the relays. (3) The unchosen points in 𝛱r are

iteratively checked until all the points in 𝛱s are k-dominated. The radio range of

each placed relay can be estimated using aforementioned Algorithm 1.

The inputs to Algorithm 2 are the transmission power Pt, the dominating require-

ment k, the set of sensor points Rs, the set of relay points Rr, and the channel para-

meters (by Algorithm 1). For a relay at point r ∈ Rr, the set of points in Rr that lie

in the radio range of r is denoted by Cr(r), as shown in Fig. 2b. Similarly, the set of

points s ∈ Rs that lie in the radio range of r is denoted by Cs(r). Let |Cs(r)| be the
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Fig. 3 The number of relays required by the three algorithms. a gr = 1 m, pt = -19 dBm, k = 3. b
gs = 1 m, pt = -19 dBm, k = 3

cardinality of Cs(r). For a sensor node at point s ∈ Rs, the dominated degree D(s) is

defined as the number of already-placed relays which it can communicate with. In

other words, if s is k-dominated, D(s) = k.

Initially, the point r∗ ∈ Rr that can maximize |Cs(r∗)| is chosen and a relay node

is placed (line 6–9). So, points in Cs(r∗) are all 1-dominated (line 10–12). Then, the

algorithm checks the points in Rr within the radio range of the placed relay at point

r∗, and selects the point (a new r∗) that can maximize the number of undominated

points in Rs to place the relay (line 16–20). The dominated degree of each point in

Cs(r∗) is thus updated (line 21–23). Since we always check the points within the radio

range of already-placed relays, the resultant RCG is guaranteed to be connected.

4 Performance Evaluation

We conduct extensive simulation and experiments to evaluate the proposed solution

in comparison to the following two baseline algorithms:

∙ Random placement: first randomly selects a point from the candidate locations,

then iteratively selects the points within the communication range of the already-

placed relays randomly until the relays satisfy the k-dominating requirement.

∙ Two-stage optimization: first ignores the requirement of connected RCG and

selects the grid points that can maximize the number of uncovered points to place

the relays [9] so that the k-dominating requirement can be satisfied, then constructs

a minimum spanning tree (MST) for the partitioned components.

We consider a 24.2 × 13.3 m office floor area (see Fig. 1b). The testbed includes

17 obstacles with different constructing materials. Since the granularity of the grid

points in 𝛱s and 𝛱r can impact the performance and also computation complexity,

we will simulate various grid sizes of 𝛱s and 𝛱r, denoted by gs and gr, respectively.

First, we fix gr to be 1 m and vary gs from 0.5 to 3 m with step size of 0.5 m. Figure 3a
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shows the required number of relays by the three algorithms with increasing gs. We

can see that the number of relays required by random placement is more than twice

of that required by the other two algorithms.

Algorithm 2: Optimal Relay Placement Algorithm

Input: Pt, k, Rr , Rs, channel parameters

Output: the set of grid points R where the relays are placed

1 //Initialization//

2 R = ∅;

3 foreach s ∈ Rs do
4 D(s) = 0;

5 end
6 foreach r ∈ Rr do
7 Compute the sets Cr(r) and Cs(r);
8 end
9 r∗ = argr max |Cs(r)|;
10 foreach s ∈ Cs(r∗) do
11 D(s) = 1;

12 end
13 R = R

⋃
{r∗};

14 // Select a grid point in Rr that can maximize the number of undominated points in Rs //

15 while k do
16 while ∃s ∈ Rs: D(s) < 1 do
17 foreach r ∈ Rr && r ∈ Cr(R) do
18 Compute the sets Cr(r) and Cs(r);
19 end
20 r∗ = argr max(|Cs(r)| −

∑

s∈Cs(r)
D(s));

21 foreach s ∈ Cs(r∗) do
22 D(s) = D(s) + 1;

23 end
24 R = R

⋃
{r∗}, Rr = Rr − {r∗};

25 end
26 foreach s ∈ Rs do
27 D(s) = D(s) − 1;

28 end
29 k = k − 1;

30 end

Secondly, we set gs to be 0.5 m and vary gr from 0.5 to 3 m with step size of

0.5 m. Figure 3b shows the required number of relays by the three algorithms with

increasing gr. We can see that the proposed ORPA always requires a smaller number

of relays than the other two algorithms. Besides, its performance is quite stable.

5 Conclusion

In the paper, we study the two-tiered relay placement problem for a WSN-based

home health monitoring system, which requires that the relays form a connected

network and the patient carrying the sensor node is at least k-radio covered (k ≥ 3).
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Instead of using idealistic disc radio model, we explicitly take into account the effect

of obstacles to the radio propagation. We show that the problem is NP-hard and

propose an efficient greedy algorithm (ORPA) to solve the optimal relay placement

problem. Results have verified the superiority of the proposed ORPA in comparison

to the random and two-stage algorithms. Note that the method used could be also

beneficial for solving other similar problems.
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A Multi-hop Acknowledgment Technique
Based on Network Coding for Underwater
Acoustic Communication

Danfeng Zhao, Xiangyu Song and Guiyang Lun

Abstract Underwater acoustic sensor networks (UASNs) are prone to packet loss
due to their poor link condition with high noise and high bit error rate. Therefore, a
multi-hop acknowledgment technique based on network coding and multi-path
(MHA-NCMR) is proposed for UASNs to guarantee the reliable message delivery.
The improved scheme introduces acknowledgment node to the network to judge
information of partial network, and adds a feedback mechanism to the acknowl-
edgment and destination node. The proposed scheme is simulated on the platform
of OPNET network simulators. Simulation results demonstrate that MHA-NCMR
plays better than NCMR from the perspective of transmission reliability and nor-
malized redundancy.

Keywords Underwater acoustic sensor networks ⋅ NCMR ⋅ Normalized
redundancy ⋅ Multi-hop acknowledgement

1 Introduction

As terrestrial wireless sensor network (WSN) technologies mature, underwater
acoustic sensor networks (UASNs) are gaining popularity recently. Underwater
acoustic channel is by far one of the most complicated wireless communication
channels, which has a narrow band, high error rates, and long propagation delays,
bringing great challenges to the reliability of the underwater acoustic sensor
networks researches [1, 2].
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In consideration of the particularity of underwater acoustic channel, traditional
methods used in WSN cannot be applied to the UASNs directly. Using common
error-recovery techniques such as Automatic Repeat reQuest (ARQ), Forward Error
Correction (FEC), and Multipath forwarding in underwater sensor networks has the
following drawbacks. Because of the fixed rate, FEC-based schemes cannot adapt
to the complex and changeable underwater acoustic channel. ARQ-based schemes
require the receiver to detect loss and then request the sender to retransmit packets.
This may lead to long propagation delays to deliver a packet successfully to the
receiver in underwater sensor networks. And in harsh channel conditions it will
inevitably produce a lot of feedback information, which will consume a lot of
resources [3, 4]. Multipath forwarding improves the redundancy by sending packets
through multiple paths, which may lead to unnecessary redundancy. So these three
techniques do not apply to the underwater network. Network coding is a novel
mechanism proposed to improve network throughput, transmission reliability,
energy consumption especially in the broadcast environment. Studies show that
network coding is a promising technique for efficient error recovery in underwater
sensor networks When it is applied to multipath forwarding, it cannot only improve
the reliability of underwater sensor networks, but also can reduce redundancy.
Therefore, network coding based on multipath forwarding scheme is of great sig-
nificance to the study of the transmission protocol applied to the underwater
environment [6].

In the study of ReInForM [5], the author applied network coding to the multipath
routing, and analyzed the network coding model. Simulation results show that the
improved scheme achieves higher packet delivery ratio as well as less redundancy.
But the algorithm required more paths under harsh channel conditions. Guo Zheng
et al. first proposed an efficient error-recovery scheme that carefully couples net-
work coding and multipath routing (NCMR) for underwater sensor networks, and
evaluated the performance of the scheme using simulation. However, network
coding efficiency is dependent upon the quality of the established paths in the
algorithm. Too much or too little relay nodes can influence the performance of the
network [6]. Simulation results confirmed the analytical study that the scheme is
efficient in both error recovery and energy consumption. Junhong Cui et al. pro-
posed a novel Multi-path Power-control Transmission scheme, MPT, for
time-critical applications in underwater sensor networks [7]. The results demon-
strate that MPT can achieve low end-to-end packet delay and relatively high energy
efficiency. Cai Shaobin et al. proposed Multiple Paths and Network Coding, MPNC
[8]. In MPNC, three disjoint paths are established, and then, two groups of packets
A and B, which are individually coded by network coding, are transmitted over two
side paths, and another group of packets, A ⊕ B, are transmitted over the middle
path. The simulation results show that, MPNC acquires low energy consumption.
Yuhuai Peng et al. put forward a fault-tolerant routing mechanism based on net-
work coding to quickly recover local information [9]. The scheme obtained very
good results in improving latency and throughput. However, when these existing
schemes are applied to the underwater environment with poor channel conditions,
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or there is a long distance between the source node and the destination node, the
reliability and the redundancy can not be balanced.

To take the reliability and the redundancy into account, based on the analysis
of the existing reliability mechanism, this paper proposes a multihop acknowl-
edgment transmission scheme based on network coding and multipath routing
(MHA-NCMR), and incorporating feedback retransmission mechanism in the
acknowledgment and sink node. By analyzing its transmission reliability and
redundancy in the network, we realize that MHA-NCMR can further improve the
packet delivery reliability, and reduce the redundancy of the network.

The rest of the paper is organized as follows. In Sects. 2 and 3, we describe
network coding scheme and multipath transmission based on network coding. In
Sect. 4, we describe the proposed scheme and analyze it via mathematics. Section 5
presents our simulation results. A conclusion is brought in Sect. 6.

2 Network Coding Scheme

Linear random network coding is a distributed network coding method. It can adapt
to the dynamic changes of the network topology. Network coding is no longer
limited to a particular network topology and centralized algorithm by applying it to
wireless networks [10].

Packets from the source are divided into generations, each generation contains
k packets. More specifically, let X1,…, Xk denote the K packets in a generation. The
source node randomly selects k × K elements from a Galois field to be a coeffi-
cient matrix, and code these k original packets in a generation into K new packets,
denoted as Y1, Y2, …, YK, where

Yi = ∑
k

j=1
aijXj, i=1, 2, . . . ,K. ð1Þ

We choose K ≥ k since adding a small amount of redundancy to the source
reduces the impact of packet loss on the first hop and improves error recovery at the
sink.

A relay in forwarding paths stores incoming packets from different paths for a
certain period of time, then linearly combines the received packets belonging to the
same generation. Suppose a relay receives m incoming packets, Y1,Y2,…, Ym. Let
Z1,Z2,…, ZM denote the coded packets,

Zi = ∑
m

j=1
bijYj, i=1, 2, . . .K, ð2Þ
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where bij is picked randomly from the finite field F2q. Then

hij = ∑
m

l=1
bilalj, ð3Þ

Zi = ∑
k

j=1
hijXj, i=1, 2, . . .M, j=1, 2, . . . k. ð4Þ

Then sending these recoded packets to the next hop. Finally, the sink can recover
the original packets when it receives at least k independent packets.

Whether the destination node can decode the original packets successfully, is
dependent on the rank of the encoding coefficient matrix. For random network
coding, coding coefficients are randomly picked out from a finite field. The prob-
ability of associated coding coefficient received by the destination node can be
reduced if we increase the finite field. When the capacity is limited to 28 fields, the
successful decoding probability is 0.996 [11]. However, when the limited field
capacity is too large, it will decrease the storage efficiency and increase the com-
putational complexity. Thus, in practical applications, the capacity of a finite field is
not necessary to use 28. Furthermore, the generation size should be selected
properly. It will consume more computing resources and storage overhead, if the
size is too large. However, if the size is too small, it will be unable to give full play
to the potential advantages of network coding.

3 The Multipath Transmission Scheme Based
on Network Coding

From the network topology point, multipath routing can be divided into disjoint
multipath and braided multipath, as shown in Figs. 1 and 2. Disjoint multipath
routing establishing conditions are harsh and the robustness is poor. Disjoint

Fig. 1 Disjoint multipath
model

Fig. 2 Braided multipath
model
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multipath routing can be expanded from single-path routing. When packets are
forwarded hop by hop, they could be received by multiple relays in the next hop
simultaneously, conforming to the broadcast characteristics of radio channel [12].
This study focused on the braided multipath network model. Multipath transmission
mechanism increases transmission redundancy by forwarding packets through
multiple paths, to improve packet transfer efficiency and reliability [13]. However,
the repeated packets will be deleted directly, which consume energy but not
increase the useful information. If multipath transmission mechanism is applied
directly to the underwater sensor networks, it will inevitably lead to the rapid
demise of the nodes, thus only multipath transmission is not enough. Linear random
network coding can solve the problem of multipath transmission redundancy, that
is, on the basis of multipath, joining the encoding mechanism to the nodes. Namely,
the source (S) encodes and forwards the data packets. Then packets received by
relay nodes will be re-encoded. Finally, the original packets will be recovered until
the destination node (D) receives enough packets.

4 Implementation and Analysis of MHA-NCMR

4.1 MHA-NCMR Scheme

In this paper, we adopt linear random network coding and multipath transmission
mode by selecting one hop between the source node and destination node as an
acknowledgment node to determine whether it has received sufficient information.
The selected hop is determined by the total hops of the network and the condition of
the channel. We will study the relationship in our future work. Specific steps are as
follows:

First, we need to determine whether the node is the acknowledgment node. If
not, then we continue coding and forwarding. The acknowledgment node starts its
timer as soon as it receives the first packet. When time is out, the acknowledgment
node will weigh the rank of the received coefficient. If the received coefficient is of
full rank, the node will recode and forward the packets, if not, it will add the value
of the current rank to the feedback packet and send the NACK packet to the nodes
in the previous hop. The relay nodes in the previous hop will get the rank value
after receiving NACK. According to this value, the number of packets to be
retransmitted is determined, then recoded and retransmitted with proper redun-
dancy. Because the transmission reliability of NCMR has been high, usually, the
nodes in the local area closer to the acknowledgment node can complete the
retransmission, without introducing too long delay.

For the sink node, it will start its timer when it receives the first packet. It uses on
the fly Gaussian elimination (OFG) [14] decoding algorithm. If the decoding fails in
certain time, the value of the current rank is added to the feedback packet, and then
the NACK packet will be sent to the previous hop. The relay nodes received NACK
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packet will get the value of the rank, and determine the number of retransmission
packets according to this. The relay nodes will recode the packets with proper
redundancy and forward them to the next hop. The sink continues decoding when it
receives retransmission packets until the sink recovers the original packets suc-
cessfully. Since the number of retransmission packets is dependent on the rank in
the feedback, so often, the original packets can be decoded successfully with only
one retransmission. Transmission packet format is shown in Fig. 3.

4.2 Analysis of Transmission Reliability and Normalized
Redundancy

Transmission reliability is characterized through packet delivery ratio (PDR) in this
paper. PDR is defined as the probability of the sink successfully obtaining the
original packets by receiving or decoding in a transmission.

PDR=
the number of successful transmation

the number of transmation
ð5Þ

Normalized redundancy (NR) is defined as the total number of packets sent by
the nodes of the network in a successful transmission. Normalized redundancy
reflects the redundancy packets generated in the network and energy consumption
of the network.

NR=
∑

all node
the sent packet number of a node

the successful decoding packet number
ð6Þ

Node redundancy ratio (NRR) is defined as the ratio of the number of packets
sent by a node with the generation size.

NRR=
the sent packet number of a node

the generation size
ð7Þ

Taking the amount of calculation problem into account, here q is set to 2. We use
MATLAB to generate a random matrix of different orders in the finite field, and
compare the proportion of full rank. When the order of the matrix is 10, the

Fig. 3 Transmission packet
format
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probability of full rank matrix is close to 1. Thus, we set the initial setting of
generation size to 10 and the generation number to 1000 (Table 1).

Considering an arbitrary generation of K packets, the number of hop between the
source node and the acknowledgment node is H1. There are H2 hops between the
acknowledgment node and the sink node. The source and the acknowledgment
node redundancy ratio are r1, and the relay node redundancy ratio is r2. We have N
paths in the network. The total number of packets has been sent by the nodes in the
network is (Fig. 4)

total packet = 2r1 +N * r2ðH1 +H2Þ− 2N * r2½ �*K, ð8Þ

NR is

NR=2r1 +N * r2ðH1 +H2Þ− 2N * r2. ð9Þ

To analyze the reliability of the network, we do not differentiate between the
nodes in the same hop. The packet loss ratio is p. Let αi, k be the probability that a
node in the ith relay set receives k packets (when 1≤ i≤H1, 0≤ k<K) or at least k
packets (when k = K) from all nodes in the previous relay set. Since the
acknowledgment is in the H1th relay set, we have

Table 1 The ratio of the full
rank

Order Full rank ratio

5 0.9174
6 0.9527
7 0.9746
8 0.9887
9 0.9955
10 0.9982
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PDR1 = αH1,K . ð10Þ

We next derive αi, k, 1≤ i≤H1, 0≤ k<K. The nodes in the first relay set receive
packets from the source.

Therefore

α1, k =
Ck
r1Kð1− pÞkpr1K − k, 0≤ k<K

1− ∑
K − 1

j=0
α1, j, k=K

8
><

>:
ð11Þ

For 1≤ i≤H1, 0≤ k<K, we obtain αi+1, k as follows. We index the nodes in the
ith relay from 1 to N. Let βi, k denote the probability that a node in the ith relay set
receives k packets from the jth node in the previous relay set, 1≤ i≤H1, 0≤ k<K.
Since each relay transmits no more than K packets, we have

βi, k = ∑
K

n= k
αi− 1, kCk

nð1− pÞkpn− k, 0≤ k<K ð12Þ

To obtain βi, k , we need to consider all combinations of kj, such that

kj =0, . . . k. s.t∑N
j=1 kj = k. That is

αi+1, k =

∑
kj =0, ...k.s.t∑N

j=1 kj = k

∏
N

j=1
βi+1, kj , 0≤ k<K

1− ∑
K − 1

k =0
αi+1, k, k=K

8
>>><

>>>:

ð13Þ

Then we can get the reliability of the whole network

PDR= αH1,K * αH2,K ð14Þ

We analyzed transmission reliability on MALAT platform.
In the simulation, H1 and H2 are set as 3; N is set as 3; K is set as 10 and r1 is

set as 1.

5 Simulation Study

In order to verify the performance of MHC-NCMR, this paper built a network
model on the platform of OPNET network simulators, studied the number of source
packets in each generation, packet loss ratio and the node redundancy ratio impact
on transmission protocol, and compared them with NCMR.
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To examine the parameters impact on transmission reliability and redundancy in
NCMR and MHA-NCMR, this study fixed source node to acknowledgment node
and acknowledgment node to the sink node at three hops, the path number is three,
as shown in Fig. 5. In discussing normalized redundancy, the node redundancy
must ensure that the sink can successfully decode the original packets with mini-
mum redundancy and the number of retransmissions is less than or equal to 1. In
exploring the reliability, we set the source node and the acknowledgment node
redundancy to 1.5, the relay node redundancy to 0.8.

In Figs. 6 and 7, we examined the impact of generation size under different
packet loss ratio (p = 0.25, 0.35). It shows that when the number is greater than
eight, it can achieve a higher reliability, and the reliability is highest when the
number is up to ten. Normalized redundancy decreases with the increasing of the
number until it reaches ten to the minimum. It demonstrates that the energy effi-
ciency improves with increasing generation size. Therefore, in exploring redun-
dancy and normalized reliability, the number in each generation is set to ten.

According to the set parameters in the earlier paper, Figs. 8 and 9 plot normalized
redundancy and transmission reliability for NCMR and MHA-NCMR. From the
results, we can observe that higher packet loss ratio results in better packet delivery
reliability, but higher normalized redundancy. Compared to NCMR, normalized

Fig. 5 MHA-NCMR model
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redundancy of MHA-NCMR decreased obviously, especially in the packet loss ratio
from 0.3 to 0.4, the standard redundancy decreases by about 20 %. From the result of
the normalized redundancy, we can draw that the energy consumption of
MHC-NCMR is lower. When p is less than 0.25, transmission reliability of the two
schemes is high, and MHA-NCMR has better performance in packet delivery reli-
ability, especially when the packet loss ratio is up to 0.35 or larger.

Figure 10 demonstrates that, when the source node redundancy is less than 1.3,
the transmission reliability increases with the increasing of the source node redun-
dancy. When the source node redundancy is up to 1.3, the reliability is greater than
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0.9, and transmission reliability of little change with the source node redundancy
increasing, which indicates that too much redundancy will not increase the
reliability.

6 Conclusion

This paper presents a reliable multi-hop acknowledgment transmission scheme
based on network coding and multi-path to achieve a lower coding redundancy and
higher transmission reliability, which can be applied in underwater acoustic
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communication networks. The multi-hop acknowledgment mechanism was added
to NCMR. On this basis, we joined feedback retransmission mechanism in the
acknowledgment node and the destination node to realize efficient coding trans-
mission. The simulation results show that, compared to NCMR scheme, this design
enables a lower transmission coding redundancy, higher energy efficiency and
obtains higher transmission reliability. Considering the characteristics of the
underwater acoustic network, this design is more suitable for underwater acoustic
network.
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An Envelope Alignment Method
for Terahertz Radar ISAR Imaging
of Maneuvering Targets

Tong Liu, Zongjie Cao and Rui Min

Abstract A novel envelope alignment technique for terahertz radar ISAR imaging
of maneuvering targets is presented in this paper. This method selects a single pulse
echo as the envelope alignment benchmark through the correlation coefficient of
adjacent range profiles, which solves the problems of jump error and drift error in
the conventional adjacent amplitude correlation method. The imaging results of
measured terahertz data demonstrate the effectiveness of this improved envelope
alignment technique based on the adjacent amplitude correlation method.

Keywords Terahertz radar ⋅ Maneuvering targets ⋅ Envelope alignment ⋅
ISAR imaging

1 Introduction

As terahertz wave can penetrate nonpolar materials and has a strong reflect char-
acter towards metal materials, and is easy to achieve large bandwidth modulated
signal, terahertz radar can obtain high resolution images of concealed threats, such
as knives and guns hidden in clothing or luggage. Meanwhile, due to the low
photon energy, terahertz wave is harmless to human body. It is an attractive
technology to do the security checks and the monitoring of concealed threats at a
standoff range utilizing terahertz radar nowadays [1, 2]. Considering the practical
application demands and the convenience requirements, the research on terahertz
radar ISAR imaging of maneuvering targets is necessary.

The relative motion between maneuvering targets and radar can be divided into
the translation component and the rotation component. The translation component
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makes no contribution to ISAR imaging, but it will cause range cell migration and
Doppler variation to degrade the imaging quality. The impact of the translation
component should be eliminated by envelope alignment and phase correction
before imaging. Envelope alignment is the base of phase correction and imaging.
Because terahertz wave has a shorter wavelength than microwave or millimeter
wave, the rotation angle that terahertz radar ISAR imaging required is smaller, for
which the envelope of terahertz radar echo is very similar. Traditionally, the
adjacent amplitude correlation method can gain a good envelope alignment effect,
but it has the jump error and drift error problems [3] which would cause the
terahertz radar image defocusing.

An improved envelope alignment technique based on the adjacent amplitude
correlation method is presented in this paper. The single pulse echo is sifted as the
envelope alignment benchmark through the correlation coefficient of adjacent range
profiles, and the problems of jump error and drift error in the conventional adjacent
amplitude correlation method are solved. The imaging results of measured terahertz
data demonstrate the effectiveness of this improved envelope alignment method.

2 Theory and Methodology

2.1 Received Signal Model

The relative motion between maneuvering targets and radar can be divided into the
translation component (Maneuvering targets move from point 3 to point 2) and the
rotation component (Maneuvering targets rotate from dotted line position to solid
line position at point 2), as shown in Fig. 1. Since the rotation angle that terahertz
radar ISAR imaging required is small, the rotation velocity is approximately uni-
form. After eliminating range cell migration and Doppler variation that the trans-
lation component caused by envelope alignment and phase correction, the ISAR
imaging of maneuvering targets will be converted into the basic concepts of
Range-Doppler imaging for ISAR [4].

Terahertz radar transmits line frequency modulation signal with the pulse rep-
etition interval T. The transmitted signal can be expressed as

sðt,̂ tmÞ= rect
t ̂
Tp

� �
ej2πðfct+

1
2γt

2̂Þ ð1Þ

where rect(uÞ= 1 uj j≤ 1
2

0 uj j> 1
2

�
, Tp is the pulse width, fc is the center frequency, γ is the

chirp rate of the transmitted signal. The moments at which the signal is transmitted
tm =mTðm=0, 1, 2, . . .Þ are called slow time. t ̂ denotes the time variable varying
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within the pulse repetition interval, which is called fast time. The relationship
between tm and t ̂ is t =̂ t−mT .

Assume that the maneuvering target is an ideal geometric point, the instanta-
neous distance between the maneuvering target and the radar is R(tm) at tm. The
received signal reflected from the maneuvering target can be denoted as

srðt,̂ tmÞ=Arect
t −̂ 2RðtmÞ c̸

Tp

� �
ej2π fc t− 2RðtmÞ

cð Þ+ 1
2γ t −̂ 2RðtmÞ

cð Þ2
� �

ð2Þ

where A denotes the echo signal amplitude and c is the speed of light. The inter-
mediate frequency signal can be expressed as

sif ðt,̂ tmÞ= srðt,̂ tmÞ ⋅ s*ðt,̂ tmÞ

=Arect
t −̂ 2RðtmÞ c̸

Tp

� �
e− j4πc fcRðtmÞe− j4πc γRðtmÞej

4πγ
c2
R2ðtmÞ ð3Þ

Applying the Fourier transform to sif ðt,̂ tmÞ with variable t ̂ and removing the
residual video phase and envelope migration phase, the expression of the radar echo
in frequency domain becomes

SIFðfi, tmÞ=ATpsin c Tp fi +2
γ

c
RðtmÞ

� �h i
e− j4πc fcRðtmÞ ð4Þ

Fig. 1 ISAR imaging
geometry of maneuvering
targets
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2.2 ISAR Imaging of Maneuvering Targets

uðiÞ, i=1, 2, . . . ,M− 1 is the correlation coefficient of adjacent range profiles of
radar data A(m, n), where mðm=1, 2, . . . ,MÞ denotes sequence of azimuth,
n ðn=1, 2 , . . . , NÞ denotes range cell. L samples are taken from u(i) as a group
in turn and their mean is computed. The one whose mean is maximal in those
groups is picked out

K = max
1≤ i≤M − L

1
L
⋅ uðiÞ+ uði+1Þ+⋯+ uði+ L− 1Þ½ �

� 	
ð5Þ

where K is the index of groups.
The single pulse echo corresponding to the maximal correlation coefficient of

adjacent range profiles in the Kth group is selected as the envelope alignment
benchmark.

J = max
K ≤ j≤K + L− 1

uðjÞf g ð6Þ

A(J, n) is the unity benchmark of envelope alignment. The cross-correlation
function of A(m, n) and A(J, n) is

RmJðτÞ= ∑
N

τ=0
Aðm, nÞAðJ, n− τÞ ð7Þ

After searching for the peak and computing the range cells corresponding to τ, the
envelope alignment is completed. In order to achieve high accuracy requirement for
envelope alignment, the range cell is processed with a 16-time interpolation before
the cross-correlation function is computed.

The focused image makes the entropy of image minimal, which is the principle
of phase correction based on the minimum entropy method [5].

f(m, n) denotes the signal after envelope alignment. Applying the Fourier
transform to the result of f(m, n) multiplying the phase correction term, the image is
obtained.

gðk, nÞ= fft½f ðm, nÞ ⋅ exp½ϕðmÞ��

= ∑
M − 1

m=0
f ðm, nÞ ⋅ exp½ϕðmÞ� ⋅ exp − j

2π
M

km
� � ð8Þ

where k denotes the Doppler frequency index, ϕðmÞ is the correction phase.
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Ignoring the constant term, the entropy of image is defined as

ε gðk, nÞj j2
h i

= ∑
M − 1

k=0
∑
N − 1

n=0
gðk, nÞj j2ln gðk, nÞj j2 ð9Þ

When the entropy of image is minimal, the correction phase ϕðmÞ satisfies the
following condition:

∂ε gðk, nÞj j2
h i

∂ϕðmÞ =2M Im exp jϕðmÞ½ �a*ðmÞ
 �
=0 ð10Þ

where aðmÞ= ∑N − 1
n=0 f *ðm, nÞ ⋅ 1

M∑M − 1
k=0 1+ ln gðk, nÞj j2

h i
gðk, nÞexp j 2πM km

� �
.

Therefore,

ϕðmÞ=arg aðmÞ½ � ð11Þ

The correction phase ϕðmÞ can be estimated by iterative process. The termina-
tion condition for the iteration is

max
M − 1

m=0
exp jϕiðmÞ½ �− exp jϕi− 1ðmÞ½ �j jf g≤ μ ð12Þ

where ϕiðmÞ and ϕi− 1ðmÞ are the values of ϕðmÞ in current iteration and last
iteration, respectively. μ is a constant decided by the accuracy of ϕðmÞ.

Because the phase error still exists after the translation compensation, and the
velocity of the small angle rotation is approximately uniform but not strictly uni-
form, the image obtained by applying Fourier transform to the azimuth of the signal
after the translation compensation is defocusing. The time-frequency transform
instead of the Fourier transform is used for the ISAR imaging of maneuvering
targets to make image focus [6]. Due to the multiple scattering points, the smoothed
pseudo Wigner Ville distribution (SPWVD) is selected for imaging.

SPWVDsðt,ωÞ=
Z

hðt′Þ
Z

gðuÞ ⋅ sðt− u+
t′

2
Þs*ðt− u−

t′

2
Þdu e− jωt′dt′ ð13Þ

where s(t) denotes any signal, g(t) and h(t) are the time-domain window function
and the frequency-domain window function, respectively. The SPWVD suppresses
cross-term interference at the expense of the time resolution and the frequency
resolution.

The flow chart of terahertz radar ISAR imaging of maneuvering targets is shown
in Fig. 2.
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3 Experiment and Results

The terahertz radar system works at 0.34 THz with a bandwidth of 10.08 GHz,
which leads to a range resolution of 1.5 cm [7]. The image of the terahertz radar is
shown in Fig. 3a. The maneuvering target consists of two corner reflectors inlaid on
the foam board, as shown in Fig. 3b. The foam board slides within the scope of the
radar beam at a distance of 10 m off the radar by the fine line traction.

2800 radar pulse echoes are collected and the accumulation angle of azimuth is
about 1.7°, which leads to an azimuth resolution of 1.5 cm matched to the range

Fig. 2 Flowchart of ISAR
imaging of maneuvering
targets

Fig. 3 Image of the terahertz radar and the maneuvering target. a Image of the terahertz radar.
b Maneuvering target
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resolution. The envelope of the radar echoes after range compression is shown in
Fig. 4a. The translation component leads to range cell migration. The envelope after
envelope alignment via the adjacent amplitude correlation method is shown in
Fig. 4b. The ISAR image is shown in Fig. 4c with the SPWVD in azimuth imaging.
The correlation coefficient of adjacent range profiles of the terahertz radar data is

Fig. 4 ISAR imaging of maneuvering target. a Envelope after range compression. b Envelope
after envelope alignment via the adjacent amplitude correlation method. c ISAR image gained via
azimuth SPWVD transform. d The correlation coefficient of adjacent range profiles. e Envelope
after envelope alignment via the envelope alignment technique proposed in this paper. f ISAR
image gained via azimuth SPWVD transform
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shown in Fig. 4d. The correlation coefficient of adjacent range profiles of the
terahertz radar data keep above 0.99 and the envelope of terahertz radar echo is very
similar. The 1699th pulse echo is selected as the unity benchmark of envelope
alignment. The envelope after envelope alignment via the envelope alignment
technique proposed in this paper is shown in Fig. 4e. The ISAR image is shown in
Fig. 4f with the SPWVD in azimuth imaging.

We can observe that the envelope alignment technique proposed in this paper
has a higher envelope alignment accuracy than that the adjacent amplitude corre-
lation method has from Fig. 4b, e. Comparing Fig. 4c, f, a higher quality ISAR
image is acquired via the envelope alignment technique proposed in this paper.
Because the ISAR image of the maneuvering target in Fig. 4f is generated with the
SPWVD transform in azimuth imaging, the azimuth resolution is expanded.

4 Conclusion

In this paper, a novel envelope alignment technique is presented, which solves the
problems of jump error and drift error in the conventional adjacent amplitude
correlation method. This method is suitable for terahertz radar ISAR imaging of
maneuvering targets with a small rotation angle. Experiments have demonstrated
the effectiveness of the envelope alignment technique proposed in this paper.
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Terahertz Radar for Imaging Spinning
Space Debris

Xu Yang, Zongjie Cao and Rui Min

Abstract With the increasing of human space activities, the resulting space debris
could post a potential threat to on-orbit objects around the Earth, therefore, their
size estimation is a vital task in the observation of space debris. Imaging with
high-resolution terahertz radar is a promising technique to extract the dimensional
and structural feature of the space debris. This paper employs a radar system
operating at 340 GHz with the bandwidth of 28.8 GHz to do an emulating
experiment. In terms of the spinning nature of space debris, 2-D inverse synthetic
aperture radar (ISAR) imaging geometry and echo model is established. Then, a
time-varying spectral analysis instead of conventional range Doppler algorithm is
proposed to solve the blurring problem of radar imaging incurred by the nonuni-
form spinning motion. The experiment result verifies the validity of this algorithm.

Keywords ISAR ⋅ Terahertz radar ⋅ Space debris ⋅ Time-varying spectral
analysis ⋅ Radar imaging

1 Introduction

With the rapid development of space technologies, many manmade targets have
been launched into space or outer space, meanwhile, the human space activities lead
to hundreds of millions of space debris [1]. Space debris have become a great threat
to the safety of spacecraft and on-orbit satellite, which can be classified into two
categories in terms of their origin, the one is space artificial target destroyed and the
other one is micrometeoroids from the universe [2]. Usually, the space debris travel
at a high speed with respect to the orbiting aircraft on the order of even 10 km/s as
estimated by the available literature [3]. Such speed can seriously destroy opera-
tional on-orbit targets and penetrate the space suit; therefore, the measurements and
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observations of space debris are of great importance. In this paper, we mainly focus
on the imaging of space debris whose diameter ranges from 1 to 10 cm. Because the
populations of space debris mainly concentrate the low earth orbit and geosyn-
chronous orbit with altitude of ranging from 300 to 40000 km [4], the space-based
radar is the closest and the most efficient observing mean of detecting space debris.
To recognize space debris whose sizes are mentioned above, we employ
space-based radar that operates at 340 GHz with the bandwidth of 28.8 GHz to
image space debris.

ISAR is one of radar imaging modes that seeks to employ relatively fine range
resolution and Doppler processing to discern target features not otherwise resolv-
able. Due to the attribute of the rotation angle of the spinning space debris with
respect to radar, we can employ ISAR technique to image spinning space debris.
Typical ISAR RD imaging algorithm is on the basis of three assumptions [5–8], i.e.,
(1) targets to be imaged is fully within the beam of radar; (2) the angular speed of
spinning targets is constant; and (3) the integration angle of targets with respect to
radar is a small angle, whereas, the motion of practical space debris is very complex
[9]. To solve the blurring problem of radar image, Yuan et al. proposed general
Radon transform in reassigned spectrogram to obtain a more focused image of
space debris in [10], but this imaging algorithm will lose information. On the
premise that the rotational angular speed of space debris is unchanged, Xueru Bai
et al. proposed a 3-D imaging method based on the complex-valued back-projection
transform according to the spinning nature of space debris [11]. Song et al. pro-
posed a single range matching filtering algorithm based on the hypothesis that the
angular velocity is constant [12]. In terms of the time-varying nature of Doppler
domain, therefore, we employ time-varying spectral analysis methods instead of the
traditional RD imaging algorithm to image space debris. The real data demonstrate
that the proposed imaging algorithm can well solve the image blurring problem for
spinning space debris.

The remainder of this paper is organized as follows. The overview of high-
resolution THz radar imaging system is founded in Sect. 2. Then, the echo model of
space debris is analyzed in Sect. 3. In Sect. 4, the real turntable data is used to
verify the validity of the proposed time-varying spectral analysis method for
solving the problem of image blurring. Conclusions are drawn in Sect. 5.

2 Radar System

The block diagram of the 340 GHz FMCW imaging radar system is illustrated in
Fig. 1a. This system employs double point frequency sources to drive transmitter
chain and receiver chain respectively to realize coherent reception of radar signal
[6]. Due to the conversion loss of mixer and low power of single frequency source,
single frequency source can hardly simultaneously drive the frontend of the
transmitter chain and the receiver chain; therefore, this system structure can well
solve the problem of low power assumption in terahertz band. The chirp source of
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the imaging radar system employs the pre-distortion technique to improve its
amplitude flatness; whose frequency linearly sweeps range from 1.4 GHz up to
2.2 GHz during the dwell time of 300 μs. The bandwidth of this radar system is
28.8 GHz, whose theoretical 3-dB range resolution is 4.61 mm.

As shown in Fig. 1a, the radar system consists of the receiver chain, the
transmitter chain, the waveform generator, and the signal processing unit, in which
the NCO module is used to choose the scene of interest. The photograph of the
imaging radar system is shown in Fig. 1b.

As illustrated in Fig. 2, the real 3-dB resolution of 4.71 mm in range profile is
well approximated as the theoretical 3-dB resolution of 4.61 mm. To examine the
imaging performance of this THz radar system, three corner reflectors with the
diameter of 1 cm are aligned within the illumination beam and the distance from
each other is 0.5 cm along the radar line-of-sight. The three corner reflectors are
mounted on the foam turntable with the angular speed of 1°/s and the integration

Fig. 1 a Block diagram and b photograph of 340 GHz FMCW imaging radar system

Fig. 2 Resolution
measurement of 1D range
profile
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angle of 5.14°. The photograph of the test scene is illustrated in Fig. 3a and the
imaging result of the three corner reflectors is presented in Fig. 4b. Figure 3b
demonstrates that this THz radar system is capable of achieving high resolution in
range profile.

3 Echo Model of Spinning Space Debris

The imaging geometry of spinning space debris [10] is illustrated in Fig. 4. The
spinning plane is projected into the imaging plane, which can be simplified as the
model of 2-D turntable plane imaging.

Fig. 3 a Imaging scene and b imaging result of 2D resolution experiment

Fig. 4 Imaging geometry of
spinning space debris
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As shown in Fig. 4, the echo signal model of the point target P can be expressed
as

sp tð Þ= σpexp j2πfc t−
2Rp τð Þ

c

� �� �
, ð1Þ

where σp is the backscattering coefficient, fc is the center frequency of the trans-
mitter, t is the fast time in range profile, τ is the slow time in azimuth profile, c is the
speed of light, and Rk τð Þ is the instantaneous distance of point P from the radar.
After the echo signal mixes with local oscillator signal, the baseband signal is given
by

sp tð Þ= σp exp − j
4π
λ
Rp τð Þ

� �
, ð2Þ

where λ is the wavelength of the transmitter, the instantaneous distance of point
P from the radar can be expressed as

Rp τð Þ=R0 + vτ cos β+
ατ2 cos β

2
+R′

p sin α sin ωτ+ θ0ð Þ, ð3Þ

where R0 is the initial distance between the radar and the center of spinning space
debris, v and α is the residual velocity and acceleration of the space debris,
respectively, after the motion compensation, α denotes the angle between the XOZ
plane and the radar line-of-light (RLOS), β denotes the angle between the velocity
vector of the space debris and the RLOS, R′

p denotes the distance from the scat-
tering point p to the spinning center of the space debris, ω is the angular velocity of
the space debris, θ0 denotes the initial angle of the scattering point p with respect to
the X axis.

Due to the Doppler frequency shift corresponding to the time derivative of this
radial distance, the instantaneous Doppler frequency shift can be expressed as

fd =
2
λ

d
dτ

Rp τð Þ=2 v cos β+ ατ cos β+ωR′

p sin α cos ωτ+ θ0ð Þ
n o

λ̸, ð4Þ

where the terms v cos β and ατ cos β are the translational motion components,
which have no contribution to imaging. After the translational motion components
are well compensated, the Doppler frequency shift can be expressed as

fd =2ωRp cos ωτ+ θ0ð Þ λ̸, ð5Þ

where Rp =R′

p sin α denotes the projected radius of the scattering point p to the
rotational center in imaging plane. Because the spinning space debris is composed
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of the discrete scattering points, therefore, the echo model of the spinning space
debris can be expressed as

sp τð Þ= ∑
P

p=1
σp exp − j

4π
λ
Rp sin ωτ+ θ0ð Þ

� �
. ð6Þ

Equation (6) is on the basis of the assumption that the angular velocity ω is con-
stant, whereas the angular velocity of practical spinning space debris varies with
time of t. Due to the time-varying behavior of the Doppler frequency shift, a high
resolution time-varying spectral analysis instead of direct Fourier transform is
applied to the time-varying Doppler spectrum to solve the blurring problem of radar
image.

4 Imaging Experiment and Analysis

The complex motion of spinning space debris can be decomposed into the trans-
lational motion component with respect to the RLOS and the rotational motion
component with respect to the spinning axis, the translational motion component
has no contribution to imaging, therefore, the rotational motion component is our
focus. To emulate the real spinning space debris with the translational motion
component well compensated, we use the turntable model instead of the real
rotational motion component of space debris.

In our experiment, the real turntable data of three corner reflectors with the
diameter of 1 cm is used to verify that the time-varying spectral analysis methods to
solve the blurring problem of radar image induced by using the Fourier transform to
the time-varying Doppler spectrum. The main experiment parameters are listed in
Table 1. We define the R0 as the distance from the radar to the center of the
turntable, the ω as the initial angular velocity of the turntable, the Na as the number
of sampling points in cross-range profile, the Nr as the number of sampling points in
range profile, the Δθ as the integration angle, and the a as the angular acceleration.
The associated imaging scene is shown in Fig. 5; three corner reflectors are
mounted on the foam turntable.

Figure 6a is the imaging result applying the Fourier transform to time-varying
spectrum, the radar image becomes blurred, in which we can see that two corner
reflectors are blurred. By using the time-varying spectral analysis instead of the

Table 1 Experiment
parameters

Parameter Value

R0 (m) 3.66
ω ◦ s̸ð Þ 1
Δθ ◦ð Þ 5.41

a ◦ s̸2ð Þ 1
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Fourier transform, a single Fourier image frame becomes a sequence of
time-varying image frames. Each represents a full radar RD image at a specific time
instant. Figure 6b is one of the image frames using the STFT imaging algorithm,
which can well solve the blurring problem of radar image as opposed to the

Fig. 5 a Photograph of imaging scene and b PSF of different radii

Fig. 6 a RD-based imaging result, b STFT-based imaging result, c WVD-based imaging result,
and d SPWVD-based imaging result
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traditional RD imaging algorithm, but the resolution is worse than the traditional
RD algorithm. Figure 6c is one of the image frames using the WVD imaging
algorithm, in which ghost targets enclosed by a red circle emerges due to the
existing inherent cross-terms. Figure 6d is one of image frames using the SPWVD
imaging algorithm. As shown in Fig. 6, compared with the traditional RD imaging
algorithm, the STFT, WVD, and SPWVD time-varying spectral analysis not only
can well solve the blurring problem of radar image, but also exhibit the Doppler
change and range walk with time. Among the three time-varying spectral analysis
methods, the resolution of the WVD imaging algorithm is the best one but exists
cross-terms resulting in ghost targets in radar image, in contrast to the WVD
imaging algorithm, although the STFT is the worst one but has no ghost target, the
SPWVD imaging algorithm is a trade-off between the resolution and the problem of
cross-terms. As shown in Fig. 5b, SRMF exhibits different angular resolutions for
different radii; whereas, the angular resolution of the proposed algorithm is only
dependent on the integration angle and wavelength of a carrier frequency.

5 Convolutions

To meet high-resolution requirement for space debris, the 340 GHz radar system
with the bandwidth of 28.8 GHz is proposed. The real data show that the presented
radar system can achieve the practical 3-dB resolution of 4.7 mm. To solve the
blurring problem of radar image induced by the non-uniform spinning motion of
space debris, the time-varying analysis is proposed.

The real turntable data of three corner reflectors were used to demonstrate the
capability of the time-varying analysis for radar imaging of spinning space debris.
The results clearly illustrate that time-varying spectral analysis can well eliminate
the blurring problem of radar image.
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Cluster-Head Election Using Fuzzy Logic
Systems in Radar Sensor Networks

Yaoyue Hu, Huaiyuan Liu and Jing Liang

Abstract In this paper, we propose three cluster-head election schemes using fuzzy

logic systems (FLSs) for clustered radar sensor networks. Three factors of a radar

sensor (RS) are considered in our FLS design: its remaining energy (RE); the fad-

ing envelope of the signal transmitted by the RS to base station (FESTRBS); its

distance to base station (DBS). The three cluster-head election schemes are named

FF (FLS with two-antecedents & fuzzy-c means (FCM)), FFSVD (FLS with two-

antecedents, FCM, and singular value decomposition-QR (SVD-QR)), and FF3SVD

(FLS with three-antecedent FLS, FCM, and SVD-QR). Their clustering perfor-

mances in terms of detection performances and networks’ lifetime are compared

and analyzed. Monte Carlo simulations show that among these three cluster-head

election schemes, FF3SVD provides the lowest energy consumption and moderate

probability of target detection (PD), and FFSVD offers moderate power loss and the

highest PD, whereas FF has the worst clustering performances.

1 Introduction and Motivation

Among the existing research on radar sensor networks (RSN), three criteria for RSN

design have been used.

(1) Detection performance optimization: the PD and constant false alarm rate

(CFAR) are used as the optimality standards. RSNs using ultra-wideband

impulse have been investigated in [1–3] to reduce clutter and interference.
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(2) Energy-efficient optimization [4, 5]: these networks should function as long as

possible, because RSs may need to be deployed in remote or dangerous envi-

ronments, and thus it may be inconvenient or impossible to timely recharge RS

batteries.

(3) SNR maximization: In [6], SVD-QR with threshold approach has been applied

to select the channel with high SNR in virtual multiple-input-multiple-output

wireless sensor networks. It is shown that SVD-QR with threshold approach

can reduce the redundance and the bit error rate.

Although the aforementioned papers provide dazzling advantage in their own

study field, current investigations have not considered combining above three cri-

teria together in the RSN design.

In this paper, we consider a set of RSs deployed in large numbers over a rec-

tangular field. Some assumptions about the properties of the network are as follows:

(1) all RSs have similar capabilities (processing/communication), but different initial

energy; (2) RSs in the network are quasistationary and location aware; (3) all RSs are

left unattended after the deployment; (4) when clustering approaches are applied, the

non cluster-head (NCHs) are responsible for detecting the targets and transmitting

the decision results to the corresponding cluster heads (CHs). CHs receive and fuse

messages and transmit their own decisions to the base station (BS), which makes the

second fusion and the final decision.

The novelty and contributions of this paper are threefold:

(1) The idea behind the three cluster-head schemes is that not only the energy con-

sumption and FESRBS are taken into account in the FLS design, but also FLSs

and SVD-QR approach are used to maximize the SNR in the BS and CHs. The

method—combining FLSs and SVD-QR, to the best of our knowledge—is used

for the first time for cluster-head election in RSN.

(2) We investigate a CFAR decision fusion approach for clustered RSN.

(3) We present extensive simulation results, which help to illustrate the clustering

performances in cases of different cluster numbers.

The rest of the paper is organized as follows: Sect. 2 elaborates these three cluster-

head election algorithms. Section 3 addresses a CFAR decision fusion approach for

clustered RSN. In Sect. 4, the clustering performances of these three cluster-head

election algorithms are evaluated. Finally, Sect. 5 draws the conclusion.

2 Cluster-Head Election Algorithms

The following assumptions are used in our analysis.

(1) The RSN is clustered by FCM clustering approach based on RSs’ locations.

(2) Three factors of a RS are considered in our FLS design: RE, FESTRBS and

DBS. All these antecedents use the same type of membership functions (MFs)
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Fig. 1 MFs. a Antecedents, consequent of FF and FFSVD, b consequent of FF3SVD

and the MF parameters are initialized consistently. The linguistic variables that

represent each antecedent are divided into three levels: low, moderate and high

for RE; small, moderate and large for FESTRBE; short, moderate and long for

DBS. We apply trapezoidal MFs and triangular MFs to map linguistic variables

to a membership value between 0 and 1, which are shown in Fig. 1a. Note that

the input of these three antecedents MFs have been normalized to ∈ [0, 10].
(3) The FLS consequent for FF and FFSVD is divided into 3 levels: small, medium,

large, using the same type and parameters of MFs as in Fig. 1a.

(4) The FFSVD and FF3SVD can be presented in three steps:

Step 1: Use FLSs to set the probability of becoming a temporary CH (TCH);

Step 2: Use FCM to choose TCHs;

Step 3: Use SVD-QR to decide the final CH of the cluster and set TCHs as

NCHs.

2.1 FF

In FF, FLS is designed to minimize the energy consumption. The energy consumed

for a CH include two parts: the energy for receiving signals from NCHs and for

transmitting signals to BS. So to achieve the load balance of the whole network,

the CH should have high remaining power to communicate with NCHs and BS. A

CH can consume less energy if it is located closer to BS. Therefore, we choose RE

and DBS as antecedents for FF. The consequent denotes the probability that a RS is

elected to be a CH. Since there are two-antecedents and each antecedent has three

fuzzy subsets, we need to set up 32 = 9 rules for this FLS, which are summarized in

Table 1. For every current input (x1, x2) of each RS, the output—the probability of a

RS being elected to be a CH—is computed using

y(x1, x2) =

∑9
l=1 𝜇Fl

1(x1)
𝜇Fl

2(x2)
cl

∑9
l=1 𝜇Fl

1(x1)
𝜇Fl

2(x2)

(1)
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Table 1 Rules in FF for CH

election
Rule RE DB Consequent

1 Low Short Medium

2 Low Moderate Small

3 Low Long Small

4 Moderate Short Large

5 Moderate Moderate Medium

6 Moderate Long Medium

7 High Short Large

8 High Moderate Medium

9 High Long Small

Thus, the final CH is the RS with the highest probability of a RS being elected to

be a CH.

2.2 FFSVD

(1) FLS Design: in FFSVD, FLS is designed to optimize the detection performance.

We choose RE and FESTRBE as antecedents. In view of the detection perfor-

mances, the fading channel gain of the signal sent by CHs should be as large

as possible. The consequent denotes the probability of a RS being elected to

be a TCH and can be computed use formula (1). Fuzzy rules for FFSVD are

summarized in Table 2.

(2) FCM: FCM clustering [7] approach is a data clustering technique where each

data point belongs to a cluster to a degree specified by a membership grade.

Here we apply FCM clustering to choose TCHs. Assume the probability of a

RS being elected to be a TCH of Ni RSs in the ith cluster is p = p1, p2,… , pNi
,

we use FCM to part the vector p to mci minimal clusters, and choose the cluster

with larger center as the TCH cluster, tp = (tp1, tp2,… , tptNi
). mci is an integer

and can be computed by mci = floor(Cprob ∗ Ni), where Cprob (say 30 %) is a

constant ratio tNi is the number of TCHs in the ith cluster.

(3) We propose SVD-QR as follows:

Step 1: Suppose hjk is the channel gain from the jth RS to the kth RS in the ith cluster,

where 1 ≤ j, k ≤ Ni and j ≠ k, and H is the (Ni − 1) × Ni matrix made of

hjk. The index set of TCHs chosen by FCM is tp = (tp1, tp2,… , tptNi
) and

tNi > 1. Therefore, the channel gain matrix of TCHs is Ht = H(∶, tp) and

r = rank(Ht) ≤ tNi.

Step 2: Calculate the singular value decomposition of Ht, Ht = UΣVT
, where U is

an (Ni − 1) × (Ni − 1) matrix of orthonormalized eigenvectors of HtHt
T
, V

is an tNi × tNi matrix of orthonormalized eigenvectors of Ht
THt, and Σ is
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Table 2 Rules in FFSVD for

TCH election
Rule RE FESRBS Consequent

1 Low Small Small

2 Low Moderate Medium

3 Low High Medium

4 Moderate Small Small

5 Moderate Moderate Medium

6 Moderate High Large

7 High Small Small

8 High Moderate Medium

9 High High Large

the diagonal matrix Σ = diag(𝜎1, 𝜎2,… , 𝜎j,… , 𝜎r), 𝜎j =
√
𝜆j and 𝜆j is the

jth eigenvalue of HtHt
T

and 𝜎1 ≥ 𝜎2 ≥ ⋯ ≥ 0. 𝜎j is the singular value of

Ht. We choose 𝜎1. V = (v1, v2,… , vk,… , vtNi
), where vk is the kth tNi × 1

vector of V .

Step 3: Using QR decomposition with column pivoting, determine E such that

v1TE = QR, where Q is a unitary matrix; and E is the permutation matrix.

The position of 1 in the first column of E correspond to the final CH.

2.3 FF3SVD

In FF3SVD, we set up fuzzy rules in view of the following three antecedents of a RS:

RE, FESTRBS, and DBS. The consequent—PRET—is divided into five levels: very

small, small, medium, large, and very large, which are illustrated in Fig. 1b. 27 rules

are applied here, which are summarized in Table 3. Based on the FLS output, the

final CHs is selected using FCM and SVD-QR approaches mentioned in the FFSVD

algorithm.

3 An CFAR Decision Fusion Approach for Clustered RSN

Assumption is that a RSN with N RSs is parted to c clusters, and each cluster has Ni
RSs except the CH, 1 ≤ i ≤ c.

Assume the additive Gaussian noise is with zero mean and variance 𝜎
2
. When one

target appears in the surveillance area, the kth NCHs (1 ≤ k ≤ N − c) makes a binary

decision uk ∈ {−1,+1} to either “target absent”—H0, or “target present”—H1, with

a probability of detection Pdk.
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Fig. 2 The lifetime (first RS death) and the PD of the RSN in FF, FFSVD and FF3SVD versus

different cluster numbers. a the lifetime (first RS death), b the PD

Table 3 Rules in FF3SVD for TCH election

RE FESTRBS DBS Consequent RE FESTRBS DBS Consequent

Low Small Short Small Moderate Moderate Long Small

Low Small Moderate Very small Moderate High Short Very large

Low Small Long Very small Moderate High Moderate Large

Low Moderate Short Medium Moderate High Long Medium

Low Moderate Moderate Small

Low Moderate Long Very small High Small Short Large

Low High Short Large High Small Moderate Medium

Low High Moderate Medium High Small Long Small

Low High Long Small High Moderate Short Very large

Moderate Small Short Medium High Moderate Moderate Large

Moderate Small Moderate Small high Moderate Long Medium

Moderate Small Long Very small High High Short Very large

Moderate Moderate Short Large High High Moderate Very large

Moderate Moderate Moderate Medium High High Long Large

The received signal at the ith CH from the kth RS within the ith cluster is yik =
hikuk + nik, where hik is a real valued fading envelope with hik ≥ 0, nik ∼ N(0, 𝜎2), 1 ≤

k ≤ Ni. The fusion statistic of the ith CH 𝛬ci [8] is

𝛬ci =
1
Ni

Ni∑

k=1
(Pdk − P(l)

f )y
i
kh

i
k (2)

where P(l)
f is the CFAR for all RSs. Obviously, 𝛬ci is the sums of independent and

identically distributed (i.i.d.) random variables whose probability distribution func-

tions can be approximately obtained through the central limit theorem. For both
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Table 4 Mean and variance of 𝛬
L
ci under H0 and H1 with Ni RSs in the ith cluster

H0 𝜇ic0 =
2P(l)

f −1

Ni

∑Ni
k=1 Aki

𝜎
2
ic0

=
1
Ni

2 (𝜎2 ∑Ni
k=1 Bki + 4P(l)

f (1 − P(l)
f )

∑Ni
k=1 Aki

2)

H1 𝜇ic1 =
1
Ni

∑Ni
k=1 (Aki(2Pdk − 1))

𝜎
2
ic1

=
1
Ni

2 (𝜎2 ∑Ni
k=1 Bki + 4

∑Ni
k=1 (Aki

2Pdk(1 − Pdk)))

analysis and numerical simulation, here we assume Rayleigh fading channel. Pro-

vided E[hik
2] = 1, the first and second statistics of 𝛬ci, are derived and summarized

in Table 4.

Given the CFAR of the CHs P(c)
f , the decision threshold is derived as

T (c)
i = 𝜎ic0Q

−1(P(c)
f ) + 𝜇ic0 (3)

The ith CH also makes a binary decision ui ∈ {+1,−1}. The received signal from

the ith CH is yci = hci ui + nci . Similar as formula (2), the fusion statistic of BS is

𝛬b =
1
c

∑c
i=1 (P

(c)
di − P(c)

f )yci h
c
i , whereP(c)

di is the estimated PD of the ith CH and P(c)
di =

Q(
T (c)
i −𝜇ic1
𝜎ic1

). The first and second statistics of 𝛬b can also be derived the same way

as the formulas in Table 4, if Ni, P
(l)
f , Pdk are displaced by c, P(c)

f , Pdi, respectively.

Similarly, given the CFAR of the RSN P(b)
f , the decision threshold of the BS can be

obtained in the same way as the formula (3).

4 Performances Evaluation

In our experiment, 100 RSs with the random initial energy, from 0.3 to 0.5 J/batery,

are uniformly dispersed into a square field from (0, 0) to (100, 100 m). The BS is

at (50 m, 175 m). The CFAR of NCHs and CHs, P(l)
f and P(c)

f , are fixed as 0.05 and

0.01, respectively.

Figure 2a illustrates the lifetime of the RSN in FF, FFSVD and FF3SVD, where

network lifetime is the time until the first RS dies. The energy of the network is

primarily consumed for detection and data transmission. Energy consumption model

for data transmission is the same in [4]. This graph shows that: (1) in FF, the optimum

cluster number is 6 for the 100-RS network to reduce the energy consumption; (2)

in both FFSVD and FF3SVD, the lifetime of a RSN is increasing with the rise of

cluster number; (3) FF3SVD offers the longest lifetime and FFSVD outperforms FF

in prolonging the RSN’s lifetime.

Figure 2b shows the PD of the RSN in FF, FFSVD and FF3SVD at different cluster

numbers when CFAR and SNR are fixed as 10−3 and 7 dB, respectively. This graph
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Fig. 3 The PD of the RSN in FF, FFSVD and FF3SVD when cluster number is 6. aVarious CFARs

of the system (SNR = 7 dB), b different SNRs (CFAR = 10−3)

demonstrates that at the fixed SNR and CFAR, all the PD of FF, FFSVD and FF3SVD

is increasing with the rise of cluster number.

Figure 3 presents the PD of the RSN in FF, FFSVD and FF3SVD at various

CFARs of the system (SNR = 7 dB) and different SNRs (CFAR = 10−3) when the

number of cluster is 6. From this figure, we obtain that FFSVD offers highest PD

whenever the CFAR and SNR is different, and the PD of FF3SVD is higher than

that of FF.

5 Conclusion

In this paper, three cluster-head election schemes—FF, FFSVD, and FF3SVD—

using FLSs are proposed and compared for clustered RSN. FCM clustering approach

is used to cluster the RSN based on the RSs’ locations. Monte Carlo simulations show

that among these three cluster-head election schemes:

(1) In the case of qusistatic channel environment, FF3SVD provides lowest energy

consumption and moderate PD, and FFSVD offers moderate power loss and the

highest PD, whereas FF have worst clustering performances.

(2) The clustering performances of a RSN in FFSVD or FF3SVD can be improved

by increasing the cluster number.
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Raw Data Reduction for Synthetic Aperture
Based on SVD-QR

NaWu and Qilian Liang

Abstract Singular-Value-QR Decomposition (SVD-QR) is a new data reduction

algorithm, which can be applied to compress high data redundancy in wireless com-

munication system and radar system. It selects the most important part of the original

data which can represent other information as well. Based on the analysis of synthetic

aperture radar (SAR) history data in slow-time domain, we prove that it satisfies the

condition of SVD-QR approach. In addition, backprojection image reconstruction

algorithm is also presented in this work, which is more efficient than matched fil-

ter method. Simulations are performed according to the Gotcha Volumetric SAR

Data Set, which is collected in a real 2D/3D scenario. From the simulation results,

the effectiveness of this new algorithm is verified and the compression ratio can

be achieved by 2:5. Comparing with the uniform down sampling method, SVD-QR

algorithm can save about 60 % data and have a better performance.

1 Introduction

Synthetic aperture radar (SAR) is an on-board radar system that can provide high-

resolution images for remote objectives even in a bad weather situation. The research

of SAR is mainly focused on image and target recognition algorithm. In the past few

years, it has been successfully applied in remote sensing, satellite ocean observation,

and ground mapping, for example, in [1, 2], the authors studied SAR related with soil

properties. SAR processing includes two distinct steps, which are range imaging and

cross-range imaging. The former is performed in fast time and the latter is in slow

time. During the flight interval, the antenna collects echoes at appropriate positions

along the flight path. As a consequence, the slow-time resolution is made much finer.
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However, with a high sampling rate, the SAR data is collected in a large amount

which requires to be compressed. There are several different strategies to reduce

the capacity of the data. The author in [3] compared different approaches for on-

board SAR raw data reduction. In [4], Gabor transform is proposed for SAR image

compression and in [5, 6], compressive sensing algorithms are applied. Nonetheless,

data compression will cause a loss of information and affect the resolution of the

image. Moreover, some methods are too complex to be applied on real data. Within

these approaches, in [7], the author proposed a Singular-Value-QR Decomposition

(SVD-QR) algorithm which is less complicated and in [8], it was used for radar

sensor network reduction successfully.

SVD-QR algorithm has also been used in reducing the redundancy of wireless

sensor network [9, 10] for its advantage of low complexity. SVD-QR selects several

independent datasets which minimize the residual error in a least-square sense. In

wireless sensor networks, since the sensors are densely deployed and the informa-

tion collected among adjacent sensor nodes is possible alike with each other, this

approach can be very efficient. The SAR images formed from the phase histories

are also spatially overlapped, taking advantage of this property, we apply SVD-QR

method in synthetic aperture radar in a similar way.

For the SAR image reconstruction, different algorithms are developed, such as

range Doppler algorithm [11], time-domain reconstruction [12] and wavelets basis

[13]. There is a tradeoff between computation complexity and image accuracy when

we design these methods. Two basic SAR imaging algorithms are matched filter

method and backprojection method [14]. Due to the high computational complexity

of the former algorithm, it is hard to be used in practical situations. Backprojection

algorithm is more efficient than matched filter method, which also results in precise

images based on the range information in the collected data. There are several papers

studying the complexity of backprojection algorithm, such as the fast backprojection

method in [15].

In this paper, Gotcha Volumetric SAR Data Set is provided for the simulation.

Gotcha is a prototype airborne radar platform which is developed by the Air Force

Research Laboratory [16, 17]. The trace of the aircraft is a circle over an area of park-

ing lot and the on-board, side-looking radar transmits and receives electromagnetic

waves at a constant pulse repetition interval (PRI), which constructs phase history

raw data.

The rest of this paper is organized as follows. In Sect. 2, we give a brief overview

of Gotacha data set and the backprojection algorithm. SVD-QR method is detailed

described in Sect. 3. In Sect. 4, we apply the simulations and analyze the results.

Conclusions are presented in Sect. 5.
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2 Preliminaries

2.1 Background of Gotcha Data Set

Gotcha SAR Dataset is an open source for radar algorithm research, which collects

signal at a 640 MHz bandwidth and the on-board radar covers eight different eleva-

tion angles of phase history data with full polarization. The paths of the radar system

are circular along with different altitudes while the imaging scene is made up of sev-

eral civilian cars and calibration targets. In the document, the data over one degree

of azimuth is for a single pass and a single polarization in each file. There are still

several challenging problems existing in this dataset.

2.2 Signal Model

The following SAR model is introduced in [18] which is on the basis of polar format

algorithm (PFA). In Fig. 1, we illustrate the circular SAR geometry as an example.

The civilian vehicles and calibration target locate in the monitored area.

The real path in the figure can be written as

ra(𝜏) = (xa(𝜏), ya(𝜏), za(𝜏)) (1)

where 𝜏 denotes the slow-time domain.

Fig. 1 Imaging system

geometry in circular SAR
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If we define the distance with respect to the origin (0, 0, 0), it is

da(𝜏) =
√

(xa(𝜏))2 + (ya(𝜏))2 + (za(𝜏))2 (2)

A target in the range is located at

r(𝜏) = (x(𝜏), y(𝜏), z(𝜏)) (3)

We assume that this target is stationary, as a result, the distance between the

antenna phase center and the target can be calculated by

da0(𝜏) =
√

(xa(𝜏) − x)2 + (ya(𝜏) − y)2 + (za(𝜏) − z)2 (4)

Along the flight path, the radar transmits and receives pulses. In a given synthetic

aperture, Np pulse used to construct the image and the transmission time, of each

pulse is {𝜏n, n = 1, 2,… ,Np}. There are K frequency samples per pulse, which are

{fk, k = 1, 2,… ,K}.

Furthermore, we assume the output of the receiver at a given time 𝜏, which is

the time delayed by the round-trip to the target, sampled on band-limited frequency

domain of a pulse and the scene center has zero phase. Therefore, the receiving signal

is written as

S(fk, 𝜏n) = e−2𝜋f (2(da0(𝜏n)−d(𝜏n))∕c) (5)

We will substitute (5) into the backprojection algorithm for SAR image formation.

3 Data Reduction in Slow-Time

In this paper, we use the backprojection algorithm [19, 20] that sums total data across

the aperture with high resolution. Assuming at a discrete range bin m, the range

profile is calculated through the given SAR phase history (5):

s(m, 𝜏n) =
K∑

k=1
S(fk, 𝜏n)e(2𝜋f (2(da0(m,𝜏n)−d(m,𝜏n))∕c) (6)

The detailed process of backprojection algorithm is plotted in Fig. 2, f (xa, ya, za)
means the reflector at (xa, ya, za). For each position, this process is repeated once.

The image formation result is decided by the reflectivity of the target scene, for

instance, some areas with small reflectivity values can be considered as no target,

which are shown in dark color in the figure. This motivates us to separate a space

into principle and sub-principle subspaces.
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Fig. 2 Block diagram of

SAR reconstruction via

backprojection algorithm

3.1 SVD-QR Algorithm

SVD-QR algorithm is proposed in [21, 22], which is a preferable method in rank

deficient problems. In a least-square sense, it chooses a subset from the independent

data which have the minimum residual error. Here, the main mathematical notations

are

(1) Given the phase history data set matrix P ∈ RN×M
, r = rank (P) ≤ M and r′ is

the numerical estimation of rank r through Eq. (7)

P = U
[
Σ 0
0 0

]

VT
(7)

where U is a size N × N matrix of orthonormalized eigenvectors of PPT
, V is

an M ×M matrix of orthonormalized eigenvectors of PTP, and Σ is the diagonal

matrix which is

Σ = diag(𝜎1, 𝜎2,… , 𝜎r), 𝜎i =
√
𝜆i. (8)

here 𝜆i is the ith eigenvalue of HHT
and select r̂ ≤ r′.

(2) Compute a permutation matrix E such that the columns of the matrix Γ1 ∈
RN×r̂

in

PE = [Γ1,Γ2] (9)

are independent. The permutation matrix E is obtained from the QR decomposi-

tion of the sub-matrix comprised of the right singular vectors, which correspond

to the r̂ ordered most significant singular values.

The specific procedures of this algorithm could be presented as following:

Step 1: Create a matrix P which is selected from the phase history data.
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Step 2: Execute SVD-QR as describing above to the slow-time history phase data

and decide the most important collections to be used in the image formation.

Step 3: Partition

V =
[
V11 V12
V21 V22

]

(10)

where V11 ∈ Rr̂×r̂
, V12 ∈ Rr̂×(M−r̂)

, V21 ∈ R(M−r̂)×r̂
and V22 ∈ R(M−r̂)×(M−r̂)

. For r̂,
it could be selected smaller than r′ in many practical cases.

Step 4: Pivoting the column by using QR decomposition, determine E such that

Q × R = [VT
11,V

T
21]E (11)

here Q represents a unitary matrix, R forms an upper triangular matrix with

decreasing elements, and E is the permutation matrix.

After decomposition and pivoting, the most significant r̂ can be decided, which in

short is the set used to construct the image.

3.2 An Example of Data Reduction in Phase History

First, SVD a matrix P and get diag(Σ) = (0.059510004, 0.042771991,… , 0.0043
679429, 0.0041228784). It’s necessary to decide the value of r̂, here in Fig. 3, we

plot the singular values Σ.

It is clearly to see that the slope of the curve changes from steeply to slightly, and

around after 40, the singular values are much smaller than before. As a result, in the

simulation we define r̂ = 40.

Fig. 3 Applying SVD-QR

algorithm, the results of

singular values
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Second, in order to get V11 and V21, V needs to be partitioned before QR decom-

position. V11 is a size of R40×40
matrix and V21 is R(M−40)×40

.

Third, with column pivoting and QR decomposition, the economy matrix E is

determined. In this instance, r̂ = 40, we only care about sixty columns of E. For

example, if

E =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 0
0 1
1 0
0 0
0 0
0 0
0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

the values of 1 appears in the forth and third columns of the input

matrix P, which means that the data collected only from these two angular are the

most significant, and they can effectively represent all the others.

4 Simulation Results

In [23], a challenging problem of two dimensional image formation of stationary

targets is released, which aims to construct an area of numerous civilian vehicles

and calibration targets.

In our simulation, we randomly choose 21 files of the history data with total num-

ber of 2462 datasets and no windowing is applied to the data before imaging. After

the SVD-QR algorithm, we only depend on about half of the original data to recover

the scenario. In Fig. 4, we show the original image formation result by using back-

projection algorithm.

Fig. 4 Original image

formation via backprojection

algorithm using Volumetric

Challenge Problem data set
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Fig. 5 Compression image

formation via Volumetric

Challenge Problem dataset.

a SVD-QR algorithm,

b uniform down sampling
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If we employ the SVD-QR method explained in Sect. 3 before backprojection

algorithm, the phase history data could be compressed by a ratio about 2:5. The

output of the image is plotted in Fig. 5a.

We can see that even if some information is lost, the main properties of the

scenario are preserved well. It proves the validity of SVD-QR algorithm in 2D

SAR environment. In order to show the importance of correctly selecting echoes, in

Fig. 5b, we compare it with the uniform down sampling of the data, which achieves

the compression ratio as 1:2. It seems that if we uniformly sample the data, we will

miss more significant information than SVD-QR algorithm.

To further illustrate the performance of SVD-QR algorithm, we process the fig-

ures through MATLAB imaging processing toolbox. In Fig. 6, several highlight parts
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Fig. 6 Object detection via

point feature matching of the

original image

are circled, which stands for the strongest points in the original image. Figure 5a and

b are processed by the toolbox as well and the outputs are shown in Fig. 7. It indi-

cates that in Fig. 7a, it can detect more targets than in Fig. 7b because more highlight

parts are circled.

5 Conclusions and Future Works

In this work, we compressed the high redundant SAR raw data of the signal echoes

by exploiting SVD-QR algorithm in slow-time domain of the data set before using

backprojection image reconstruction method. This is less complicated than many

compressive sensing algorithms and can achieve better performance than uniform

down sampling method. We test our algorithm and compare it with uniform down

sampling on Volumetric Challenge Problem data set, which is collected in a real

scenario. The results show that this algorithm can successfully recover the image

without losing important information such as the vehicles and calibration targets

and the compression ratio could achieved by 2:5 overall. This is the first time that

SVD-QR algorithm is applied to the real 2D SAR data.

Our future work will be focused on extending the compression method in slow-

time domain to fast-time domain and study on other SAR data set. Moreover, we plan

to apply opportunistic sensing [24] on SAR data reduction from slow-time domain

and further optimizing our algorithm.
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(a)

(b)

Fig. 7 Object detection via point feature matching after image compression. a After SVD-QR

algorithm, b after uniform down sampling
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A Novel Artificial Bee Colony Algorithm
for Radar Polyphase Code Design

Xiu Zhang and Xin Zhang

Abstract When designing a radar system based on pulse compression technique,

optimization problem needs to be handled to achieve a good system efficiency.

Polyphase code is a popular method to implement pulse compression. To deal with

the design problem, a novel artificial bee colony (ABC) algorithm is proposed which

includes a population reduction method and a boundary repair method. Large popu-

lation is initially taken for exploration search, while population is reduced by half for

exploitation search. Moreover, a new boundary repair method is proposed to amend

infeasible candidate solutions. It hybridizes four commonly used repair methods in

literature. The resulting algorithm is called population reduction and hybrid repair

ABC (PRHRABC). Experiments result shows that PRHRABC presents promising

performance in dealing with the problem compared with a state of the art ABC algo-

rithm.

1 Introduction

In the design of radar and commercial satellite communication systems, optimization

problems are usually involved to achieve a good system efficiency [3, 5, 6]. One

example is when designing a radar system that uses pulse compression, a key issue

is to choose appropriate waveform. Polyphase code is an attractive method that could

do pulse compression. The advantages of this method is their lower side lobes in the

compressed signal and easier implementation of digital processing methods. Dukic

and Dobrosavljevic [5] modeled the compression problem as a min-max nonlinear

non-convex optimization problem. This problem was verified to be a multimodal one

with numerous local optima.
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The aforementioned problem is very difficult to handle and effective algorithms

are of high demand. This paper proposes a novel algorithm based on artificial bee

colony (ABC) paradigm. A population reduction method is used in the proposed

algorithm. The purpose of this method is to assist exploration search by keeping a

large population in the former evolutionary stage, and turn to a small population

for promoting exploitation search in the latter evolutionary stage. Moreover, a new

boundary repair method is proposed which hybridizes four commonly used repair

methods in literature.

The paper is organized as follows. Section 2 describes standard ABC algorithm.

Section 3 explains the proposed algorithm. Experimental result is shown in Sects. 4

and 5 gives the conclusion.

2 Standard Artificial Bee Colony Algorithm

This section describes standard ABC algorithm. It contains three main phases:

employed bee phase, onlooker bee phase, and scout bee phase.

Initially, a population is randomly created within search space 𝛺. The size of

population is denoted as Np. Each solution in population is considered as a food

source for honey bees. After evaluating all initialized solutions, their fitness values

are calculated as follows:

fit(xi) =

{
1

1+f (xi)
, if f (xi) ≥ 0

1 + |f (xi)|, otherwise
, (1)

where f (xi) is the function value of solution xi, i = 1, 2,… ,Np.

Employed bee phase. A swarm of employed bees is sent out to search around food

sources for making honey. Usually, the number of employed bees is equal to Np so

that one employed bee searches one food source. Candidate solution vi produced by

employed bee i is implemented by

vi,j =
{

xi,j + 𝜑i,j(xi,j − xr1,j), if j = j1
xi,j, otherwise

, (2)

where vi,j, xi,j and xr1,j denote the jth variable of vi, xi and xr1, respectively; 𝜑i,j ∈
[−1, 1] is a random number. j1 ∈ [1,D] is a random integer and D is the number

of variables. xi and xr1 are different solutions of population. After evaluating vi, a

greedy selection is implemented between vi and xi. The winner survives and is saved

as the new xi as follows.

xi =
{

vi, if f (vi) < f (xi) or fit(vi) > fit(xi)
xi, otherwise

, (3)
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Onlooker bee phase. A swarm of onlooker bees is sent out. The number of

onlooker bees is also equal to Np. The behavior of onlooker bees is different from

employed bees. An onlooker bee chooses a food source depending on the qual-

ity/goodness of that food source. High quality food sources would attract more

onlooker bees, while low quality sources have small chances to be searched. This

behavior is realized first calculating a probability value for each solution; then using

roulette wheel selection method to choose a food source. The prob ability value of

xi is calculated by the following equation:

pi =
fiti

Np∑

j=1
fitj

. (4)

After choosing a food source, an onlooker bee produces a modification following

(2). Then a greedy selection is performed between the newly produced solution and

the old one.

Scout bee phase. Scout bees are sent out occasionally looking for new food

sources. If a food source has been searched for a long time, its nectar amount would

decrease and it might be abandoned by honey bees. In this case, scout bees are send

out exploring for new food sources. In standard ABC, a predefined parameter called

limit is set to determine if a food source should be abandoned. In case a solution can-

not be improved after limit times, then it is abandoned and the associated employed

bee becomes a scout bee. The abandoned solution is replaced by a randomly cre-

ated solution. This is the scout bee phase. Note that the number that a solution (food

source) is searched but not improved is counted as follows:

li =
{

0, if f (vi) < f (xi) or fit(vi) > fit(xi)
li + 1, otherwise

. (5)

Clearly, standard ABC includes two parameters: Np and limit. The impact of both

parameters on the algorithm has been studied on a set of benchmark functions. Stud-

ies show that the proper setting of both parameters depends on the characteristics

of application problem [4, 7]. Parameter limit is not sensitive to the difficulty of

problems; limit = 0.5NpD could solve many benchmark functions and thus becomes

default setting [7, 11].

In standard ABC, both employed bees and onlooker bees use formula (2). This

formula could not fully reflect the behavior of onlooker bees. A new formula is intro-

duced in quick ABC (qABC) algorithm for mimicking the behavior of onlooker bees

[8].

vi,j =
{

xnbesti,j + 𝜙i,j(xnbesti,j − xr1,j), if j = j1
xi,j, otherwise

, (6)
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where xnbesti represents the best solution amongst the neighbors of xi and itself.

Euclidean distance is used to define neighborhood of a solution. Denote d(i,m) as

the Euclidean distance between xi and xm. The mean Euclidean distance of xi is

computed by

mdi =
∑Np

m=1 d(i,m)
Np − 1

. (7)

Then the neighbor of xi is defined as the set of solutions with distance d(i,m) ≠
r × mdi. parameter r is “neighborhood radius.” When r = 0, qABC becomes standard

ABC. Experimental results show that qABC improves the convergence performance

of stand ABC when r is properly set. Note that r is suggested to be 1 in qABC [8].

3 Population Reduction and Boundary Repair Methods

3.1 Population Reduction Method

The mapping of algorithmic parameter and application problem can be expressed as:

Nnew
p = g(A, S,Ncur

p ) , (8)

where A represents the problem attributes; S is the evolutionary state of algorithm;

Ncur
p is the size of current population. Mapping g is very hard to quantify and is

simplified as follows. Consider two problem attributes D and a fixed-budget termi-

nation condition. Termination budget is the maximum number of function evalua-

tions (MFE). Based on the search scope, evolutionary status of an algorithm could

be divided into exploration, intermediate, and exploitation. Initial population size

Ninit
p has to be set so that formula (8) could start working. Ninit

p is related with D by

Ninit
p = 4D. A decreasing step function is taken to approximate g as shown in Fig. 1.

The step function is expressed as

Np =
⎧
⎪
⎨
⎪
⎩

Ninit
p , if 1 ≤ feval ≤ MFE∕3

0.5Ninit
p , ifMFE∕3 < feval ≤ 2MFE∕3

0.25Ninit
p , otherwise

. (9)

As in (9), MFE is equally split into three evolutionary stages. In exploration stage,

a large population size is used so that the algorithm could perform global search.

Then population size is reduced to half; solutions with high fitness are kept and those

with low fitness are discarded. By doing this, elitist solutions survive. In exploitation

stage, Np is equal to one forth of Ninit
p . Algorithm could search around good solutions

and perform local search to attain a promising solution.
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Fig. 1 A population size

reducing method

Differing from existing researches on algorithmic parameter control methods

[2, 11], the proposed population size reducing method could adapt parameters to

handle problems with different budget without the interface of users.

3.2 Boundary Repair Method

A recent study proves that boundary repair methods have great impact on the per-

formance of evolutionary algorithms [1]. Popularly used repair methods in literature

include reinitialization, projection, resampling, conservatism, wrapping, reflection,

and parent medium [1, 9].

Inspired by previous researches of various repair methods, a new scheme is pro-

posed which is a hybrid of four repair methods: reinitialization, resampling, projec-

tion, and parent medium. Resampling is first used, whereas the computational cost

of resampling method could not be guaranteed. In the worst case, an infinite loop

happens if none of the combinations produces a feasible solution. In our implemen-

tation, resampling is performed three times at most. For example, if vi,g is infeasible

using (2) or (6), two parents xr1,g and xr2,g are resampled not more than three times;

if a feasible vector is generated, then repair step is finished and turn to proceed the

next individual; otherwise, turn to the following steps.

If vi,g is infeasible and its associated parent lies in the boundary of search space,

reinitialization method is applied. If vector vi,g is infeasible and its associated parent

is feasible but not in boundary, then projection and parent medium methods have

equal chance to be selected. Because both methods are good choices, i.e.,, projection
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is the second choice and parent medium is suggested in [10], hence each method is

assigned a probability 0.5 to be chosen for execution.

3.3 The Proposed Algorithm

Population size reducing and boundary repair methods are attached with qABC

[8]. The resulting algorithm is called population reduction and hybrid repair ABC

(PRHRABC). The pseudocode of the algorithm is shown in Algorithm 1.

Algorithm 1 Pseudo code of the PRHRABC algorithm

Require: f (⋅), MFE, D, xmin, xmax, Np = Ninit
p , limit, r

Ensure: the best solution obtained by the algorithm

1: randomly create Np solutions x1, x2, ⋯, xNp
;

2: evaluate function values of solutions and their fitness by (1);

3: set counter li, i = 1, 2,⋯ ,Np to 0;

4: repeat
5: send out employed bees by (2);

6: repair infeasible candidate solutions;

7: evaluate candidate solutions and their fitness by (1);

8: do greedy selection by (3) and update li by (5);

9: send out onlooker bees depending on their nectar amounts by (4);

10: repair infeasible candidate solutions;

11: evaluate candidate solutions and their fitness by (1);

12: do greedy selection by (3) and update li by (5);

13: send out scout bees if li reaches limit;
14: evaluate candidate solutions and their fitness by (1);

15: reset li to 0;

16: update Np by (9);

17: until termination criteria are met

4 Experimental Evaluation and Analysis

In this section, the proposed algorithm is applied to deal with a polyphase code

design problems. Polyphase code design contains 20 variables.

4.1 Experimental Configuration

PRHRABC and qABC are chosen for experiment. The parameter setting for qABC

is Np = 25, limit = 0.5NpD, and r = 1 as suggested in [4, 7, 8]. For PRHRABC,

Ninit
p is set to 4D, limit = 0.5NpD, and r = 1. Both algorithms are implemented in



A Novel Artificial Bee Colony Algorithm for Radar Polyphase Code Design 199

Table 1 Statistics of the best function values found by PRHRABC and qABC

Polyphase

code

Min Med Max Std p

PRHRABC 1.1035 1.3000 1.4441 0.0885 0.0199

qABC 1.1175 1.3454 1.5769 0.0933 +

Matlab and simulated on a PC with 3.4 GHz 4-core CPU and 4GB of memory. Each

problem is conducted 25 independent runs with MFE = 50000. The source code of

PRHRABC can be obtained from the first author upon request.

4.2 Experimental Results

The experimental result is shown in Table 1. This table presents the best function

values in four kinds of statistics, which are minimum (min), median (med), maximum

(max), and standard deviation (std). For polyphase code design, PRHRABC obtains

better results than qABC. To gain a statistical view of the results, Mann–Whitney

U test (U test) is utilized with significant level 𝛼 = 0.05. The p-values comparing

PRHRABC and qABC is given in the last column Table 1. Symbol “+” indicates

cases in which the null hypothesis is rejected and PRHRABC displays a statistically

superior performance by U test.

The convergence curves of PRHRABC and qABC for dealing with polyphase

code design are shown in Fig. 2. It is plotted as the median best objective function

value found over 25 trials. From the beginning, the proposed PRHRABC attains

Fig. 2 Convergence graph

of the proposed algorithm

and qABC for antenna array

design
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better solution than qABC and leads the evolutionary process until the end. Thus, the

proposed algorithm shows good performance to deal with such design optimization

problem.

5 Conclusion

Optimization problems widely exist in radar and commercial communication sys-

tem designs. These problems are featured with multidimension and numerous local

optima. Based on the artificial bee colony (ABC) paradigm, this paper proposes a

population reduction method and a boundary repair method. Different from exist-

ing researches on algorithmic parameter control, the proposed method could adapt

parameters to handle problems with different budget setting without the interface of

users.

The proposed algorithm is tested on a polyphase code design problem. Quick

ABC (qABC), which is a state-of-the-art ABC variant, is chosen as benchmark.

Experimental result shows that the proposed algorithm significantly outperforms

qABC accessed on four statistical measures. This suggests that the novel algorithm is

good at solving optimization problems in radar, and communication system designs.
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A New Rain/Snow Clutters Suppression
Algorithm for Ship Navigational Radar

Zengshan Tian, Shuang Li and Zhengwu Yuan

Abstract Rain/snow clutters have a significant impact on the performance of navi-

gation radar, and the suppression for rain/snow clutters has been significantly stud-

ied. Different from the traditional Constant False Alarm Rate (CFAR)-based sup-

pression, in this paper, a novel suppression algorithm combining median filtering

and wavelet denoising is proposed based on the characteristics of rain/snow clutters.

First, the median filtering is applied to the data. Then, we adopt wavelet denoising for

the sake of reconstructing the data based on decomposed coefficients. Experiments

show that our proposed algorithm outperforms the traditional CFAR-based scheme.

Keywords Rain/snow clutters ⋅ Ship navigation radar ⋅Median filtering ⋅Wavelet

denoising ⋅ Constant false alarm rate

1 Introduction

The ship navigation radar has been an indispensable equipment for ships. Meanwhile,

the suppression techniques for rain/snow clutters in radar siganl are widely studied

in order to enhance navigation performance. As for analog radar, the Fast Time Con-

stant (FTC) circuit is normally used to weaken the rain/snow clutters which makes

use of the rising edge of echo signal. The FTC circuit is a signal differential process-

ing module, which can automatically detect and retain the front edge of echo signal.

After the processing of the FTC, only the leading edges of clutters are retained and

at the same time the intensity of clutters becomes weak. While other useful radar

echoes are generally narrower and stronger than rain/snow returns, thus, the energy
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losses of removing trailing edges of useful echoes are much smaller than that of

clutters. Therefore, the Signal-to-Noise Ratio (SNR) is improved after FTC. But the

performance of FTC depends on the parameter setting according to the actual envi-

ronment, and the detection performance will drop dramatically with inappropriate

parameter setting [1]. In digital radar, the Constant False Alarm Rate (CFAR) algo-

rithm is adopted to improve the detection ability. Finn and Johnson [2] first presented

the CA-CFAR method. There are many researches focusing on the detection perfor-

mance of CA-CFAR in the environment with multiple targets [3, 4] which show

that the performance of CA-CFAR declines seriously in multiple targets environ-

ment. The estimation of average value is unstable due to the limited reference units

which causes noise fluctuation accordingly. In this paper, we propose a novel sup-

pression algorithm for rain/snow clutters combining the median filtering and wavelet

denoising. The pulse noise in the signal is eliminated after the median filtering, then

signal is restructured with the deposed coefficients after wavelet denoising. Finally

rain/snow clutters are suppressed.

The rest of this paper is summarized as follows. In Sect. 2, we introduce tradi-

tional method of clutter suppression. The proposed approach is discussed in detail

in Sect. 3. Experimental results are shown in Sect. 4. Finally, Sect. 5 concludes the

paper and presents some future work.

2 Traditional Method of Clutter Suppression–Constant
False Alarm Rate Processing

2.1 Analysis of Rain/snow Clutters

Radar beams will be scattered by the rain/snow particles and some of the scat-

tered waves are merged with echoed signal and are received by radar which causes

rain/snow clutters in the image generated by the echo signal.

The rain/snow clutters are composed of a large number of scattered waves. And

they follow that the amplitudes of two orthogonal scattered waves form the normal

distribution. Therefore, the amplitude of clutter forms the Rayleigh distribution. So

the mathematical model of rain/snow clutters can be described as follows:

f0 (x) =
1
2𝛿2

exp
(
− x
2𝛿2

)
, (x ≥ 0) (1)

where 𝛿
2

is the variance of clutter.
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2.2 The CFAR Algorithm

In the environment with time-varied interference, the False Alarm Rate (FAR) of

signal keeps constant with self-adapted threshold so as to minimize the impact of

clutter, which forms CFAR. CFAR is widely used for radar clutter suppression but

it will cause the loss of SNR which is called CFAR loss. Especially, the flowchart of

Cell-Averaging CFAR (CA-CFAR) algorithm is shown in Fig. 1.

In Fig. 1, echo data, v(t), first passes through a matched filter. Then, the output

will be processed by envelope detector which is followed by sliding window detec-

tor. After that, the miscellaneous wave power level, Z, is obtained by averaging 2n
reference units. Next, the detection threshold, S, is obtained by multiplying the nor-

malized threshold, T , and Z. Finally, the detection unit, D, is compared with, S, then

output the result. Moreover, protective units are also applied in case of energy leak-

ing to the reference units.

On the other hand, the FAR will increase with raised noise under fixed threshold.

And the detection threshold should be set according to the number of reference cells

for keeping a constant FAR. Meanwhile, the SNR of input should also be increased

accordingly which forms the disadvantage of CA-CFAR. In multiple targets environ-

ment, the performance of CA-CFAR declines seriously since the detection thresh-

old will increase with the existence of other jamming targets as for one target to be

detected, which will eventually shorten radar horizon and lose targets.

Fig. 1 Flowchart of CA-CFAR detector
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3 The Design of New Rain/Snow Clutters Suppression
Algorithm

In order to deal with the detection of multiple targets, in this section, we will describe

the proposed suppression for rain/snow clutters combining median filtering and

wavelet denoising.

3.1 Wavelet Denoising

In wavelet theory, the discrete wavelet transform has a convolution expression as

follows.

⎧
⎪
⎨
⎪
⎩

cj−1 = D
(

cj ∗
−
h∗
)

dj−1 = D
(

cj ∗
−
g∗
) (2)

cj =
(
Ucj−1

)
∗ h +

(
Udj−1

)
∗ g (3)

where cj−1 and dj−1 are the approximate and detail coefficients of next layer; ∗ is the

convolution operation; h and g represent coefficients of low pass filter and high pass

filter respectively. D (∙) represents the down sampling operation while U represents

the up sampling operation [5].

The iterative process of wavelet decomposition as well as wavelet reconstruc-

tion for one dimension is shown in Fig. 2 [6]. M represents the number of layers

for decomposition and reconstruction. Wavelet analysis has the localized character-

istic that the different frequency components match with different time resolution,

making it particularly suitable for the processing of non stationary signal.

Especially, the expression for haar wavelet is shown as follows [7].

𝜙(x) =
⎧
⎪
⎨
⎪
⎩

1,
−1,
0,

x ∈
[
0, 1∕2)

x ∈
[
1∕2, 1)

others
(4)

Fig. 2 The iterative process of wavelet decomposition as well as wavelet reconstruction. a Wavelet

decomposition. b Wavelet reconstruction
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And the coefficients of low pass filter and high pass filter used in the wavelet decom-

position and reconstruction are

[√
2
/
2
√
2
/
2
] [

−
√
2
/
2
√
2
/
2
]

and

[√
2
/
2
√
2
/
2
]

[√
2
/
2 −

√
2
/
2
]

respectively.

3.2 New Suppression for Rain/Snow Clutters

Given a discrete sampling sequence, h1, h2, h3 ⋯ hn, the median filtering process is

illustrated in Fig. 3, where L is the length of filtering window, m is the center of the

window which satisfies L = 2m + 1, and n is the length of sequence. Meanwhile, the

median filtering is formulized in Eq. (5) [8].

hi = median
(
hi−m,⋯ , hi,⋯ hi+m

)
(5)

The pulse with the width of signal sequence not greater than m is removed by the

median filtering. The process of median filtering algorithm is as follows:

Step 1: Move the center of filtering window from 2m + 1 to n − m with interval of

+1;

Step 2: As for each move, sort the data within each window with ascending or

descending order;

Step 3: Select the median in the sorted data.

After the median filtering processing, wavelet denoising is carried out. The

process of wavelet denoising algorithm is as follows.

Step 1: Select a wavelet basis to decompose the signal to N layers, and obtain the

approximate coefficients and detail coefficients;

Step 2: Select an appropriate threshold, then deal with the detail coefficient of each

layer (If the absolute value of the coefficient is greater than or equal to the

threshold, value keeps constant. Otherwise it will be turned 0);

Step 3: Use the detail coefficients after processing and approximate coefficients to

restore the original signal.

The proposed suppression for rain/snow clutters is shown in Fig. 4. First, set a

neighborhood window size, sort the data inside the window size and then take the

value corresponding to the middle term instead of its own. Next, decompose the new

signal sequence and do threshold processing of coefficients. Finally restructure the

signal based on coefficients after processing.
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Fig. 3 Flow chart of

median filtering

Fig. 4 The process of

suppression for rain/snow

clutters

4 Experimental Results

4.1 Simulation Results

The simulation signal is composed of 2000 sampled points forming 3 rectangular

waves and 3 sine waves. And the radar echo signal superposed with rain/snow clutters

is shown in Fig. 5 accordingly. From Fig. 5 we can see that the rain/snow clutters can

affect the whole signal, which makes it more difficult to deal with than other clutters.

In the simulation, we chose the scale of wavelet noise reduction to be 4, 5, and 6

respectively [9]. Next, three kinds of Haar wavelet transforms with different scales

for the median-filtered signal are shown in Fig. 6.

From Fig. 6, we can see that the wavelet transform can effectively suppress the

high-frequency components of rain/snow clutters, and the transform result keeps

stable as the scale increases while the computational cost raises. Considering the

computational complexity on FPGA, we choose 4 to be the scale.

We assumed that the number of reference units is 32 and protection units is 2, then

CA-CFAR is applied to radar echo signal with rain/snow clutters. Figure 7 shows the

comparison between CA-CFAR and the proposed suppression. From Fig. 7, we can

see that both of the radar echo signal and clutters are suppressed after CA-CFAR

and some clutters can be treated as useful signals. While the target and clutters can

be distinguished clearly using the proposed suppression. So our proposed approach

can detect the target more effectively.
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Fig. 5 Radar echo signal

with clutter
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Fig. 6 Output after wavelet

denoising
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4.2 Actual Experiments

We use FPGA board to make signal processing, then display in the windows 7 sys-

tem. And the radar antenna is set in model 1832. We test and verify the proposed

algorithm in the actual environment and the results are shown in Fig. 8. Figure (a)

and (b) represent radar target with or without clutter respectively. Figure (c) is (b)

after CA-CFAR processing and figure(d) is radar target with rain/snow clutters after

processing by the proposed approach.

From simulation results and actual experiments, we observe that our proposed

suppression for rain/snow clutters combining median filtering and wavelet denois-

Fig. 8 Results in actual environment. a Radar target with no clutter. b Target with rain/snow clut-

ters. c Target after CA-CFAR. d Target after the proposed approach
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ing can detect the target in more accurate manner. Compared with traditional CA-

CFAR processing, rain/snow clutters can be suppressed effectively by the proposed

approach in the same conditions. After CA-CFAR processing, clutters are filtered

partly, but the rest clutters still affect target detection. While clutters are filtered quite

clearly by the the proposed approach. By the comparison of FPGA and MATLAB

simulation results, we can find the theoretical simulation results are basically con-

sistent with the test results. The above experimental results verify the effectiveness

of the designed rain/snow clutters suppression algorithm in this paper. And it has

obvious advantages over the traditional constant false alarm processing.

5 Conclusions

Rain/snow clutters have a serious impact on target detection in ship navigation. In

this paper, a suppression approach for rain/snow clutters with the combination of

median filtering and wavelet denoising is proposed. We verify the proposed method

in simulation and in actual environment and they show that the proposed suppres-

sion algorithm is superior to the CA-CFAR processing. Moreover, considering the

realization of FPGA, we choose Haar wavelet whose coefficients are special to do

the wavelet denoising. However, using other wavelet basis to conduct the wavelet

denoising forms an interesting work in future.
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Interferometric Phase Error Correction
for Ka-Band InSAR via BP

Danni Xuan, Jun Shi, Daiqi Shi, Shunjun Wei and Xiaoling Zhang

Abstract This paper discusses the dynamic baseline phase error correction
capacity of the back projection (BP) algorithm. Because of the short wavelength,
the imaging method with a better phase-preserved capacity is necessary to obtain
the high-quality interferograms for Ka-band InSAR systems. We find that the BP
algorithm can remove the flat-earth phase automatically. With this ability, it can be
used to correct the majority of the phase distortion caused by the attitude errors via
calculating the antenna phase centers of the master and slave antennas separately in
the consideration of the dynamic baseline. Actual Ka-band InSAR experiments
show that BP algorithm is a sound choice in the face of high-resolution airborne
InSAR system with the accurate inertial measurement unit data.

Keywords Back projection algorithm ⋅ Dynamic baseline ⋅ IMU data ⋅
Interferometric phase distortion correction ⋅ Ka-band insar

1 Introduction

Compared with other bands, Ka-band InSAR has smaller size, lighter weight, and
lower penetrating capacity (means higher DEM accuracy), which has become one
of the hot points of InSAR researching [1, 2]. On the other hand, however, since the
wavelength of Ka-band is shorter than the others, the imaging methods with a better
phase-preserved capacity are necessary to obtain high-quality interferograms.

For airborne SAR systems, because of the existence of wind fields and turbu-
lence, the antenna phase center (APC) deviates from the desired trajectory
severely, which degrades the imaging and interferometric performances greatly.
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Back projection (BP) algorithm [3–5] that calculates the accurate range delays one
pixel by one pixel is more suitable to process the complex trajectory SAR data by
combining with the high-accuracy IMU data.

Besides degrading the imaging performance, the motion errors will cause the
baseline vector to vary with time, i.e., a dynamic baseline. Since the interferometric
phase is sensitive to the baseline, the dynamic baseline will lead to some significant
phase distortion.

As it has been shown in the literature [6], because of its imaging strategy, the
interferometric phase of BP is different from the traditional one and the flat-earth
phase is removed, which is beneficial to correct the phase error too. In this paper,
the dynamic baseline phase error correction capacity of BP is discussed in detail
based on actual high-resolution Ka-band InSAR experiments.

The organization of this paper is as follows. In Sect. 2, the flat-earth-removing
capacity of BP is reviewed briefly. In Sect. 3, the effect of the dynamic baseline on
the interferometric phase of BP is discussed in detail. In Sect. 4, a discussion on the
interferometric capacity is presented based on the actual high-resolution Ka-band
InSAR images. A summary is presented in Sect. 5.

2 Interferometic Phase of BP

In InSAR systems, the interferometric phase is defined as the phase difference
associated with the distances from a scatterer to the master and slave antennas. For
the standard BP algorithm, however, since the accurate ranges are calculated and
compensated, the points of closest approaches (POC) ranges used to calculate the
interferometric phase are changed significantly.

To be compatible with the InSAR processing, the POC ranges should be pre-
served during imaging and the phase compensation of BP should be expressed as:

Iðu, vÞ= ∑
n
sðRðu, v; nÞ, nÞe− j2K0 Rðu, v; nÞ−Rðu, v; 0Þð Þ ð1Þ

where Iðu, vÞ denotes the SAR image, n denotes the slow time, sðr, nÞ denotes the
range-compressed SAR echoes, R(u, v; n) denotes the range from radar to the pixel
(u, v) at the nth pulse, and R(u, v; 0) means the POC range of the pixel (u, v).

Since R(u, v; 0) is independent of the slow time n, it can simply be moved out of
the sum operation and we have:

Iðu, vÞ= ej2K0Rðu, v; 0Þ ∑
n
sðIDp, n, nÞe− j2K0Rðu, v; nÞ ð2Þ

Equation (2) indicates that to ensure the BP algorithm to be compatible with the
InSAR processing, one can simply focus the images via the standard BP and restore
the over-compensated phases using Eq. (2) after imaging.
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Combining the interferometric phase and Eq. (2), we have:

φBP =φIn − 2K0 RMðu, v; 0Þ−RSðu, v; 0Þð Þ ð3Þ

The second term of Eq. (3) has a clear physical meaning: the flat-earth phase of
the pixel (u, v). That is to say, BP algorithm can remove the flat-earth phases from
the interferograms.

3 Interferometric Phase of Dynamic Baseline

Because of the instability of the flight environment, such as turbulence, the master
and slave APCs vary with time irregularly. The motion errors affect the InSAR
performance in two aspects: First, the high-frequency turbulence in the same
aperture will impose an additional phase noise in the echo that deteriorates the
coherence of different images. Second, the low-frequency turbulence (between
different apertures) will change the baseline vector, which leads to the SAR image
mismatch and the interferometric phase distortion [7].

The mismatch can be corrected during the BP imaging or via the coregistration
technique [8]. This section will discuss the influence of the motion errors on the
interferometric phase.

3.1 Effect of Motion Errors on Baseline

To facilitate the analysis, the APC trajectory is considered as a virtual array
antenna, whose equivalent phase center (EPC) is denoted as eQ, Q= fM, Sg.

Assuming that there is a turbulence imposed on the master’s APCs (or equiv-
alently on the IMU center), the actual EPC eM̃ is:

eM̃≈∑
n
wnpQ̃ðnÞ= eM + δe, ∑

n
wn =1 ð4Þ

where wn is a group of weighted coefficients, p̃MðnÞ denotes the APCs with a
turbulence error, δe denotes the EPC offset.

When there is no attitude error, the baseline vector does not change with time.
The actual EPC of the slave antenna eS̃ can be written as:

eS̃ = eM̃ +b= eS + δe ð5Þ

Equation (5) indicates that the actual baseline vector is fixed as b without the
attitude errors, i.e., the motion errors of the IMU center have no effect on the
baseline vector.
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When the attitude of the platform varies with time during flight, the attitude
errors (roll, pitch, and yaw) can be expressed as a time-variant rotation matrix HðnÞ
[9].

Subtracting the APCs of the slave antennas by master’s, the APCs of the slave
antenna can be expressed as:

pS̃ðnÞ= pM̃ðnÞ+HðnÞb ð6Þ

where dS = dM +b, dM and dS denote the displacements of the master and slave
antennas relative to the IMU center.

Thus, the EPC of the slave antenna can be expressed as:

eS̃ = eM̃ + b+ ∑
n
wnHðnÞ− I

� �
b= eS + δe+ ∑

n
wnHðnÞ− I

� �
b ð7Þ

Equation (7) indicates that with the existence of the attitude errors, the baseline
vector varies with time, i.e., a dynamic baseline.

3.2 Effect of Dynamic Baseline on Phase

Approximating the interferometric phase error caused by the motion errors via the
firstst-order multiple Taylor’s theorem, Δφ can be written as:

Δφ≈ 2K0
eM −pð ÞTδe
eM −pk k2

−
eS −pð ÞTδe
eS − pk k2

 !
ð8Þ

When there is no attitude error, by substituting Eqs. (4) and (5) into (8), we
have:

Δφ≈ 2K0
eM −pð ÞTδe
eM −pk k2

−
eS −pð ÞTδe
eS −pk k2

 !
=

− 2K0bTδe
eM −pk k2

ð9Þ

That is to say, the interferometric phase error caused by the IMU center errors is
smaller.

When there are some attitude errors, the interferometric phase error is:

ΔφIn ≈ 2K0
eM −pð ÞTδe
eM − pk k2

−
eS − pð ÞT δe+ H− I

� �
b

� �
eS − pk k2

 !

≈
− 2K0bTδe
eM − pk k2

−
2K0 eS − pð ÞT H− I

� �
b

eS −pk k2

ð10Þ
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The first term of Eq. (10) is the phase error caused by the IMU center errors, the
second term is the phase error caused by the attitude errors. Assuming that the
baseline length is 0.5 m and the attitude errors are all 0.1°, the interferometric phase
error caused by the second term is about 78°, which is far larger than the former
term.

For further analyses, we can divide the second term of Eq. (10) into two terms:

2K0 eS −pð ÞT H− I
� �

b
eS − pk k2

=
2K0 eS − pu, v

� �T H− I
� �

b
eS −pk k2

+
2K0 pu, v −p

� �T H− I
� �

b
eS −pk k2

ð11Þ

where pu, v denotes the three-dimensional (3D) position of the pixel (u,v). Note that
since the SAR images are a projection from 3D space to two-dimensional (2D)
image space, pu, v ≠p, if the scatterer is not literately located in the image plane.

The first term of Eq. (11) is the phase error associated with the flat-earth phase;
the second term is the phase error associated with the displacement of the scatterer
relative to the image plane. Since eS − pu, v

�� ��
2 ≫ pu, v − p

�� ��
2, the phase distortion

caused by the first term is far larger than that caused by the second term.
Thus, with the flat-earth-removing ability, BP algorithm can correct the majority

of the phase distortion in the consideration of the dynamic baseline.

4 Experimental Results

This section continues the error based on the actual InSAR data. The system is
worked at Ka-band with a range resolution of about 0.2 m and the azimuth reso-
lution of about 0.1 m. The height of the radar to the ground is about 1,000 m with
the incident angle about 45°. The length of the baseline is about 0.2 m, which is
vertical to the line of sight and the velocity direction. The pixel interval of the image
space is selected as 0.1 m (range) × 0.05 m (azimuth) and the size of the image is
about 8,000 (pixel) × 8,000 (pixel).

According to the elevation formula of InSAR [10], we have the relationship
between the interferometric phase.

Figure 1 plots the interferograms after removing the flat-earth phases by
BP. Figure 1a is the photograph of the scene in the bird’s-eye view. Figure 1b is the
interferogram after removing the flat-earth without the consideration of the dynamic
baseline. We find that there are some fluctuations at the left-top, which do not exist
in the photograph.

Figure 1c is the interferogram after removing the flat-earth with the considera-
tion of the dynamic baseline. Comparing it with Fig. 1b, we find that the undesired
fluctuations are eliminated. Furthermore, some indistinct features (such as the stripe
centered at x = 350 m, y = 50 m) appear.
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Figure 1d, e plot the local regions of Fig. 1c corresponding to the areas A and B
in Fig. 1a. Some typical landforms, such as the L-shaped woods, the farm lanes, the
rectangle woods, the ridges, and the ditch, can easily be recognized.

For further analysis, the imaging scene has been inspected after the experiment,
and some photographs are taken at positions (305, 196) and (607, 402) (the same
coordinate system with those interferograms) that point to (208, 57) and (620, 320),
respectively, which are shown in Fig. 1f.

From Fig. 1f (top), we learn that the left-top region of the imaging scene is fairly
flat, and the fluctuation in Fig. 1b is caused by the attitude errors. By compensating
the dynamic baseline, the undesired fluctuation is eliminated accurately. Combining
with the discussion in the last section, we can conclude that the BP algorithm can
correct the irregular flat-earth phase error caused by the attitude errors by calcu-
lating the APCs in the consideration of the dynamic baseline.

Figure 1f (bottom) plots the rectangle woods in the area B (the middle part has
been chopped down when taking the photos). From it, we find that those trees far
away from the camera are lower than those near, which matches the interferogram
in Fig. 1e (note that since h= − 3.8φ, a small phase indicates a high elevation.
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Fig. 1 Interferograms after removing the flat-earth phase via BP. a Photograph of the scene in the
bird’s-eye view. b Interferogram without the dynamic baseline correction. c Interferogram with the
dynamic baseline correction via BP. d Interferogram corresponding to the area A. e Interferogram
corresponding to the area B. f Photographs of the scene
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5 Summary

Through the studies, we find that the phase error caused by the attitude errors
dominates the interferogram distortion. With the flat-earth-removing ability, BP can
correct the majority of the phase distortion in the consideration of the dynamic
baseline. Actual Ka-band InSAR experiments show that BP algorithm is a sound
choice in the face of high-resolution airborne InSAR system.
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SAR Image De-noising Based on Generalized
Non-local Means in Non-subsample Shearlet
Domain

Liu Shuaiqi, Geng Peng, Shi Mingzhu, Fang Jing and Hu Shaohai

Abstract How to suppress and remove the speckle of SAR image has been a hot

research issue. Combining the advantages of non-subsample Shearlet transform

(NSST) with the generalized non-local means de-noising algorithm, we proposed

a new SAR image de-noising algorithm in this paper. This algorithm is appropriate

for the characteristics of the speckle noise, so it can improve the quality of de-noised

image. Meanwhile, the algorithm holds the characteristics of translational invari-

ance, which can suppress Gibbs phenomenon effectively.

1 Introduction

Due to the specificity of the speckle, the de-noised images by using the traditional

image processing methods are not very good. SAR image de-noising is mainly

divided into two categories. One is spatial filtering including Frost filter [1], total

variation [2] and non-local means de-noising [3, 4], and the other is de-noising

based on some transform domain like the Bayesian de-noising in Wavelet domain

[5], the Bayesian de-noising in Shearlet domain [6], and multi-scale products thresh-

olding based on directionlet domain [7]. The de-noised SAR image is darkened due
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to spatial filtering, so SAR images de-noising mainly uses de-noising methods in

transform domain. For image processing systems, Curvelet and Contourlet are the

most effective and useful multi-resolution analysis tools. Curvelet is generated from

the action of operators on a non-single function, so the discrete implementation of

Curvelet is very challenging [8, 9]. Contourlet overcomes this limitation and its

base function with anisotropy and direction selectivity can effectively capture the

geometric regularity in the image. It adaptively gives the optimal representation of

the image. But the theory of Contourlet transform does not comply with the multi-

resolution analysis (MRA) and it is sensitive for shifts. To overcome these disadvan-

tages, based on a simple and rigorous mathematical framework, a new representation

called Shearlet is proposed. Shearlet is both a more flexible theoretical tool for the

geometric representation of images and more natural for implementation. What is

more, the Shearlet approach can be associated to a multi-resolution analysis and the

Shearlet transform also has highly directional sensitivity, spatially localized and well

localized [10, 11]. So, we use non-subsample Shearlet in [10] to suppress the speckle

in this paper.

So far, many methods have been proposed to suppress and remove the speckle

noise. For thanking about natural images contained many repeat patterns, a non-local

image denoising algorithm is proposed by making use of the information encoded

in the whole image [12]. In [3, 4], non-local means is applied to SAR image de-

noising by improving anisotropic diffusion filtering and using stochastic distances.

In [13], non-local means is applied to transform domain called BM3D, which can get

a perfect de-noising effect. And BM3D is applied to SAR image de-noising in [14],

one of which is the best speckle suppression methods. There are also some improve-

ments in non-local de-noising based on transform domain such as improved in com-

puting speed like [15]. Though the de-noising methods in [14, 15] have achieved

good speckle suppression effect. The correlated noises in the image cannot be filtered

directly by NL-means. And in [14, 15], the author applied homomorphic transform

to SAR image to change speckle to Gaussian noise, and it will make serious artificial

texture in de-noised image. To overcome this disadvantage of non-local means, in

[16], they proposed a generalized non-local means (GNL-means) de-noising method

for non-identically distributed image noise. GNL-means performs better than NL-

means in speckle suppression, and archive almost the same de-noising effect of

BM3D. So, in this paper, we proposed a new speckle suppression method based on

GNL-means in non-subsample Shearlet domain. The new method can get the better

de-noising performance.

2 Non-subsample Shearlet

The implementation of Shearlet is easier than Curvelet and more flexible than Con-

tourlet [17]. In dimension n = 2, Shearlet can be represented by the collections as

follows:
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𝛺AB (𝜓) =
{
𝜓j,l,k (x) = |det 𝐀|j∕2𝜓

(
𝐁l𝐀jx − k

)
∶ j, l ∈ Z, k ∈ Z

2}
(1)

where 𝜓 ∈ L2(R2),𝐀,𝐁 are 2 × 2 invertible matrices and |det 𝐁| = 1. Let 𝐀 = 𝐀0 =(
4 0
0 2

)

is the anisotropic dilation matrix, and 𝐁 = 𝐁0 =
(
1 1
0 1

)

is shear matrix in

form (1), then, a tiling of the frequency supported on many pairs of trapezoids is

constructed.

Let 𝜓
(d)
j,l,k(x) = 2

3j
2 𝜓

(d)
(
𝐁l
1𝐀

j
1x − k

)
, if f ∈ L2

(
R
2)

then its continuous Shearlet

transform is defined as:

SH
𝜓
=
⟨
f , 𝜓 (d)

j,l,k

⟩
(2)

where j ≥ 0, l = −2j,… , 2j − 1, k ∈ Z2
, d = 0, 1.

The discretization process of NSST [17] can be constructed by multi-scale trans-

form and multi-orientation transform. Typically, multi-scale transform is achieved

by non-subsampled pyramid (NSP). NSP can produce k + 1 sub-images which con-

sist of k high frequency images and one low frequency image, where k denotes the

number of decomposition levels. And the sizes of these images are all the same as

the source image. The multi-orientation transform in NSST is realized via improved

shearing filters, i.e., NSST makes the standard shearing filter map from pseudo-polar

coordinate systems into Cartesian system to satisfy the property of shift-invariance

[17]. Applying NSST in image de-noising cannot only reduce the noise sharply, but

also preserve more useful information of source image [17].

3 GNL-means

NL-means can be applied to image de-noising easily. First, NL-means looks for

the similar pixels. And then, the similar pixels is used to estimate the real value

as a weighted average (the weights should decay exponentially as the similarities

decrease). Ui and Vi denotes the values of the noise-free pixel and noise, respec-

tively. The observed noisy pixel can be represented by Zi = Ui + Vi for i = 1, 2… ,M
(M represents the number of pixels in the image). Ui can be estimated by NL-means

as follows.

Ẑi =
1
C
∑

j∈Ni

WijZj (3)

where Ni is the search window centered at i, Wij is the weight, and C =
∑

j∈Ni

Wij is a

normalization term. The weight Wij is defined as Euclidean distance between Zi and

Zj. NL-means faced with a bias-variance dilemma, many methods have proposed

to improve NL-means. Luo et al. [16] proposed a two-stage de-noising process that

iterates NL-means. For any image with i.i.d. Gaussian noises, NL-means is used to
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get a filtered image firstly. Next, as the filtered image doesn’t have the same variance

and they are correlated, NL-means can not be applied directly, so they make some

changes to handle the non-i.i.d. noises and put it to the filtered image at the first

step. The weight in NL-means can be determined by using patch-based Euclidean

distance. Let Zi(k) and Zj(k) represent the pixels in the patches centered at the i-th
and j-th pixels, respectively, and d represent the sizes of the patch. Notice that each

pair of pixels Zi(k) and Zj(k) are correspondent to Gaussian distribution. Let

𝛥ij(k)
def
= Zi(k) − Zj(k) (4)

Then𝛥ij(k) is correspondent to Gaussian distribution andVar(𝛥ij(k)) = 2𝜎2
. Then,

NL-means uses the following patch

Dpatch(Zi,Zj)
def
= 2𝜎2

d∑

k=1
[

𝛥ij(k)2

Var(𝛥ij(k))
− 1] (5)

And Wij can be formulated as a generalized weight like

WG
ij

def
= exp

⎛
⎜
⎜
⎜
⎜
⎜
⎝

−

max

{
d∑

k=1

[
𝛥ij(k)2

Var(𝛥ij(k))
− 1

]
, 0

}

dT2∕2

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(6)

If we replaceWij with WG
ij , NL-means will be generalized. The author called this

Generalized NL-means (GNL-means). As the case is that patchwise NL-means is

used, the weights will be calculated for patches rather than pixels. At the same time,

all the pixels of same patch also will be de-noised simultaneously. The numbers of

estimates for each pixel and patches that cover it are same, and we can get the last of

the de-noised value by calculating the average of all these estimates.

4 Speckle Suppressed by GNL-means via NSST Domain

In fact, speckle is the main noise in SAR images. And the speckle noise model can

be represented by the following equation

Y(x, y) = F(x, y) ∗ N(x, y) (7)

where Y(x, y) denotes observed image with speckle. F(x, y) denotes the noise-free

SAR image. N(x, y) indicates speckle, which is suited to a 𝛤 distribution. To make

de-noised processing be convenient, Logarithmic transform is applied to two sides



SAR Image De-noising Based on Generalized . . . 225

of (7), that is, multiplicative noise is translated to additive noise, as (8) shows

log(Y(x, y)) = log(F(x, y)) + log(N(x, y)) (8)

In [19], they consider that the present noise log(N(x, y)) fits Gaussian distribu-

tion, but may not non-identical. When image with Gaussian noise decomposed by

NSST, the noise is also fit Gaussian distribution in the high-bands frequency. So,

whether NL-means de-noising methods or transform domain de-noising methods,

all will make severe artificial texture in de-noised image. But this station can be dealt

by GNL-means well. So, in this paper, we will combine NSST and GNL-means to

suppress speckle. The following is the de-noising steps.

Step 1: First, apply logarithmic transform to the original image, we can get Fnoise =
log(Y), see (7). And we can change the multiplicative noise to Gaussian

noise.

Step 2: Apply NSST to Fnoise, we can get the low-band coefficients Fl
noise and high-

band coefficients Fh
noise.

Step 3: Apply GNL-means to high-band coefficients Fh
noise, we can get Fh

clear.

Step 4: After de-noising, we can use invert NSST to get the de-noised SAR image

Fclear.

Step 5: Apply exponential operator to Fclear, we get the final de-noised image.

5 Experimental Results and Discussion

In order to verify the reliability and validity of the proposed algorithm, we compared

the proposed algorithm with existing algorithms to de-noise: Frost filter [1], Bayesian

wavelet shrinkage de-noising (BWS) [5], Image de-noising based on NSST [4], non-

local SAR image de-noising based on LLMMSE (NL-LMSE) [14], GNL-means

Fig. 1 The natural SAR image: a Fields SAR image. b Woods SAR image
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de-noising [16], wavelet de-noising via spare representation (WSP) [18], Bayesian

shearlet shrinkage de-noising via spare representation (BSSR) [19]. Figure 1 shows

the test SAR images which are shot by TerraSar-X of the European Space Agency.

Then, Fig. 1a shows fields SAR image, and Fig. 1b shows woods SAR image. Apply

Fig. 2 Comparison of results on fields SAR image. a De-noised result of Frost. b De-noised result

of BWS. c De-noised result of NSST. d De-noised result of NL-LMSE. e De-noised result of GNL.

f De-noised result of WSP. g De-noised result of BSSR. h De-noised result of ours

Fig. 3 Comparison of results on woods SAR image. a De-noised result of Frost. b De-noised result

of BWS. c De-noised result of NSST. d De-noised result of NL-LMSE. e De-noised result of GNL.

f De-noised result of WSP. g De-noised result of BSSR. h De-noised result of ours
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the above de-noising methods to the test images. Figures 2 and 3 show the de-noising

effect of all the methods on fields and woods SAR image.

Figures 2 and 3 show that the Frost filter perform the worst effect in the all de-

noising methods. After de-noising, some textures of the edge are removed by the

BWS and GNL. NSST makes the edge blurry, and NL-LMSE, WSP make some

artificial texture, and the proposed method can retain the edge and texture of the

image as well as suppress the artificial texture. As we known, these two figures are

very special that Fig. 1a has rich texture; while, Fig. 1b has poor texture relatively.

It means that the two SAR images are very representative. In order to evaluate the

performance of the algorithms above more objectively, some common parameters is

calculated. And these de-noising performance parameters are peak signal-to-noise

ratio (PSNK), equivalent number of looks (ENL), standard deviation (Sd), and edge

preservation index (EPI), and they are shown in Tables 1 and 2. What is more, larger

the PSNK is, stronger the capability of de-noising algorithm is; greater the ENL is,

better the visual effects of the de-noising images are; and greater the EPI is, more

details of the images can be preserved. From Tables 1 and 2, our algorithm has high-

est PSNR, ENL, Sd, and EPI. The image which is obtained by our algorithm not only

has smooth image, but also suppresses artificial texture, and obviously improves the

image visual effect.

Table 1 The performance of de-nosing methods in Fig. 2

The de-nosing methods PSNR (db) ENL Sd EPI

Frost 27.28 7.44 33.03 0.68

BWS 30.75 12.65 29.62 0.84

NSST 31.65 15.57 28.74 0.88

NL-LMSE 32.43 20.11 29.07 0.92

GNL 31.78 19.89 27.35 0.90

WSP 33.65 19.75 28.55 0.93

BSSR 34.33 19.90 29.57 0.94

Ours 35.01 20.65 29.78 0.95

Table 2 The performance of de-nosing methods in Fig. 3

The de-nosing methods PSNR (db) ENL Sd EPI

Frost 28.05 27.15 30.75 0.72

BWS 32.78 32.78 32.79 0.88

NSST 33.01 32.55 33.45 0.90

NL-LMSE 35.77 33.78 34.01 0.97

GNL 34.56 32.94 33.59 0.93

WSP 35.23 33.66 34.49 0.96

BSSR 35.85 34.29 35.15 0.97

Ours 36.67 35.65 35.67 0.98
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6 Conclusion

In this paper, we propose a new algorithm that combines the NSST with GNL-means

for de-noising of SAR images. The experiment has proven that the edge detail and

texture features can be well preserved by the method of this paper. Besides, its visual

effect is good. Nevertheless, there are some imperfections of the proposed method.

For example, PSNK could be improved and the computation time is still a little long.

So, the next study will be solving these problems.
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A Global Routing Algorithm Based
on Physical Depth for Abnormal Data
in Radar Sensor Networks

Jiasong Mu and Liang Han

Abstract Considering the issue of low latency and link robustness in the radar
sensor networks, a global routing algorithm based on physical depth is proposed in
this paper. We introduce the concept of physical depth, which is defined as the
minimum possible hop counts from the current node to the sink or the cluster head,
to indicate the distance between them. And a maintenance mechanism of the
parameter is designed. On that basis, the routing optimization is proposed. To
reduce the routing overhead, we integrate the routing discovery with the first time
data transmission. Since, it is a global algorithm and featured by the shortest path
and low latency, it could be used to transmit the abnormal data which are highly
important in the radar sensor networks. The simulation results showed that the
proposed algorithm could effectively reduce the hop counts in the transmission, and
it achieved a lower latency. The robustness was also improved; our algorithm had
higher packet delivery ratios when different numbers of nodes were disabled in the
networks.

Keywords Routing ⋅ Radar sensor networks ⋅ Latency ⋅ Robustness ⋅
Abnormal data

1 Introduction

Radar sensor networks (RSN) are the networks of distributed radar sensors which
are deployed ubiquitously on airborne, surface, and unmanned vehicles in a large
geographical area. Since, a single node has limited transmission range and
resources, they have to collaboratively operate to acquire different kinds of data and
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send them back to the sink in multi-hop method. Radar sensors have capabilities for
radar sensing, signal processing, and wireless communications. In RSN, radar
sensors are networked together in an ad hoc fashion, that is, they do not depend on
any preexisting infrastructure. In fact, they are self-organizing entities that are
deployed on demand to perform various tasks such as surveillance, search and
rescue, disaster relief, and so forth [1].

A RSN is always organized into clusters, which are independently controlled
and dynamically reconfigured to observe targets such as tactical weapons, missiles,
aircraft, ships, and so on, in the surveillance area [2]. In a cluster, sensors receive
the signals backscattered by targets in the presence of interference and noise. Then,
the observed signals from all radar sensors are forwarded to a cluster head where
received data set will be combined to perform fundamental tasks such as detection,
localization, identification, classification, and tracking. After finished processing the
data from the radar sensors, the cluster head transmits the data to the sink node. In a
RSN, the cluster head must have a function such as data collection, fusion, tran-
sition, and so on [3].

From that mechanism, one can see that there are two steps in the RSNs working
flow.

• (Intra-cluster phase) In some cluster, each distributed radar sensor has to send
the observed signals to the cluster head;

• (Inter-cluster phase) The cluster head is in charge of processing the data from
the nodes within the cluster, and then transmit the packets to the sink.

A simple example of the RSN is given in the Fig. 1. For convenience, only 2
radar sensors for a cluster are illustrated.

The routing algorithm has become one of the hot topics in the RSN Research.
The performances of intracluster and intercluster transmission, the cluster hierarchy

Fig. 1 A simple example of the RSN
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and the cluster deciding have been studied and improved in different works. To find
the best route, several routing algorithms have been proposed, such as the ACO in
[4], EEABR in [5], MACS in [6], and EPACOR in [7]. One of the most famous
methods is LEACH [8]; the protocol assumes that the deployed sensors are far from
the sink. The network is clustered according to a certain rule and the cluster head
collects data from all the sensor nodes within its cluster. Once the data from each
sensor node are received, the cluster head aggregates and transfers them directly to
the base station. In order to make all the sensor nodes use up their energy
approximately and simultaneously, the role as the cluster head is randomly rotated
among all sensor nodes in the same cluster. In [9], an efficient routing algorithm for
large-scale WSN is proposed. In the intracluster phase, cluster members send data
directly to their cluster head and the cluster head is selected by LEACH; in the
intercluster phase, the cluster head uses ant colony optimization to find a route to
the base station.

The existing routing algorithms are quite effective from the viewpoint of being
able to find the best route. However, they also may have a higher latency caused by
the routing discovery. For the regular scanning, it is tolerable. Since the RSNs are
used for surveillance, we hope the delay become as less as possible when some
abnormal data are detected and the corresponding packets can be forwarded to the
sink with a high probability. On that purpose, we want to develop a routing
algorithm only for these abnormal signals. Being different from the goal of low
energy consumption for the regular data, the routing for the abnormal data should
be more focused on the low latency and high robustness. The routing discovery by
sending routing request in the ad hoc networks is an effective method to get the
global shortest path with quite high robustness. But it also has a high latency. To
overcome this defect, we want to integrate the routing discovery with the first time
transmission. This task is achievable if the nodes are aware of the rough distances
from the base station.

For the wireless nodes, there is an attribute called depth which can be defined as
the packet hop counts to the sink (which means the depth of the sink is 0). How-
ever, this depth is related to the routing method, the depth is decided by the
accessible links that the data transmission can only use. To indicate the real dis-
tance, we introduce the physical depth (PD) into the routing optimization. The PD is
defined as the possible minimum hop counts to the sink. If a proper mechanism is
designed to generate and maintain this parameter, the value could be used to
improve the routing performance. For a certain node that receiving a packet with
abnormal data, if it can decide whether retransmit or abandon the frame based on
the PD information calculation. And the PD is taken as a network attribute, the
routing is real time and does not require any extra peripherals.

The rest of this paper is organized as follows. Section 2 introduces the pre-
liminary knowledge such as the concept of PD and the maintaining mechanism, the
routing algorithm RBPD is proposed in Sect. 3. In Sect. 4, simulation results are
presented. Finally, the conclusion is shown in Sect. 5.
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2 Preliminary Knowledge

2.1 Neighbor Table

In most wireless networks, each device maintains a neighbor table which has all its
neighbors’ information in the 1-hop transmission range. The contents for a neighbor
entry may include (but not limited to) some of the following parameters: the net-
work’s identifier, address, device type, cluster identifier, relationship, link quality
indicator, and the depth. Entries in the table are created when the node joins to an
existing network. Conversely, the neighbor entry is removed when the neighbor
node leaves the network. Since the information on the neighbor table is updated
every time a device receives or monitors any frame from the some neighbor node,
the information of the neighbor table can be said to be up-to-date all the time. For
the RSNs, one more advantage is that the radar sensors keep sending beams for
scanning. Some mechanism may be design to fuse the depth information in the
radar beams. It is one of our goals in the further work.

2.2 Energy Consumption

In RSN, the radar node transmits the radio in free space. The path loss model [10] is
as follows:

Pr =
Pt ⋅Gr ⋅Gt ⋅ λ2

4nð Þ2 ⋅
d0
dij

� �2

ð1Þ

where Pt is radar node’s transmission power, Pr is the radar node’s received power,
dij is distance between radar node Si and Sj, and Gr and Gt are antenna gain of
receiving antenna and transmitting antenna, respectively. λ is the wavelength of
carrier. α is the path loss exponent which indicates the rate at which the path loss
increases with distance; d0 is the close-in reference distance which is determined
from measurement close to the radar node transmitter.

Based on the Eq. (1), one can see the transmission range of radar which is
proportional to the square of transmitter power, and the path loss should be taken
into consideration for long distance communication in the practical condition. Thus,
in popular viewpoints, the transmitter power should be controlled, and the data are
forwarded to the sink by multi-hop methods. However, it may not be a universal
rule for all types of data in all applications. In our routing optimization, the nodes
are allowed to send the abnormal data packets with a higher power if it could
achieve a shorter path, while the energy consumption of the transmitter is also
controlled for regular data.
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Equation (2) represents the amount of energy consumption in the transmitting
packet with bits over distance according to the first-order model. Eelec is the amount
of energy consumption per bit to run the transmitter or receive circuitry. εfs and εmp
are the amount of energy per bit dissipated in the RF amplifier according to the
distance d0 which can be obtained from (3). Eradar represents the energy con-
sumption for scanning of radar sensor node in every round.

Etx =
I ⋅ Eelec + εfs ⋅ d2

� �
+Eradar if d< d0

I ⋅ Eelec + εmp ⋅ d2
� �

+Eradar if d≥ d0

�
ð2Þ

d0 =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
εfs ε̸mp

p ð3Þ

2.3 Physical Depth

As mentioned before, the node depth, which is a topology distance in essential, may
not always be able to reflect the real distance from the sink since it is related to the
routing algorithms. Thus, to distinguish from the previous one, we introduce the
concept of PD, which is able to indicate the spatial distance to some extents.

In the clustering sensor networks like RSNs, there are 2 types of “PD” we should
pay attention to. One is the physical depth from the sink, which is a global and
intercluster parameter. We call it physical depth in global (PDG). The other, on the
contrast, is called physical depth in Clusters (PDC) to imply the rough distance to
the cluster head. In our algorithms, the former parameter is used to optimize the
intercluster transmission initialized by a cluster head, and the latter one can improve
the routing performance with some cluster.

Thus, the sink is the only device with the PDG 0 in the network. Also, as the
unique terminal that belongs to no clusters; its PDC is set 0. For a device in the
neighborhood of the sink, it is able to receive frames from the base station because
of the broadcasting nature in wireless channels and the omnidirectional radar
scanning. It may store an entry of the sink in its neighbor table and set the value of
PDG by one. Similarly, all the nodes within the transmission range of the PDG 1
devices may have PDG 2, the PDG of any device can be recursively decided.
The principle can be simply stated as: the PDG value of a certain node is one plus
the minimum PDG value in its neighbor table. Similarly, a cluster member could
decide and maintain its PDC based on the minimum PDC value (then plus one) in
its neighborhood. The example of PDG and PDC are also shown in the Fig. 1.
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3 A Global Routing Algorithm Based on Physical Depth
for Abnormal Data

In this section, we will describe the global routing algorithm based on the physical
depth (RBPD) for abnormal data that is RSNs. For convenience, the processed data
sent from the cluster heads will be discussed first.

In the RBPD, we focus on the following parameters in the transmission. The
address of the source cluster head which initializes the sending SCH; the frame type
that indicate the direction of packets forwarding, F/T (From or To the sink, for the
cluster head sending data to the base station, it should be set T.); the sequence
number, SN, which is used as the unique identifier for the packets sent from the
cluster head (SCH), this value should be added one every time a new packet is
generated; the retired times, RT, this value is set 0 for the first attempt and added by
one for each retries; the address of the device that sending the frame, SA (This value
is same to the SCH in the first hop); the PDG of the sending device, SPDG; the
transmitted hops, TH, which is 0 at the beginning and added by one after a
retransmission; and the routing discovery enable flag, EN, which will decide
whether a node can retransmit the frame unless it finds a corresponding routing
table entry. All the variables above are included in the frame header. With the
vector of [SCH, F/T, SN, RT, SA], which we called packet identifier (PI), the frame
can be uniquely recognized in the network. And the parameters SPDG, TH, and EN
are used to control the transmission.

Our algorithm is based on an assumption that all the transmission links are
duplex/half-duplex and symmetric, which can be satisfied in RSNs. The diagram of
the retransmission deciding in the RBPD is shown in Fig. 2. To make it more clear,
the RTE is short for routing table entry and RDSE is short for routing discovery
entry. When a certain cluster head finds something abnormal based on the data
processing, it may send the packets instantly. In the frame header, the SCH and SA
are both the address of the sending node, whose PDG is put into the SPDG, the F/T
is T, TH is 0, the EN must be one for the first time transmission, and the SN and RT
are based on the rules mentioned above. As discussed, in RBPD, a larger transmitter
power is allowed that may lead to a wider coverage. A receiving device may decide
whether it will retransmit this packet by the following rules.

(1) Find if the current node could contribute for the RBPD routing. According to
the Fig. 2, only if it has a 2 or 3 more less PDG value than the sending device,
or it is the next hop in the regular routing, it will participate in the RBPD
routing.

(2) Find the corresponding RTE based on the parameters of the SCH and SA. If
yes, it may send this frame; otherwise, to step 3;

(3) Based on the SCH and SN value, try to find a corresponding RDE, if found, go
step 4; or, the packet will be sent and the RDE is established.

236 J. Mu and L. Han



(4) Compare the SA between the newly incoming frame and the previous one, if
the new value is less or equal, the packet will be directly abandoned; other-
wise, the RDE information will be updated with the recently SA.

One can see that the base station may receive several duplicates of the packets
sent in different paths. Once it receive a RBPD packet, it may compare the HT with
the previous entry which has the same SCH, and the sink will only keep the lowest
HT entry. If they have equal HT, in our work, we simply ignore the newly received
one. However, more parameters or algorithms may be introduced to evaluate the
routing, that is also another topic for our further work. After a fixed duration, the
sink has to send a confirmation to the link it has chosen. Similar as the routing
discovery confirmation, this packet will be backward transmitted to the SCH based
on the SA information stored in the routing discovery entries of intermediate nodes.
And the routing discovery entry in each node will be erasable after a prefixed time.
Thus, when the cluster head is trying to send an abnormal packet to the sink again,
the new RBPD packet could set EN to 1, and the frame can be sent to the base
station in the only path based on the routing table, although the receiving device
address in each hop is not specified. Since the F/T parameter implies the packet is
gathering data or distributing orders, both frame types can be optimized in our
algorithm. One example of optimized path can be found in the Fig. 1.

In our algorithm, the steps 3–4 take the similar function with the routing dis-
covery. To reduce the extra energy consumption, the participating nodes are limited,

Fig. 2 The packet delivery
ratio for different routing
methods
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thus RBPD may not guarantee the global shortest path which is able to be found.
However, based on the simulation results given in the next section, we may find it
could improve the transmission path effectively. In the worst case, the routing will
degenerate to the regular routing path.

The mentioned mechanism is based on the PDG to improve the intercluster data
transmission. Similarly, the intracluster transmission can be optimized by substi-
tuting the PDG by the PDC and the participating devices are limited to the members
of the given cluster.

4 Simulation and Analysis

The performance of the proposed global routing algorithm based on physical depth
for abnormal data in RSN is discussed in this section. Since different radar sensors
have quite different features, such as the transmission range, data rate, packet size.
This made a difficulty to our work. Trying to let the simulation make more sense,
for some parameters, we used the ratios to the simulation boundary to run our
program. The simulation area is a square with l*l. The number of cluster heads, N,
varied from 20–100, stepped by 20. Considering, the fact that the rate of cluster
heads is always from 5–15% in the RSNs, we made each cluster head manage 9
members in the simulation. It meant there were 10 nodes in a cluster, including the
head, and the total nodes in a network is 10*N. The transmission radius for a node
is set to l ̸

ffiffiffiffiffiffiffiffiffi
2 ⋅N

p
and the transmitter power was P0. We compared our algorithm

with the famous ant colony optimization (ACO) in the RSNs. We also testified with
different transmitter power to see how the parameter would affect the performances.
The energy Pt was set 2*P0, 3*P0, and 4*P0, respectively. The transmission ranges
were calculated based on the Eqs. (2) and (3). Each scenario was run 1000 times for
the average.

As shown in the Fig. 3, the average hop counts were firstly analyzed. The
retransmission times was effectively reduced in the RBPD. As the node number

Fig. 3 The average of hop
counts with different
transmitter power in the
RBPD
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increased, the improvement was larger. It was because the more nodes were in the
networks, the more options a node might have to optimize the routing. Besides, as
the Pt added, the hop counts were less. The longer transmission radius led to the
less hops. However, since the range is proportional to the power according to
Eq. (1), we could also see that the improvement was not a linear function to the Pt.
It implied that the transmitter power in the RBPD was a compromise between the
effectiveness and the efficiency.

The simulation on the packet delay was a tough task, because the latency is not
only related to the routing algorithms but also the MAC layer features. Since the
radar sensors in the network were not specified, it was impossible to determine
which model should be used to run the program. In this paper, we made an
approximation. The delay is mainly composed of three parts; the first one is the
transmission time in the channel which is related to the distance, the second one is
the node processing time, and the third one is caused by the channel access. We
made the length of the simulation boundary 10 km to calculate the first part. As to
the processing time, noted that the RBPD just decided whether to retransmit the
packet after several searching and comparing courses and the ACO required an ant
colony algorithm based on the probability to find the next hop. One could find the
RBPD had a processing time no longer than the ACO. Thus, we made a finite
processing time of 20 ms for both the ACO and RBPD. The most common
CSMA/CA was used as the channel access control method to deal with the third
part.

The simulation result was shown in the Fig. 4. We could see that the RBPD had
lower delays than the ACO. Since the routing discovery in the RBPD was inte-
grated with the first time transmission, it cost no more time even if some cluster
head had never transmitted abnormal data to the base station before. The tendency
of the chart was accordance with the hop counts. Due to the independence to the
routing table, it might imply that the hop count was the main factor that affected the
latency.

At last, we evaluated the robustness with the packet delivery ratio (PDF) of
different routing methods. In the Fig. 5, the curve of the RBPD Pt = 3*P0 was now
drawn because it was so close to the others. Its position was just between the curves

Fig. 4 The average delay to
the sink with different
transmitter power in the
RBPD
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of Pt = 2*P0 and Pt = 4*P0. From this illustration, it could be proved that the
RBPD had a higher probability for successful packet forwarding. Since the RBPD
had a longer transmission range, it had a better chance to find some substitution.
That was why it had a larger tolerance to the failure nodes.

5 Conclusion

In this paper, we proposed a global routing algorithm based on the physical depth
for abnormal data in the RSNs. By the introduction of the physical depth and its
maintaining mechanism, the node is aware of its rough distance to the sink. On that
basis, we describe the RBPD algorithm. The device is allowed to use a higher
transmitter power for the abnormal data transmission. To eliminate the extra delay
caused by the routing discovery, we combined the routing finding procedure with
the first time transmission. Since both the PDG and PDC are considered, the RBPD
could improve the performances for the intracluster and intercluster transmission.
The simulation results showed the effectiveness of the RBPD, compared with the
famous ACO algorithm. It had less average hop counts, lower latency, and higher
packet delivery ratio.

For our further work, as mentioned, one is to find some mechanism of fusing the
depth information in the radar beams to optimize the physical depth maintaining.
Another one is to improve the judging method in routing selection. Besides, the
flooding control and the energy efficiency are needed to be more considered.
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Doctoral Scientific Foundation of Tianjin Normal University (52XB1106).
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Carrier Frequency Offset Estimation Based
on Compressed Sensing: A Preliminary
Study

Chaojin Qing, Xin Tong, Yi Guo, Xi Cai, Mintao Zhang and Ling Xia

Abstract Based on the compressed sensing technique, the carrier frequency offset

(CFO) is estimated in this paper. For the traditional maximum likelihood (ML)-based

CFO estimation, we first confirm the CFO estimation metrics are compressible. Then

the coarse CFO estimation is implemented by referencing compressive sampling

matching pursuit (CoSaMP) algorithm, and a metric characteristic-based CoSaMP

(MCB-CoSaMP) algorithm is proposed. According to the estimated value of coarse

CFO estimation, the equivalent likelihood function is interpolated to search the fre-

quency value of fine CFO estimation. The analysis and simulation results show that

the sampling rate can be reduced. Compared to the classical CoSaMP algorithm, the

better mean squared error (MSE) performance can be obtained when the proposed

MCB–CoSaMP is employed for coarse CFO estimation.
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1 Introduction

The carrier frequency offset (CFO), which is well-understood radio frequency (RF)

impairment, may result in severe performance degradation at the receiver [1]. To

improve receiver performance, the CFO estimation has been investigated in many

literatures. Although various methods of CFO estimation are proposed, the sampling

rate of existing methods for CFO estimation needs to be at least the Nyquist rate,

resulting in excessive power consumption and design difficulty for analog-to-digital

converter (ADC) when high sampling rate is experienced [2].

To reduce the sampling rate, the recently proposed compressive sensing (CS)

approach [3], which enables sub-Nyquist sampling of sparse or compressible sig-

nals in some domain, can be employed for to reduce system complexity and to

save power significantly. In [4], a fast and rough estimate of pseudonoise (PN) code

phase and Doppler frequency with a reduced number of parallel correlators (i.e.,

compressed correlators) is proposed by Kong, where the sparse expression is based

on autocorrelation. Although the number of correlators is reduced, the compressed

correlator technique can only rough estimate Doppler frequency using correlation

method. Without using correlation method, the compressed correlator technique will

encounter application difficulties. Furthermore, the CFO estimation (includes coarse

estimation and fine estimation) is not very intensively investigated in [4].

Whether the CS technique can be introduced into CFO estimation to reduce sam-

pling rate while keeping estimation performance be not deteriorated significantly?

A preliminary study is investigated in this paper. First, we confirm the compress-

ibility of CFO estimation metrics in traditional maximum likelihood (ML)-based

CFO estimation. By referencing compressive sampling matching pursuit (CoSaMP)

algorithm [5], an metric characteristic-based CoSaMP (MCB–CoSaMP) algorithm

is then proposed to implement the CFO estimation. By the analysis and simulation,

it is shown that CS-based CFO estimation can be implemented, and the better CFO

estimation performance of mean squared error (MSE) can be obtained when the pro-

posed MCB–CoSaMP is utilized.

Notation: We use boldface letters to denote matrices and column vectors; 𝟎
denotes the zero vector of arbitrary size; (⋅)T , (⋅)H , (⋅)−1, (⋅)†, and ⌊⋅⌋, denote the

transpose, conjugate transpose, matrix inversion, Moore–Penrose matrix inversion,

and floor operation, respectively; 𝐈P is P × P identity matrix; G(i, j) is the (i, j)th
element of the matrix of 𝐆; we write ‖⋅‖p for the usual 𝓁p vector norm: ‖𝐱‖p =
(∑

xpi
)1∕p

; supp (𝐱) =
{
i ∶ xi ≠ 0

}
is the support set that denotes the index set of

nonzero elements in 𝐱; 𝐀T denotes the column submatrix comprising the T columns

of 𝐀; 𝐱 ||T denotes the entries of the vector 𝐱 in the set T; and the complementary set

of set T is denoted by Tc
.
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2 Compressive Sampling for CFO Estimation

2.1 Traditional Maximum Likelihood-Based CFO Estimation

From [6], without compressive sampling, the observation of the sampled signal can

be expressed as

rk = ej(2𝜋𝛥fkTs+𝜃) + vk, 1 ≤ k ≤ N, (1)

where 𝛥f is the frequency to be estimate, Ts ≤ 1
/
(2 ⋅ 𝛥f ) is the sampling interval,

𝜃 is an unknown random phase with uniform probability density in [0, 2𝜋), and vk
is a sample of complex additive white Gaussian noise (AWGN) with zero mean and

variance 𝜎
2
. The carrier-to-noise ratio (CNR) 𝜌, which is the ratio between the signal

and noise powers in (1), is defined as 𝜌
𝛥

= 1
2𝜎2 [6].

In the traditional estimation method [6], denoting tentative value for 𝛥f as 𝛥f̃ , the

problem of maximum likelihood (ML) estimation of the frequency 𝛥f is let to seek

the maximum of the equivalent likelihood function

𝛬
(
𝛥f̃

) 𝛥

=
|
|
|
|
|

N∑

i=1
rie−j2𝜋𝛥f̃ ⋅iTs

|
|
|
|
|

2

=
N∑

k=1

N∑

m=1
rkr∗me

−j2𝜋𝛥f̃ Ts(k−m). (2)

2.2 Compressibility of CFO Estimation Metrics

Assume B
(
𝛥f̃

)
=

N∑

i=1
rie−j2𝜋𝛥f̃ ⋅iTs , then the matrix form of B

(
𝛥f̃

)
is

B
(
𝛥f̃

)
= 𝐫T ⋅ 𝐂

(
𝛥f̃

)
, (3)

where 𝐫 =
[
r1, r2,… , rN

]T
and 𝐂

(
𝛥f̃

)
=
[
e−j2𝜋𝛥f̃ ⋅Ts , e−j2𝜋𝛥f̃ ⋅2Ts ,… , e−j2𝜋𝛥f̃ ⋅NTs

]T
.

In this paper, we call B
(
𝛥f̃

)
as CFO estimation metric. From (2), the equivalent

likelihood function 𝛬
(
𝛥f̃

)
can be rewritten as

𝛬
(
𝛥f̃

) 𝛥

=||
|
B
(
𝛥f̃

)|
|
|

2
= |
|
|
𝐫T ⋅ 𝐂

(
𝛥f̃

)|
|
|

2
. (4)

For grid search, P (P ≥ N) tentative values of 𝛥f , denoted as 𝛥f̃1, 𝛥f̃2,… , 𝛥f̃P, are

considered. According to the P tentative values, we form a estimation metric vector

�̃� as

�̃�=
[
B
(
𝛥f̃1

)
,B

(
𝛥f̃2

)
,… ,B

(
𝛥f̃P

)]T
. (5)
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Substituting B
(
𝛥f̃p

)
= 𝐫T𝐂

(
𝛥f̃p

)
, p = 1, 2,… ,P into (5), then we have

�̃� =
[
𝐂
(
𝛥f̃1

)
,𝐂

(
𝛥f̃2

)
,… ,𝐂

(
𝛥f̃P

)]T𝐫 = �̃�𝐫. (6)

In (5), the CFO estimation metric is approximately sparse. That is, for the ampli-

tudes of CFO estimation metrics (i.e.,
|
|
|
B
(
𝛥f̃1

)|
|
|
,
|
|
|
B
(
𝛥f̃2

)|
|
|
,… ,

|
|
|
B
(
𝛥f̃P

)|
|
|
), only a few

amplitudes are significant and the rest are zero or negligible when relatively high

CNR can be obtained. An example is given in Fig. 1 to illustrate the compressibility

of CFO estimation metrics. Where N = 256, P = 512, Ts = 10−8 s, 𝛥f .Ts = 0.1 (nor-

malized CFO), and 𝜌 = 10 dB. From Fig. 1, only a few amplitudes are significant,

and the significant amplitudes gather a cluster. Thus, the estimation metric vector �̃�,

which describes the CFO estimation metrics in Eq. (5), can be compressed according

to the compressed sensing theory [3].

Based on the compressed sensing theory [3], an M × P (M ≪ N ≤ P) measure-

ment matrix 𝐀 is employed to compress the estimation metric vector �̃�. Then, an

M × 1 measurements, denoted as y, can be obtained, i.e.,

𝐲 = 𝐀�̃�. (7)

Substituting �̃� = �̃�𝐫 (see 6 into 7), we can obtain

𝐲 = 𝐀�̃�𝐫 = 𝐃𝐫. (8)
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Fig. 1 An example of the compressibility of CFO estimation metrics
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In (8), 𝐃 = 𝐀�̃� =
[
𝐃1,𝐃2,… ,𝐃M

]T
, where 𝐃m =

[
Dm1,Dm2,… ,DmN

]T
,m =

1, 2,… ,M., and the pseudorandom signal wave 𝐃m(t) can be generated by 𝐃m. By

viewing 𝐃 as a sensing matrix, the compressive sampling of received signal can be

performed by employing the generic analog-to-information converter (AIC) circuit

architecture.

3 CFO Estimation Method

The proposed CFO estimation method requires a two-step procedure. The first step,

called coarse CFO estimation, reconstructs the estimation metric vector �̃� (denoted

as

⌣

𝐁) and determines the coarse CFO estimation 𝛥f̂coarse. In the second step (i.e., fine

CFO estimation), the 𝛬
(
𝛥f̃

)
-values are interpolated according to 𝛥f̂coarse, and the

local maximum 𝛥f̂f ine nearest to 𝛥f is found.

3.1 Coarse CFO Estimation Based on Sparse Reconstruct

Since the estimation metric vector �̃� is sparse and the received signal 𝐲 is obtained

by compressive sampling, we need to exploit reconstruct algorithms to reconstruct

the estimation metric vector, i.e., to reconstruct �̃�. Then the coarse CFO estimation

is implemented on the basis of reconstructed

⌣

𝐁.

In this paper, the reconstruct algorithm is exploited according to the currently

available CS signal recovery algorithms and the characteristics of estimation met-

ric vector �̃�. Among these currently available CS signal recovery algorithms, we

reference the compressive sampling matching pursuit (CoSaMP) due to its high

reconstruction accuracy and excellent robustness to noise [5]. The characteristic that

the significant amplitudes of the CFO estimation metrics in estimation metric vec-

tor gather a cluster (see Fig. 1) is also utilized. Then an metric characteristic-based

CoSaMP (MCB–CoSaMP) algorithm is proposed.

The proposed MCB–CoSaMP algorithm is exhibited in Table 1, where the P ×
1 vector 𝐮 is expressed as 𝐮 = [u1, u2,… , uP]T . Comparing the proposed MCB–

CoSaMP algorithm with the classical CoSaMP algorithm in [5], they have quite

similar procedure except employing the different support set 𝐖1. In CoSaMP algo-

rithm 𝐖1 locates the 2K largest components of 𝐮, while the 2K indexes nearest the

index of the maximum amplitude in 𝐮 are chosen for MCB–CoSaMP algorithm.

On the basis of

⌣

𝐁, the coarse CFO estimation 𝛥f̂coarse can be estimated. We denote

the reconstructed

⌣

𝐁 as

⌣

𝐁 =
[

⌣

B
(
𝛥f̃1

)
,
⌣

B
(
𝛥f̃2

)
,… ,

⌣

B
(
𝛥f̃P

)]T
, then we have
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Table 1 MCB-CoSaMP Algorithm

Input: Measurement matrix 𝐀, noisy measurements 𝐲, and

sparsity level K.

Output: CFO estimation metric vector

⌣

𝐁.

𝛥f̂coarse = argmax
𝛥f̃p

{
|
|
|
|

⌣

B
(
𝛥f̃p

)|
|
|
|

2}

. (9)

3.2 Fine CFO Estimation

By using the estimated

⌣

𝐁 and 𝛥f̂coarse, we employ interpolation method to implement

the fine CFO estimation, where we search 𝛥f̂f ine near to 𝛥f̂coarse. In this subsection,

we assume the frequency range for searching 𝛥f̂f ine is
[
𝛥f̂coarse − 𝜁, 𝛥f̂coarse + 𝜁

]
with

𝜁 > 0.

From (6), we have 𝐫 = �̃�†�̃�. Assuming N × 1 noise vector caused by inaccu-

rate reconstruction of �̃� be 𝐧, the received signal 𝐫 sampled as Nyquist rate can

be expressed as

𝐫 = �̃�†⌣

𝐁 + 𝐧, (10)

where we replace �̃� with the estimated

⌣

𝐁. Since the recovery algorithm can accu-

rately reconstruct �̃� ( i.e., �̃�𝐫) when the CNR is relatively high (e.g., 10 dB), we can

ignore the noise vector 𝐧 for relatively high CNR. Then we have
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𝐫 ≈ �̃�†⌣

𝐁. (11)

In this paper, we use the tentative frequency 𝛥
⌣

f in
[
𝛥f̂coarse − 𝜁, 𝛥f̂coarse + 𝜁

]
to

construct N × 1 vector

⌣

𝐂
(
𝛥

⌣

f
)

as

⌣

𝐂
(
𝛥

⌣

f
)
=
[

e−j2𝜋𝛥
⌣

f ⋅Ts , e−j2𝜋𝛥
⌣

f ⋅2Ts ,… , e−j2𝜋𝛥
⌣

f ⋅NTs

]T
. (12)

Substituting (12) and (11) into (3), the equivalent likelihood function 𝛬

(
𝛥

⌣

f
)

can

be expressed as

𝛬

(
𝛥

⌣

f
)
=
|
|
|
|

(
�̃�†⌣

𝐁
)T ⌣

𝐂
(
𝛥

⌣

f
)|
|
|
|

2
. (13)

Then the fine CFO estimation 𝛥f̂f ine can be obtained by seeking the maximum of the

equivalent likelihood function 𝛬

(
𝛥

⌣

f
)

, i.e.,

𝛥f̂f ine= argmax
𝛥
⌣

f

{
|
|
|
|

(
�̃�†⌣

𝐁
)T ⌣

𝐂
(
𝛥

⌣

f
)|
|
|
|

2
}

. (14)

In fact is that the Eq. (14) can be viewed as employing the same estimation method

of the traditional ML-based CFO estimator for good enough CNR.

4 Numerical and Simulation Results

Computer simulation results are presented in this section. Some basic simulation

parameters are as follows: N = 1024, P = 1024, Ts = 10−9 s, K = 40, measurement

matrix 𝐀 is Gaussian random matrix, and the CRLB is given in [6].

The comparison of MSE of CFO estimation is plotted in Fig. 2, where M = 512.

The processing of fine CFO estimation is same, while the coarse CFO estima-

tion employs CoSaMP and MCB–CoSaMP algorithm respectively. In coarse CFO

estimation, Fig. 2 indicates that adopting the proposed MCB–CoSaMP recovery

algorithm can obtain better MSE performance than the classical CoSaMP recov-

ery algorithm. On the other hand, only 512 samples are considered here while 1024
samples are required in [6], i.e., the ratio between M and N is M/N = 0.5.
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Fig. 2 The MSE of CFO

estimation with different

recovery algorithms (i.e.,

CoSaMP and

MCB–CoSaMP) for coarse

CFO estimation, where

M = 512
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Fig. 3 The MSE of CFO

estimation with M = 819,

where ML algorithms in [6]

and the proposed

MCB–CoSaMP are

compared
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Increasing M∕N further, an example is given in Fig. 3 to illuminate comparative

MSE performance of Nyquist rate in [6] can be obtained for relative high CNR,

where M = 819, i.e., M∕N ≈ 0.8. That is, compared to Nyquist rate in [6], we can

obtain comparative MSE with 20% samples are discarded when 𝜌 > −6 dB.

5 Conclusion

In this paper, a preliminary study for CFO estimation based on compressed sensing

has been exhibited. For conventional ML-based CFO estimation, we have confirmed

that the CFO estimation metrics are compressible. An MCB–CoSaMP algorithm is

proposed to reconstruct the metrics of coarse CFO estimation from the compressed
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samples. According to the coarse estimation, the equivalent likelihood function

is interpolated to implement the fine CFO estimation. Compared to the classical

CoSaMP algorithm, the analysis and simulation results have shown that the better

MSE performance can be obtained when the proposed MCB–CoSaMP is employed

for coarse CFO estimation.
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A Stackelberg Game Spectrum Sharing
Scheme in Cognitive Radio-Based
Heterogeneous Wireless Sensor Networks

Songlin Sun, Na Chen, Junshi Xiao and Tao Tian

Abstract In this paper, we focus on spectrum sharing in heterogeneous wireless

sensor networks (HWSNs) and consider Stackelberg game exploiting the cognitive

radio (CR) technology to utilize those resources. In the game, the licensed net-

work controls and prices the improvable spectrum that the wireless sensor networks

(WSNs) relay: can purchase and use to serve the attached sensor nodes as well as

offload some nodes in licensed network. When on spectrum trading, actor nodes

and sensor nodes would try to maximize their data rates, gaining, and expenditures.

During the process of the game, the interference coordination functions of the het-

erogeneous sensor network and CR technology are employed so that the difference

of spectrum allocation can be completely used. According to simulation result, we

evaluate the impact on throughput performance after implementing proposed game

strategy in HWSNs. And we prove that the proposed method can observably improve

the capacity of victim licensed nodes with slightly decreasing network’s throughput.

1 Introduction

Wireless sensor network (WSN) is one of the most striking technologies in moni-

toring and supervising. It is a self-organizing ad hoc network consisted of a great

quantity of sensor nodes [1]. Generally, large scale of WSN applications would like

to exploit the unlicensed spectrum bands. The rare and scant unlicensed radio spec-

trum are contended by a mass of wireless applications and there are less and less
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unlicensed bands as the quantity of wireless communication devices sharply

increases because more and more people choose mobile devices, etc. Therefore, the

interference and coexistence issues of wireless systems restrict the development of

WSN [2].

As a way to solve the problem of spectrum resources’ shortage, we adopt the

dynamic spectrum access (DSA) technology, i.e., CR system to obtain a better result

of WSN communications efficiency. In this paper, we will propose a game theory-

based spectrum sharing algorithm exploiting CR technology for WSN [3].

We formulate a Stackelberg game [4] spectrum sharing scheme where licensed

user can price the shared frequency band and if the cognitive radio sensor network

(CRSN) nodes would like to use the band they will have to purchase it. However, the

base station sets up the original spectrum hole ratio and according to it, the actor node

can decide whether to purchase the bandwidth and the number of licensed nodes to

offload. As the result of the dynamic game, we can achieve the balance with the most

suitable parameters.

The rest of this paper is organized as follows. System model is described in Sect. 2.

In Sect. 3, the spectrum sharing problem is solved by the use of Stackelberg game

strategy. In Sect. 4, numerical results are shown with evaluation the performance of

the proposed scheme. The final conclusions are drawn in Sect. 5.

2 System Model

In this work, we adopt a heterogeneous and hierarchical CRSN architecture [5].

In this architecture, we introduced special nodes which are provided with more or

renewable power sources such as actor nodes. They may perform additional tasks

like local spectrum bargaining. What is more, because of longer transmission ranges,

these nodes can also act as relay nodes [6].

Suppose the heterogeneous CRSN totally has J co-channel actor nodes. The

set of base stations and actor nodes can be presented by j ∈ B = {0, 1,… , J},

where j = 0 indexing the BS and j ≥ 1 representing the ANs. Considering exter-

nal interference, the set of I external interference power nodes can be indicated by

i ∈ BI = {1, 2,… , I}. N0 and Nj, respectively, represents the number of users in

licensed network and the number of nodes in the j-th actor node. Moreover, each

actor node j is surrounded by Noffload
j licensed nodes in their coverage area.

The channel condition in our model is assumed to be block-fading and the additive

noises at licensed network and CRSN are independent circularly symmetric complex

Gaussian (CSCG) whose variance is 𝜎
2

and mean is zero.

According to above assumptions, the signal to interference plus noise ratio (SINR)

of the kth sensors of the network served by the j-th power node during the non-

spectrum hole period can be denoted by
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SINR(0)
j,k =

Pjhj,k
∑

s∈B∕j Pshs,k +
∑

i∈BI
P′

ih
′

i,k + 𝜎2
. (1)

Similarly, the SINR during the spectrum hole period is

SINR(1)
j,k =

Pjhj,k
∑

s∈B∕{0,j} Pshs,k +
∑

i∈BI
P′

ih
′

i,k + 𝜎2
. (2)

In these two expressions, Pj and P′

i , respectively, represent the transmitted power of

actor node j and external power node i. The path gain between sensor k and actor

node j is denoted by hj,k and h′

i,k indicate the path gain between sensor k and external

power node i. We also make the assumption that the actor nodes are sparsely located

in the licensed network and the interference between them is able to be ignored.

For an actor node, the minimum user data rate without offloading licensed users

can be calculated by

rj =
Fj(1 − 𝛾)

Nj
log(1 + SINR(0)

j,min), (3)

where 𝛾 and Fj, respectively, denote spectrum hole ratio and the relay j’s bandwidth,

and SINR(0)
j,min is the minimum SINR among Nj sensor served by actor node j in non-

spectrum hole period. Similarly, the j-th actor node’s minimum user data rate after

offloading the licensed users is denoted by

roffload
j =

Fj𝛾

Noffload
j

log(1 +
SINR(1)

j,min

𝛽j
), (4)

where 𝛽j is the offloading factor, SINR(1)
j,min is the minimum SINR can be obtained

among Nj in spectrum hole period. Note that Noffload
j = fj(𝛽j) is an increasing function

whose variable is 𝛽j, and In practice, we can obtain the fj(⋅) through analyzing long-

term statistic with particular distributions of users and actor nodes. Hence, a licensed

network’s minimum user data rate can be written by

rM = F(1 − 𝛾)
NM

log(1 + SINR(0)
0,min), (5)

where F is the base station’s total available bandwidth and SINR(0)
0,min represents the

minimum SINR among the NM nodes served by base station. NM = f0(𝛽1, 𝛽2,… , 𝛽J)
is a non-increasing function whose variable is offloading factors. The relationship

between NM and Noffload
j satisfies NM +

∑J
j=0 Noffload

j = N0.
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3 The Proposed Algorithm

3.1 Utility Function and Stackelberg Game Formulation

For an random node, let r0 be the minimum data rate which is demanded by a node

and the licensed network r is the true minimum user data rate. Then as for a node,

which is belong to N attached nodes, U = N ln
(

r
r0

)
is its general utility function.

The actor node will try to use smallest cost to obtain maximum data rates in

CRSN, their utility function is Uj = CNj ln
(

rj

r0

)
− (1 − 𝛾)AFj, where C is a positive

constant, and the frequency band’s unit price is A. In order to optimize relay j, there

is

max
Fj

Uj st. 0 ≤ Fj ≤ F. (6)

For licensed network, the correspondent utility function is shown as follows:

UM =
∑

j≥1
(1 − 𝛾)AFj + C

⎛
⎜
⎜
⎝

NM ln
( rM

r0
)
+
∑

j≥1
Noffload

j ln
⎛
⎜
⎜
⎝

roffload
j

r0

⎞
⎟
⎟
⎠

⎞
⎟
⎟
⎠

. (7)

Hence,for licensed network, the optimization problem can be formulated as

max
𝛾,𝜷

UM

st. 0 ≤ 𝛾 ≤ 1
𝛽j ≥ 1, j = 1, 2,… , J, (8)

where 𝜷 =
(
𝛽1, 𝛽2, 𝛽3...𝛽F

)
.

3.2 Stackelberg Game Solution

The licensed network’s base station initializes parameters 𝛾 and 𝜷 randomly, after

solving the optimization problem given by (6), actor nodes will make a decision

about how much bandwidth should be purchased, in order to solve (8) for new 𝛾

and 𝜷, actor nodes will purchase some bandwidth, in this process, the base station

will perform a backward induction all the way and in the end the balance can be

obtained [7].

Consider Uj as function in Fj, the second derivative is formulated as
𝜕
2Uj

𝜕Fj
2 =

−NjC
Fj

2 < 0.
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Given 𝛾 , after solving the following formulation
𝜕Uj(Fj)
𝜕Fj

= NjC
Fj

− (1 − 𝛾)A, the

maximal Fj, shown as F∗
j , can be obtained.

And the solution is as follows:

F∗
j =

{
F 1 − NjC

AJ
≤ 𝛾 ≤ 1

NjC
A(1−𝛾)

0 ≤ 𝛾 < 1 − NjC
AJ

.
(9)

Generally, the actor node cannot occupied all the spectrum of the licensed net-

work, so the condition 𝛾 < 1 − NjC
AJ

will be feasible in most occasions. Therefore, to

simplify the problem, we assume that F∗
j (𝛾) be equal to

NjC
A(1−𝛾)

.

As for the backward induction, we can transform UM into the following form

given F∗
j (𝛾)

UM (𝛾, 𝜷) = C
∑

j≥1
Nj + Cf0(𝜷) ln

(
(1 − 𝛾)Q0(𝜷)

)

+ C
∑

j≥1
fj(𝛽j) ln

(
𝛾Qj

(
𝛽j
)

1 − 𝛾

)

, (10)

where

Q0(𝜷) =
F

f0(𝜷)r0
log

(
1 + SINR(0)

0,min

)

Qj
(
𝛽j
)
=

NjC
Afj(𝛽j)r0

log
⎛
⎜
⎜
⎝

1 +
SINR(1)

j,min

𝛽j

⎞
⎟
⎟
⎠

𝜷 =
(
𝛽1, 𝛽2, 𝛽3...𝛽F

)
. (11)

To solve the problem, 𝜷 need to be dependent. There are two cases, first 𝜷 is prede-

termined, second for each actor node 𝜷 is changed until finally achieving maximum

access data rate.

3.2.1 Predetermined Offloading Factor 𝜷

Observe that
∑

j≥1
Noffloading

j < NM , the second derivative of Eq. (10) on 𝛾 is given by

𝜕
2UM(𝛾)
𝜕2𝛾

= −NM

(1−𝛾)2
−
∑

j≥1

(
Noffload

j

𝛾2
−

Noffload
j

(1−𝛾)2

)

< 0.
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According to above equation, UM (𝛾) is concave in 𝜷. Thus, by solving
dUM (𝛾)

d𝛾
=

−NM
1−𝛾

+
∑

j≥1
Noffload

j

𝛾
+

∑

j≥1
Noffload

j

1−𝛾
= 0, we can obtain the optimal 𝛾

∗
which maximizes

UM (𝛾,𝜷). Hence, 𝛾
∗ =

∑

j≥1
Noffload

j

NM
.

And then we consider the condition [8] that the nodes in the licensed network will

attach to the base station which can provide the maximal date rate without consider-

ing the node’s utility, and this standard is viewed as the Max-rate access principle.

According to this principle, offloading factor 𝛽j is used to satisfy roffload
j = rM,j, j =

1, 2,… , J, where rM,j denotes the average data rate provided by the j-th actor node

in its coverage area.

4 Performance Evaluation

4.1 System Throughput

As shown in Fig. 1, we compare the throughput performance of the proposed Stack-

elberg scheme with the existed method without implementing CR technology and

the traditional static scheme. As the CR technology takes advantage of the spectrum

hole to improve victim licensed nodes’ throughput and our model does not consider

other nodes’ interest, the throughput achieved by the scheme we proposed is smaller

than that of the scheme without implementing CR technology. However, as we can

see, the degradation is not obvious, the improvement in victim licensed nodes’ access

rates is still meaningful.
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4.2 Data Rate of Relay-Nodes

As compared in Fig. 2, thanks to the CR technique that relays can serve wholly for

the victim licensed nodes in spectrum hole period. By the game we proposed, actor

nodes are stimulated to purchase more bandwidth, as a result, more sensor nodes

are linked and the stronger interference is induced which can be handled in a great

extent by our algorithm. As a result, the proposed scheme is the best one over three

schemes with slight degradation of overall throughput.

4.3 Data Rate of Edge Nodes

The data rate performance of nodes near the boundary of CRSN cells versus the

spectrum price is shown in Fig. 3, where the offloading factor is determined by the

two cases discussed in Sect. 3.2.
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For the case where offloading factor is determined before, when the spectrum

price goes to high, the victim nodes’ data rates cannot be ensured, since the actor

node needs to make the spending on spectrum purchasing and the income of user

offloading in balance for licensed network and if price rises, they would like to reduce

offloading. However, using max-rate access principle, all nodes can work in the same

rate, because when spectrum price rises, the actor node can shrink the offloading

factor and let some victim nodes resort to the licensed network for more same service.

5 Conclusions

In this paper, we proposed a spectrum sharing scheme between licensed network and

actor nodes in HWSNs which is based on the Stackelberg game and employment of

CR techniques.

Due to the Stackelberg game, the licensed network and actor nodes can dispose the

frequency deployment issue dynamically and smartly, and the underlying HWSN can

work in a self-organized fashion. The features brought by CR technique are the cru-

cial factors that enable the game. From simulation results, we learn that the frequency

resource can be deployed efficiently between licensed network and actor nodes as the

change of nodes density. Thanks to the adjustment in actor nodes’ offloading action

in the light of the change in spectrum hole proportion and offloading factor, the vic-

tim nodes and edge nodes’ date rate can be ensured, though with a slight reduction

in overall network throughput.
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Abstract The traditional graph coloring spectrum allocation algorithm takes into

account the efficiency in the different spectrum, but in one allocation period, it can

only be assigned one spectrum to the corresponding user. Spectrum allocation algo-

rithm based on maximal independent set can assign a spectrum to multiple users

simultaneously and does not constitute interference. However, it does not consider

the efficiency in the different spectrum as well as the aggregated interference as it

allocates one spectrum to multiple users simultaneously. Based on this, we propose

an improved maximal weighted independent set-based graph coloring spectrum allo-

cation algorithm in cognitive radio networks. The algorithm allocates spectrum to the

nodes with maximal weighted independent set and fully considers the differences in

spectral efficiency and interference spectral differences. The simulation results vali-

dates the feasibility of the algorithm, and with the usage of power control technology,

it improves the spectrum utilization at the premise of ensuring the received signal to

interference plus noise ratio at each intended cognitive radio receivers.
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1 Introduction

In recent years, with the rapid development of wireless communication technology,

there occurs a sharp increase in the number of wireless users, and the available spec-

trum resources become increasingly scarce. A study from US concluded that the

existing spectrum management and allocation strategy is one of the important rea-

sons for the shortage of spectrum resources [1]. A research from the National Radio

Network Test Bed project [2] is a measurement report shows that at the bands below

3GHz, the average spectral efficiency is only 5.2 %. So the spectrum sharing technol-

ogy, which can realize the recycling in the nonrenewable resources, received wide-

spread attention in recent years.

The cognitive radio effectively solves the existing problem of the low utiliza-

tion of spectrum resources. Dr. Joseph Mitola proposed cognitive radio based on the

concept of software defined radio in 1999, who pointed out that cognitive radio “is

an intelligent wireless communication technology, and analyzes, understands and

makes judgment to the environmental information through continuously sensing the

surrounding wireless communication environment, then adjusts its operating fre-

quency, coding method, transmission power and other parameters to adapt to the

changes in wireless communication environment. ” The main function of the cog-

nitive radio is sensing the surrounding environment, and then dynamically allocate

spectrum resources to the secondary users (brief in SU) while not interfere with the

primary users (brief in PU). Spectrum allocation in cognitive radio networks consid-

ers the number of cognitive users and different communication needs and allocates

resources to one or more cognitive users in the network according to a certain spec-

trum allocation algorithm so as to attain the optimal system performance.

Current works on cognitive radio spectrum allocation model can be loosely cate-

gorized into four classes: interference temperature model, game theory model, auc-

tion bidding model, and graph coloring models. In this paper we use graph coloring

models. In cognitive radio networks, the available spectrum varies as cognitive user

differs in locations, which is equivalent to “the number of colors” in graph theory.

Similarly, the interference between cognitive users can be equivalent to the “edge.”

So by this way, we can use the graph coloring theory to analyze and study the spec-

trum allocation issue in cognitive radio. Works on spectrum allocation in cognitive

radio networks with opportunistic spectrum access include [3–6]. In the literature

[3], the list-coloring algorithms are proposed based on the graph coloring model.

Among this, the list-coloring greedy algorithm’s goal is to get the maximum num-

ber of allocated spectrum under the existing interference constraints. The degree of

the connection of node is an important consideration when it allocates spectrums,

which can lead to poor fairness among users, because in general, nodes that with less

connection degree tend to get more resources. In contrast, nodes with more degree

may be assigned to less channels or even no channels to be assigned. In addition,

it does not take into account the differences in spectrum efficiency and the spec-

tral interference differences. Based on this, Peng and Zheng proposed a color sensi-

tive graph coloring algorithm, referred CSGC algorithm [4]. CSGC algorithm is a
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heuristic algorithm tends to select a most valuable vertex that corresponds to a color.

However, the main drawback lies in that the operation will form a nonlinear increase

with the increase in the number of users and the number of spectrum. The optimal

coloring problem is a NP-Hard problem. Therefore, it can hardly adapt to the fast

time-varying environment in cognitive radio.

The paper [5] proposed a spectrum allocation algorithm based on maximal inde-

pendent set. In order to reduce the distribution of cycles and the convergence time,

they use maximal independent set method in graph theory to solve the problem,

in this way, more users will be allocated spectrum in a distribution period as they

divide a graph into several independent set groups. Neither does it consider the dif-

ferences in spectrum efficiency nor the spectral interference differences as well as

the aggregated interference constrains as it allocate channels to more users simulta-

neously. Combination of the above, this paper proposes a maximal weighted inde-

pendent set-based graph coloring spectrum allocation algorithm in cognitive radio,

which reduces the distribution cycles and ensures the feasibility of transmission and

improves the utilization rate of the spectrum.

The rest of the paper is organized as follows: in Sect. 2, we introduce the system

model and related restraint. The proposed algorithm and the simulation are intro-

duced in Sects. 3 and 4. Finally, the conclusions are presented in Sect. 5.

2 System Model and Related Restraint

The interference graph is established according to the physical model [6], which is

based on the encoding and decoding mechanisms at the physical layer in the actual

communication system. In the physical model, if and only if the signal to interfer-

ence plus noise ratio at each receiver reaches a certain threshold, the transmission

is successful. It can accurately express the behavior of the physical layer, and this

interference model is also believed to be accurate in that it has corresponding coding

schemes in the actual communication system.

2.1 Establish the Interference Graph

In this paper, G(V, E) represent the interference graph, V is the set of vertex in graph

and each vertex represents a transmission link in the network. E is the set of edge

in graph G. Here if two adjacent vertex have an edge between them, it means that

there exists interference between the two transmission links when they use the same

spectrum.

Independent sets are sets of mutually non-adjacent nodes of a graph, if added

to any vertex, it is no longer an independent set, we call it maximal independent

set [7]. Maximal weighted independent set may be any one in all the independent

sets, this is related to the weight of each vertex. Hence, first we must obtain all the
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independent set, and then find out the maximal weighted independent set by calcu-

lating the weighted value at each vertex. We obtain the independent set of a graph by

first obtaining the minimum vertex cover, and then with the relationship between the

minimum vertex cover and the maximal independent set, we find out the maximal

independent set of a graph. Cover set h represents a subset of vertex in G and each

side has at least one endpoint belongs to K, then K is called a cover set. If any vertex

removed from K and it is no longer a cover set, we call it minimum vertex cover.

The calculation of the minimum vertex cover: the Boolean expression, B =∏n
i=1(vi +

∏
u∈N(vi)u), n is the total vertex in graph G, N(vi) represents the neighbor

vertex. According to the complementary relationship between the maximal indepen-

dent set and the minimal cover set, we can get the maximal independent set.

We construct the interference graph with the principle in literature [6], and let us

assume that the transmissions i1 → j1 and i2 → j2 are the only transmissions in the

network. Then simultaneous transmission is a transmission scenario if and only if

𝛾
2∕𝛼

<
d(i1, j2)d(i2, j1)
d(i1, j1)d(i2, j2)

(1)

This is a necessary condition but not a sufficient and necessary condition.

2.2 Related Restraint

We assume that the cognitive radio network is based on interference prohibited spec-

trum sharing model, and each spectrum is strictly orthogonal, so we do not need

to consider the interference to the primary user, only need to consider the aggre-

gated interference when simultaneous transmission happens in a same spectrum.

Assume there are k simultaneous transmission links that requesting a spectrum, we

note that X = {i1 → j1, i2 → j2,… ik → jk}, by judging a successful transmission at

the receiver, we assign a spectrum to the link in → jn, n ∈ {1, 2,… n}. That is, at

each receiver, according to literature [6], the signal to interference plus noise ratio

at each receiver must satisfy following inequality

pn
d𝛼 (in,jn)

N0 +
∑k

r=1,r≠n
pr

d𝛼 (ir ,jn)

≥ 𝛾 (2)

Before moving on to present our spectrum allocation algorithm in Sect. 3, we must

consider the problem of assigning a particular spectrum simultaneously to a set of

transmissions toward k links, i.e., we must check the feasibility, and feasibility means

there exists a set of positive transmit power levels p = {p1, p2,… pk} such that all

signal to interference plus noise ratio constraints of the k links are met. Based on the

Perron–Frobenius theorem [8], transmission scenario X = {i1 → j1, i2 → j2,⋯ ik →
jk} is feasible if and only if
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p(I − F) ≥ u (3)

The above inequality has a positive component-wise solution p if and only if the

maximum eigenvalue of F is less than one. In that case, the Pareto-optimal transmit

power vector p∗ = (I − F)−1u is a nonnegative component wise, whereby

Frs =

{
0, r = s
𝛾
d𝛼(ir ,jr)
d𝛼 (is,jr)

, otherwise (4)

and

u = (𝛾N0d𝛼(i1, j1), 𝛾N0d𝛼(i2, j2),… , 𝛾N0d𝛼(ik, jk)T (5)

Here Pareto-optimal means that if p is a positive power vector that satisfies (3),

then p ≥ p∗ component-wise. Due to this fact, Pareto-optimal is a resource allo-

cation state, which expressed that in the case of does not make the distribution

result bad, never again have some kind of better way of distribution. Therefore,

any other power vector under which simultaneous transmissions of the same set

of transmission requests are received successfully at their intended receivers satis-

fies p′ ≥ p∗, component-wise. As a result, assuming pmax < ∞, transmission sce-

nario X = {i1 → j1, i2 → j2,… ik → jk} is feasible if and only if 0 < pi∗ < pmax,
i = {1, 2,… , k}, where p1, p2,… , pk represents the transmission power of the each

requesting links, d represents the distance, N0 represents the noise power, 𝛾 repre-

sents the signal to interference plus noise ratio threshold at each receiver, 𝛼 represents

attenuation factor, I represents identity matrix.

3 The Proposed Algorithm

The available matrix: L = {ln,m ∣ n,m ∈ (0, 1)}N×M , indicates the availability of spec-

trum, where N represents the transmission link, M represents the number of spectrum

in the network. ln,m = 1 represents link in → jn can use spectrum m , otherwise not.

The interference matrix: C = {cn,k ∣ n, k ∈ (0, 1)}N×N , indicates the interference

relationship between two vertexes in the network. cn,k = 1 means there exists inter-

ference between two links when they use the same channel. cn,k = 1 means they have

no impact on each other when selecting the spectrum. The interference matrix is a

symmetric matrix.

The beneficial matrix:B = {bn,m}N×M , bn,m represents the benefits when spectrum

M occupied by the cognitive user n.

The allocation matrix: A = {an,m ∣ n,m ∈ (0, 1)}N×M , represents the spectrum

M allocated to the link in → jn, Otherwise, the value refers to 0. When Cn,k = 1,

an,m⋅ak,m = 0, ∀1 ≤ n, k ≤ N, 1 ≤ m ≤ M.
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In our proposed algorithm, first we must find out a list of the available links under

each spectrum in accordance with the available matrix and then we construct the

interference graph and find out the maximal independent set. Unlike in the past,

it added to consider the efficiency in the different spectrum as well as the inte-

grated interference when it allocate one spectrum to multiple users simultaneously

and power control techniques was used to determine the allocation feasibility. The

weights for the each node can be expressed as

Wi =
bi,m

∑M−1
j=0 ai,jbi,j

, i ∈ Vm (6)

Here VM represents a subgraph. In each subgraph, we find out all the indepen-

dent sets, calculate the weights for each node and select the maximum one to be

input parameters to determine the feasibility, in this way, we fully consider the accu-

mulated weight, and take this as a priority when selecting the links; if feasible, the

spectrum will be assigned to the maximal weighted independent set that includes

one or more nodes. When assigned with spectrum, the assigned users would exit

from the allocation process, that is, we must update the available matrix, the alloca-

tion matrix and then proceed to the next allocation process. In this way, the assigned

links will not participate in the distribution of the next allocation period. Further, by

adding the power control technology in the allocation process, the comprehensive

interference was reduced. Until all users get allocated, we accomplish our allocation

process.

Figure 1 shows the allocation process. The performance of total system reward

and fairness among users were defined as follows: Total system reward can be

expressed as

U =
N−1∑

n=0

M−1∑

m=0
an,m ⋅ bn,m (7)

Fairness of distribution can be expressed as

Ffair = {
N∏

n=1
(
M∑

m=1
an,m ⋅ bn,m + 10−4)}

1
N (8)

We modify the definition of the total system reward to facilitate the simulations.

We use mean reward, i.e., we use formula (9), instead of sum reward in formula (7),

the expression is as follows:

Umean =
1
N

N−1∑

n=0

M−1∑

m=0
an,m ⋅ bn,m (9)
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Fig. 1 The flowchart of the

allocation process

Table 1 Simulation parameters

Parameters Value Parameters Value

Attenuation factor 𝛼 4 The SINR threshold 15 dB

Available spectrum M 10 Beneficial reward 7–14

Requesting links 10–30 Available matrix Random 0/1

Noise power −10 dBm Maximum transmit power 20 mw

4 Simulation

Here we analyze and verify the performance of the proposed algorithm. The sim-

ulation parameters are shown in Table 1. The performance of fairness and the total

system reward are compared between the proposed algorithms and the CSGC algo-

rithms.
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Fig. 2 Comparison of the two algorithm. a Comparison of the system reward. b Comparison of

the fairness

It can be seen from Fig. 2a, as the number of users increases, the system reward of

the proposed algorithm performs much better than the CSGC–CMSB algorithm. So

the proposed algorithm is considered to be inferior to CSGC algorithm in the system

reward.

Figure 2b shows that along with increased number of users, the fairness of the

proposed algorithm also performs better than the CSGC–CMPF algorithm. This is

because, in the allocation process, the proposed algorithm fully considers the fairness

among users in its distribution period.

5 Conclusion

In this paper, a spectrum allocation algorithm in cognitive wireless networks was

proposed based on the maximal weighted independent set. Simulation results show

that compared with traditional CSGC algorithm, the proposed algorithm improved

greatly in the total reward and fairness among users. Besides added with the power

control technology, the feasibility of communication is also ensured.
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Hybrid Full-/Half-Duplex Relaying
in Cognitive Networks

Zhi Lin, Yueming Cai, Weiwei Yang and Wendong Yang

Abstract In cognitive radio full-duplex (FD) relay networks, self-interference
(SI) generated from the relay and harmful interference from secondary user (SU) on
primary user (PU) would jointly deteriorate the system performance. In this paper,
we analyze the physical layer security issue of a cognitive relay network. Specially,
a SU source transmits message to a SU receiver through multi-antenna relay under
the interference constraints on PU. In practical, FD and half-duplex (HD) model
have its own advantages. Thus, we employ the hybrid protocols that switch
adaptively between FD and HD relaying models. The motivation for hybrid
adaptive protocols selection comes from trade-off of spectral efficiency and SI
suppression: The HD model avoids inherently the SI at the cost of halving the data
rate while FD model is spectral efficiency that achieve full data rate, but it suffers
from severe SI. We propose a combination of hybrid protocols selection and secure
on–off transmission to enhance the system performance. Simulation results
demonstrate that our hybrid strategy with secure on–off transmission outperforms
the system design that utilizes either relay mode.

Keywords Physical layer security ⋅ Full-duplex ⋅ Cognitive networks ⋅
Self-interference

1 Introduction

Recently, cognitive radio technology has become a hot research issue, as it can figure
out spectrum scarcity problem by allowing unlicensed user to share the same spec-
trum with licensed user [1–4]. To achieve it, cognitive radio technology usually
adopts underlay, overlay or interweave approaches [5]. For the underlay approach, the
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secondary user (SU) is permitted to utilize the same spectrum with the primary user
(PU) as long as the interference is below a certain threshold that the PU can tolerate.

Owing to the broadcast nature of wireless channels which makes communication
inherently accessible, security becomes one of the most important issues in wireless
communications. Unlike conventional cryptographic system, physical layer security
(PLS) technology exploits the randomness of wireless channels to achieve secure
transmission. Since cooperative relay communication system usually employs
half-duplex (HD) protocol, it will cause 50% lose in spectral efficiency (SE) while
two time slots are intended to transmit same data packet. Therefore, full-duplex
(FD) model has attracted extensive attention, which transmits and receives signals
in the entire bandwidth [6]. A range of theoretical researches have showed
advantages of FD model over HD model in terms of either having increased
throughput and decreased outage probability [7]. However, even after cancelation
technology, FD relay networks would still be suppressed by the large power dif-
ference between the FD received antennas and low-power received signals from a
remote destination. Some works also indicate that FD model may not always
outperform HD model, while hybrid scheme that switches adaptively between FD
and HD models can be employed to effectively suppress the self-interference
(SI) and achieve better secrecy performance [8].

To sum up, the researches above only investigate the secrecy performance in
either FD or cognitive system, and little works have been done for cognitive FD
relay networks. Moreover, hybrid FD/HD strategy is not widely considered in relay
networks. In this paper, we investigate the secrecy performance of hybrid FD/HD
relay network, in which hybrid strategy is employed to suppress SI and secure
on–off transmission is adopted to control the interference from SU on PU under a
certain threshold.

Notation Bold uppercase and lowercase letters denote matrices and vectors,
respectively. Ef∙g denotes the expectation operator.

2 System Model

In this paper, we consider a communication scenario in cognitive relay network.
The system shown in Fig. 1 consists of a SU source node S, a relay node R, a SU
legitimate receiver D and N primary users (PU) Pn n∈ 1, . . . ,Nf g, in which all
nodes are equipped with single antenna. In particular, we assume the direct path
between S and D is very weak, but the direct channel still exists. To extend
coverage, system employ relay to enhance performance. hSD, hSR, hRD, hSPn , hRPn

and hRR denote the channel coefficients of S-D, S-R, R-D, S-Pn, R-Pn and
self-interference links respectively, and these channels are Rayleigh random vari-
ables with parameter λ. We assume all the channels involved are considered to
remain constant during one operation period. The normalized transmit power at the
source and relay are subjected to individual power constraints PS ≤ 1 and PR ≤ 1.

274 Z. Lin et al.



2.1 Full-Duplex Model

The relay would receive and forward signals simultaneously in FD model, which
enhance the spectral efficiency. However, the communication is degraded by SI
from relay transmission to relay reception.

At time slot t, source S sends private message xðtÞðE xðtÞj j2
n o

=1Þ, R receives

rðtÞ and transmit signal uðtÞ. Thus the received signals at relay, SU destination and
primary users Pn can be expressed as

rðtÞ= ffiffiffiffiffi
PS

p
hSRðtÞxðtÞ+

ffiffiffiffiffiffi
PR

p
hRRðtÞuðtÞ+ nRðtÞ

yDðtÞ=
ffiffiffiffiffi
PS

p
hSDðtÞxðtÞ+

ffiffiffiffiffiffi
PR

p
hRDðtÞuðtÞ+ nDðtÞ

yPnðtÞ=
ffiffiffiffiffi
PS

p
hSPnðtÞxðtÞ+

ffiffiffiffiffiffi
PR

p
hRPnðtÞuðtÞ+ nPnðtÞ

ð1Þ

The power of white Gaussian noise at relay, D and Pn are subject to

E nRðtÞj j2
n o

=E nDðtÞj j2
n o

=E nPnðtÞj j2
n o

= σ2.

According to (1), the relay would utilize cancelation technology to eliminate the
part of

ffiffiffiffiffiffi
PR

p
hRRðtÞuðtÞ. Practically, complete suppression is impossible to achieve

because of imperfect channel estimation and signal processing. Then we analyze
uðtÞ in two different relay protocols.

With the AF protocol, the relay amplify received signals by factor β>0. We
normalize the factor βto guarantee the transmit power PR at the relay. The received

signal power at the relay is E rðtÞj j2
n o

=PS hSRj j2 +PR hRRj j2 + σ2. The amplifica-

tion factor in AF protocol is obtained as

S

SRh

nRPhR

D

Source

Destination

Primary User

Relay

RDh
RRh

2P

1P

NP

SDh

Fig. 1 Hybrid relay model
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β=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

PS hSRj j2 +PR hRRj j2 + σ2

s
ð2Þ

We find that the upper bound of the factor β<1 ̸
ffiffiffiffiffiffi
PR

p
hRRj j� �

makes sure the
stability of relay and avoids the oscillation. With DF protocol, the transmit signals
of relay can be written as

uðtÞ= βr t− 1ð Þ with AF,
x t− 1ð Þ with DF.

�
ð3Þ

In FD model, the SU destination decodes the signals uðtÞ from yDðtÞ and treats
the weak direct signals xðtÞ as interference.

2.2 Half-Duplex Model

Traditionally, the HD relay communication is usually divided into two time slots.
Source transmits signals x 2tð Þ at even time slot, relay receives signals r 2tð Þ at even
time slot and transmits signals u 2t+1ð Þ at odd time slot. Thereby, the received
signals at relay, SU receiver and PU Pn can be expressed as

rð2tÞ= ffiffiffiffiffi
PS

p
hSRð2tÞxð2tÞ+ nRð2tÞ ð4Þ

yDð2tÞ=
ffiffiffiffiffi
PS

p
hSDð2tÞxð2tÞ+ nDð2tÞ

yDð2t+1Þ= ffiffiffiffiffiffi
PR

p
hRDð2t+1Þxð2t+1Þ+ nDð2t+1Þ ð5Þ

yPnð2tÞ=
ffiffiffiffiffi
PS

p
hSPnð2tÞxð2tÞ+ nPnð2tÞ

yPnð2t+1Þ= ffiffiffiffiffiffi
PR

p
hSRð2t+1Þuð2t+1Þ+ nPnð2t+1Þ ð6Þ

The signal processing in HD model is similar with (2) and (3), except that the
loop interference is neglected.

3 Performance Analysis

In our hybrid relaying cognitive networks, to eliminate the interference from SU on
PU, we should define an interference constraint to protect the PU communication.
In particular, we consider the on–off transmission: SU decides whether or not to
transmit signals according to the instantaneous interference on N PU. Transmission
would take place while the interference INPn is smaller than a certain threshold Γ.
Using this on–off transmission scheme is necessary for improving energy efficiency
and protecting PU communication.
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3.1 Secure on–off Transmission

Since hij are Rayleigh random variables and hij
�� ��2 are exponential variables with

parameter λ. The PDF and CDF of hij
�� ��2 can be written as fXðxÞ= λe− λx and

FX xð Þ=1− e− λx. The instantaneous interference is expressed as

INPn =PS hSPnj j2 +PR hRPnj j2 + σ2 ð7Þ

Under the assumption of high SNR region and PS =PR =P, we define
Y = hSPnj j2 + hRPnj j2, the PDF of the variable Yis written as

fYðyÞ= λ2ye− λy ð8Þ

Then we define a new variable that the variable Y multiple by constant P,
G=PY , the PDF and CDF of G are obtained as

fGðgÞ= λ2

P2 ge
− λg P̸ð Þ

FGðgÞ=1− e− λg P̸ð Þ λg
P

+1
� � ð9Þ

From (7) and (8), the probability that interference on a certain PU is below the
threshold can be expressed as

PrðINPn ≤ΓÞ=1− e − λ P̸ð ÞΓ λ

P
Γ+1

� �
ð10Þ

Note that there are N different primary users, using order statistics, we can obtain
the following probability

Pr max
n=1, ...,N

INPnf g≤Γ
� �

= 1− e − λ P̸ð ÞΓ λ

P
Γ+1

� �	 
N
ð11Þ

Then we will consider the secrecy rate of different protocols. First, we define the

channel SNR as γij = hij
�� ��2 σ̸2. In FD model, the received signal power at desti-

nation D is expressed as E yD tð Þj j2
n o

=PS hSDj j2 +PR hRDj j2 + σ2. The

signal-to-interference and noise ratio (SINR) at relay and SU destination are given
as

γR =
PSγSR

PRγRR +1
=

γSR
γRR +1

and γD =
PRγRD

PSγSD +1
=

γRD
γSD +1

ð12Þ
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We can obtain the received SNR of AF and DF protocols in FD model as

γFD =
γRγD

γR + γD +1 withAF,
min γR, γDf g withDF.

�
ð13Þ

And we assume the FD model uses the maximum power at source and relay
(PS =PR =1). In HD model, since the source and relay transmit double time
compared with FD model, HD model should double power budget ðPS =PR =2Þ to
equalize the average power in the two models.

In HD model, the destination receive two independent signals at two time slots,
we assume the destination apply maximum ratio combination (MRC). The received
SNR in HD model with MRC can be written as

γHD = = 2γSD + 4γSRγRD
2γSR +2γRD +1 with AF,

min 2γSR, 2γSD +2γRDf g withDF.

�
ð14Þ

We define γĤD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ γHD

p
− 1 to represent the equivalent SNR of transformed

expression of HD model, because it can make expressions similar in two modes.
The secrecy rates of FD and HD models are given by

CFD = log2 1+ γFDð Þ Pr max
n=1, ...,N

INPnf g≤ΓjP=1
� �

CHD =
1
2
log2 1 + γHDð Þ Pr max

n=1, ...,N
INPnf g≤ΓjP=2

� �

= log2 1+ γĤDð Þ Pr max
n=1, ...,N

INPnf g≤ΓjP=2
� �

ð15Þ

3.2 Hybrid Relaying Strategy

In this section, we propose a hybrid strategy to utilize the advantages of two
models. Necessary condition for the FD model to outperform HD model is that the
loop interference received SNR γRR is below threshold ΓRR.

CFD ≥CHD if and only if γRR ≤ ΓRR ð16Þ

To optimize the performance, we apply hybrid relaying mode that switches to a
proper model according to the instantaneous CSI. The secrecy rate is given by

CHybrid = log2 1 +max γFD, γĤDf gð Þ ð17Þ

To further analyze the hybrid strategy, we would obtain the optimal switching
boundary ΓRR between models.
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As demonstrated below, the SI channel SNR γRR is the key parameter for
switching between FD and HD models. According to (14), the HD model is pre-
ferred over the FD model if min γR, γDf g≤ γĤD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ γHD

p
− 1, otherwise, the FD

model outperforms HD model and the switching boundary ΓRR is obtained as

ΓRR =
γSR γD − γĤDð Þ
γ ̂HD γD +1ð Þ − 1 withAF,
γSR
γ ̂HD − 1 withDF.

(
ð18Þ

Proof First, we can find that if γD ≤ γĤD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ γHD

p
− 1, the secrecy rate of HD

model always outperforms FD model whatever switching boundary ΓRR is defined.
While γD > γĤD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ γHD

p
− 1, according to (17), we deduce the upper bound of

γRR to achieve CFD >CHD in AF and DF protocols. To demand (18), the upper
bound of γRR is the optimal switching boundary ΓRR.

4 Simulations

In this section, we present simulation and numerical results to illustrate the per-
formance analysis. For convenience, we assume threshold SNR of PU is Γ=3 dB,
and the noise power is σ2 = 1.

In Fig. 2, we present the secrecy rate comparison against SI channel SNR γRR
between our hybrid scheme with FD and HD models of different protocols. We let
γSD = γRR − 10 dB, γSR =3 dB and γRD =6 dB. We can find that hybrid scheme
outperforms FD and HD schemes because of hybrid strategy, which can enhance
security and suppress SI in relay networks. Furthermore, while the SI channel SNR

-10 -5 0 5
0

0.5

1

1.5

2

γ
RR

 (dB)

S
ec

re
cy

 R
at

e 
(b

it/
s/

H
z)

Hybrid-AF
FD-AF
HD-AF
Hybrid-DF
FD-DF
HD-DF

Fig. 2 Secrecy rate versus SI
channel SNR γRR with
different schemes

Hybrid Full-/Half-Duplex Relaying in Cognitive Networks 279



increases, the hybrid scheme guarantees higher secrecy rate, while the FD and HD
schemes decline quite seriously especially for large γRR.

Figure 3 presents the secrecy rate of different schemes versus R-D channel SNR
γRD, where we assume γSR = γRD − 5 dB, γSD =3 dB and γRR = − 2 dB. It is intu-
itively shown in Fig. 3 that hybrid scheme yields higher secrecy rate than FD and
HD schemes. While the secrecy rate threshold increases, the optimal protocols also
change. It also can be observed from Fig. 3 that the scheme with DF protocol would
perform better than the scheme with AF protocol in low SNR regions, while in high
SNR regions, the performance reverse.

5 Conclusions

In this paper, we analyze the performance of hybrid full-/half-duplex relaying
strategy in cognitive networks. To eliminate the self-interference of FD model and
enhance the spectral efficiency, we propose on–off transmission strategy and hybrid
strategy to utilize the advantages of FD and HD models. Specially, if interference of
source and relay on PU is beyond some threshold, the outage of transmission would
occur to protect the PU communication. Furthermore, we deduce the optimal
self-interference threshold to adaptively switch between FD and HD models on
different protocols. Simulation results demonstrate that the hybrid FD/HD relaying
is an attractive technique because of significant improvement of our scheme.
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Low-SNR Energy Detection Based
on Relevance in Power Density Spectrum

Xuemeng Wang, Tao Peng and Wenbo Wang

Abstract Energy detection is the most commonly used spectrum sensing method

in cognitive radio because of its simplicity and there is no need for priori informa-

tion. However, the performance of energy detection will seriously deteriorate under

low-SNR condition. Various improved methods have been proposed to solve this

problem, but at the expense of high complexity. This paper introduces an energy

detection method based on the relevance in power density spectrum. It uses an itera-

tive method to precisely estimate the noise power without any priori information and

makes use of the relevance between occupied frequency points to detect low-SNR

signals effectively. Simulation results show that the proposed method has better per-

formance and lower complexity than traditional methods.

1 Introduction

Rapid development of wireless communications results in a large demand for radio

spectrum resources. But fixed spectrum allocation policy causes a horrible waste of

it [1]. Cognitive radio technology uses a more flexible way called dynamic spectrum

access to improve the spectrum utilization. Spectrum sensing, as a key technology

of cognitive radio, aims to find out the spectrum holes [2]. Without interference

to the primary user(PU), these spectrum holes can be used by the second users to

improve the utilizable ratio. There are three main spectrum sensing methods: energy

detection, cyclostationary feature detection, and matched filtering detection [3–5].
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Energy detection is widely used because it is simple and does not need any priori

information.

The performance of energy detection deteriorates seriously under low-SNR con-

dition, various improved algorithms have been proposed to solve this problem, but at

the expense of increased complexity or longer observation time. Paper [6] introduces

an improved energy detection method which outperforms the classic energy detec-

tion scheme. However, it needs a long observation time when detecting a low-SNR

signal. Algorithm proposed in paper [7] has good performance in low-SNR condi-

tions but has high complexity. In addition, they are both conducted on the premise

of a known noise power. Zixuan Lao has put forward a totally blind spectrum sens-

ing method which combines noise estimation with energy detection and the simu-

lation results show that it can obtain a good performance if the observation time

is longer than a certain value [8]. However, its performance will deteriorate as the

SNR declines like other energy detection methods. Traditional algorithms neglect

the relevance between adjacent frequency points in power density spectrum. The

bandwidth of a signal is always wider than the frequency resolution so the powers of

occupied frequency points are continuously greater than the noise power, but noise

has no relevance between adjacent frequency points so the powers of unoccupied

frequency points will float around the noise power. We can use this difference to

detect low-SNR signals if we know the noise power.

In this paper, we propose a new iterative algorithm combining noise estimation

and relevance-based energy detection. It does not need any priori information includ-

ing the noise power and has low complexity. What is more, it has good performance

under low-SNR condition. The simulation results show that it works well even when

the SNR of signal is smaller than −5 dB.

The rest part of the paper is organized as follow. Section 2 introduces the system

model, including signal generating and the calculation of test statistic. The relevance-

based energy detection algorithm will be proposed in Sect. 3. In Sect. 4, we present

the simulation parameters and detection results to demonstrate the superiority of the

proposed algorithm. The conclusion and future work are shown in Sect. 5.

2 System Model

We study the energy detection methods on signals within a wide band, the signals

have multiple bandwidths and powers. Sample the time signal with frequency fs
greater than the Nyquist frequency. Denote N as the number of sampling points each

time and Nt as the time span of observation which means sampling is repeated Nt
times to get the average power of each frequency point.

Assume that the cognitive system has no priori information about signals. We

can only judge the presence of PU by detecting the average power of each frequency

point and there are only two different results: occupied and unoccupied in that the

energy detection can be reduced to a binary hypothesis-testing model. H0 denotes

the frequency point which is unoccupied and H1 denotes those being occupied.
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Denote 𝜎
𝜔

2
as the power of the additive white Gaussian noise, 𝜎s

2
as signal power,

𝛾 = 𝜎s
2∕𝜎

𝜔

2
as the signal-to-noise ratio (SNR), and Yk(k = 1, 2,… ,N) as the result

of FFT to sampling points each time. The test statistic is given by

Tk = (1∕Nt)
∑

Nt

|
|Yk||

2
(1)

T stands for the average power of frequency points and roughly follows the normal

distribution based on the central-limit theorem [9].

H0 ∶ T ∼ Normal(𝜎
𝜔

2
, 𝜎

𝜔

4∕Nt)
H1 ∶ T ∼ Normal(𝜎

𝜔

2 + 𝜎s
2
, (𝜎

𝜔

2 + 𝜎s
2)2∕Nt)

(2)

If we choose Vth as the energy detection threshold, the probability of false alarm

is Pf = P
{
T > Vth

|
|H0

}
, the detection rate is Pd = P

{
T > Vth

|
|H1

}
, and Pe =

Pf P(H0) + (1 − Pd)P(H1) is the error rate. They are commonly used parameters to

measure the performance of an energy detection method.

3 The Proposed Relevance-Based Energy Detection
Algorithm

We can use the relevance between adjacent frequency points in power density spec-

trum to detect signals with relatively high SNR and low SNR. But relevance-based

method has higher complexity than traditional methods, a two-stage method can be

used to solve this. We can use a traditional algorithm to detect signals with relatively

high SNR first and estimate the noise power at the same time. After that relevance-

based method will be applied to detect signals which cannot be detected by traditional

methods.

3.1 The First Stage Energy Detection

There are two most commonly used energy detection criteria, constant false alarm

rate (CFAR) and constant detection rate (CDR). Denote Vth,CFAR as threshold calcu-

lated by CFAR criteria, Vth,CDR as threshold calculated by CDR criteria and they are

given below. Pf in (3) is the target false alarm rate and Pd in (4) is the target detection

rate, 𝛾 in (4) is the minimum detectable SNR, Q(⋅) is the complementary distribution

function of the standard Gaussian.

Vth,CFAR =
Q−1(Pf )𝜎𝜔2

√
Nt

+ 𝜎
𝜔

2
(3)
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Vth,CDR =
Q−1(Pd)𝜎𝜔2(1 + 𝛾)

√
Nt

+ 𝜎
𝜔

2(1 + 𝛾) (4)

The performances of CDR and CFAR do not differ much, but CDR has one more

target value 𝛾 and different values will bring about different performances. In order

to decrease the uncertainty brought by target value, we choose CFAR as the first

energy detection method. Because there is no priori information about signals, we

use the totally blind spectrum sensing method mentioned above to calculate the first

threshold and estimate the noise power. First, we set an initial thresholdVth,1 to detect

the frequency points and estimate the noise power according to the detection result;

and then we use the estimated noise power to get a new threshold Vth,2 and detect the

frequency points again. Repeat the process until the difference between two contigu-

ous thresholds is no longer greater than a presupposed value, ||Vth,1 − Vth,2
|
| < 𝜆Vth,2

(a smaller 𝜆 indicates a higher accuracy and more iterations). Then use the latest

threshold to detect the frequency points.

3.2 The Location of Undetected Signal

The powers of occupied frequency points are commonly greater than the unoccupied

ones. But the opposite situation could happen because of the existence of variance

especially under low-SNR condition. In addition, in the first energy detection, fre-

quency points whose powers are not greater than the threshold are detected to be

unoccupied. So after the first detection, there must be many points whose powers

close to Vth detected to be unoccupied. How to find the location of an undetected

signal becomes a problem.

The principle of a moving average window is to take the average of variables

within the window as the midpoint’s value in the new sequence, so it can work as a

low-pass filter. Denote seq1 as the sequence of points first detected to be noise. We

can use a moving average window on seq1 and then get a new sequence, name it as

seq2. The variance of seq2 is much smaller than seq1. So if there exists an undetected

signal, the variables around the location of the signal are supposed to be greater than

others, which makes signal easier to be distinguished from noise. Denote Sw as the

size of moving average window, variables in seq2 as Tseq2 . We can get the probability

distribution function of Tseq2 according to the central limit theorem.

H0 ∶ Tseq2 ∼ Normal(𝜎
𝜔

2
, 𝜎

𝜔

4∕(SwNt))
H1 ∶ Tseq2 ∼ Normal((1 + 𝛾)𝜎

𝜔

2
, (1 + 𝛾)2𝜎

𝜔

4∕(SwNt))
(5)

Denote loc as the location of the max value in seq2, normally loc is the most prob-

able location of an undetected signal if it does exist. The moving average window

makes the borders between signal and noise more smoothed and harder to detect. So
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seq2 is only used to find the probable location of undetected signals. The following

relevance-based detection is conducted on the original sequence seq1.

3.3 Noise Estimation and Relevance-Based Detection

In seq1, as a single frequency point, the probability of an unoccupied one’s power

greater than 𝜎
𝜔

2
is 0.5. The probability of an occupied frequency point’s power

greater than 𝜎
𝜔

2
is proportional to Nt and 𝛾 . In formula (6), if we set Nt = 200,

𝛾 = −8 dB, then H1 ∶ P(T > 𝜎
𝜔

2) = 0.973. If the detection threshold is set to be

𝜎
𝜔

2
, almost a half of the unoccupied points will be false alarmed. But considering

the case of several consecutive unoccupied frequency points, the probability of most

of their powers greater than 𝜎
𝜔

2
is very small. Compared with unoccupied ones, the

probability will be much greater for several consecutive occupied frequency points,

just as formula (8) indicates. 𝛷(⋅) is the distribution function of standard Gaussian.

Figure 1 illustrates the situation described above.

H1 ∶ P(T > 𝜎
𝜔

2) = 𝛷( ((1+𝛾)𝜎𝜔
2−𝜎

𝜔
2)
√
Nt

(1+𝛾)𝜎
𝜔
2 ) = 𝛷( 𝛾

√
Nt

1+𝛾
)

= 0.973(Nt = 200, 𝛾 = −8 dB)
(6)

H0 ∶ P(T > 𝜎
𝜔

2) = 𝛷(0) = 0.5 (7)

Fig. 1 Occupied and unoccupied cases
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The probability of more than 90 % consecutive points’ power greater than 𝜎
𝜔

2
in

two different cases:

H0 ∶ C9
100.5

9(1 − 0.5) + C10
100.5

10 = 0.0107
H1 ∶ C9

100.973
9(1 − 0.973) + C10

100.973
10 = 0.9716

(8)

The occupied frequency points are very likely to be greater than 𝜎
𝜔

2
consecu-

tively because of the relevance between them, we can use this to distinguish signal

from noise. In seq1, search from the location loc to both sides. If there exists an

undetected signal, the powers of nearby undetected frequency points are almost all

greater than 𝜎
𝜔

2
, but there is still exceptions. So if a point’s power is lower than 𝜎

𝜔

2

in the search, we should analyze the adjacent frequency points to judge if it is an

exception. For example, if there are more than nine whose powers greater than 𝜎
𝜔

2

in the subsequent ten points, we can confirm them occupied and continue searching.

Else stop searching and update the detection results.

There is no priori information about the noise power 𝜎
𝜔

2
, so we use an iterative

algorithm to estimate it. First, we calculate the mean power of seq1 and denote it as

�̂�
2
𝜔

. Use �̂�
2
𝜔

to detect seq1 with method above. After that, we can get a new unoccupied

sequence seq1′ and estimated noise power �̂�
𝜔

2′
. If the difference between �̂�

2
𝜔

and �̂�
𝜔

2′

is greater than a presupposed value, detect seq1′ again as before. The cyclic process

will not finish until the difference between two contiguous estimated noise powers

is smaller than the presupposed value. Figure 2 shows the flow diagram of iterative

algorithm. 𝜌 is the iteration precision.

Fig. 2 The flow diagram of

iterative algorithm
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4 Simulation Results

In this section, the simulation results are listed to prove the performance improve-

ment of relevance-based energy detection method compared with traditional meth-

ods in paper [8]. Denote ICDR as the joint iterative algorithm of CDR energy detec-

tion and noise estimation in [8], ICFAR as the joint iterative algorithm of CFAR

energy detection and noise estimation, RBED as relevance-based algorithm pro-

posed in this paper.

Signals with different SNRs and bandwidths are simulated in a 50 M bandwidth

including a low-SNR CDMA signal. The bandwidth and SNR of CDMA are change-

able so we can observe their influence on detection performance, while other signals

have fixed bandwidth and SNR higher than 0 dB. The other parameters are as fol-

lows. Frequency resolution fr = 10 KHz, the number of frequency points N = 5000,

observation time Nt = 200, and the size of moving average window Sw = 10. We set

the target false alarm rate Pf = 0.005 in CFAR and target detection rate Pd = 0.95,

minimum detectable SNR 𝛾 = −5 dB in CDR because repeated simulations show

that they have best performances with these parameters.

First, we study the effect of noise on the detection performance. Keep the other

parameters fixed and change the SNR of CDMA from −10 to 0 dB. Figure 3 shows

the detection rate on CDMA. When SNR is smaller than −5 dB, the traditional meth-

ods have bad detection performances, but RBED still can detect the signal completely

even under −8 dB. When the SNR is smaller than −8 dB, the performance of RBED

will decline either, but is still much better than traditional methods.

RBED can increase the detection rate effectively as Fig. 3 shows. Normally, the

increase of detection rate will cause higher false alarm rate at the same time. But

we can see from Fig. 4 that RBED does not increase the false alarm rate. That is

because if there is no signal undetected, only a few frequency points will be judged

Fig. 3 The detection rate on the low-SNR signal
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Fig. 4 The false alarm rate

Fig. 5 The detection rate on the low-SNR signal

to be occupied and the estimated noise power almost has no change. The iteration

will be terminated soon so the false alarm rate will not increase.

The detection results listed above have already proved that RBED have better per-

formance under low-SNR condition. Next we will research whether the bandwidth

of CDMA affect the detection results by fixing the SNR of CDMA as −8 dB and the

iteration precision 𝜌 as 0.0001.

Figure 5 shows that the detection rates of traditional methods on the low-SNR

signal declined with increasing bandwidth. RBED has good performance when the

bandwidth is smaller than 30 MHz. The occupancy rate of low-SNR signal is pro-

portional to its bandwidth. If the occupancy rate is too high, there will be many

frequency points remain undetected in the first energy detection and the estimated
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noise power will be much higher than the real value. Setting the starting value of

noise power in the iteration process too high will result in inaccurate noise power

estimation which leads to poor detection performance. A feasible solution for that is

decreasing the iteration precision with the cost of more iteration times.

5 Conclusions

In this paper, a relevance-based energy detection method is proposed. It is easy to

implement and has low complexity. The simulation results prove that this method

has better performance compared with traditional energy detection methods because

it can effectively detect low-SNR signals. In addition, this method will not increase

the false alarm rate. But the performance of RBED will also be declined when the

SNR is lower than −8 dB or the occupancy rate of the low-SNR signal is too high.

Further study can be conducted in the future.
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A Comprehensive Framework to Evaluate
the Utilization of Spectrum Resource

Sun Jian and Jinnan Zhang

Abstract As the industries based on spectrum were developing rapidly in recent
decades, spectrum management is getting more complex and difficult. Aside for
technical factors, other aspects need to be considered. The report ITU-R SM.2012-2
took economic aspects into account. It is urgent to set up a new framework for
spectrum management. Evaluation on technology, economic and other field is
valuable for spectrum management in China. This paper builds a novel spectrum
management framework on the basis of big data. The objective of the model is to
evaluate the efficiency of the utilization of spectrum resource. The framework
classifies spectrum resource into two kinds commercial spectrum and
non-commercial spectrum. Each kind of spectrum can be evaluated by several
indices. The indices contain four dimensions: technology, micro economy, macro
economy and sustainability. The application result of this framework in Ningbo is
presented in this paper to illustrate its validity.

Keywords Spectrum resource ⋅ Spectrum management ⋅ Economics ⋅
Utilization efficiency

1 Introduction

Wireless services are developing at a speed beyond people’s expectation, especially
IMT technology, which has been updating from 2G–4G. While data traffic demand
is growing faster than network capacity grows. GSMA estimated that in 2020

S. Jian (✉) ⋅ J. Zhang
Institute of Information Photonics and Optical Communications,
Beijing University of Posts and Telecommunications, Beijing, China
e-mail: sjyanger@163.com

J. Zhang
e-mail: zhangjinnan@bupt.edu.cn

© Springer-Verlag Berlin Heidelberg 2016
Q. Liang et al. (eds.), Proceedings of the 2015 International Conference
on Communications, Signal Processing, and Systems, Lecture Notes
in Electrical Engineering 386, DOI 10.1007/978-3-662-49831-6_30

293



demand for IMT service spectrum would be 1600–1800 MHz [1]. As service based
on spectrum is becoming prosperous and its economic value begins to emerge, the
disadvantage of allocating spectrum by administrative measures is obvious:
administrative allocation measure considers more of regulations than utilization, the
value of spectrum is not carefully calculated nor fully realized [2].

Spectrum in China has been managed administratively for decades, along with
explosive developing of wireless services, which causes two serious problems in
spectrum industry, one is that spectrum utilization is not balanced, the other is that
spectrum business distribution is not reasonable. For example, 700 MHz frequency
band is far from busy while public mobile communication frequency band is almost
100 % occupied. To increase spectrum’s utilization efficiency, one way is to invent
technique like MIMO or DSA [3, 4], which can make fixed bandwidth carry more
data. The other way is to change spectrum management policy according to mar-
keting environment, eliminating low value industry to make room for high value
industry, like 700 M frequency band used to adopt analog technique, in recent
decades it has transformed to digital technique [5]. This paper focuses on market
solutions.

Market regimes play more important role in recent decades [6]. The existing
market approaches are varied, one approach is licensed approach and the other is
the open access model. There has been some debates about the merit of these two
extremes [7, 8], but the basis of the approaches and almost all effective spectrum
management regimes is about the evaluation of the spectrum utilization. No matter
deciding the auction bid or changing the use of some frequency bands, bidders, or
spectrum regulators need to know how the frequency is used and the value of it.
Evaluation of spectrum utilization is the foundation of spectrum market and
spectrum allocation.

Current spectrum utilization evaluation mostly focuses on technical parameters.
ITU-R SM.2256 proposed economic aspect consideration on spectrum manage-
ment, but the knowledge is not systematic. Besides, Ningbo Radio Authority
proposed several indices on spectrum evaluation [9], which is practical but the
coverage is not wide enough. The evaluation system in [10] focuses mostly on
qualitative aspects rather than quantifiable aspects. This paper considers their results
and also puts more indices into consideration, such as technology, economy, and
sustainability, proposing a new framework to evaluate spectrum utilization and the
value of specific frequency band.

The rest of the article is organized as follows: Sect. 2 presents theoretical
foundation of the spectrum utilization evaluation framework. Section 3 presents the
framework, including the four kinds of indices and definition of commercial and
non-commercial spectrum, cost, income, and value of each kind of spectrum. Three
applications of the framework in Ningbo are presented in Sects. 4, and 5 draws the
conclusions.
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2 The Foundation of the Evaluation Framework

There are four principles of building our framework [10]: First, the indices should
be comprehensive, covering up as many aspects as possible, to avoid the disad-
vantages of existing spectrum resource evaluation frameworks. Second, the
framework should be built on the properties of spectrum. Spectrum is electro-
magnetic wave and it is invisible, which makes it hard to evaluate its utilization.
Third, the indices should be computable and quantifiable, so that the results from
different conditions can be compared. Last, the framework should be directive,
reflecting the trend of spectrum utilization and management.

According to the four principles above, the framework takes four aspects into
consideration. The most important aspect is technology. Technical indices such as
frequency range or spectrum occupancy rate can influence the band’s economic
value mostly. Besides, all spectrum regulation institutions make management
measures according to technical indices.

Except for technical condition, spectrum users and administrators need to know
how much the spectrum values and how spectrum utilization affects economy, in
order to put spectrum to better use. So this framework brings in micro and macro
economy indices. There are several methods to estimate the value of spectrum, this
paper refers to [11]. This method takes spectrum resource as a general production
element in the market. Like land resource and other natural resources in the market,
spectrum resource has a price that depends on demand-and-supply-curve. The
macro economy indices reflect influence between spectrum-based industry and
national economy.

As radio technology is updating rapidly, reallocation of spectrum resource is
more often than before. The reallocation process of spectrum can be several years
long and complicate. To evaluate the value of spectrum resource in future, the
framework introduces sustainability indices. Sustainability indices also evaluate
how much resource we can use in the future and what is the cost of using it.

3 The Spectrum Resource Utilization Evaluation
Framework

The framework contains four kinds of indices, technology, micro economy, macro
economy, and sustainability. Technology and sustainability indices emphasize on
spectrum’s properties and use. Economy indices emphasize on spectrum’s value in
the market. The importance of each kind of indices may be different in different
conditions. Users can select influential indices from the framework according to
practical application.

There are three judging standards in this framework [12]: whether the industry’s
main products or services use spectrum as carrier; whether the industry is making
profits; whether spectrum brings direct or indirect profit for the industry. Normally,
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spectrum used in public mobile communication, satellite communication, radio
broadcast is commercial. Spectrum used in public services like railway trans-
portation, weather forecast, national security is non-commercial.

Commercial spectrum utilization can be evaluated by four kinds of indices, but
non-commercial spectrum do not provide direct economic value and its impact on
macroeconomic situation is hard to evaluate, only technology and part of sustain-
ability indices can be applied to non-commercial spectrum. Definitions and
explanations of indices are listed in Table 1.

There are some commonly used indices in telecommunication and radio moni-
toring industry, which can be introduced directly into the framework. Normally,
these indices are classified into spatial domain, frequency domain, time domain, and
code domain. In practice, radio order is a potential condition to guarantee the
effectiveness of the communication system, and order is an important aspect to
consider in radio management. For these two reasons, this paper adds order domain
into the framework. As indices in code domain vary greatly in different fields, this
paper uses a universal index to evaluate transmission efficiency in different systems.
Numerator of A11, amount of valid data represents data received (Table 2).

Table 1 Technology indices

Num Index Formula Classification

A1 Radio station growth rate BSNumCurrent Year

BSNumLast Year
− 1

� �
Spatial domain

A2 Radio station spatial density BSNumdistrict

Areadistrict
Spatial domain

A3 Radio station frequency density BSNumFrequency Band

WidthFrequency Band
Frequency domain

A4 Frequency band occupancy ∑
Band

widthOccupied

WidthBand

Frequency domain

A5 Maximum continuous idle
spectrum

max WidthIdle Spectrum
� �

Frequency domain

A6 Radio station time density NumActive Radio Station

HourDuration
Time domain

A7 Channel occupancy NumEffective Signal

NumScan

Time domain

A8 Complaint ratio NumComplaints

NumUser

Order domain

A9 Investigation ratio NumSolved Complaints

NumTotal Complaints

Order domain

A10 Registered signal ratio Numregistered Signal

NumTotal Signal

Order domain

A11 Technique efficiency AmountValid Data

WidthFrequency Band
Technology
domain
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Cost of natural resources like land, water, or spectrum is hard to decide. In some
way they are priceless. In another way, people use spectrum as raw material to
produce services, and charge for these services. The more work of processing
spectrum involves, the higher cost is. Spectrum’s commercial value equals income
minus cost. Usually spectrum users hope for higher value, which means higher
profit.

For commercial spectrum, this paper defines cost as all the money takes to
provide spectrum-based services, including three parts described in the formula
below

CostCommercial Spectrum =Costproduction +Costprocessing +Costmarketing ð1Þ

Production cost represents the cost to get spectrum resource, like price paid in an
auction or spectrum license fee. Sometimes, spectrum management organization
may attach some additional conditions to spectrum license. Cost caused by these
additional conditions is also included in production cost. Processing cost represents
the cost to turn spectrum into service, like research and development cost, infras-
tructure cost, cost to keep services running. Marketing cost represent the cost to sell
spectrum productions, like marketing cost, staff cost.

In public mobile communication, spectrum is the carrier of service, but in fac-
tories or ports, spectrum is used as a supporting way to improve production effi-
ciency or avoid safety accidents. Therefore, there are two methods to calculate
income of commercial spectrum. For industries the spectrum produces direct
commercial value, formula of income is as below:

IncomeComSpec− direct = Incomeser + Incomecooper
+ Incomeadv + Incomelease

ð2Þ

Service income represents revenue received in service, like 3G or 4G service fee.
Cooperation income represents revenue received in cooperation, like telecom
operators and internet companies cooperation fee. Advertisement income represents
revenue received in offering advertisement for other products, like advertisements

Table 2 Micro economy
indices

Num Index Formula Unit

B1 Cost Cost
WidthFrequency Band

Yuan
MHz

B2 Income Income
WidthFrequency Band

Yuan
MHz

B3 Spectrum license fee FeeSpectrum License

WidthFrequency Band

Yuan
MHz

B4 Input–output ratio Income
Cost

Null
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in FM broadcast. Lease income represents revenue received in renting spectrum to
others.

For industries that spectrum is used as a supporting resource, income can be
calculated as below:

IncomeCommercial Spectrum− indirect = IncomeEfficiency Improvement + IncomeAvoided Loss ð3Þ

IncomeEfficiency Improvement = ∑
n

i=1
ðNi +OLDiÞ ⋅ p− ∑

n

i=1
ðSi +OiÞ−F −

D− L
Y

⋅ n
� �

ð4Þ

IncomeAvoided Loss = ð∑
∞

n=1
Pn ⋅ n ⋅L ̄− ∑

n

i=1
ðSi +OiÞ−F −

D−L
Y

⋅ nÞ ð5Þ

i: the ith year
r: discount rate, fixed value
n: time limit of license, fixed value
S: staff cost
D: device cost
L: residual value
Y: tenure of use, fixed value
F: frequency occupancy fee
N: annual production after spectrum applying
OLD: annual production before spectrum applying
p ̄: average price of product
O: operation cost
L̄: average loss of an accident
Pn: probability of happening n accidents per year

Efficiency improvement income represents revenue received by using spectrum.
For example, at Ningbo port, efficiency of loading and uploading has been
improved greatly since digital modulation technology was applied. Avoid loss
income represents revenue received in avoiding safety accidents, like in chemical
plants radio is used to detect hazard.

For non-commercial spectrum, like spectrum used in weather forecast, military
defense, there is no income, because income of non-commercial spectrum cannot be
accurately calculated. Cost formula of non-commercial spectrum is as below:

IncomeNon− commercial Spectrum =

D− L
Y ⋅ n+ ∑

n

i=1
ðSi +OiÞ+F

∑
n

i=1
ði+ rÞi ⋅ n

ð6Þ
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i: the ith year
r: discount rate, fixed value
n: time limit of license, fixed value
S: staff cost
L: residual value
D: device cost
Y: tenure of use, fixed value
F: frequency occupancy fee (Table 3)

C3 reflects how much spectrum’s contribution in telecommunication and
broadcast industry influences national GDP [12] (Table 4).

D3 cost of industry transfer can be estimated by:

CostIndustry Transfer =Costcompensation +CostDevices Adjustment +Costbusiness Loss +CostPotential Loss

ð7Þ

Cost of devices adjustment including discarding or adjusting old devices and
buying new devices. Cost of potential loss including redlined patents and so on.

Table 3 Macro Economy Indices

Num Index Formula Unit

C1 Income growth rate IncomeThis Year − IncomeLast Year
IncomeLast Year

Null

C2 Subdivision industry ratio OutputSubdivision Industry

Outputwhole Industry
Null

C3 GDP joint coefficient beta ln Y =C+ β lnX + ε Null

Table 4 Sustainability Indices

Num Index Formula Unit

D1 Available spectrum
ratio

Widthunoccupied Frequency Band

WidthAllocated Frequency Band

Null

D2 Industry transfer time The time needed to change the use of frequency
band

Year

D3 Industry transfer cost The money needed to change the use of
frequency band

Yuan

D4 Expected cost CostDeveloping New Frequency Band

WidthNew Frequency Band

yuan
MHz

D5 Expected income IncomeDeveloping New Frequency Band

WidthNew Frequency Band

yuan
MHz

D6 Expected input-output
ratio

IncomeExpected
CostExpected

Null
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4 Assessment of Spectrum Resource Utilization in Ningbo

This section compares spectrum utilization between different business and users in
Ningbo area. The indices may illustrate how spectrum is used and what to do with
spectrum management. Some of the indices are not shown because they are not suit
for the selected frequency bands.

There are three public mobile communication companies in China, China
mobile, China unicom, and China telecom. Ningbo Radio Authority offered radio
monitoring data of the three companies Figs. 1, 2, 3, 4, 5, 6, 7, 8, and 9.

Analyzing the charts above, conclusions are as follows: in year 2014 radio station
growth rate of China Mobile is significantly higher than that of the other two

Fig. 2 Radio station spatial
density

Fig. 1 Radio station growth
rate
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Fig. 4 Frequency band
occupancy

Fig. 5 Max continuous idle
spectrum

Fig. 3 Radio station
frequency density

A Comprehensive Framework to Evaluate the Utilization … 301



Fig. 7 Registered signal ratio

Fig. 8 Macro economy
indices

Fig. 6 Radio station time
density
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companies, which is related to its deployment in 4G. Their frequency band occu-
pancy, channel occupancy is close to 100 %, Maximum continuous idle spectrum is
little, indicating public mobile communication frequency band is quite busy. Indices
difference of the three companies is small, which means communication industry
pattern in Ningbo is stable. China Mobile’s economy performance is better because
its input–output ratio, income growth rate, subdivision industry ratio are higher.

We select public mobile communication business and broadcast and wireless
television business for comparison, using China Mobile’s mobile communication
frequency band in Ningbo and 700 MHz broadcast and wireless television fre-
quency band(700 MHz band for short). The range is Figs. 10, 11, 12, 13, 14, 15,
and 16.

Conclusions are: utilization efficiency of 700 M band is far lower than mobile
communication band. 700 M band’s Radio station growth rate has been 0 for many
years, while mobile communication band’s radio station growth rate has been high.
Mobile communication band’s radio station frequency density is several times as

Fig. 9 Micro economy
indices

Fig. 10 Radio station growth
rate
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Fig. 12 Radio station spatial
density

Fig. 13 Frequency band
occupancy

Fig. 11 Radio station
frequency density
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Fig. 15 Radio station time
density

Fig. 16 Registered signal
ratio

Fig. 14 Max continuous idle
spectrum
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much as 700 M band, its radio station spatial density is higher, too. Mobile com-
munication band’s frequency band occupancy remains at close to 100 % for a long
time, averagely 700 M band’s frequency band occupancy is below 20%. Maximum
continuous idle spectrum in 700 M band is 66 M, which means more than half of
the band is idle, along with little changing radio station time density, we can
conclude that for most time during the day, most 700 M frequency band is idle.
Registered signal ratio of 700 M band is much lower than that of public commu-
nication band, suggesting that 700 MHz band is offering continuous room for
illegal occupation. Analog TV to digital TV conversion process in China started at
2003, and will complete at 2020, this schedule is much slower than most developed
countries in the world.

As for industrial users evaluation, we picked Ningbo port group and Sinopec
Zhenhai Refining & Chemical Company Ningbo branch(ZRCC for short).

Ningbo Port Group and ZRCC are two representative companies who are using
spectrum for dispatch communication and industrial use Figs. 17, 18, 19, 20, 21,
22, and 23.

Fig. 17 Radio station growth
rate

Fig. 18 Radio station spatial
rate
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Fig. 20 Frequency band
occupancy

Fig. 21 Max continuous idle
spectrum

Fig. 19 Radio station
frequency density
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Conclusions are: Radio station growth rate, radio station spatial density, and
radio station frequency density of ZRCC are higher than those of Ningbo Port
Group, this is because ZRCC’s production base is centralized in space. Both of their
frequency band is idler during the night, but diurnal difference of ZRCC’s fre-
quency band occupancy is bigger, because ports are open and ships coming from
other countries may anchor at any time. ZRCC’s registered signal ratio is higher
because Ningbo Port Group uses both public frequency band and exclusive fre-
quency band, many ships using 150 MHz band are not registered in local database.

Fig. 23 Registered signal
ratio

Fig. 22 Radio station time
density

Table 5 The spectrum value
of several frequency bands

Year Frequency band Value (million/MHz)

2014 China mobile 313
2014 China Unicom 201
2014 China Telecom 162
2014 Ningbo Port Group 55
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By calculating collected data from annual report of telecom companies and
government, we list spectrum value of several frequency bands in Table 5.

5 Conclusion

This paper proposed a novel framework to evaluate the utilization of spectrum, by
analyzing indices in technology, micro economy, macro economy, and sustain-
ability, and we give three examples of applying the framework on practical spec-
trum utilization evaluation in Ningbo. Results showed that in Ningbo area,
spectrum utilization is not balanced, some frequency bands need authority inter-
vention and rearrangement.

By applying this framework, users and regulators can get a comprehensive
picture of how spectrum is used and how much spectrum values, this framework
can be reference for spectrum auction or spectrum management.

References

1. Pang J, Wang T, Li J et al (2013) Spectrum requirements estimation for the future imt systems:
current work and way forward. Commun Netw 5

2. Review of Radio Spectrum Management, Martin Cave, 2002. ofcom.org.uk
3. Adachi K, Adachi F, Nakagawa M (2007) On cellular MIMO spectrum efficiency. IEEE Veh

Technol Conf, 417–421
4. Chakravarthy V, Li X, Wu Z et al (2009) Novel overlay/underlay cognitive radio waveforms

using Sd-Smse framework to enhance spectrum efficiency-part I: theoretical framework and
analysis in awgn channel. IEEE Trans Commun 57(12):3794–3804

5. Kishi M, Tajima J, Kanmuri N et al (1983) Digital signal processing spectrum inversion for
analog speech channels. IEEE Trans Veh Technol 32(4):254–259

6. Doyle L, Forde T (2007) Towards a fluid spectrum market for exclusive usage rights. In: 2nd
IEEE International symposium new frontiers in dynamic spectrum access networks, DySPAN,
pp 620–632

7. Lehr W, Crowcroft J (2005) Managing shared access to a spectrum commons. In: First IEEE
International symposium new frontiers in dynamic spectrum access networks, Dyspan,
pp 420–444

8. Hazlett TW (2006) The spectrum-allocation debate: an analysis. IEEE Internet Comput 10
(5):68–74

9. Liu L, Chen R (2013) Construction of big data model for radio management. In: Proceedings
of the national radio application and management

10. Li Y, Shen J (2006) The tentative ideas of establishing the radio management capability
comprehensive evaluation index system. China Radio 1:23–28

11. Lunndborg M (2013) Spectrum pricing—theoretical approaches and practica, In: Summit LS
(ed) Implementation, Lichtenau, 3 July 2013

12. Yan J, Lv T (2011) Study on the economic value assessment system of radio spectrum.
J Beijing Univ Post Telecommun: Soc Sci Ed 4:51–56. doi:10.3969/j.issn.1008-7729.2011.04.
010

A Comprehensive Framework to Evaluate the Utilization … 309

http://dx.doi.org/10.3969/j.issn.1008-7729.2011.04.010
http://dx.doi.org/10.3969/j.issn.1008-7729.2011.04.010


Part V
Interference Alignment



Internetwork Interference Avoidance
Mechanism for WBAN Based
on Nested-Complex-Superframe Structure

Boya Zhang, Weixia Zou, Feng Wei and Ting Jiang

Abstract As the existing internetwork interference avoidance mechanism for
wireless body area network remains having problems, an internetwork interference
avoidance mechanism based on nested-complex-superframe structure for wireless
body area network is designed. First, the nested-complex-superframe is designed,
and the related frame structure is improved. Second, the communication mechanism
for this structure is proposed in the form of communication process. Simulation
results show that this method can effectively avoid internetwork interference,
reduce packet loss rate, and improve the throughput.

Keywords Body area network ⋅ Internetwork interference ⋅ Medium access
control ⋅ Two-tier network

1 Introduction

In China, the population is large and the aging problem is increasing, human and
material resources for health care is scarce, it is urgent to study new ways to solve
the health care problems for the elderly [1]. The human-based wireless body area
network monitors physiological indicators of human body through the sensor
deployed in or on the surface of the body, and wirelessly transmits to the remote
terminal by the coordinator, which avoids the influence of device circuit to patient
activity, provides new solutions for hypertension, diabetes and other chronic dis-
eases’ care. Therefore, wireless body area network has more extensive application
prospects in the fields of medical support and health monitoring [2].
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As Wireless body area networks (WBAN) [3, 4] relate to life safety, it has strict
demands on reliability. However, in the country like China with large population,
the internetwork interference [5–7] problem is serious, thus is necessary to study the
internetwork interference avoidance for WBAN, especially the interference prob-
lem in the sense that WBAN equipment is used densely, such as nursing home and
hospital ward.

Currently, inter-interwork interference avoidance mechanism based on physical
layer is mainly power control mechanism, frequency hopping mechanism, etc., and
that based on medium access control (MAC) layer is mainly distributed or cen-
tralized networking mechanism, this article studies from MAC layer. Beacon
shifting and active superframe interleaving mechanism [8] in IEEE802.15.6 [9] are
two internetwork interference avoidance mechanisms based on MAC. Beacon
shifting reduces the internetwork interference by increasing the randomness of
access time of medium, however, it just avoids the collision of beacon, but neglects
the collision between other phases, and too many repetition of time series in beacon
shifting makes collision still difficult to avoid. Another mechanism avoids the
interference by interleaving WBANs’ active superframes, but the mechanism for
more than two WBANs is not explicit and the channel resource utilization will
decrease after multiple interactive because there is active time reducing process but
no increasing process. In addition, the literature [10] proposed a distributed
dynamic coexistence management mechanism to enable WBAN to relieve dynamic
coexistence problem caused by movement of users, it can improve data transmis-
sion success rate, however, since it is a distributed solution, the synchronization
problem between WBANs is prominent, and the payload is high with frequent
control messages interact. The literature [11] proposed an internetwork avoidance
mechanism based on the theory of random incomplete coloring, but is limited by
the number of WBAN users.

Based on the above-described issues, an internetwork interference avoidance
mechanism based on nested-complex-superframe is proposed. The scene is abstract
as two-tier model with star topology, the nested-complex-superframe is designed
according to the model, and the communication mechanism is given under the
structure. This mechanism can effectively avoid internetwork interference between
WBANs, reduce frame loss rate, improve throughput, and improve the WBAN
products’ user experience in medical scenes in China.

2 Interference Avoidance Mechanism Based
on Nested-Complex-Superframe Structure

This paper is to propose solutions for the sense like nursing home and hospital
ward, which will normally deploy total-hub indoors whose function is similar with
the hub. This paper uses the total-hub to schedule each WBAN’s hub uniformly,
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and the use of channel resources is coordinated through the hub compete with each
other, thus coordinate the time of WBAN occupying the channel and avoid inter-
network interference.

2.1 Model of Two-Tier Network

The two-tier network topology structure [12] built by scene like nursing home and
hospital ward is showed in Fig. 1. For convenience of description, hub of WBAN is
called sub-hub, the beacon it sends is called sub-beacon, and superframe mains
nested-complex-superframe. The second-tier subnet is composed of nodes and
sub-hub in each WBAN, the first-tier subnet is composed of the sub-hubs and the
total-hub. Transmission in different subnet is transparent.

The super-hub decides the start and end time of the superframe and its each
phase, and also coordinates the time and sequence of each WBAN occupying the
channel. Weather each WBAN can occupy the channel in managed access phase
(MAP) and the sequence they occupy are all completed by sub-hubs with each
other, and finally decided by the total-hub.

2.2 Nested-Complex-Superframe Structure Base
on Two-Tier Network

The superframe constructed by two-tier network is shown in Fig. 2. In which,
total-beacon (TB) and hub contend phase (HCP) is used for first-tier subnet,
sub-beacon (SB), exclusive access phase (EAP), random access phase (RAP) and
managed access phase (MAP) is used for second-tier subnet. MAP is divided
equally into multiple sub-MAPs, and then the sub-hub assigned one of the

Hub Hub Hub HubHub

Total-hub

Node

Fig. 1 Two-tier network
topology structure
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sub-MAPs to its nodes according to the sequence the sub-hub obtains by competing
in the first-tier subnet for related communication.

In this paper, the communication mechanism of the two-tier network is intro-
duced based on protocol of IEEE802.15.6, some related frames are slightly changed
in units of field, and the changed part is shown in italics and shaded in the figure of
frame structure,while the rest uses 15.6. Changes made under this mechanism are
equally applicable to other WBAN standard like 4n and 4j.

TB is used for total-hub to send total-beacon to each sub-hub, the frame structure
is shown in Fig. 3. In which, SB Start field represents the start time of SB, the SB
contains N slot, N indicates the maximum number of WBAN that a limited area can
hold, namely to insure that all the WBANs in the area can have the chance to send
sub-beacon, but in the actual scene the WBAN number L is generally not larger than
N; Number of MAP fields is the number of sub-MAP(MAPi,i = 1, 2, …, M), the
value is M, indicating that the MAP in a superframe is divided equally into
M sub-MAPs, namely there are no more than M WBANs in each superframe obtain
the right to use sub-MAP by compete under this mechanism, M is generally not
larger than N.

HCP is used for sub-hub to compete sequence, the sequence not only determines
the sequence of sub-hub sending sub-beacon in SB, but also determines the situ-
ation of WBAN obtaining time slot in MAP. During HCP, sub-hub and total-hub
send Hub Contend frame and Contend Ack frame, respectively, that are designed
based on the existing Disconnect frame. The frame structures are shown in Figs. 4
and 5. Contend Ack frame contends a Contend Sequence Number field, indicating
the sequence the sub-hub obtains by competes.

First-tier sub-net

Nested-complex-superframe

HC RAPBS PAETB

Second-tier sub-net

MAP1 MAP2 MAP3 MAPM

MAP

N

Fig. 2 Nested-complex-superframe structure based on two-tier network
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RAP
End

RAP
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MAC
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Number
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MAP

MAC
Frame
Header

FCS
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Fig. 3 Frame structure of total-beacon
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MAC
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Fig. 4 Frame structure of
Hub Contend frame
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SB is used for sub-hubs in second-tier subnet to broadcast sub-beacons to their
own nodes, the frame structure is shown in Fig. 6. In which, 1 bit of the reserved
field in MAC Capability is used to indicate whether the WBAN can occupy MAP in
next superframe. The transmission in different subnet is transparent, the nodes in
second-tier subnet do not know the time assignment about the superframe which
communicated in first-tier subnet, and just obtain the information of the start and end
time of each phase from the sub-beacon sending by their sub-hub, therefore, the RAP
Start field and RAP End field is still contained in the sub-beacon, and the value of
these two fields are the same as corresponding fields in total-beacon. But sub-beacon
needs not telling their nodes the start and end time of sub-MAP, because nodes just
request the length of time interval when they compete for the time slot in MAP,
however, the detailed time assignment is assigned by their sub-hub.

2.3 Communication Mechanism of Two-Tier Network

The sequence number WBAN obtained determines its channel occupation in
superframe. The following describes the channel occupation of different WBAN in
the same superframe, and set L is 8, N is 10, M is 5 as an example.

During network initialization, the sub-hub listens to the channel first. When it
receives the total-beacon that the total-hub sends at the beginning of each super-
frame, it synchronizes with the total-hub, and obtains the start and end time of the
superframe and each phase. The sub-hub accesses the channel in the next super-
frame according to the time set of total-beacon. The sub-hub accesses to HCP
immediately when it receives the next total-beacon. During this HCP, the sub-hub
sends Hub Contend frame to the total-hub by CSMA/CA to compete sequence for
accessing channel. The total-hub responses Contend Ack frame to the sub-hub
when it receives the Hub Contend frame, and sets the Contend Sequence Number
field to the number of the sequence that the sub-hub obtains. For convenience of
description, it is assumed that the number responses to WBANi is i, namely
WBAN1 to WBAN8 obtains the number of 1 to 8, respectively.

MAC Frame Body

FCS
Sender

Address
Recipient
Address

MAC
Capalibity

PHY
Capalibity

Contend
Sequence
Number

MAC
Frame
Body

Fig. 5 Frame structure of Contend Ack frame
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Fig. 6 Frame structure of sub-beacon
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The following describes the communication mechanism of WBAN1 that obtains
sub-MAP and WBAN6 that does not obtain sub-MAP as examples.

(1) Communication process of WBAN1

WBAN1 accesses to SB at the time that the total-hub sets after it obtains the
sequence during HCP. The sub-hub of WBAN1 sends its sub-beacon at the first
time slot of SB, as it obtains number 1. Nodes of all WBANs start to listen to their
sub-beacon at the first time slot of next SB in order to synchronize with their
sub-hub accurately, since the sequence that sub-hub obtains will change with time
goes on.

The nodes synchronize with their sub-hub and get the schedule of second-tier
when they receive the sub-beacon, and access to EAP immediately after receiving
the sub-beacon of the next superframe. EAP is used to transmit emergent data of
high user priority, the sub-hub or the nodes will send this kind of data frame to each
other by CSMA/CA if they have.

The nodes start to communicate by CSMA/CA and decide whether to upload
management frame or data frame according to whether the MAP of next superframe
can be occupied, when it comes to the start time of RAP. Nodes of WBAN1

compete to upload management frame to request and get assigned of the time
interval in MAP1, since they can occupy channel in MAP1.

The length of time interval in MAP that each node in WBAN1 obtains by
competes is various depending on the communication requirement of each node,
and it may have the case that some nodes does not obtain time slot or the sub-MAP
is not fully allocated. The nodes in WBAN1 will be in hibernation from MAP2 to
MAP5 and TB, HCP in the following superframe, and will be in active during SB to
receive next sub-beacon.

The communication process of WBAN2 to WBAN5 is similar with WBAN1.

(2) Communication process of WBAN6

The sub-hub can only broadcast sub-beacon in the corresponding time slot of SB,
but cannot occupy cannel in MAP, if the sequence number that the sub-hub obtains
by compete is larger than M. For instance, the sequence number that sub-hub of
WBAN6 obtains is 6, so it broadcast sub-beacon at the sixth time slot to its nodes,
and the value of MAC Capability field in sub-beacon is set to indicates that nodes
cannot occupy channel in MAP of next superframe. The communication process of
WBAN6 in TB, HCP, and EAP is the same as WBAN1, this section focuses on
other phase. The nodes of WBAN6 listen to the channel from the start of SB, ready
to receive sub-beacon, they do not upload management frame to their sub-hub in
RAP but upload the data they collect to sub-hub by CSMA/CA directly in the form
of data frame, as they receive the sub-hub and acknowledged that MAP in next
superframe is not accessibly for them. The nodes are in hibernation from the start of
MAP, and not be awake until the start of next SB.

The communication process of WBAN7 and WBAN8 is similar with WBAN6.

318 B. Zhang et al.



3 Simulation and Performance Analysis

This simulation uses visual studio 2013 as simulation tool, through implementing a
discrete event simulator, to simulate and compare different internetwork interfer-
ence avoidance mechanisms. The main parameters of the simulation are set as in
Tables 1 and 2 [13].

In the simulation analysis, the beacon shifting mechanism in IEEE802.15.6 and
the superframe mechanism of this paper is mainly compared. To satisfy the com-
munication amount and control the variable, the length of allocated portion of MAP
in 15.6 is the same as the length of each sub-MAP in the mechanism of this paper,
namely to ensure that the traffic amount of nodes in MAP under the two mechanism
is the same.

First, the change of frame loss rate with the increase in the number of WBAN in
the scene is shown in Fig. 7, the loss of frame is just caused by collision in the ideal
channel. As can be seen, under the mechanism of IEEE802.15.6, the chance of

Table 1 Common parameter
setting

Parameter name Value

Transmission rate 75.9 kbps
Length of date frame 2024 bit
Maximum interference distance 2 m
Slot length of CSMA/CA 870 μs
Business generation period 32 s
Time of simulation 1000 s

Table 2 Parameter setting
unique in
nested-complex-superframe
mechanism

Parameter name Value

M 5
N 10
L 8
S 10
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Fig. 7 Simulation result of
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collision that caused by different WBANs send frames at the same time is increased,
which means that the frame loss rate is increased. However, under the mechanism
of this paper, the possibility of internetwork interference is avoided since each
WBAN communicate at different time interval under the coordination of total-hub,
even though there may be interference since all the WBAN communicate together
in RAP, and result in the frame loss, but the interference is still a small amount as
the collision avoided CSMA/CA is used, it is also proved by the simulation results
that the frame loss rate is indeed nearly zero. The frame loss rate gets a bit higher
when the number of WBAN is larger than five, because the communication amount
in RAP is larger than before since there are nodes send data frame in RAP.

The change of throughput with the increase in the number of WBAN in the
scene is shown in Fig. 8. As can be seen, the throughput is nearly the same under
the two mechanisms when there is only one WBAN, since the traffic amount in
MAP is the same; when the number of WBAN is larger than two, the internetwork
interference is increasingly frequent under the mechanism of IEEE802.15.6, so that
the throughput is affected and gradually decreased. However, under the mechanism
of this paper, it still maintains high throughput performance, and not affected by the
increased of WBAN number, and the larger the number of WBAN is, the obvious
the advantages is.

4 Conclusion

In this paper, the problem of internetwork interference of Wireless Body Area
Networks is studied from the perspective of MAC layer. The nested-complex-
superframe is designed, and the communication mechanism under the superframe
structure is given. Through the theoretical analysis and simulation comparison, it is
found that under the scheduling of total-sub, different WBAN that uses the same
channel can occupy the channel exclusively at different or compete to use the
channel by collision avoided CSMA/CA in the same time interval, the interference
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frequency and frame loss rate is reduced, and the throughput is improved, therefore
the proposed mechanism has a certain value and practical significance.
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On Gradient Ascend for Single Data Stream
Multifrequency Channel Interference
Alignment

Guanglong Du, Weixia Zou and Zheng Zhou

Abstract This paper explores multifrequency channel interference alignment (IA)

system with single data stream transmit for each user. This paper first proves that a M
frequency independent fading channels and 2M − 2 users IA system will have only

single optimal IA solution when the transmit signal power reduce to 0. Then based

on this idea, and by derivation of the sum rate gradient function, this paper proposes

gradient ascend with power increase method to search interference alignment solu-

tion. At last, the numerical simulation results show that the proposed method will

obtain a better network sum rate performance than the classical maximum signal to

interference plus noise (Max-SINR) algorithm and minimum interference leakage

(Min-IL) algorithm.

Keywords Interference alignment ⋅ Multifrequency channels ⋅ Degrees of free-

dom ⋅ Gradient ascend ⋅ Network sum rate
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1 Introduction

The degrees of freedom (DoF) of wireless interference networks have been widely

researched in the recent years. In a symmetric wireless network with M antennas

for transmitters and receivers, and nondegenerate channel conditions, the DoF for

K user multiinput multioutput (MIMO) network is no more than twice of the DoF

achieved by each user in the absence of interference [1–6]. Hence, if there have only

single data stream transmit for each user at such a MIMO interference alignment

(IA) network, then the IA network can accommodates 2M − 1 users communicating.

But in diagonal channel conditions, i.e., multifrequency independent fading channel

system, a M-independent-fading-channel IA network can only accommodates 2M −
2 users communicating [7], which can be denoted as (M ×M, 1)2M−2

system. This

means that compared with interference alignment, the traditional frequency division

multiplexing method to cancel interference and support multi user is inefficient for

spectrum resource utilization.

Although the DoF result, or user capacity conclusion for multifrequency channel

IA system is clear, there are still lack of methods which can obtain a optimal net-

work sum rate IA solution. In spite of the wildly used iterative maximize signal to

interference plus noise ratio (Max-SINR) and iterative minimum interference leak-

age (Min-IL) algorithms can realize interference alignment perfectly [8], however,

the network sum rate performance of Max-SINR and Min-IL are not good enough.

Actually, the iterative Max-SINR and Min-IL algorithms are not considered as the

network sum rate. In this paper, we start form the gradient function derivation of

the network sum rate function, then propose the gradient ascend method to search

the interference alignment solution for (M ×M, 1)2M−2
multifrequency channel IA

system.

This paper is organized as follows: Sect. 2 introduces the system model of (M ×
M, 1)2M−2

multifrequency channel IA system; Sect. 3 derives the network sum rate

gradient function; then the gradient ascend method under power increase is given in

Sect. 4; Sect. 5 presents some numerical results; at last, Sect. 6 is the conclusion of

this paper.

2 System Model

Consider a SISO multifrequency channel system with M independent fading chan-

nels, hence it can accommodateK = 2M − 2 users communication. The channel out-

put at the kth receiver can be written as follows:

Y(k) =
K∑

l=1
H(kl)X(l) + Z(k)

(1)
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where H(kl) = diag{h(kl)[f1], h(lk)[f2], ..., h(kl)[fM]} is M ×M diagonal channel matrix

whose j-th diagonal component h(kl)[fj] denotes the jth channel fading coefficient

from the kth transmitter to the lth receiver, Z(k)
is zero mean additive Gaussian noise

with unit covariance matrix, i.e., E[Z(k)Z(k)H] = I. E[||X(l)||2] = P(l)
is the lth trans-

mitter’s signal power. Here the transmit signalX(l) =
√
P(l)V(l)x(l), whereV(l)

denotes

the unit precoding vector of lth transmitter and x(l) denotes the corresponding data

stream.

The goal of interference alignment is to design all the K precoding vectors

V(l)
, 1 ≤ l ≤ K, to limit the interference signals into an interference subspace at each

receiver, so that the desired signal is linearly independent from the interference sub-

space. At the kth receiver, a M × 1 filter denoted by U(k)
is used to extract the desired

signal. So the interference alignment solutions of interference network are required

to satisfy the following conditions:

U(k)HH(kl)V(l) = 0,∀k ≠ l (2)

U(k)HH(kk)V(k)
≠ 0, 1 ≤ k ≤ K (3)

where ()H denotes the conjugate transpose operator.

3 Grad of Sum Rate

Similar with a MIMO interference alignment system [9, 10], the sum rate of multi-

frequency channel IA system is the sum of each user’s channel rate, and is given by

R =
K∑

k=1
log2

|
|
|
I +

(
B(k) + IN

)−1A(k)||
|

(4)

where A(k)
and B(k)

denotes the correlated matrix of desired signal and interference

signal of the kth receiver correspondingly:

A(k) = H(kk)V(k)V(k)HH(kk)HP(k)
(5)

B(k) =
∑

l≠k
H(kl)V(l)V(l)HH(kl)HP(l)

By strictly mathematical deduction, the network sum rate function can be written as

R =
K∑

k=1

(
log2

|
|
|
A(k) + B(k) + IN

|
|
|
− log2

|
|
|
B(k) + IN

|
|
|

)
(6)

=
K∑

k=1

(
𝛷k − Ψk

)
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where 𝛷k and Ψk denotes the first part and second part of sum rate function R. Based

on (6), the network sum rate gradient function respect to encoding vectors V(k)
can

be easily obtained by some mathematical deductions.

From the differential formula d(ln |X|) = tr{X−1dX}, the gradients of 𝛷l and Ψl
with respect to the kth encoder vector V(k)

are given by

𝜕𝛷l

𝜕V(k) =
2P(k)

ln 2
H(lk)H(A(l) + B(l) + IN

)−1H(lk)V(k)
(7)

𝜕Ψl

𝜕V(k) =
2P(k)

ln 2
H(lk)H(B(l) + IN

)−1H(lk)V(k)

Then the gradient function of network sum rate respect to the kth encoder vector V(k)

can be get from (7):

∇kR =
K∑

l=1

𝜕𝛷l

𝜕V(k) −
∑

l≠k

𝜕Ψl

𝜕V(k)
(8)

From gradient function (8), a fact about ∇kR can be presented as

lim
Pm→0

∇kR
P(k) = 2

ln 2
H(kk)HH(kk)V(k)

(9)

wherePm = max{P(1)
,… ,P(k)}. This is because that when the signal power Pm → 0,

then A(k) → 𝟎, B(k) → 𝟎. As the channel matrixes are diagonal matrixes, so when

signal power reduce to 0, the optimal IA solution is:

V(k) = 𝜈m

(
H(kk)HH(kk)

)
(10)

where 𝜈m(X) denotes the eigenvector corresponding to the biggest eigenvalue of

matrix X. This means the following theorem:

Theorem 1 The network sum rate function (6) have single global optimal value
when the signal power close to 0, and the optimal solution will approach to (10).

This conclusion is correct because that, when the signal power close to 0, the other

eigenvectors of H(kk)HH(kk)
except (10) are only stagnation points but cannot obtain

local optimal. Therefore, the solution (10) will be the global optimal point when the

signal power reduced to infinitesimal.
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4 Grad Ascend Algorithm

From Theorem 1, we know that when the signal power is small enough, there will be

global optimal solution. Hence we can design a method to search the global optimal

solution at small signal power, and then track the optimal solution with the increas-

ing of the signal power. Based on this idea, this section propose a gradient ascend

algorithm with power increase, i.e., GAPI algorithm.

Based on the gradient function (8), and start from a small enough signal power

parameters P, the GAPI algorithm will execute a number of searching epochs. In

each epoch, the signal powers of each transmitter are set to min(P,P(k)), and the

GAPI algorithm will use gradient ascend method to searching optimal network sum

rate, i.e., solving the following problem by gradient ascend method:

max R
(
V(1)

,… ,V(K))

s.t. V(k)HV(k) = 1
(11)

whereR is the sum rate function defined by (6), and the subject conditionV(k)HV(k) =
1 insures that V(k)

in the Grassmann manifold and have unit length. After each epoch

of gradient ascend searching, the GAPI algorithm will update signal power parameter

using the following step:

𝜌P → P (12)

where 𝜌 is the amplification parameter which bigger than 1.

The steps of GAPI algorithm are illustrated in Table 1. In the algorithm, Steps 3–

6 composes gradient ascend searching algorithm, and {x} denotes the unit vector

along with the same direction of x, i.e., {x} = x∕‖x‖.

Table 1 Gradient ascend with power increaser algorithm

Step 1 Initialize V(l)
, k = 1, 2,… ,K, the original power P = P0, and the magnitude

parameter 𝜌

Step 2 Update signal power parameter by (12), start a new epoch of gradient ascend

searching, i.e., solving problem (11)

Step 3 Calculate gradient functions ∇kR by (8), 1 ≤ k ≤ K Searching along with the

direction of ∇kR, i.e., maximize 1-D

Step 4 function R({V(k) + 𝜂
∗∇kR}), and obtain the optimal step parameter 𝜂

∗

Step 5 Update the encoding vectors by {V(k) + 𝜂
∗∇kR} → V(k)

Step 6 Return to Step 3, until this epoch converged

Step 7 Return to Step 2 and begin another epoch, until P ≥ P(k)
for all 1 ≤ k ≤ K
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5 Numerical Simulations

This section illustrates some numerical simulations about the proposed GAPI algo-

rithm.

From the conclusion of [7], a multiuser interference network with M indepen-

dent fading channels can accommodate 2M − 2 users transmit, i.e., three channels

can accommodate four users transmit and four channels can accommodate six users

transmit. Figure 1 illustrates the network sum rate performance of three channels and

four users. Figure 2 illustrates the network sum rate performance of fpur channels and

six users. Figures 1 and 2 compare the performance of the following schemes:

(1) Iterative Max-SINR algorithm: each realization is initialized from random unit

precoding vectors, i.e.,V(k)
, and iterates sufficient number of iterations until con-

vergence.

(2) Iterative Min-IL algorithm: each realization is initialized from random unit pre-

coding vectors, i.e., V(k)
, and iterates sufficient number of iterations until con-

vergence as well.

(3) Gradient ascend with power increase algorithm: each realization is initialized

from random unit precoding vectors, and the initial parameters P0 and 𝜌 are set

to P0 = −10 dB and 𝜌 = 1.2;

The performance is measured by average network sum rate, i.e., the sum channel

capacity of all users in the network. From Figs. 1 and 2, it can be seen that, GAPI,

Max-SINR, and Min-IL can work well and realize the goal of interference alignment,

and the performance of Min-IL is much worse than Max-SINR and GAPI. Compared

with Max-SINR algorithm, the GAPI algorithm obtains a similar sum rate perfor-

mance at small SNR region, and obtains much better sum rate performance at high

SNR region. In our opinion, this is because that, as the (M ×M, 1)K system is a under

Fig. 1 Performance of 3

channel 4 user system



On Gradient Ascend for Single Data Stream . . . 329

Fig. 2 Performance of 4

channel 6 user system

determinate system, the IA solutions of (M ×M, 1)K system will span a continuous

manifold. Besides, there may have the following reasons:

∙ The goal of Min-IL algorithm is to find a interference alignment, i.e., satisfy (2),

and converged once a IA solution find but regardless the sum rate performance,

while the goal of GAPI and Max-SINR algorithms are concern about the sum rate,

hence the performance of Min-IL algorithm is worse than Max-SINR and GAPI;

∙ From Theorem 1, there will be single optimal sum rate point when the signal power

parameterP is small enough, and also is the Max-SINR algorithm. Hence the Max-

SINR algorithm can obtain a similar network sum rate performance with GAPI

algorithm at small SNR region, and both can converge to global optimal sum rate

value.

∙ With SNR increasing, there will be more and more local optimal values of Max-

SINR algorithm, which lead to more and more possibility that iterative Max-SINR

algorithm converge to a local optimal value. Hence the average sum rate obtained

by Max-SINR algorithm worse than GAPI algorithm at high SNR region.

Compare with Figs. 1 and 2, a pronounced tendency is that, the sum rate perfor-

mance of GAPI will more and more larger than Max-SINR algorithm at moderate

and high SNR regions. This is because that, with the increase of channels and users in

a multifrequency channel interference alignment system, the dimension of the solu-

tion manifold will increase and becomes complex, which leads to that the Max-SINR

algorithm converge to local optimal value with higher possibility.

6 Conclusions

This paper proves that, at a multifrequency channel interference alignment system

with M channels and K ≤ 2M − 2 users, and single data stream transmit for each

user, there will be only one global optimal interference alignment solution when
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the signal power reduce to infinitesimal. Then we derive the gradient function for

network sum rate respect to all the encoding vectors of each transmitter. Based on

these results, we propose gradient ascend with power increase algorithm to trace the

optimal interference alignment solution and realize interference alignment. The pro-

posed algorithm composed a series of gradient ascend searching epochs, and after

each epoch, the algorithm will magnitude the signal power to trace the optimal inter-

ference alignment solution. At last, the numerical simulations shows that the pro-

posed algorithm can realize interference alignment and obtains a better network sum

rate performance than the classical Max-SINR algorithm.
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A New Distributed Interference Alignment
Technology Scheme Under the Condition
of Partial Interference Alignment

Weixia Zou, Tiefei Wang and Chao Xu

Abstract This paper is based on the idea of partial interference alignment, studies
the OBSS (Overlap Basic Service Set) scene that the strong and weak interference
coexist, while mainly to strong interference. When only adopting distributed
interference alignment for the strong interference region, since distributed inter-
ference alignment can only align the interference of strong interference region, if
the SNR is relatively large, weak interference can severely limit the system’s
channel capacity. For solving this problem, in this paper, weak interference is added
to the covariance matrix of distributed interference alignment as a constant in order
to eliminate the weak interference while eliminating the strong interference in the
iteration, which effectively improves the system’s channel capacity under the
condition of partial interference alignment. Then the simulation results show that
the algorithm can effectively improve the channel capacity of the system, and
greater power attenuation factor, the improved effect is more obvious.
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1 Introduction

n order to provide higher data transmission rate within limited spectral resources, the
multi-antenna technology with higher spectral efficiency has been introduced to the
next generation wireless LAN. However, with the increase of the number of BSS
(basic service set), multiple BSS using MIMO (multiple-input multiple-output)
technology will inevitably produce CCI (Co-Channel Interference), and the CCI will
seriously weaken spectral efficiency brought by MIMO technology [1]. Therefore, it
is necessary to study and control the interference of multiple BSS system.

In the study of the interference,as a new thought of interference management,
interference alignment can effectively improve the degree of freedom in the com-
munication system, so it has received extensive research and attention. At present,
the realization mechanism of the interference alignment has been studied in depth.
For K-user interference channel, it achieves interference alignment mainly through
the method of continuous iterative optimization [2–6]. However, for the wireless
network having determined antenna configuration, the interference alignment can
be achieved only when the number of users meets the feasibility constraint, at this
time, In order to improve the channel capacity, we can only achieve interference
alignment for partial interference links.

Partial interference alignment technology achieves interference alignment by
choosing partial interference links in order to improve system’s channel capacity
under the condition of limited antenna resource. The research of partial interference
alignment at present mainly focuses on different scenarios. For instance, the paper
[7, 8] studies the partial interference alignment in the scene of the downlink of
MIMO system with multi-cell and multi-user. The paper [9, 10] studies the partial
interference alignment in the heterogeneous network. There is no research on the
OBSS scene in the above literature. In the OBSS scene, because the user cannot
cooperate, the distributed interference alignment technology can only be used. The
main idea of distributed interference alignment is using the dual nature of the
communication system, that if a receiving node in a certain signal dimension has
the least interference suffered by other transmitting nodes, then viewing this
receiving node as sending node, the interference for other sending nodes is also the
smallest while sending signal along the same signal dimension [11]. Using dis-
tributed interference alignment technology in partial interference alignment, for the
scene that strong and weak interference coexist in OBSS, mainly to strong inter-
ference in a certain geographical distribution at the same time, the weak interference
is seen as noise, namely in the iterative process, the interference covariance matrix
weakens the effect of weak interference. This paper uses the idea of partial inter-
ference alignment, sees weak interference as constant in the covariance matrix of
distributed interference alignment. The simulation results show that the channel
capacity of the system can be significantly improved if the effect of weak inter-
ference is properly considered, rather than as noise.
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2 System Model

For the scene that strong and weak interference coexist in OBSS,establish system
model as shown in Fig. 1. Assuming that the BSSi (i = 1, 2, …, K) is close to each
other, and form together the area of strong interference (Strong Zone, Zones). There
is a BSSw from a certain distance away from Zones, which constitutes weak inter-
ference to Zones. Here mainly to explain the improvement of the algorithm, and in
order to facilitate the description, it is assumed that the weak interference BSS only
has one, that is BSSw. For any BSS, multiple terminal STA can communicate in the
way of frequency division multiplexing, so this paper only studies the case that one
BSS contains an AP (Point Access) and a terminal STA. Assuming the channel in
the network is block fading MIMO channel, block fading channel coefficient is
Hji(1 ≤ i, j ≤ K), Hji represents the channel matrix from APi to STAj, its elements
are sampled from independent identically distributed complex Gaussian random
variables with mean 0 and variance 1. Supposing that there exists feedback channel
with no delay and error for each STA and AP in the network, STA can feed the
channel state information and the receiving interference suppression matrix back to
AP, each AP can send its precoding matrix to all STA by the way of broadcasting.

Since BSSw has a certain distance from Zones, it has a certain path loss from
BSSw to Zones. Assuming that the attenuation from BSSw to each BSS of Zones is
approximately same. Supposing the power attenuation value is ρ, for BSSj in Zones,
the receiving signal of STAj is:

AP1

AP2

APK

STA1

STA2

STAK

H11

H21

Hk1

BSS1

BSS2

BSSK

APw STAw

Hww
BSSw

H1w HKW

Fig. 1 OBSS scene in the scheme
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Yj =HjjVjXj + ∑
K

i=1, i≠ j
HjiViXi +

ffiffiffi
ρ

p
HjwIwXw +Zj ð1Þ

where Xj is the useful signal from APj to STAj in BSSj, Vj is used to donate the
precoding matrix in APj. The second term in the formula indicates the interference
signal from other AP to STAj in Zones. The third term in the formula indicates the
interference signal from BSSw to STAj. Iw donates unit matrix, Zj donates additive
complex Gauss white noise contained in terminal STAj.

3 The Improved Algorithm

For the system model of Fig. 1, Using distributed interference alignment technol-
ogy under partial interference alignment, at the begin of the procedure, randomly
generate precoding matrix and the receiving interference suppression matrix, and
then achieve interference alignment by gradually iterative update. At the STAj of
Zones, the total interference caused by the non expected AP is:

Qj = ∑
K

i=1, i≠ j

Pi

di
HjiV i(HjiVi)H + ρ

Pw

dw
HjwIw(HjwIw)H ð2Þ

where we use Pi to donate the signal transmission power of APi, di donates the
freedom of APi, Qj donates interference covariance matrix of STAj. The receiving
interference suppression matrix at the STAj of Zones is shown in the formula (3).

Ud
j = νd(Qj), d=1, . . . , dj ð3Þ

In the formula (3), Ud
j donates the corresponding receiving interference suppression

matrix at the dth data stream of STAj in Zones, νdðQjÞ donates the feature vector for
the dth minimum eigenvalue of Qj. At the STAj, the total interference energy caused
by the non expected AP side is:

Ij = tr(UH
j QjUj) ð4Þ

In the same way, in the dual network, the total interference covariance matrix at the
APj of Zones is:

Qj = ∑
K

i=1, i≠ j

Pi

di
HjiUi(HjiUi)H + ρ

Pw

dw
HjwIw(HjwIw)H ð5Þ
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In the dual network, the precoding matrix at the APj:

Vd
j = νdðQjÞ, d=1, . . . , dj ð6Þ

where we use Vd
j to donate the precoding matrix at the dth data stream of APj in

Zones. At the APj, the total interference energy caused by the non expected STA
side is:

Ij = tr ðVH
j QjVjÞ ð7Þ

Referring to the iterative method of paper [12], the iterative procedure of the
distributed interference alignment algorithm based on partial interference alignment
is following:

(1) Initialize the precoding matrix Vi at the APi (i = 1, 2, …, K) of Zones, and
meet VH

i V i = Idi .
(2) calculate the interference covariance matrix of each STA in the corresponding

BSS, and then get the corresponding receiving interference suppression matrix
Uj at each STA side.

(3) Reverse the direction of the communication, take the receiving interference
suppression matrix Uj at each STA in the original network as the precoding
matrix at the sending side in the inverted network, calculate the receiving
interference covariance matrix at each receiving terminal in the dual network,
and get the receiving interference suppression matrix Vj in the dual network.

(4) Reverse the direction of the communication again, take the Vj as transmitter’s
precoding matrix. Continue the iterative procedure until eventually converge.
The condition of ultimate convergence is that the receiving interference
leakage power at each STA in Zones is close to 0.

4 Channel Capacity and Algorithm Analysis

4.1 Channel Capacity

In the OBSS scene shown in Fig. 1, for BSSj in Zones, the channel capacity is:

CBSSj = log2 det Idj +
Pj

dj

UH
j HjjV jVH

j H
H
jj Uj

Inters + Interw +UH
j INrUj

 !" #
ð8Þ

where det (.) means to get determinant, Inters donates the interference suffered from
other BSS in Zones at the BSSj, Interw donates the interference suffered from BSSw
at the BSSj. Inters and Interw is shown in formula (9):
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Inters = ∑
K

i=1, i≠ j

Pi

di
UH

j HjiViVH
i H

H
ji Uj Interw = ρ

Pw

dw
UH

j HjwHH
jwUj ð9Þ

Thus, the total channel capacity of Zones is:

CZones = ∑
K

j=1
CBSSj ð10Þ

4.2 Algorithm Analysis

4.2.1 The Partial Interference Alignment Technology

The thought of partial interference alignment is to achieve interference alignment
for only partial BSS, while the rest of the interference is processing as noise. That is
in the scene as is shown in Fig. 1, only adopt distributed interference alignment
technology within BSS of Zones, the interference from BSSw to Zones is treated as
noise. That is to say, while using distributed iterative interference alignment, as is
shown in formula (11), the interference covariance matrix Qj should have only the
interference from BSSi (i = 1, 2, …, K, i ≠ j) of Zones to BSSj, not include the
interference from BSSw to BSSj, In this way, the interference covariance matrix
produced in iterative process is only affected by the strong interference signal. Thus,
after iteration, the distributed interference alignment can only eliminate the influ-
ence by Inters, but the value of Interw is not affected. At this time, the channel
capacity of BSSj is still limited by Interw. By formula (8) and (10), when SNR
(signal to noise ratio) is larger, the value of Interw is larger, the impact on channel
capacity of BSSj is more obvious.

Qj = ∑
K

i=1, i≠ j

Pi

di
HjiV i VH

i H
H
ji ð11Þ

4.2.2 The Improved Part

For the influence of the interference from Interw on the channel capacity of BSSj,
the idea of this paper is that the effect of Interw can also be eliminated in the
iterative process of partial interference alignment when eliminate the influence of
Inters. Therefore, the weak interference factor is considered in the interference
covariance matrix Qj in formula (5). While achieving iterative interference align-
ment for the strong interference, the interference covariance matrix Qj is added to
the interference from BSSw at the same time. So, it can decrease the value of Interw
when the value of Inters that is reduced in the iterative process. By the formula (8)
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and (10), the channel capacity of BSSj can be effectively improved in this way,
further more, the channel capacity of the whole system can also be improved. In
addition, different from the full interference alignment, the scheme still uses the idea
of partial interference alignment, which achieves interference alignment only for
Zones. The full interference alignment is used to achieve interference alignment for
all BSS, including not only Zones, but also BSSw. In many cases, especially when
the number of user is very large, it is not able to meet the feasible conditions of
achieving full interference alignment. Therefore, in these cases, we can use the
scheme of this paper to improve the channel capacity of the system.

5 Performance Simulation

In order to verify the performance of the algorithm, we simulate the OBSS scene in
Fig. 1. In the simulation, assuming the number of BSS in Zones K = 3, the number
of antennas at each AP Mt = 4, the number of antennas at each STA Nr = 4, the
sending data stream d of each BSS is 2, the number of iteration is 15 times, all BSS
in the network transmit signal in qual power. What shown in Fig. 2 is the improved
Zones’s channel capacity, the power attenuation factor ρ takes 0.05 as interval, from
the beginning of 0, and continues to increase, to the end of 0.3. By Fig. 2, as the
value of increasing, the interference of BSSw to Zones becomes larger, which makes
the channel capacity of Zones decrease.

Figure 3 shows that before and after the algorithm is improved, the channel
capacity’s change of Zones when Mt = 4, Nr = 4, K = 3, d = 2, the number of
iteration is 15 times. Seen from the Fig. 3, compared with the previous algorithm,
the improved distributed interference algorithm’s performance has improved.
When SNR is the same, As the value of increases, the interference from BSSw to
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Zones’s channel capacity
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Zones is greater, the improved effect is more obvious. For example, in Fig. 3, when
SNR is equal to 15 dB, ρ is equal to 0.1, the performance is about to improve
0.79 bps/Hz, ρis equal to 0.2, the performance is about to improve 0.97 bps/Hz, ρ is
equal to 0.5, the performance is about to improve 1.19 bps/Hz. That is, as the value
increases, the improved effect of the channel capacity is becoming more and more
significant. Finally, the reason that the channel capacity is tend to stable before and
after the algorithm is improved is that the interference cannot be completely
eliminated in the part iterative interference alignment.

6 Conclusion

For the coexisting scene of strong and weak interference in OBSS, this paper takes
strong interference region as the research object, improves the algorithm of dis-
tributed interference alignment under the condition of partial interference align-
ment. The simulation results show that the algorithm can effectively improve
system’s channel capacity. The improved algorithm can provide reference for the
application of partial interference alignment technology. In some scenes, for
example, for urban and rural living area (there are more than one BSS in a region),
which is influenced by some weak interference outside a certain distance, or for the
region with very many BSS, which can not achieve full interference alignment due
to the limitation of the terminals’ antenna number, the algorithm can be used to
further improve the system’s channel capacity.
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CFO Estimation with Model-Based CoSaMP
Over Flat Fading Channel

Chaojin Qing, Xin Tong, Yi Guo, Xi Cai, Mintao Zhang and Ling Xia

Abstract In flat Rayleigh fading channel, the estimation of carrier frequency offset

(CFO) is investigated based on compressed sensing (CS) technique in this paper.

The CFO estimation metrics for traditional maximum likelihood (ML)-based CFO

estimation are confirmed to be compressible when there is relatively high signal-to-

noise ratio (SNR). By analyzing the metric characteristic and referencing the clas-

sical compressive sampling matching pursuit (CoSaMP) algorithm, we introduce

model-based CoSaMP algorithm into the recovery of coarse CFO estimation met-

rics. In the phase of fine CFO estimation, the equivalent likelihood function is inter-

polated in the vicinity of the frequency of coarse CFO to search local maximum

nearest to the true CFO. The analysis and simulation results show that the mean

squared error (MSE) performance employed model-based CoSaMP for coarse CFO

estimation better than the classical CoSaMP is employed for coarse CFO estimation.
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1 Introduction

In wireless communication systems, an accurate estimation of carrier frequency

offset (CFO) is a crucial task for the reason that the CFO may result in severe per-

formance degradation at the receiver [1]. In [2], the traditional maximum likelihood

(ML)-based CFO estimation for flat fading is investigated. However, the CFO esti-

mation is based on Nyquist sampling. For high sampling rate of wireless communi-

cation systems, the analog-to-digital converter (ADC) for existing CFO estimation

methods will experience excessive power consumption and design difficulty [3, 4].

Based on the compressed sensing (CS) methods, a fast and rough estimate of

pseudonoise (PN) code phase and Doppler frequency with the reduced number of

parallel correlators is proposed by Kong [3, 4]. Although the number of correla-

tors can be reduced, the compressed correlator technique can only rough estimate

Doppler frequency, i.e., the fine CFO estimation cannot be obtained. Furthermore,

the compressed correlator technique will encounter application difficulties without

using correlation method. Thus, the CFO estimation (includes coarse estimation and

fine estimation) is not very intensively investigated in [3, 4].

In this paper, we investigate the CS-based CFO estimation in the scenario of flat

Rayleigh channel. First, we confirm the compressibility of CFO estimation metrics

in traditional ML-based CFO estimation, and the compressive sampling is directly

employed for the radio signals. Then, we analyze the metric characteristic and intro-

duce model-based CoSaMP [5] algorithm into the reconstructing of coarse CFO

estimation metrics from compressed samples. Finally, we construct equivalent likeli-

hood function according to the coarse CFO estimation, and the equivalent likelihood

function is interpolated in the vicinity of the frequency of coarse CFO to search local

maximum nearest to the true CFO for fine CFO estimation. By the analysis and sim-

ulation, it is shown that CS-based CFO estimation can be implemented with reduced

sampling rate, and the proposed method can improve the mean squared error (MSE)

of CFO estimation.

The notation used in this paper follows usual convention–vectors denoted by sym-

bols in boldface, (⋅)∗, (⋅)T , (⋅)H , (⋅)† are complex conjugate, transpose conjugate

transpose, and Moore–Penrose matrix inversion of (⋅), respectively. 𝐛|T denotes the

entries of the vector 𝐛 in the set T, Tc
represents the complementary of given set T;

𝐃T denotes the column submatrix comprising the T columns of 𝐃.

2 Compressibility of CFO Estimation Metric

2.1 ML-Based CFO Estimation over Flat Fading Channel

Concentrating on CFO estimation over flat Rayleigh channel, the sampled signals

can be expressed in matrix form as [2]

𝐱 = 𝐇 (𝜈)𝐀h + 𝐰, (1)
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where 𝐱 = [x (0) , x (1) ,… , x (N − 1)]T is the received signal vector, diagonal matrix

𝐇 (𝜈) = diag
{
1, ej2𝜋⋅𝜈 ,… , ej2𝜋⋅(N−1)𝜈

}
, 𝜈 denotes the the carrier frequency offset

normalized to 1∕Ts (Ts is the sampling interval), the training symbols are

represented as 𝐀 =
[
a0, a1,… , aN−1

]T
, h is a zero-mean complex Gaussian ran-

dom variable with unit variance that models the flat Rayleigh fading, and 𝐰 =
[w (0),w (1) ,… ,w (N − 1)]T is a zero-mean Gaussian vector with covariance matrix

𝜎
2
n𝐈N , where 𝐈N is the identity matrix.

The signal-to-noise ratio (SNR) is defined as SNR = 𝜎
2
s

𝜎2
n
, where 𝜎

2
s =

1
N

∑N−1
n=0

|
|han||

2
. In traditional estimation method [2], the problem of ML estimation

of the frequency 𝜈 is to seek the maximum of the equivalent likelihood function

g
(
𝜈
)
= 1

N−1∑

n=0
|
|an||

2

|
|
|
𝐀H𝐇H (

𝜈
)
𝐱||
|

2
, (2)

where 𝜈 is a tentative value of 𝜈.

2.2 Compressibility of ML-Based CFO Estimation

By ignoring the constant
∑N−1

n=0
|
|an||

2
in (2), the CFO estimation metrics is

𝐁
(
𝜈
)
= 𝐀H𝐇H (

𝜈
)
𝐱. (3)

Then, the equivalent likelihood function can be expressed as

g
(
𝜈
)
= C||

|
𝐁
(
𝜈
)|
|
|

2
, (4)

where the constant C represents the part that does not depend on 𝜈.

Without loss of generality, the maximum of the equivalent likelihood function is

found according to (4) using the grid search. For grid search, P (P ≥ N) tentative

values of 𝜈, denoted as 𝜈1, 𝜈2,… , 𝜈P, are considered. According to the P tentative

values, we form a estimation metric vector �̃� as

�̃�=
[
𝐁
(
𝜈𝟏
)
,𝐁

(
𝜈𝟐
)
,… ,𝐁

(
𝜈𝐏
)]T

. (5)

Substituting 𝐁
(
𝜈p
)
= 𝐀H𝐇H (

𝜈p
)
𝐱, p = 1, 2,… ,P, into Eq. (4), we have

�̃� =
⎛
⎜
⎜
⎜
⎝

𝐀H𝐇H (
𝜈1
)

𝐀H𝐇H (
𝜈2
)

⋮
𝐀H𝐇H (

𝜈P
)

⎞
⎟
⎟
⎟
⎠

𝐱 = �̃�𝐱, (6)
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Fig. 1 An example of the

compressibility of CFO

estimation metrics. Where

N = 1024, P = 1024,

Ts = 10−9 s, the normalized

CFO 𝜈 = 0.1, SNR = 20 dB,

and the amplitudes are

normalized to the maximum

amplitude
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where �̃�=
[
�̃�
(
𝜈𝟎
)
, �̃�

(
𝜈1
)
,… , �̃�

(
𝜈N−1

)]T
. For relatively high SNR, the estima-

tion metric vector �̃� is approximately sparse. That is, the amplitudes of CFO estima-

tion metrics, i.e.,
|
|
|
B
(
𝜈1
)|
|
|
,
|
|
|
B
(
𝜈2
)|
|
|
,… ,

|
|
|
B
(
𝜈P
)|
|
|
, only a few amplitudes are signifi-

cant and the rest are zero or negligible with relatively high SNR. A typical example is

given in Fig. 1. From Fig. 1, only a few amplitudes are significant, and the significant

amplitudes gather a cluster. Thus, the estimation metric vector �̃� can be compressed

according to the compressed sensing theory [6].

Since the CFO estimation metrics are sparse, we may employ an M × P (M ≪

N ≤ P) measurement matrix 𝐃 to compress �̃� according to the compressed sensing

theory [6]. An M × 1 measurements, denoted as y, is given by

𝐲 = 𝐃�̃�. (7)

By substituting Eq. (6), i.e., �̃� = �̃�𝐱, into Eq. (7), we have

𝐲 = 𝐃�̃�𝐱 = 𝐉𝐱, (8)

where 𝐉 = 𝐃�̃� can be viewed as a sensing matrix. Then, the generic analog-to-

information converter (AIC) circuit architecture can be formed to perform compres-

sive sampling of received signal 𝐱. Note that, the case that the estimation metric

vector �̃� can be compressed, cannot illuminate we can perform compressive sam-

pling of received signal 𝐱. In this paper, we are fortunate to obtain (8) that enables

us to directly compress the received signal 𝐱.
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3 CFO Estimation Method with Model-Based CS

3.1 Coarse CFO Estimation with Model-Based CoSaMP

Using compressive sampling, the M × 1 measurements 𝐲 are obtained by exploiting

the sparsity of the estimation metric vector �̃�. We first reconstruct the estimation

metric vector �̃�, and denote the reconstructed �̃� as

⌣

𝐁.

Among these available CS reconstruct algorithms, we reference the CoSaMP

method [7] due to its high reconstruction accuracy and excellent robustness to noise.

Meanwhile, the characteristic that the significant amplitudes of the CFO estima-

tion metrics gather together (see Fig. 1) indicates that the model-based CoSaMP

[5] algorithm can be introduced into the reconstructing of coarse CFO estimation

metrics. The detail of the model-based CoSaMP algorithm for reconstructing of

coarse CFO estimation metrics is exhibited in Table 1, where 𝐮 = [u1, u2,… , uP]T ,

𝐛 = [b1, b2,… , bP]T , the superscript “c” represents the complementary of given set,

Table 1 Model-based CoSaMP for reconstruction of coarse CFO estimation metrics
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and the support set supp (𝐱) denotes the index set of nonzero elements in 𝐱, i.e.,

supp (𝐱) =
{
i ∶ xi ≠ 0

}
.

For reconstructing coarse CFO estimation metrics, the model-based CoSaMP

algorithm is instantiated in two parts. One is that 𝐖1 locates 2K nearest indexes

(including the index of maximum amplitude) of the index of the maximum ampli-

tude (i.e., W1) in 𝐮. The other is the K nearest indexes of the index of the maximum

amplitude in 𝐛 for updating

⌣

𝐁
(k)

is employed.

Note that, model-based CoSaMP in [5] does not provide the method details of

choosing 2K indexes for 𝐖1 and choosing K indexes for 𝐖2. We employ the the

most credible values W1 and W2 (i.e., the respective maximum amplitudes of 𝐮 and

𝐛) to find the nearest 2K indexes of W1 for 𝐖1 and the nearest K indexes of W2 for

𝐖2, respectively.

On the basis of

⌣

𝐁, the coarse CFO estimation �̂�coarse can be estimated. We denote

the reconstructed

⌣

𝐁 as

⌣

𝐁 =
[

⌣

B
(
�̃�1
)
,
⌣

B
(
�̃�2
)
,… ,

⌣

B
(
�̃�P
)]T

, then we have

�̂�coarse = argmax
�̃�p

{
|
|
|
|

⌣

B
(
�̃�p
)|
|
|
|

2}

, (9)

where p = 1, 2,… ,P.

3.2 Fine CFO Estimation Using Interpolating

Using the estimated

⌣

𝐁 and �̂�coarse, we employ interpolation method to implement the

fine CFO estimation by searching �̂�f ine near to �̂�coarse. In this subsection, we assume

that the frequency range for searching �̂�f ine is
[
�̂�coarse − 𝜁, �̂�coarse + 𝜁

]
with 𝜁 > 0.

From (6), we have 𝐱 = �̃�†�̃�. Assuming N × 1 noise vector caused by inaccu-

rate reconstruction of �̃� be 𝐧, the received signal 𝐱 sampled as Nyquist rate can be

expressed as 𝐱 = �̃�†
⌣

𝐁 + 𝐧, where we replace �̃� with the estimated

⌣

𝐁. For relatively

high SNR (e.g., 20 dB), the recovery algorithm can accurately reconstruct �̃� ( i.e.,

�̃�𝐱), and the noise vector 𝐧 can be ignored. Then we have

𝐱 ≈ �̃�†⌣

𝐁. (10)

According to Eq. (3), we use the tentative frequency
⌣

𝜈 in
[
�̂�coarse − 𝜁, �̂�coarse + 𝜁

]

to construct N × 1 vector

⌣

𝐇
(

⌣

𝜈

)
as

⌣

𝐇
(

⌣

𝜈

)
=
[
a∗0, a

∗
1e

−j2𝜋⋅⌣𝜈
,… , a∗N−1e

−j2𝜋⋅(N−1)⌣𝜈
]T
. (11)
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Substituting (11) and (10) into (2), the equivalent likelihood function g
(

⌣

𝜈

)
can

be expressed as

g
(

⌣

𝜈

)
=
|
|
|
|

(
�̃�†⌣

𝐁
)T ⌣

𝐇
(

⌣

𝜈

)|
|
|
|

2
. (12)

Then, the fine CFO estimation �̂�f ine can be obtained by seeking the maximum of the

equivalent likelihood function g
(

⌣

𝜈

)
.

4 Numerical and Simulation Results

Computer simulation results are presented in this section. The training sequence

employs Zadoff–Chu sequence, and the Cramér-Rao Bound (CRB) is referenced

from [2]. We first verify the effectiveness of coarse CFO estimation of proposed

method. Considering Gaussian random matrix as the measurement matrix 𝐃, an

example of coarse CFO estimation is given in Fig. 2, where three cases for coarse

CFO estimation, i.e., 𝜈 = 0.1, 𝜈 = 0.2, and 𝜈 = 0.3 are considered. In Fig. 2, the

CoSaMP and model-based CoSaMP algorithms obtain nearly the same CFO esti-

mation values of ML method described in Eq. (2) with relatively high SNR, e.g.,

SNR ≥ 10 dB. Thus, the proposed method can ensure good performance of coarse

estimation. Furthermore, the estimated values of model-based CoSaMP is much

closer to the classical ML-based method than CoSaMP algorithm when SNR ≤ 5
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Fig. 2 CoSaMP and model-based CoSaMP for coarse CFO estimation, where N = P = 64, Ts =
10−9 s, M = 32, K = 6, the CFOs, i.e., 𝜈 = 0.1, 𝜈 = 0.2, and 𝜈 = 0.3 are considered, 𝐃 employs a

Gaussian random matrix
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Fig. 3 The MSE of CFO estimation, whereN = 64, P = 128,M = 32,K = 6, 𝜈 = 0.1, and 𝜈 = 0.3
are considered. 𝐃, respectively, employs a Gaussian random matrix and an optimized measurement

matrix for 𝜈 = 0.1 and 𝜈 = 0.3

dB, which illuminates that the model-based CoSaMP can improve the performance

of classical CoSaMP algorithm for coarse CFO estimation.

For fine CFO estimation, the comparison of MSE performance is given in Fig. 3.

For 𝜈 = 0.3 and 𝜈 = 0.1, we, respectively, consider the measurement matrix 𝐃 as

a Gaussian random matrix and a optimized measurement matrix in [8]. With same

method of fine CFO estimation and different coarse CFO estimation methods, Fig. 3

shows that the model-based CoSaMP can produce better MSE performance than

the classical CoSaMP recovery algorithm. The main reason is that the model-based

CoSaMP adopts the prior information of metric characteristic. Although the same

values of coarse CFO estimation can be obtained with relatively high SNRs, the

reconstructed estimation metrics

⌣

𝐁 using model-based CoSaMP is much closer to

�̃� than using CoSaMP algorithm. Thus, the model-based CoSaMP can effectively

improve the MSE performance compared to the classical CoSaMP algorithm for

CFO estimation.

5 Conclusion

In this paper, the CS-based CFO estimation method in flat fading channel has been

investigated. We have confirmed that the compressive sampling can be employed

for CFO estimation in flat fading channels. On the basis of the prior information

of metric characteristic, the model-based CoSaMP algorithm is introduced into the
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reconstructing the metrics of CFO estimation to interpolate the equivalent likelihood

function for fine CFO estimation. Compared to the classical CoSaMP algorithm, the

analysis and simulation results have shown that the better estimation performance

(including coarse estimation and fine estimation) can be obtained when the model-

based CoSaMP is employed.
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Modeling and Analyzing Electromagnetic
Interference Signal in Complex Battlefield
Environments

Chuntong Liu, Rongjing Wu, Zhenxin He, Xiaofeng Zhao, Hongcai Li
and Pengzhi Wang

Abstract Electronic jamming is the key technology of electronic warfare, for which
models and simulation are studied on noise jamming deception jamming and chaff
jamming. In the noise jamming, the simulation analysis of radio frequency noise
jamming is conducted and the theoretical models of other forms of noise jamming are
built. The simulation analysis of RGPO is carried out in the deception jamming. In
addition, theoretical modeling and simulation analysis of chaff jamming are carried
out with the Monte Carlo method. Simulation results show that the models are
correct and can be used to simulate the statistical characteristics of chaff jamming.

Keywords Battlefield environment ⋅ Electronic jamming ⋅ Mathematical
model ⋅ Simulation analysis

1 Introduction

The Gulf War and the Kosovo war show that the electronic warfare kicks off and
exists in the whole process of war, affecting the war process and pattern, which is
the mainstream and a significant feature of information warfare [1]. Radar jamming
and antijamming ability have become the key factors in the electronic warfare. The
detection and intentional electronic interference of launch task of the foreign spy
satellites are inevitable to affect the electromagnetic safety of the launch site, which
seriously threatens the space launch task of each country [2]. Missiles under
electromagnetic interference cannot be properly guided and lose targets. Therefore,
it is significant to study electromagnetic interference in complex battlefield envi-
ronment, which will play an indispensable role in the construction of information
army and in the war of information technology. It also has practical significance in
anti-interference research for missile weapons.
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Electronic attack is the fighting force which can destroy the target directly by the
active use of the electromagnetic spectrum or directional energy. Electronic attacks
against radar include nondestructive actions and destructive actions. Nondestructive
action is to reduce or offset the operational effectiveness of enemy radar by using
suppressing jamming and deception jamming [3].

The development of electronic jamming and antijamming technology has
brought unprecedented challenges to the guided weapons. Radar jamming reduces
the lethality of the guided weapon, yet improves the survival ability of the target
[4]. The new strategy should be proposed in air defense missile weapon system to
meet the current electronic warfare needs after carefully studying the development
of airborne electronic countermeasure technology [5]. At present, there has been a
large number of researches concerning the electronic interference, but most of them
are based on a certain kind of interference. The research scope is relatively scattered
and lack comprehensive interference analysis and model study [6]. This paper
analyzes the theory of mathematical modeling and simulation of common types of
electronic jamming, which will play an important role in the identification of enemy
electronic jamming and electronic jamming to enemies. It has important practical
significance in the current form of electronic warfare technology, and pushes for-
ward the researches of radar antijamming technology.

2 Classification and Mathematical Model
of Radar Jamming

Electronic warfare is a military action where both sides interfere with weapons’
usage of the electromagnetic spectrum and electromagnetic information and attack
enemies and their weapons by using electromagnetic energy or directional energy;
in the meantime it guarantees weapon equipment normal function and personnel’s
safety [7]. The interference of radar is mainly classified into background and arti-
ficial interference and the latter is the focus of our study. Artificial interference can
be classified into active jamming and passive jamming. Active jamming can be
further classified into the suppression of jamming and deception jamming according
to the principle of interference signal. The mathematical modeling and analysis of
common jamming signals are discussed in the following parts.

2.1 Radio Frequency Noise Jamming

Masking jamming basic principle is as follows, internal noise and external noise
exist in any radar; detection of radar targets is conducted in these noises; the
detection is based on a certain probability criterion.
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Radio frequency noise jamming is one of the effective ways of masking jam-
ming. The RF noise jamming can be obtained by direct amplification of microwave
noise and its mathematical model can be expressed as follows,

ujðtÞ= unðtÞ ⋅ cosðωjt+ϕðtÞÞ ð1Þ

where unðtÞ satisfies the Rayleigh distribution and ϕðtÞ satisfies uniform distribution
in [0, 2pi]; unðtÞ and ϕðtÞ are independent of each other; ωj is the carrier frequency
and it is a constant.

The noise is a power signal and its power is limited, but the energy is unlimited.
So, the power spectrum is used to express its frequency characteristics. Its power
spectral density expression is,

Gjðf Þ=
σ2

Δfj f − fj
�� ��≤ Δfj

2
0 others

�
ð2Þ

where σ2 is the average power of noise; Δfj is interference bandwidth; fj is the
center frequency of RF noise jamming. If medium frequency of the receiver has a
rectangular feature, after the radio frequency noise is received by the receiver, the
output interference signal of the medium-frequency amplifier is still narrow band
Gauss noise, and its power spectrum Gi(f) is as follows,

Gjðf Þ= Hiðf Þj j2 ⋅Gjðf − fiÞ=
σ2i
Δfi f − fij j≤ Δfr

2
0 others

�
ð3Þ

where fi is the center frequency of the receiver; Δf is medium bandwidth of
receiver. The correlation function of the RF noise can be obtained according to
Fourier transform relation between the correlation function and the power spectrum
density function of the signal. The correlation function of the RF noise satisfies:

RiðτÞ=
Z ∞

0
Giðf Þ cos 2πf τdf = σ2i

sin πΔfrτ
πΔfrτ

cos 2πΔfiτ ð4Þ

After the linear detector, the Gauss white noise distribution becomes Rayleigh
distribution,

PiðUvÞ= Uv

σ2v
⋅ e

U2
v

2σ2v , Uv >0 ð5Þ

where σ2v = k ⋅ σ2 (k is the amplification factor of the linear detector).
In practice, the RF noise signals and radar signals are often simultaneously

entered into the radar receiver, and built the model for the mixed signal of both.
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Set target echo signal as single frequency signal, and then

sðtÞ= us ⋅ cosðw0tÞ ð6Þ

The expression of the mixed signal of output signal of the receiver and the
noise is,

ujðtÞ+ sðtÞ= unðtÞ ⋅ cosðωjt+ϕðtÞÞ+ us ⋅ cosðw0tÞ
= uiðtÞ ⋅ cosðωit+ϕðtÞÞ ð7Þ

where uiðtÞ is the amplitude of the synthesized signal, and the probability distri-
bution is the rice distribution.

2.2 Range-Gate Pull Off

RGPO can be applied to radar systems of different ranging systems. RGPO can be
roughly divided into three stages: stop delay period, towing period and termination
period. In the first period, jammers amplify and forward signals quickly to make
time delay difference between the target echo and itself short enough to enter the
radar range gate, due to its higher power of interference signal, the range gate
cannot lock the exact interference signal. When the stop delay period ends or when
the range gate locks interference signal, it comes to the second period, towing
period. In this period, time delay of jammer’s forwarding signal is gradually
extended to increase distance between the interference signal and target signal in
range dimension. Because the range gate is locked in the interference signal, the
target has been dragged out of range gate gradually. Then the change rule of time
delay of interference signal can be expressed as dτ(t)/dt = v(t), wherein, τ(t) and v
(t) are towing distance and towing speed. Finally, when the target is dragged out of
range gate, it comes to the termination period, in which the jammer is turned off or
stops forwarding the interference signal, and the radar returns back to the search
state because there is no signal within range gate.

Based on analysis of the target echo model, the target echo signal received by
receiver can be obtained,

sðtÞ=As exp½jðωc +ωdÞðt− 2RðtÞ
c

Þ� ð8Þ

signal of RGPO satisfies,

JðtÞ=Aj exp½jðωc +ωdÞðt− 2RðtÞ
c

−ΔtjðtÞÞ� ð9Þ
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where As is the signal amplitude of the real target; Aj is amplitude of interference
signal and Aj >As; ωc is the carrier frequency of radar; ωd is the Doppler frequency;
RðtÞ is the real distance of the target; ΔtjðtÞ is delay time of signal of RGPO
compared with normal echo signal of the target, it changes with time; C is the speed
of light.

Assuming that the target is moving at a constant speed, when adopting the linear
or parabolic dragging ways, the distance function of the false target can be
expressed as follows,

ΔtjðtÞ=
R+ v1t 0≤ t < t1 ðstop delay periodÞ
R+ v1t1 + v2ðt− t1Þ or R+ v1t1 + aðt− t1Þ2 t1 ≤ t< t2 ðtowing periodÞ
jamming off t1 ≤ t< t2 ðterminaton periodÞ

8<
:

ð10Þ

where R is the distance of the target; v1 is velocity of the target; v2 is the towing
speed of linear towing and a is the towing acceleration of parabolic towing.
According to the principle of radar delay ranging, the distance change of the
interference signal is converted into time delay and we can obtain,

ΔtjðtÞ=
R+ v1t 0≤ t< t1 ðstop delay periodÞ
2v2
c ðt− t1Þ or 2a

c ðt− t1Þ2 t1 ≤ t< t2 ðtowing periodÞ
jamming off t1 ≤ t< t2 ðtermination periodÞ

8<
: ð11Þ

3 Computer Simulation Analysis

3.1 RF Noise Jamming Simulation

We design MATLAB program for RF noise and carry out computer simulations.
The simulation parameters are set as follows, the sampling frequency is 100 MHz;
the bandwidth of bandpass filter is 30 MHz; the Noise Figure is 1.2. Simulation
flow chart is shown in Fig. 1.

Simulation results are shown in Figs. 2 and 3.
It can be seen from the graph that the envelope of the RF noise obeys the

Rayleigh distribution and the phase obeys the uniform distribution, which is con-
sistent with the theoretical analysis.

Through the filter, autocorrelation function and power spectrum density function
of RF noise are shown in Figs. 4 and 5. It can be seen that power spectral density
shows the filter shape through bandpass filter and autocorrelation function shows
characteristics of single frequency signal, which is consistent with the theoretical
analysis.
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Respectively, us σ̸i = 0.1; 1; 10, the computer simulation results of the signal
superimposed with noise are shown in Figs. 6, 7 and 8. It can be seen that the
output amplitude of the receiver under RF noise jamming shows following distri-
bution. Echo signals’ magnitude is no longer original form of rectangular pulse
under the influence of RF noise jamming and varies around the average potential of
noise. As the interference power increases, the signal is submerged in the noise
interference and it cannot be detected and identified.

Setting
parameters

R-F noise Target echo

Mixing signal

Band-pass
filter

Power spectral 
density

Autocorrelation
function

Fig. 1 Simulation flow chart
of RF noise
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3.2 RGPO Simulation

Assume that carrier frequency of the radar emission signal is 10 MHz; pulse rep-
etition frequency is 2.5 kHz; duty ratio is 1/4; sampling frequency is 100 MHz;
range gate is towed at a constant speed. Simulation parameters are as follows,
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Fig. 3 Envelope distribution
and phase distribution of RF
noise jamming. a The
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distribution, b the phase
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R = 2 km; v1 = 0 m/s; t1 = 0.2 ms; t2 = 2 ms; V2 = 105 m/s; jamming to signal
ratio is 10 dB. Flow chart of deception jamming simulation algorithm is shown
in Fig. 9.

Figure 10 shows that interference signal is formally exactly the same as the
target signal except amplification of amplitude before 0.2 ms. They both have same
time delay compared to emission signal, about 13 us which is consistent with the
target distance. Distance towing begins at 0.2 ms, interference signal and target
signal differs. Compared with emission signal, time delay of interference signal is
gradually increased within each pulse period and the delay of target signal remains
unchanged, so the distance between interference signal and the target signal
becomes larger, which is consistent with the theoretical analysis. It verifies the
validity of the simulation model.
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4 Conclusions

As new systems of radar and electronic systems and new communication equipment
continue to emerge, the corresponding electronic countermeasure tactics technology
has also been rapidly developed. In order to meet the objective requirements of the
electronic warfare theory research and practical testing, benefiting from the
favorable conditions that modeling theory and computer and the network tech-
nology obtained the rapid development, many electronic warfare simulation sys-
tems are produced at home and abroad. We analyzed the mathematical model of the
common electronic interferences in complex battlefield environment and conducted
computer simulation of RF noise jamming, RGPO, and chaff jamming. Simulation
analyzes verify the validity of the mathematical model of the electronic interfer-
ence. This study will be helpful in further study on the electronic interference and
suppression.
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An 8-Cycle Construction Scheme
for Latin Square LDLC

Zhao Dan-feng and Xie Feng

Abstract A novel method for constructing the Latin square Low Density Lattice
Codes (LDLC) parity check matrix is proposed in this paper. Based on the per-
mutation matrix, a 6-cycle matrix is build firstly. Then the elements involved in the
6-cycle are detected and swapped, which is on the basis of the theory of adjacency
matrix. Therefore, we obtain a check matrix, which is 6-cycle free and the nonzero
elements obeying random distribution. Simulation results demonstrate that the
proposed method has a lower symbol error rate (SER) compared with the previous
works.

Keywords Lattice codes ⋅ LDLC ⋅ Parity check matrix ⋅ Symbol error rate

1 Introduction

Low Density Lattice Codes which were proposed in [1], are efficient and practical
lattice codes for the reason that in LDLC both the encoder and the channel use the
same real algebra, which is very convenient for the continuous-valued AWGN
channel. LDLC codes are characterized by a sparse matrix, refers to the parity check
matrix. Similar to LDPC codes, the parity check matrix is restricted to be sparse so
that we can use the belief propagation (BP) algorithm to develop a linear com-
plexity iterative decoding scheme [2, 3]. Simulation results show that LDLC can
obtain the capacity of the AWGN channel [1, 4].

LDLC codes are designed by constructing the sparse parity check matrix in the
Euclidean space. In [1], a constructing method was presented. In this method a
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random permutation matrix is generated first, and then the 2-cycle and 4-cycle are
detected and removed sequentially by swapping the elements involved in these
cycles. Finally the check matrix is built from this permutation matrix. This scheme
can obtain a check matrix without 4-cycle, and the nonzero elements are randomly
distributed. But there still exist 6-cycle in the check matrix and it is difficult to
remove using the same method as removing the 4-cycle. In [5], a construction
scheme which eliminates the size 6-cycles based on the cyclic shift has been
suggested. However, the un-randomly distributed nonzero elements in the parity
check matrix lead to poor performance. In order to obtain better check matrices, we
proposed in this work an efficient scheme to construct the parity check matrix of
Latin square LDLC. This check matrix is 6-cycle free and the nonzero elements are
randomly distributed.

Specifically, in the new scheme a 6-cycle matrix is generated first based on the
permutation matrix, then the elements involved in a 6-cycle are detected through the
theory of the adjacency matrix [6, 7]. When such an element is found, swap it
without creating any new 6-cycles. Finally we obtain an 8-cycle parity check matrix
until all the 6-cycles have been eliminated. Simulation results indicate that this
8-cycle check matrix has better performance than previous works.

The outline of this paper is as follows. In Sect. 2 we introduce the lattice and
lattice codes. Section 3 gives the definition of LDLC codes and Sect. 4 describes
the iterative decoding algorithm of the LDLC codes. The proposed construction
method of the LDLC codes is presented in Sects. 5, 6 gives simulation results,
followed by some conclusions in Sect. 7.

2 Lattice and Lattice Codes

A n dimensional lattice Λ in Rn is defined as the set of all linear combinations of
n linearly independent vectors in Rn with integer coefficients [8] i.e.

Λ= fb1g1 +⋯+ bngng= ½g1⋯gn� ⋅ ½b1⋯bn�T ð1Þ

where the column vectors g1g2 . . . gn are referred to as the basis vectors. The
generator matrix of Λ is defined as

G= ½g1g2⋯gn�=
g11 . . . g1n
⋮ ⋱ ⋮
gn1 ⋯ gnn

0
@

1
A ð2Þ
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With the above definition, the n dimensional lattice can be denoted as follows:

Λ= fG ⋅ b: b∈Zng ð3Þ

A n dimensional lattice code is defined by a lattice G and a shaping region
B⊂Rn, where the codewords are all the lattice points that lie within the shaping
region B [8]. All codewords are generated by x=G ⋅ b, b∈Zn, where
b= ½b1 b2 ⋯ bn�T is a n dimensional integer vector.

3 Low Density Lattice Codes

Low Density Lattice Codes (LDLC) are n dimensional lattice codes represented by a
sparse parity check matrix H=G− 1, where G is the LDLC generator matrix. A n di-
mensional Latin square LDLC is a special kind of LDLC that every row and column of
the parity check matrixH has the same d nonzero values, except for a possible change
of order and random signs. These d sorted values h1 ≥ h2 ≥⋯≥ hd >0 constitute a
sequence which is referred to as the generator sequence.

For example, the matrix H is a parity check matrix of a Latin square LDLC with
lattice dimension n=6, degree d=3 and generating sequence h= f1, 0.6, 0.3g.

Just like low density parity codes (LDPC), LDLC codes can also be represented
by the bipartite graph as illustrated in Fig. 1b. In the graph, we put the variable
nodes on the top and the check nodes down below. An edge connects variable
node i and check node j when Hj, i ≠ 0. A cycle is a closed path with no repeated
nodes, and must therefore be of even length [7]. For example, the path
x1 → c1 → x3 → c3 → x1 forms a 4-cycle in the bipartite graph.

1x 2x 3x 4x 5x 6x

1c 2c 3c 4c 5c 6c

⎤⎡
⎥⎢ −0.3⎥⎢
⎥⎢

= ⎥⎢
⎥⎢
⎥⎢

0.6 0 0 1 0

0 0.6 1 0 0

0.3 0 0.6 0 0

0 0 0 1

0 0 0 0.3

0.3 0 0.6 0 0

−0.3

−1
−0.3 −0.6

−1 −0.6
⎥⎢

−1 ⎥⎢ ⎦⎣

H

(a) (b)

Fig. 1 a Parity check matrix of Latin square LDLC and b its bipartite graph
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4 LDLC Iterative Decoder

A LDLC codeword x= ðx1, . . . , xnÞ is generated by x=G ⋅ b, b∈Zn and then
transmitted over the AWGN channel, where noise wi with variance σ2 is added to
each code symbol. Denoting the received sequence as y= ðy1, . . . , ynÞ.

yi = xi +wi, i=1, 2, . . . , n ð4Þ

The LDLC iterative decoder can be illustrated over the corresponding bipartite
graph. A n dimensional Latin square LDLC with degree d contains nd
variable-to-check messages fkðzÞ and nd check-to-variable messages qkðzÞ in each
iteration, k=1, 2, . . . , nd.

Initialization: Each variable node xi sends the initialization message f ðzÞ to the
d check nodes connected to it.

f ðzÞ= 1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p e−
ðyi − zÞ2
2σ2 ð5Þ

Check node: For a specific check node (without lose of generality) denote the
appropriate check equation by ∑d

i=1 hixi = b. For convenience, consider computing
the check-to-variable message qdðzÞ using the d− 1 input variable-check messages
fkðzÞ, k=1, 2, . . . , d− 1, as shown in Fig. 2a. The output message qdðzÞ is mainly
calculated in three steps.

First compute the convolution of the d− 1 expanded input messages

eqdðzÞ= f1ð zh1Þ*f2ð
z
h2
Þ*⋯*fd− 1ð z

hd− 1
Þ ð6Þ

Then stretch the convolution results by − hd

qdðzÞ=eqdð− hdzÞ ð7Þ

1x 1dx − dx

b

1h 1dh − dh

1( )f z 1( )df z− ( )dq z

1c 1dc − dc

( )y z

1( )q z 1( )dq z− ( )df z

(a) (b)Fig. 2 Message operations at
a check node and b variable
node
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Finally, extend the result to a periodic function for every possible value of b

qdðzÞ= ∑
∞

b= −∞
qdðz−

b
hd
Þ ð8Þ

Variable node: Without lose of generality, suppose the input messages of a
variable node are qiðzÞ, i=1, 2, . . . , d− 1, and the output message is fdðzÞ, as shown
in Fig. 2b. the output message is calculated in two basic steps.

First product the incoming check-to-variable messages and the channel message:

f dðzÞ=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p e−
ðyi − zÞ2
2σ2 ∏

d− 1

i=1
qiðzÞ ð9Þ

Then normalize the result:

fdðzÞ= f dðzÞR∞
−∞ f dðzÞdx

ð10Þ

Final decision: After an appropriate number of iterations between check nodes
and variable nodes, we obtain the final variable node message:

f i, finalðzÞ=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p e−
ðyi − zÞ2
2σ2 ∏

d

i=1
qiðzÞ ð11Þ

Then, we find the peak of the final message to estimate each xi:

xi = argmaxxf i, finalðzÞ, i=1, 2, . . . , n ð12Þ

At last, the transmit integer vector b is estimated as b:

b= ⌊Hx⌉ ð13Þ

Where ⌊ ⋅ ⌉ denote round operation.
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5 Construction of 8-Cycle Check Matrix for Latin Square
LDLC

Due to the message passing used in LDLC iterative decoder, cycles, especially short
cycles degrade the performance of LDLC decoder, since they affect the indepen-
dence of the extrinsic information exchanged in the iterative decoding [9, 10]. Thus,
it is crucial to construct a check matrix with long cycle, for example, 8-cycle is
desired. The following 8-cycle construction scheme has two basic steps: con-
structing a 6-cycle sparse matrix and eliminating the size 6-cycles.

5.1 Construct a 6-Cycle Matrix H

Given the block length n, degree d and generating sequence fh1, h2, . . . , hdg, to
construct a 6-cycles matrix H1, first we generate d random permutations and then
searches for 2-cycles and 4-cycles. when such a cycle is found, remove one of the
permutations to eliminate the cycle.

Step 1: Generate a d × n permutation matrix F, each row of F is a random per-
mutation on f1, 2, . . . , ng.

Step 2: Sequentially search for 2-cycle in F: A 2-cycle is found in column c if the
condition i≠ j,Fi, c =Fj.c is satisfied, then mark the row index i.

Step 3: If there is no 2-cycle in column c, sequentially search for 4-cycle: A
4-cycle is found if there exists c0 ≠ c such that F: , c and F: , c0 have two
identical elements at least. Then we mark the row index for which the first
identical element appears in column c.

Step 4: Modify the permutations in the row which was marked in step 2 and step 3:
Randomly select an integer 1≤ k≤ n, and then exchange the position
c with k in this row.

Step 5: Repeat step 2 ∼ step 4 until no 2-cycle or 4-cycle exist in every column ofF.
Step 6: Construct H1 from the d × n permutation matrix F:H1ðFðj, iÞ, iÞ=±hj for

1≤ i≤ n, 1≤ j≤ d.

Through the above steps, we obtain a 6-cycle matrix H1. Simulation results
show that the performance of this check matrix is poor due to the 6-cycle structure.
In order to improve the performance, these cycles must be eliminated.

5.2 Eliminate the 6-Cycle in H1

When locating a 6-cycle, the position of nonzero elements in a cycle is our concern,
the value of these elements can be ignored. With this in mind, we defined the
related binary matrix of H1 as Hr

1:
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Hr
1 =

1 H1ði, jÞ≠ 0
0 H1ði, jÞ=0

�
, 0 < i, j≤ n ð14Þ

Denote the nodes of a bipartite graph of LDLC as v1, v2, . . . , v2n, where n is the
number of variable nodes. The cycles are found by calculating different powers of
the adjacency matrix. Adjacency matrix is a 2n×2n symmetric binary matrix which
satisfies that if node vi is connected to node vj,Aði, jÞ=1 and zero otherwise.
For LDLC, the adjacency matrix is defined as

A=
0 Hr

1

ðHr
1ÞT 0

� �
ð15Þ

In [6], a theorem to detect cycles in the bipartite graph was suggested. We
declare it in Theorem 1.

Theorem 1 In a graph with girth l two nodes vi and vj are directly opposite each
other in a l-cycles if and only if

Al 2̸
i, j ≥ 2 ð16Þ

AndAðl 2̸Þ− 2
i, j =0 ð17Þ

Theorem 1 is convenient to detect a 6-cycle. When such a cycle is found we try
to eliminate it. We present our locating and removing step in detail as follows.

Step 1: Locate one element in a 6-cycle.
According to the above theorem, when A3

i, j ≥ 2 and A1
i, j =0, we can determine

that variable i is involved in a 6-cycle. Assuming the position of this element is
ði, kÞ, where the column ordinate k satisfies the conditions: A1

i, k =1 and A2
k, j >0.

Step 2: Move this element to eliminate the 6-cycle.
Let H1ði, kÞ= hs, then we find another element whose value is also hs in H1.

Denote the coordinate of this element as ðp, qÞ i.e., H1ðp, qÞ= hs. When the fol-
lowing conditions are met, move these two elements: H1ði, qÞ=H1ðp, qÞ,
H1ðp, kÞ=H1ði, kÞ, H1ðp, qÞ=0, H1ði, kÞ=0. If we can not find such a ðp, qÞ,
locate another element in the cycle and try the moving step.

Condition 1: The values at ði, qÞ and ðp, kÞ must be equal to zero, i.e.,
H1ði, qÞ=H1ðp, kÞ=0.

Condition 2: This moving step does not produce any 4-cycles.
In order to determine whether condition 2 is satisfied, we perform the inner

product between two rows of Hr
1 after this moving step: dot Hr

1ði, : Þ,Hr
1ðl, : Þ

� �
,

l=1, i− 1, i+1, . . . , n and dot Hr
1ðp, : Þ,Hr

1ðm, : Þ
� �

,m=1, p− 1, p+1, . . . , n,
where Hr

1ði, : Þ represents the ith row of Hr
1. If all of these results are less than 2,

then it means that this moving step does not produce any 4-cycles.
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Condition 3: This moving step can eliminate the detected 6-cycles, and does not
produce any new 6-cycles.

Because the moving operation will put a zero-value to the corner of the detected
6-cycle, to destroy the 6-cycle structure, then the detected cycle is eliminated.
According to the properties of the adjacency matrix, if A5ði, ðq+ nÞÞ=0 and
A5ðp, ðk+ nÞÞ=0 which means that there is no length 5 path from node iðpÞ to node
qðkÞ, so this moving step does not create any new 6-cycles.

Step 3: Repeat Step 1 and Step 2 until we cannot find any 6-cycle element in
Step 1, which means there is no 6-cycle exists.

After completing the above steps, all the size 6-cycles are eliminated, finally we
get the 8-cycle parity check matrix, denote as H.

6 Simulation Result

A Latin square LDLC based on the proposed construction method was simulated
for the AWGN channel. The parity check matrix H was constructed using the
parameters shown in Table 1, and then normalized by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðHÞj jn

p
. In the simulation,

we use the iterative decoding algorithm suggested in [1] to decode the received
messages. The simulation parameters are given in Table 2.

Finally we compare our scheme with the algorithm proposed in [1]. The per-
formance is measured in symbol error rate (SER), versus the distance to the noise
variance σ2 from the capacity in dB. Simulation results are presented in Fig. 3. We
observe that the performance of SER is improved efficiently, for example, there is a
gain of 0.2 dB for lattice dimension n=500.

Table 1 Parameter for
constructing check matrix

Dimension
(n)

Degree
(d)

Generate sequence
(h)

200 4 h= f 1
2.31 ,

1
3.17 ,

1
5.11 ,

1
7.33g

500 5 h= f 1
2.31 ,

1
3.17 ,

1
5.11 ,

1
7.33 ,

1
11.71g

1200 6 h= f 1
2.31 ,

1
3.17 ,

1
5.11 ,

1
7.33 ,

1
11.71 ,

1
13.11g

Table 2 Parameters for BP
decoder

Resolution
ðΔÞ

Message
length (L)

Message
range (D)

Number of
iterations (t)

1/128 512 4 50
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7 Conclusion

LDLC are close to optimal lattice codes and can be decoded efficiently employing
the BP iterative decoder. In this work we presented a novel algorithm for con-
structing the parity check matrix of Latin square LDLC, which is 6-cycle free and
the nonzero elements are randomly distributed. Simulation results indicate that the
performance of these matrices is improved efficiently.

Ackonowledgment The work is supported by the international exchange program of harbin
engineering university for innovation-oriented talents cultivation.
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DME Pulse Interference Suppression
Based on WRELAX for GPS L5 Signal

Wei Fang and Jie Li

Abstract A new algorithm is proposed in this paper to solve the problem of
multisource distance measurement equipment (DME) pulse interference suppres-
sion for global positioning system (GPS) L5 signal. The problem can be treated as
DME signal estimation, and then can be taken as a problem of optimization. Based
on nonlinear least squares (NLS) criterion, using WRELAX iteration method, the
optimization problem can be solved to estimate the multisource DME signal.
Once DME pulse interference signal is estimated, then it can be reconstructed, and
finally can be eliminated and suppressed. Compared with traditional method, the
proposed method can reserve more useful GPS satellite data. The performance of
proposed method is verified by numerical simulations.

Keywords GPS L5 ⋅ DME ⋅ Interference suppression

1 Introduction

GPS L5 signal is used for civil aviation exclusively, and takes up exclusive fre-
quency band. Moreover, the compass (Beidou) system will be compatible with GPS
system via sharing the same frequency band. The compass B2 signal and GPS L5
signal share the same band with central frequency 1176.45 MHz.

However, there exists a lot of interference equipment working at the L5 fre-
quency band, among which distance measurement equipment (DME) pulse inter-
ference makes greatest influence on L5 signal. DME interference can cause
degradation of signal to interference and noise ratio (SINR) at GPS receiver, reduce
the sensitivity of acquisition, thus lead to the failure of convergence of tracking
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loop, and finally make it difficult to decode the navigation information [1–4]. DME
signal also interferes with compass B2 signal. Therefore, it is very necessary to
solve the problem of DME interference.

Many researches have been carried out to study on the problem of DME
interference, and many anti-interference techniques have been developed, most
frequently used of which are pulse blanking, notch filter and hybrid method [5–9].

The traditional methods mentioned above eliminate the interference in time or
frequency domain, and at the same time, the useful signal will suffer from loss more
or less to a certain extent. In this paper, we propose a new DME interference
suppression method. This method firstly estimates the parameters of DME signal
under nonlinear least squares (NLS) criterion, then reconstructs the DME signal as
the signal of interest, and finally suppresses the DME interference. This method can
maintain useful GPS signal to a large extent while suppressing the interference. So
this method can enhance the availability of the GPS signal. The efficiency of the
proposed approach is verified in the numerical experiments.

2 Data Model and Problem Formulation

The DME equipment works at the frequency ranged from 962 to 1213 MHz.
Unfortunately, this frequency band covers the GPS L5 signal with central frequency
1176.45 MHz and bandwidth 24 MHz. So the DME interference to GPS L5 mainly
comes from the ground DME devices.

The baseband signal of DME equipment has the structure of pulse pair. The
signal can be modeled as

sðtÞ= e−
α
2 t− Δt

2ð Þ2 + e−
α
2 t+ Δt

2ð Þ2 ð1Þ

among which the constant α determines the width of pulse pair, and Δt determines
the interval, where α=4.5 × 1011 s− 2, and Δt=12 × 10− 6 s. The half-amplitude
width of each single pulse is 3.5 μs, and the interval between two single pulses is
12 μs. The waveform of DME pulse pair has been shown in Fig. 1.

When the airplanes are near the ground base of DME, the airborne GPS receiver
will be interfered by the pulses with high power sent by DME ground base stations
nearby. Because of the relative movement between the airplane and DME station,
the frequency of interference signal received by the GPS receiver will have Doppler
frequency shift in frequency domain.

When the GPS receiver is interfered by only one DME ground station, the
interference can be eliminated by the method based on NLS criterion, which can be
seen in reference [10].

Consider the scenario that the DME pulse interference comes simultaneously
from two or more different ground base stations. Due to the difference of distances
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between GPS receiver and the two DME ground base, the GPS receiver will be
interfered by two DME pulses with different Doppler shifts.

When there exit multiple interferences from DME ground base station, the signal
received by GPS receiver can be modeled as:

yðtÞ= ∑
L

l=1
β1s t− τlð Þejωl t− τlð Þ + eðtÞ ð2Þ

where sðtÞ stands for DME signal, βl and ωl is complex amplitude and frequency to
be estimated separately.

The sampled signal is

yðnTsÞ= ∑
L

l=1
βls nTs − τlð Þejωl nTs − τlð Þ + e nTsð Þ, n=1, 2, . . . ,N ð3Þ

The signal received by GPS receiver can be modeled as below

yðtÞ= ∑
K

k=1
βksðtÞejωk t + eðtÞ, t=1, 2, . . . ,N, ð4Þ

where sðtÞ is the DME signal, βk is the complex amplitude to be estimated, ωk is the
frequency equal to carrier frequency plus the Doppler frequency shift due to relative
movements of airplane and DME ground base station, and e(t) includes noise and
satellites signals buried under the noise level. In the scenario of two DME base
stations, K is equal to 2.
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3 Algorithm Implementation

Due to the much stronger power of DME pulse than satellite signal, we can take the
DME signal as the signal of interest. Once the DME signal is detected in the range
of interest (ROI), we can estimate the frequency and complex amplitude of DME
signal under the criterion of NLS [10, 11]. Then the DME signal can be recon-
structed using the already known waveform information of DME signal. Finally the
goal of suppressing interference can be achieved by subtracting the estimated DME
signal from the received signal by the GPS receiver.

As for the problem of estimating multiple group of parameters, we can utilize the
theory of WRELAX to estimate each group of parameters via iteration [12]. Take
the problem of estimating two groups of parameters for example. That is to say, we
need to estimate the parameters of fβl, τl,ωlg2l=1. The problem of parameter esti-
mation can be transferred to solve the problem of optimization as below

min
β, τ,ω

yðnTsÞ− ∑
L

l=1
βlsðnTs − τlÞejωlðnTs − τlÞ

����
����
2

, n=1, 2, . . . ,N ð5Þ

This is a problem of nonlinear least squares. To solve the problem, firstly let

ylðnTsÞ= yðnTsÞ− ∑
L

i=1, i≠ l
βisðnTs − τîÞejωîðnTsÞ− τîÞ, n=1, 2, . . . ,N ð6Þ

where the parameters fβi, τ ̂i,ωîgLi=1, i≠ l are supposed to be known.
Solve the problem of optimization in Eq. (5) and we can get

ωl̂ = arg max
ωl

∑
N

n=1
y2l ðnTsÞe− j2ωlnTs

����
����
2

, n=1, 2, . . . ,N ð7Þ

τl̂ = −
N
2πfs

arg max
ωdl

aHðωdlÞðX*YlÞ
�� ��2 ð8Þ

βl =
aHðωdlÞðX*YlÞ

Xk k2
�����
ωdl =ωd̂l

ð9Þ

where

Y= ½YðN 2̸Þ� Yð−N 2̸ + 1Þ . . . YðN 2̸− 1Þ�T , YðkÞ=DFTfyðnTsÞg,
X=diagfXð−N 2̸Þ Xð−N 2̸ + 1Þ . . . XðN 2̸− 1Þg,

XðkÞ=DFTfxðnTsÞg,
aðωdÞ= ½ejωdð−N 2̸Þ ejωdð−N 2̸ + 1Þ . . . ejωdðN 2̸− 1Þ�T .
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The steps of solving the problem of optimization using the theory of WRELAX
are as below

Step 1 Suppose L = 1, take β1sðnTs − τ1Þ as unknown waveform, then estimate
the parameters ω ̂1, τ ̂1 and β1.

Step 1(a) Calculate the frequency estimation ω1̂ = arg max ∑N
n=1 y

2ðnTsÞ
��

e− j2ω1nTs j2, using the NLS algorithm [10].
Step 1(b) After we get the estimation ω ̂1, then we can estimate the

complex amplitude βl =
aHðωdÞðX*YÞ

Xk k2

����
ωd =ω ̂1

, and time delay

τ1̂ = −ω ̂1N ð̸2πfsÞ.
Step 1(c) Reconstruct the signal using the estimated complex amplitude

βl and time delay τ1̂, and then reestimate the frequency ω ̂1.
Step 1(d) Return to Step 1(b) and reestimate βl and τ ̂1, using the estimated

value ω1̂. Repeat the iteration from Step 1(b) to Step 1(c) until it
is converged. (The convergence condition is that the value of
the cost function in the Eq. (5) during two iterations is smaller
than the predefined value.)

Step 2 Suppose L = 2, calculate y2̂ðnTsÞ, n=1, 2, . . . ,N, using ω1̂, βl and τ1̂
obtained from Step 1 and Eq. (6). Then estimate ω ̂2; β ̂2 and τ ̂2, using
y2̂ðnTsÞ and the method similar to the iteration steps in Step 1(a)–(d).

Step 2(a) Using y ̂2ðnTsÞ and Eq. (7) to calculate estimated frequency β2.
Step 2(b) After ω2̂ is estimated, using (8) and (9) to estimate complex

amplitude β2 and time delay τ2̂.
Step 2(c) Then use β2 and τ ̂2 to reconstruct the signal, and estimate the

frequency ω2̂.
Step 2(d) Go back to Step 2(b) and reestimated β2 and τ2̂, using got ω2̂ in

Step 2(c). Repeat the iteration from Step 2(b) to 2(c), until it is
converged under the condition that the changed value of the
cost function in the Eq. (5) during two iterations is smaller than
the predefined value.

Then compute y1̂ðnTsÞ, n=1, 2, . . . ,N, using the estimated value fβl, τ ̂l,ωl̂gl=2
and Eq. (6). When y1̂ðnTsÞ is got, reestimate fβl, τl̂,ωl̂gl=1. Repeat iteration pro-
gress between Step 1 and Step 2 until it is converged, under the condition that the
changed value of the cost function in the Eq. (5) during two iterations is smaller
than the predefined value.

Step 3 Suppose L=3, compute y ̂3ðnTsÞ using the estimated parameters
βl, τ ̂l,ωl̂f g2l=1 got in upper steps. Then estimate βl, τ ̂l,ωl̂f gl=3 using

y3̂ðnTsÞ. Then recompute y1̂ðnTsÞ using βl, τ ̂l,ωl̂f g3l=2, and reestimate
βl, τ ̂l,ωl̂f gl=1. Then estimate y ̂2ðnTsÞ using βl, τl̂,ωl̂f gl=1, 3, and calculate
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parameters βl, τl̂,ωl̂f gl=2. Repeat the above steps until it is converged.
Then we can get the estimation βl, τ ̂l,ωl̂f g3l=1.

Remaining Steps. Repeat the above process until reach the desired L.
Then the estimated value βl, τ ̂l,ωl̂f gLl=1 is obtained.
Finally we can reconstruct the DME interference signal using the estimated

frequency, complex amplitude and time delay βl, τ ̂l,ωl̂f gLl=1.

y1̂ðnTsÞ= ∑
L

l=1
βlsðnTs − τl̂Þejωl̂ðnTs − τl̂Þ, n=1, 2, . . . ,N ð10Þ

Eliminate the DME interference signal from received GPS signal, and the DME
interference can be suppressed

yĜPSðnTsÞ= yðnTsÞ− yÎðnTsÞ, n=1, 2, . . . ,N ð11Þ

As for the problem of two interference sources, that is to say when L = 2 in
above analysis, we can estimate the amplitude and frequency using the iteration
process of WRELAX algorithm, then reconstruct the interference signal and sup-
press it.

4 Numerical and Experimental Results

In order to illustrate the performance of the proposed method, the numerical
experiments have been carried out. In the experiments, the satellite data are inter-
fered by DME pulse, and are down-converted at the intermediate frequency of
1.25 MHz. The sample rate is 5 MHz, the signal-to-noise ratio (SNR) is—18 dB,
and the jammer-to-noise ratio (JNR) of DME is 40 dB.

Figure 2 demonstrates the results of interference suppression using the proposed
method. Figure 2a is the satellite data interfered by two DME signal, with time
delay 2 and 2.5 ms. Due to the stronger JNR, the DME interference can make the
GPS receiver fail in tracking and acquisition. Use the proposed method to suppress
the interference, and the results is shown in Fig. 2b in time domain. We can see that
the DME interference is suppressed, and the useful satellite signal remains.

As is shown in Fig. 3, the proposed method has prevailed performance, com-
pared with traditional notch filtering method. The result is achieved after
Monte-Carlo trails under different JNR. As we can see from the figure, the root
mean square error (RMSE) of proposed method is much lower than the traditional
method, which means that after processing using the proposed method, the data are
closer to the original satellite data than the traditional method. So the proposed
approach has better performance than the latter one. Thus the proposed method can
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maintain more useful satellite after interference suppression. In other words, the
proposed algorithm has lower loss of useful data, and so this method is with better
performance than other approaches.

5 Conclusions

In this paper, we propose a new DME interference suppression method based on
WRELAX algorithm, when the DME interference comes from more than one base
stations. Using WRELAX iteration process, the frequency, amplitude and time
delay of DME interference signal can be estimated and then reconstructed. Then the
interference signal can be eliminated and suppressed, and the useful satellite signal
can be remained. The results of numerical experiments show that the proposed
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Fig. 2 DME pulse interference suppression. a Satellite data interfered by DME signal. b Satellite
data after DME suppression

Fig. 3 Performance
comparison
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method can maintain more useful satellite data compared with traditional method.
So the proposed method is with good performance in solving the problem of
multisource DME interference suppression.
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Multi-stack Decoding of Polar Codes

Dongsheng Wu, Qingshuang Zhang and Yingxian Zhang

Abstract A successive cancellation multi-stack (SCMS) decoding is proposed to

improve the performance of polar codes. Unlike the successive cancellation stack

(SCS) decoding algorithm which just uses one ordered stack to store the candidate

partial paths and attempts to find out the optimal estimation in the stack, the SCMS

algorithm uses several stacks to obtain better performance at the same space com-

plexity. Simulation results in binary-input additive white Gaussian noise channel

(BI-AWGN) show that the SCMS algorithm can achieve an improvement of about

0.2 dB.

Keywords Polar codes ⋅ SCS ⋅ SCMS ⋅ Space complexity

1 Introduction

For any given binary-input discrete memoryless channel (B-DMC), it has been

proved that the polar codes which were introduced in [1] by Arikan can achieve the

symmetric capacity. There is a prove in [2] that, for polar codes with large enough

code length, if the code rate R < I(W), its block error probability can be wrote as

P(N,R) ≤ 2−N𝛽

for any 𝛽 <
1
2
.

However, the performance under SC in the case of finite-length is unsatisfactory.

As the SC decoding process goes, if a bit is decided incorrect, it cannot be rectified,

and it will have influence on the decision of the following bits. To reduce the similar

mistakes, the successive cancellation list (SCL) decoder keep L candidates paths

simultaneously, then we pick up one path as the final decision from the L paths with

the maximal sequence probability. It has been proved in [3] that the SCL decoder

can effectively improve the performance and when the size of L is appropriate it
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can approach the performance of the ML decoder. However, compared with the SC

decoder there is a remarkable increase of the time complexity.

To reduce the time complexity of the SCL algorithm, the successive cancellation

stack (SCS) decoder was introduced by K. Chen. The SCS decoder has very low

time complexity and its performance is very close to that of the SCL decoder [4].

However, as the time complexity reduced, the space complexity of SCS becomes

slightly larger.

The performance of the SCS decoder is unsatisfying when the depth of the stack is

insufficient. To overcome this shortcoming, inspired by the stack decoding of multi-

stack structure [5], we propose a new decoding strategy called the successive cancel-

lation multi-stack (SCMS) decoder algorithm in this paper. The SCMS can achieve

better performance than SCS at the same space complexity.

The structure of this paper is organized as follows: Part II present the back-

ground of the polar codes. Part III describes the SCMS algorithm, the processes are

present by details. Part IV gives the simulation result and the corresponding analyses.

Finally, Part V concludes the paper.

2 Background

2.1 Polar Coding

The cutoff rate R0(W) of a discrete memoryless channel (DMC) W is often used as

a figure of merit, alongside the channel capacity C(W), and it can be improved by

methods of channel combining and splitting [6].

Channel polarization is realized via the operation of channel combining and split-

ting. Polar coding is a method which takes the advantage of polarization effect to

construct codes that can achieve the symmetric channel capacity I(W).
We use notation xN1 and uN1 to denote a row vector (x1,… , xN) and (u1,… , uN),

respectively. Then we can define the polarization as

xN1 = uN1GN (1)

where GN = BNF⊗n
, ⊗n is a shorthand for the nth Kronecker power, BN is a bit-

reversal permutation and F =
[
0 1
1 1

]

[1].

We obtain a set of N binary-input coordinate channels

{
W (i)

N

}
, i = 1, 2,… ,N via

channel polarization and the symmetric capacity terms

{
I(W (i)

N )
}

will be changed

when the code length N tends to be large, in which some of that will tend towards 0

and the others will tend towards 1. Figure 1 shows the distribution of I(W (i)
N ).
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Fig. 1 Plot of I(W (i)
N ) versus

index i

When we need to communicate at a rate R, we pick out the most reliable NR chan-

nels, and then we send information bits through these channels only, while the rest

send fixed values. Conventionally, the bits transmitted over the unreliable channels

are called frozen bits and the values are always set to be zero.

Supposing that, let the binary vector xN1 be the input of the N copies of B-DMC

W, and yN1 (y1, y2,… , yN) denotes the output of W (i)
N . Then we have the transition

probability of the ith channel:

W (i)
N (yN1 , u

i−1
1 |ui) =

∑

uNi+1

1
2N−1

WN(yN1 |u
N
1 ) (2)

2.2 Stack Successive Cancellation Decoding

In [1], the successive cancellation decoding (SC) algorithm was introduced with

low complexity O(N logN). We write ûN1 = (û1, û2,… , ûN) to denote the estimation

vector which we have received. In SC decoder, we decide the bits step by step. For

a frozen bit, it is obvious that ûi = 0. For the information bits, the decoding rule can

be wrote as follows:

ûi =

{
0, W (i)

N (yN1 ,u
i−1
1 |ui=0)

W (i)
N (yN1 ,u

i−1
1 |ui=1)

> 1
1, otherwise

(3)

Although the performance of polar codes with large code length N is astonishing,

the performance will be unsatisfied as the code length becomes small. Then the suc-

cessive cancellation list (SCL) decoder was proposed to improve the performance
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with high time complexity. In [4], the successive cancellation stack (SCS) decoding

was proposed and it figures out the shortcoming of the SCL decoder.

In the SCS decoder, an ordered stack was used to store the candidate paths and

attempts to find out the optimal estimation in the stack by using metrics as labels

of probabilities. The decoding process would not stop until the top path in the stack

reaches length N, then the top path is the decode result [7]. If the stack is full before

the result comes out, we abandon the paths from the bottom of the stack.

3 The Multi-stack Successive Cancellation Decoding

The SCMS decoder used two stacks 𝕊1 and 𝕊2 to store the candidate paths. Metrics

were used to judge the reliability of a path. For a path ui1(u1, u2,… , ui), the metric

can be calculate as follows:

M(ui1) = logW (i)
N (yN1 , u

i−1
1 |ui) (4)

The SCMS decoding algorithm has two working status called on-going and trans-
fer. Let D1 and D2 denote the maximal depths of 𝕊1 and 𝕊2, respectively. Similarly,

T1 and T2 denote the instantaneous depths of 𝕊1 and 𝕊2 respectively.

Initially, the SCMS decoder works in the on-going mode of 𝕊1, which is similar

to SCS. However, when the number of candidate paths in the stack is about to achieve

D1, SCMS stops searching forward in the 𝕊1 and switches to the transfer mode. In

the transfer mode, SCMS moves several paths from the bottom of the 𝕊1 to the 𝕊2.

The number of the paths which will be transferred to the 𝕊2 is set to be M. Then the

SCMS works in the on-going mode of 𝕊2 until we got a result. We reserve the result

and the corresponding metric as a candidate decision. Then, SCMS switches back

to the on-going mode of 𝕊1. The process goes on until the 𝕊1 got a result. Figure 2

shows a graphic illustration of the process. Figure 3 gives an example of the paths in

the stacks of SCMS.

The SCMS decoding algorithm is summarized as follows:

1. Initialization: Push a null path into 𝕊1, then set the value of the corresponding

metric to be 0. The instantaneous stack depth are T1 = 1 and T2 = 0. The work-

ing mode flag fmode is initialized to 0, where fmode = 0 denote the on-going mode,

and fmode = 1 denote the transfer mode. A stack flag fstack is also needed and the

initial value is set to be 1, where fstack = 1 indicates the algorithm is now working

in the 𝕊1, and fstack = 2 indicates the algorithm is now working in the 𝕊2.

2. Popping: When fstack = 1, a path is popped from the top of 𝕊1 then T1 = T1 − 1;

otherwise, pop the path from the top of 𝕊2 then T2 = T2 − 1.

3. Expansion: A label ui1 is used to denote the path in the stack. If the ui is a frozen

bit, the path is simply extended to ui1 = (ui−11 , 0); otherwise, if ui is an informa-

tion bit, the path is extended to (ui−11 , 0) and (ui−11 , 1). The path metric(s) will be

calculated by using (3).
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Fig. 2 Mode transition diagram of SCMS decoding

Fig. 3 Example of decoding paths in the stack of SCMS

4. Pushing: For fstack = 1, push the extended path(s) into 𝕊1; otherwise, push the

extended path(s) into 𝕊2. If the ui is a frozen bit, T(1,2) = T(1,2) + 1 ; otherwise, if

ui is an information bit, T(1,2) = T(1,2) + 2.

5. Sorting: Depending on the metric reorder the paths in the stack in descending.

6. Mode Switching:

a. When fstack = 1 and the 𝕊1 is full without a result, the working mode is

switched to transfer mode, then move the M paths from the bottom of 𝕊1
to 𝕊2, fstack = 2, the process goes back to step 2;

b. When fstack = 2 the 𝕊2 is full without a result, then the process goes back to

step 2;

c. When fstack = 2 and the top path in 𝕊2 reaches a leaf node of the code tree,

then reserve the result and the corresponding metric as a candidate decision,

fstack = 1, the process goes back to step 2;

d. When fstack = 1 and the fstack = 2 comes out a result, the process goes on to

step 7.
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Fig. 4 Performance

comparison of SCS, SCMS

algorithm of (256, 128) polar

code under the BI-AWGN

7. Determination: Pick up the path form the candidates and the result of 𝕊1 with the

maximum metric as the final decision.

4 Result

Figure 4 gives the BER performance of different decoding algorithms of (256, 128)

polar code under the BI-AWGN channel. The maximal depth of the stack in the

SCS decoder is D = 30. For the SCMS, the depth of the two stacks is 15 either.

Compare with the SCS decoding, the SCMS algorithm can achieve a performance

improvement of 0.2 dB.

To analyze the complexity of the decoder, the space complexity of SCMS is just

the same as SCS. However, because of the interactive structure between the two

stacks, the time complexity is much higher than SCS. Further work is needed to

reduce the time complexity.

5 Conclusion

The successive cancellation multi-stack (SCMS) decoding algorithm is proposed to

improve the performance of polar codes. The SCMS can achieve better performance

than SCS at the same space complexity when the depth of the stack is limited. How-

ever, the cost is that the time complexity is high.



Multi-stack Decoding of Polar Codes 389

References

1. Arikan E (2009) Channel polarization: a method for constructing capacity achieving codes for

symmetric binary-input memoryless channels. IEEE Trans Inf Theory 55(7):3051–3057

2. Arikan E, Telatar E (2009) On the rate of channel polarization. In: Proceeding of 2009 IEEE

International Symposiumon Information Theory, pp 1493–1495

3. Chen K, Niu K, Lin JR (2012) List successive cancellation decoding of polar codes. Electron

Lett 48(9):500–501

4. Niu K, Chen K (2012) Stack decoding of polar codes. Electron Lett 48(12):695–696

5. Huang J, Li W, Zhang T, Jiang H (2013) An improved stack decoding algorithm. Wirel Commun

Technol 4:7–10

6. Arikan E (2006) Channel combing and splitting for cutoff rate improvement. IEEE Trans Inf

Theory 52(2):628–639

7. Chen K, Niu K, Lin JR (2013) Improved successive cancellation decoding of polar codes. IEEE

Trans Commun 61(8):3100–3107



STDMA for Inter-satellite Communication
in Low Earth Orbit

Hailong Kang, Xiujie Jiang and Weiming Xiong

Abstract Distributed small satellites flying in close formations are deployed in the

low Earth orbit for Earth observation (EO) missions owing to their unique ability to

increase observation sampling in spatial, spectral, angular, and temporal dimensions

simultaneously. All these missions require inter-satellite links (ISLs) with guaran-

teed performance to track and maintain the satellites in a desired geometric configu-

ration. The data exchanged should then be arrived timely in order to control the inter-

satellite distance collaboratively. Although many protocols are developed to apply in

different communication layer, there has been little work done in self-organizing time

division multiple access (STDMA) in data link layer for the inter-satellite commu-

nication.This paper addresses an adaption of STDMA in order to reduce the overall

development costs of novel space missions. Besides, STDMA has been simulated in a

mesh formation scenario with periodic broadcast packets compared to Carrier Sense

Multiple Access/Collision Avoidance (CSMA/CA). Finally, simulation results show

that STDMA has a higher packet reception probability in the scenario and thereby a

better reliability.

Keywords Satellite communication ⋅ STDMA ⋅ LEO ⋅ Wireless network

1 Introduction

Distributed Space Missions (DSMs) are gaining momentum in their application to

Earth Observation (EO) missions owing to their unique ability to increase obser-

vation sampling in spatial, spectral, angular, and temporal dimensions simultane-

ously [1]. Characteristics of these DSMs are achieved using multiple satellites in
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flight formation which can be changed into different formations depending on the

mission requirements. Most of the DSMs can be considered combinations of mono-

lithic satellite, including heterogeneous ad-hoc flyers like the A-Train, autonomous

formation flying clusters such as Edison (EDSN) [2], fractionated spacecraft such as

the system F6 program.

All these missions require inter-satellite links (ISLs) with guaranteed perfor-

mance to build a network in space. In literature, there are some discussions on

the potential network architecture for formation flying. Marszalek [3] discussed the

potentials and limitations of IEEE 802.11 for satellite swarms and adapted all criti-

cal parameters of WIFI for the long-range satellite communication. Similar propos-

als also include [4–6]. The main requirement for the inter-satellite link is to acquire

and maintain the satellite in a desired relative geometric configuration. The data

exchanged should then be arrived timely in order to control the inter-satellite distance

collaboratively. However, WIFI will not be applicable due to the time-criticality. The

CSMA/CA method used in the 802.11 MAC protocol causes transmission uncer-

tainty because of the detection of the medium. Sun [7] proposed half-duplex Code

Division Multiple Access (CDMA) with roles rotating which enables both code and

carrier phase measurements at variable mission phases and detect some satellites

while tracking others. But total number of simultaneous cross-link transmissions is

limited by the CDMA code noise floor. Complexity in design adds to communica-

tions system cost.

Considering the lack of CSMA/CA and CDMA MAC protocol, A completely

different MAC method, where the available time is divided into slots and the nodes

choose their slots according to an algorithm called self-organizing time division mul-

tiple access (STDMA) is capable to our requirement. It is not only crucial for an

application to provide the real-time communication with high reliability properties,

but divides the shared communication channel in a fair and predictable way. This

paper addresses an adaption of STDMA in order to reduce the overall development

costs of novel space missions.

2 The STDMA Algorithm

In this section, STDMA is briefly introduced. For a more detailed description, we

invite the readers to refer to [8]. STDMA is a deterministic channel access mecha-

nism, in which the time dimension of channel is divided into frames. These frames

are further divided into fixed length slots, whose duration typically corresponds to

one data packet duration plus a necessary guard interval. The medium access strategy

is based on a slot reservation process, including four different phases: initialization,

network entry, first frame and continuous operation. Figure 1 shows the STDMA

algorithm flowchart.
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Fig. 1 The STDMA algorithm flowchart

2.1 Initialization Phase

When a satellite node powers up at the first time, it will begin with an initialization

phase which takes one frame. During this frame, the node will monitor the data link

to determine channel activity and current slot assignments. The state of a slot can

either be free, busy or allocated. After one frame has elapsed, the node enters the

Network Entry Phase.

2.2 Network Entry Phase

During the network entry phase, the node selects its first transmission slot which is

randomly chosen according to a p-persistent algorithm, and then advertises itself on

the data link. The probability p(i) for a transmission in a potential transmission slot

i is defined as

p(0) = 1
n(0)

p(i) = p(i − 1) + 1−p(i−1)
n(i)

, i > 0
(1)

where n(i) denotes the number of free slots.

In this phase, some parameters must be determined:

Nominal Increment (NI)—The satellite node first determines its NI by dividing

the number of slots per second (N) with the desired report rate(r) representing the

ideal interval between two consecutive transmitted packets:

NI =
⌊N
r

⌋
(2)
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Nominal Start Slot (NSS)—To select the first transmission slot, the satellite node

selects a NSS which is randomly selected from the current slot and NI slots ahead of

time.

Selection Interval (SI)—After this, the search range for free time slot (SI) is deter-

mined which is given by

SI = k × NI (3)

where k(0 < k < 1) is an adjustment factor and placed so that the NSS is in the

middle, i.e.,

SI = {NSS − 0.5 × SI,NSS + 0.5 × SI} (4)

Nominal Transmission Slot (NTS)—A slot is randomly selected within SI. This

slot is checked to see if it is available for use. If not, the adjacent slot to the left and

right is checked. This process is continued until an available slot is found within SI.
There shall always be a set of available slots. If the link is approaching maximum

capacity, slots are reused from nodes at the greatest distance from the own posi-

tion. The selected slot becomes the Nominal Transmission Slot (NTS). Each NTS is

assigned a random time-out. Upon reaching the NTS, the first frame phase is entered.

2.3 First Frame Phase

During the first frame phase, the node continuously allocates its NTS. When one

frame has elapsed, the initial transmissions have been allocated and then the offset is

set to zero in the last transmission to indicate that no more allocations will be made.

Upon reaching the first NTS, a new Nominal Slot (NS) and NTS is selected for the

following transmission. Meanwhile, the offset to next NTS is calculated and saved.

The NS is selected by adding NI to the NTS.

2.4 Continuous Operation Phase

In the continuous operation phase, the node transmits in the allocated NTSs and

decrements the slot time-out. When the time-out reaches zero, a new NTS is selected

within the SI as described above. The relative offset (slot offset) is inserted into the

data packet and transmitted so that receiving nodes are made aware of the intentions.

This phase is maintained until the system is shut down, enters other mode.
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3 Simulation Model

3.1 Assumptions and Satellite Formation

The following assumptions are made without loss of generalization:

(1) all satellite nodes generate packets at a fixed (report) rate r,
(2) all packets have a fixed maximum size (which translates to a fixed transmission

duration),

(3) internal clocks of satellite nodes are synchronized. In the aspect of network pro-

tocol stack, we adopt the same the physical (PHY) layer derived from [9]. The

MAC method is STDMA, compared the results against CSMA/CA.

The number N of available slots per second depends on the channel and packet

characteristics: considering a 20 MHz wide control channel with 1Mbps transfer rate,

this translates to N = 384 slots/s for 300 bytes according to the paper ([10]–5.2.3.1).

Table 1 summarizes the modified parameters used in the simulationPlease provide

appropriate citation for 5.2.3.1 to crossrefer in this chapter.

Satellite mesh flying formation is used and each node can communicate with each

other. Figure 2 shows the mesh flying formation.

3.2 Performance Metrics

Performance metrics which have been used to evaluate the MAC method are channel

access delay and packet reception probability.

Table 1 Parameters used in the simulation

Parameter Value

Simulator NS-3 (version 3.21)

Operating system GNU/Linux (Ubuntu 14.04 -32 bit)

Simulation time 60 s

Min. number of candidate slots 4 slots

Frame duration 1 s

Min. reservation time-out 3 frames

Max. reservation time-out 7 frames

Selection interval ratio 0.2

Max. duration of network entry 50 slots

Guard interval (per slot) 6 us

Max. packet size 300 bytes

Report rate 10 Hz
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Fig. 2 Mesh formation

The channel access delay which can be used to evaluate the fairness between

nodes is defined as the time elapsing from the channel access request until the actual

channel access takes place.

The packet reception probability is measured similar to the throughput, but it

relates the successful received packets to the overall sent packets, which given by:

Packet reception probability =
∑

received packets
∑

transmitted packets
(5)

4 Simulation Results

The cumulative distribution function (CDF) for the channel access delay in STDMA

and CSMA is shown in Fig. 3. As the channel access delay in CSMA is random,

there is generally longer delays than STDMA. The channel access delay is upper

bounded in STDMA since a satellite node is always allowed to transmit regardless

of the number of nodes. When all slots are occupied, a satellite node will transmit

at the same time as another node but it selects the one situated furthest away from

itself.

Figure 4 shows the packet reception probability for ISL distances. With the

increase of the ISL distance and Bit Error Rate degradation, packet reception proba-

bility decreases. STDMA performs better than CSMA because of the synchronized

transmissions, scheduling of transmissions in space and nodes avoid using allocated

slots when there still is available resources in the system. Due to the scheduling

of transmissions the packet reception probability for STDMA is always better then

CSMA regardless of setting. STDMA has a higher packet reception probability
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Fig. 3 Channel access delay
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compared to CSMA in the satellite scenario and thereby a better reliability. The

STDMA algorithm always grants packets channel access since slots can be reused if

all slots are currently occupied within the selection interval of a node.

5 Conclusion

In this paper, a self-organizing time division multiple access (STDMA) is proposed

for distributed satellite formation and the parameters of STDMA are modified to

adapt the satellite scenario. Channel access delay and packet reception probability

are selected as performance measures. In the aspect of channel access delay, STDMA

has lower delays than CSMA due to the deterministic depends on SI. On the other
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hand, as the ISL distance increases, packet reception probability of two MAC meth-

ods degrades because of Bit Error Rate degradation. However, STDMA performs

better than CSMA in the periodic broadcast.
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DME Interference Mitigation Algorithm
Based on Signal Separation Estimation
Theory for GPS L5

Jie Li and Wei Fang

Abstract L5 signal is set up for civil aviation exclusively in GPS (Global Posi-
tioning System), and takes up exclusive frequency band. However, the DME
(Distance Measurement Equipment) signal which has already applied for distance
measurement works as the same frequency band as GPS L5. DME signal with high
power will decrease SINR (Signal to Interference and Noise Ratio) of GPS L5 and
even give rise to acquisition failure. On DME interference suppression, the tradi-
tional methods will bring loss to useful satellite data. Thus the performance of GPS
L5 receiver will suffer from serious degradation. In the light of the received signal
model, a new DME interference mitigation algorithm is presented in this paper.
Firstly, frequency is estimated with time-modulated windowed all-phase DFT
(tmwapDFT). Then, we use the estimated frequency to get amplitude and signal
delay information with signal separation estimation theory. Compared with tradi-
tional method, the proposed method can reserve more useful satellite data. The
performance of proposed method is verified by simulations.

Keywords GPS L5 signal ⋅ DME interference mitigation ⋅ Time-modulated
windowed all-phase DFT ⋅ Signal separation estimation theory ⋅ Precise esti-
mation of parameters

1 Introduction

GPS L5 signal is used for civil aviation exclusively, and takes up exclusive fre-
quency band. Compared with L1 and L2 signal, L5 signal has more power at
receiver, more positioning accuracy, stronger anti-interference capability, and can
be implemented more conveniently. However, there are a lot of interference
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equipment working at the L5 frequency band, among which DME (Distance
Measurement Equipment) signals make greatest influence on L5 signal. DME
interference can cause degradation of SINR (Signal to Interference and Noise Ratio)
at GPS receiver, reduce the sensitivity of acquisition, thus lead to the failure of
convergence of tracking loop, and finally make it difficult to decode the navigation
information [1–4].

Lots of research organizations and universities have been seeking for the
methods to mitigate the error brought from DME interference. Many
anti-interference techniques have been developed, most frequently used of which
are pulse blanking, notch filter and hybrid method.

Pulse blanking method sets the part of signal to zero which is beyond the
threshold in time domain, and thus achieves the goal of suppressing the interference
[5, 6]. It is easy to implement and has already verified on hardware receiver [7].
However, the main deficiency of this method is that a large part of useful GPS
signal will be gotten rid of as well when the interferences are suppressed. And
what’s more, this method will also cause a great amount of data gaps, which will
make the failure of acquisition, tracking and then positioning of the receiver. Notch
filter method mitigates the interference by letting the signal pass a narrow band
notch filter involving DME frequencies [5, 8]. Hybrid method uses a moving
window in time domain to detect the DME pulse interference and filter data in the
frequency domain [5, 9]. Although the next two methods can preserves more useful
signals, the data missing problem still exists.

In this paper, we propose a new DME interference suppression method which
can keep useful GPS signal to a large extent meanwhile suppress the interference.
The efficiency of the proposed approach is verified in the experiments.

2 Data Model and Problem Description

DME baseband signal is a pulse pair which can be modeled as:

sðtÞ= e− α ̸2 t−Δt ̸2ð Þ2 + e− α ̸2 t−Δt ̸2ð Þ2 ð1Þ

When the airborne DME equipment take advantage of the channel 64–126 X for
communication, the ground equipment may respond frequencies ranged from 1151
to 1213 MHz [3, 5]. Unfortunately, this frequency band covers the GPS L5 signal
with central frequency 1176.45 MHz and bandwidth 24 MHz. Generally, the peak
power of DME signal varies from 50 W to 2 kW. The maximum of the pulses from
transponder may be up to 2700 per second. The interference of DME will seriously
degrade the SINR of GPS receiver and then cause the failure of acquisition.

When the GPS receiver is interfered by only one DME base station, the inter-
ference can be eliminated by the method based on NLS criterion [10]. Consider the
scenario that the DME pulse interference comes simultaneously from two or more
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different ground base stations. Due to the difference of distances between GPS
receiver and the two more DME ground bases, the GPS receiver will be interfered
by two more DME pulses with different Doppler shifts.

It is supposed that there are P DME interferences received, the signal can be
modeled as:

yðtÞ= ∑
P

p=1
αpxðt− τpÞejωdpðt− τpÞ + uðtÞ+ eðtÞ ð2Þ

where x(t) is DME signal, u(t) is GPS signal, e(t) is the thermal noise. αp, τp,ωdp

represent the complex amplitude, time delay and frequency of DME signal
respectively.

After A/D conversion, the transformed signal model is given as:

y nTsð Þ= ∑
P

p=1
αpxðn− τpÞejωdpðn− τpÞ + uðnÞ+ eðnÞ ð3Þ

Because GPS satellites signals are buried under the noise level, GPS signals can
be taken as noise compared with DME signals. Accordingly, the Eq. (3) can be
rewritten as:

yðnÞ= ∑
P

p=1
αpxðn− τpÞejωdpðn− τpÞ + e1ðnÞ ð4Þ

3 Algorithm Implementation

3.1 Signal Separation Estimation Theory

Due to the DME pulse is much stronger than GPS signal, it is no need to analyze
GPS signal separately. Once DME signal is detected and estimated, we can estimate
the frequency and complex amplitude of DME signal under the criterion of NLS
[10, 11]. DME pulse pairs can be simply detected by means of calculating the
correlation of received signal and a moving window with the width of 12 μs.

In order to get a more precise estimate accuracy, each group of unknown
parameters is to be estimated with signal separation estimation theory via iteration.

We consider below estimating the unknown parameters α̂p, τp̂,ωd̂p
� �P

p=1 by min-

imizing the Nonlinear Least Squares (NLS) criterion [12]

Q α̂p, τ ̂p,ωd̂p
� �P

p=1

� �
= min

α, τ,ωd
yðnÞ− ∑

P

p=1
αpxðn− τpÞejωdpðn− τpÞ

�����

�����
2

ð5Þ
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Let sðn− τpÞ = xðn− τpÞejωdpðn− τpÞ, then Eq. (5) can be expressed as

Q α̂p, τ ̂p,ωd̂p
� �P

p=1

� �
= min

α, τ,ωd
yðnÞ− ∑

P

p=1
αpsðn− τpÞ

�����

�����
2

ð6Þ

Solving the problem of optimization in Eq. (6) yields the estimate αp̂, τ ̂p,ωd̂p of
αp, τp,ωdp as:

ωd̂p = argmax
ωdp

bHðωdpÞy2p
���

���
2

ð7Þ

τp̂ = −
N
2πfs

argmax
τp

aHðωpÞŜ*Yp

���
���
2

ð8Þ

αp̂ =
aHðωpÞðŜ*YpÞ

Ŝ
�� ��2

�����
ωp = ω̂p

ð9Þ

where y = ½yð−N ̸2Þ, yð−N ̸2 + 1Þ, . . . , yðN ̸2− 1Þ�T , Y =DFTðyÞ, bðωdpÞ =
ej 2ωdpð−N ̸2Þ, ej 2ωpð−N ̸2+ 1Þ, . . . , ej 2ωpðN ̸2− 1Þ� 	T , SðkÞ =DFT sðnÞð Þ, S = diag Ŝð−N ̸2Þ,�

Ŝð−N ̸2 + 1Þ, . . . , ŜðN ̸2− 1Þg, aðωpÞ= ejωpð−N ̸2Þ, ejωpð−N ̸2+ 1Þ, . . . , ejωpðN ̸2− 1Þ� 	T
,

fs is the sampling rate.
Note that the values of 2ω ̂dp and ωp̂ can be obtained by the FFT of vectors y2p

and Ŝ
*
Yp respectively.

The steps of optimized method of signal separation estimation theory are given
as follow:
Step 1 Assume p=1, take α1sðn− τ1Þ as unknown waveform. Then calculate ωd̂1,

α̂1, τ ̂1 according to Eqs. (7), (8) and (9) respectively
Step 2 Assume p=2, calculate y ̂2ðnÞ by using α̂1, τ ̂1,ωd̂1 obtained in Step1. After

that, α̂2, τ2̂,ωd̂2 can be gotten with the method similar to Step 1
Step 3 Compute y1̂ðnÞ by using α2̂, τ ̂2,ωd̂2 and then redetermine α̂1, τ ̂1,ωd̂1 from

y1̂ðnÞ
Step 4 Iterate the previous two steps until convergence is achieved to get the final

estimates
Step 5 Assume p = 3, 4…P, repeat the above steps until all parameters of P DME

signals are estimated and the convergence conditions are satisfied in the
meantime

Finally, the reconstructed DME signals can be expressed as:

y ̂DMEðnÞ = ∑
P

p=1
α ̂pxðn− τp̂Þejω̂dpðn− τp̂Þ ð10Þ
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Eliminate the DME interference signal from received signal and get the sup-
pressed GPS signal as:

u ̂ðnÞ = yðnÞ− yD̂MEðnÞ ð11Þ

3.2 Frequency Estimation with Time-Modulated Windowed
All-Phase DFT

Although a rather effective method has been afforded above, it is difficult to analyze
frequency component accurately with DFT from Eq. (7) because of spectral leakage
and picket-fence effect [13]. In this paper, time-modulated windowed all-phase
DFT(tmwapDFT) is taken advantage of to deal with the problem [14, 15].

The original windowed all-phase DFT can be implemented as below

YapðkÞ =DFT yðnÞRwðnÞ + yðn−NÞRwðn−NÞ½ �ð Þ ð12Þ

where, RwðnÞ is the correlation window function. FFT can be used here to reduce
computation complexity.

In order to improving the deficiency of missing a half of information, a complex
factor Wn

2N is modulated to the received signal in time domain.

ytmðnÞ = yðnÞWn
2N ð13Þ

Hence, the time-modulated windowed all-phase DFT is defined as

YapðkÞ =DFT ytmðnÞRwðnÞ + ytmðn−NÞRwðn−NÞ½ �ð Þ ð14Þ

It is a better choice to get estimate ωd̂p of ωdp by tmwapDFT instead of original
DFT.

4 Experimental Results

To test and verify the performance of the proposed method, the experiments have
been carried out. Where, the satellite data are interfered by DME pulse and
down-converted at the intermediate frequency of 1.25 MHz same as the GPS sig-
nal. The sample rate is 5 MHz, the SNR (Signal-to-Noise Ratio) is 18 dB.

Mean square error (MSE) of time delay and frequency change with JNR
(Jammer-to-Noise Ratio) are shown in Figs. 1 and 2. Frequency estimation error of
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original DFT is too large to reconstruct the DME signal exactly while the proposed
method in this paper has a better performance. Frequency error after fine estimation
has been further declined in lower JNR condition, while there is no distinct
improvement after fine estimation with the JNR increasing because the error of
tmwap DFT method is already very small. Time delay error before precise esti-
mation is accurate enough to reconstruct the DME signal exactly. Nevertheless,
more little error estimate can be attained after precise estimation which further
improve the anti-jamming performance.
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Six DME signals from different base stations are received in company with the
four GPS signals during the experiment. The JNR of them are 50, 55, 65, 60, 40,
45 dB and the time delays are 2, 2.5, 3, 3.5, 4, 4.5 ms correspondingly. The
comparison results between the original signal and the suppressed signal with the
proposed method is demonstrated in Fig. 2. The DME signal is mitigated after
processing while the useful satellite signal still remains.

The acquisition results of the original and proposed method is given in Fig. 3.
Pulse blanking method which lose a lot of useful GPS signal will result in the
correlation peaks of acquisition lower than the threshold. The useful data missing
problem still exists in hybrid method. Although the correlation peaks are higher
than pulse blanking method, the results still do not reach the threshold. Further
descending the threshold may let the GPS signal be detected, but the signal power
could be too low to finally get an accurate position. The proposed method has
prevailed performance and easily acquire the signal. It is slightly bad than GPS only
circumstance because the proposed method almost maintain entirely useful signal.

5 Conclusions

The traditional DME interference suppression methods which bring about the loss
of GPS signal will suffer from serious performance degradation of GPS receiver. In
this paper, a new DME interference suppression method for GPS L5 signal are
proposed, when the DME interferences come from more than one base station.
Firstly, frequency is estimated with time-modulated windowed all-phase DFT
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(tmwapDFT). Then, we use the estimated frequency to get amplitude and signal
delay information with signal separation estimation theory. In order to further
improve the estimation accuracy, a two-dimension fine estimation method is pro-
posed, which takes the previous estimated results as the initial values. Experiment
results show that the proposed method could estimate the parameters precisely, by
which DME signal can be reconstructed and eliminated. It can be shown from the
experiment results that the proposed method which keeps more useful satellite data
has a better performance compared with conventional ones.
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Wireless Video Transmission Optimization
Based on Error Resilience and Unequal
Packet Loss

Haiyun Sun, Yumei Wang and Yu Liu

Abstract On account of the wireless channel interference, transmission data tends
to be erroneously decoded at the receiver. Even received with errors in some extent,
the video can still be successfully recovered because of its error resilience, e.g.
videos encoded with H.264/AVC. According to recent research, when a bit
sequence is modulated to constellation symbols, different bit positions of symbols
may have different probabilities of error occurrence. To exploit whether differential
protection could be provided to different data bits of a video streaming based on this
feature, our experiment implements this UEP (unequal error protection) scheme
together with the data partitioning mechanism in H.264/AVC video encoding
standards. The experiment results show the UEP scheme gains 5 dB of PSNR
improvement in average than the EEP (equal error protection) scheme. While once
massive errors occur, packets must be discarded and retransmissions are required,
so additional resource consumption is unavoidable. To solve this problem, unequal
loss protection (ULP) for H.264 bit stream is proposed in this paper. And we find a
fact through experiments that when bandwidth resource is limited, insignificant
partial data of H.264 bit stream could be discarded selectively without arousing
obvious video quality degradation. Our simulation shows that when the unimpor-
tant network abstraction layer units (NALU) of H.264 bit stream are discarded,
approximately 20 % of bandwidth resource is saved.
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Keywords Constellation mapping ⋅ Error resilience ⋅ Unequal error protec-
tion ⋅ H.264/AVC ⋅ Unequal loss protection

1 Introduction

In recent years, with the rapid development of the mobile Internet, the demand for
mobile video is expanding. As a result, more and more video services are extended
to the wireless networks, such as video chatting, video conferencing, and video
streaming, which requires the wireless networks to provide higher service quality
and wireless access speed. Although the wireless networks evolve very rapidly for
higher capacity in recent years, wireless video transmission still presents great
challenges for nowadays wireless networks.

On account of the time-variation and heterogeneity of the wireless network, as
well as the high error rate and the unpredictable nature of wireless channels, which
has a great influence on the quality of the wireless video transmission.

In order to resist the impact of the transmission errors to the video quality, some
error resilience tools are added in newer class of video coding standards. For
example, when an original YUV file is encoded with H.264/AVC, error resilience
tools are added, e.g. flexible macroblock order (FMO) [1], and data partitioning.
When video data is encoded with H.264/AVC, the H.264/AVC bit stream will be
divided into three partitions with different priorities. We find that partition with
higher priority could tolerate the least bit errors, while the partition with lower
priority could tolerate the most bit errors. As a result, the differential protection
according to different priorities of data could be conducted to improve the overall
video transmission quality.

Traditionally, redundant bits are added to each data unit during video source
encoding or channel encoding at the physical layer [2–4], which will then help to
detect and correct transmission errors at the receiver. Since the different significance
of H.264/AVC partitions could be discriminated, more redundant check bits are
added to more significant partitions and less check bits added to less significant
partitions [1]. In this way, the recovered video quality are enhanced indeed, but it
introduces additional bandwidth consumption by adding more redundancy, which
equivalently reduces the capacity of wireless network.

Recently, a systematic structure is proposed in [5]. It demonstrates that when a
bit stream is modulated into a set of symbols, some bit positions of a symbol are
less error-prone compared to others during wireless transmission. That is to say,
differential protection could be provided for different bits at different positions. If
the transmitter is aware of the relative importance of different data bits, we can
place those data bits with higher significance into positions with stronger protection
and those with lower significance into less protected positions. In other words, the
transmitter can provide an unequal error protection (UEP) of its data by simply
arranging different data bits onto specific bit positions without consuming addi-
tional resources.
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Nowadays, there are also some valid MAC-PHY schemes that can recover errors
from partially erroneous packets, including partial packet recovery(PPR) [6], SOFT
[7], ZipTx [8], and Maranello [9]. Errors could be corrected by these schemes in
some extent. But when it comes to long error bursts, these error correction schemes
may fail. In this case, the erroneous transport data units must be discarded, and
retransmission will be invoked by the receiver. However, retransmission is not
feasible for all of video applications [10], e.g. wireless video broadcast and mul-
ticast. Additionally, retransmission demands more wireless resources. While our
experiments in part V show that almost half of insignificant NALUs could be
dropped without deteriorating the recovered video quality. For this reason, an
unequal loss protection scheme is proposed in part IV of this paper by discrimi-
nating the priorities of NALUs and discarding the NALUs with relative low pri-
orities. Our experiments in Sect. 5 shows that almost half of insignificant NALUs
could be dropped and approximately 20 % of bandwidth resource is saved without
degrading the recovered video quality much.

The rest of the paper is organized as follows. Section 2 gives a detailed
explanation of the error resilience and different priorities of H.264 bit stream.
Section 3 respectively presents the UEP scheme and ULP scheme. The simulation
results and analyses of the UEP and ULP schemes are presented in Sect. 4. Finally,
the paper is concluded in Sect. 5.

2 Intensive Research on H.264 Bit Stream

2.1 Introduction of Error Resilience in H.264/AVC

Since video data transmission through wireless channel is error-prone, some error
resilience tools are adopted in new video encoding standard, e.g. H.264/AVC [1],
which is composed of video coding layer (VCL) and network abstraction layer
(NAL). Originally, one frame of a YUV file could be divided into one or several
slices. Under normal circumstances, one frame corresponds to one slice. And one
slice is encoded to bits included in one NALU. When a NALU is decoded, its
corresponding frame is decoded.

As we all know, several profiles [1] of H.264/AVC can be selected for video
encoding, such as base profile, extended profile, and high profile, etc. In order to
realize the error resilience, some error resilience tools are added into the extended
profile, including flexible macroblock order(FMO), data partitioning and etc. Data
partitioning is allowed in extended profile to exploit the unequal significance of
video data. The extended profile can be selected during H.264/AVC encoding
process.

The H.264/AVC bit stream with no data partitioning contains parameter set
(SPS), picture parameter set (PPS), instantaneous decoding refresh (IDR) slice, and
ordinary slices (as indicated by “No Data Partitioning” in Fig. 1). When data
partitioning is used, the encoded data for an ordinary slice is divided into three
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separate partitions, i.e. Partition A (PA), Partition B (PB), and Partition C (PC), as
shown in Fig. 1 by “Data Partitioning”.

During the decoding process, the decoding of PB depends on the corresponding
PA. Likewise, decoding PC depends on the corresponding PB [11]. Hence, Parti-
tion A (PA) has the highest priority, and Partition C (PC) is least significant.
Actually, PAs, PBs and PCs are uniformly distributed in H.264/AVC bit stream.
Hence, we need to exploit further into NALU.

2.2 Discriminating the Different Priorities of H.264/AVC Bit
Stream [1]

As shown in Fig. 1, H.264 bit stream is composed of a series of NALUs. To
discriminate the NALU boundaries, the start code 0001 is added at the beginning of
each NALU. If a NALU corresponds to the slice at the beginning of a frame, a
4-byte 0001 is added additionally as start code prefix; otherwise, a 3-byte 001 is
added, which are specified in Annex B of H.264/AVC specification for the byte
stream format.

To construct a NALU, one slice of original video data is first compressed into a
string of data bit stream (SODB) in VCL(video coding layer). And then some
ending bits with one “1” and some “0”s are added to the SODB, which is called raw
byte sequence payload (RBSP). Then byte alignment is implemented. To avoid
repetition with the starting bytes, a byte of 0X03 is inserted into the RBSP, which is
called extended byte sequence load (EBSP). Most importantly, a NALU header is
added in front of the EBSP.

Data 
Partitioning

PC PA PB PC …

EBSPHeader

10 1 0 0 1 0 1

Nal_ref_idcForbidden_zero_bit Nal_unit_type

00 0 1

SPS PPS IDR PA PB

NAL NAL NAL NAL

No Data 
Partitioning

Startcode

SPS PPS IDR slice slice

NAL NAL NAL NAL

…

Fig. 1 Data partitioning in H.264/AVC and the structure of NALU
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The NAL header is crucial to distinguish the different priorities of NALUs. As
displayed in Fig. 1, the NAL header is composed of 8 bits. The first bit is for-
bidden_zero_bit. And the following two bits represent the priority of this NAL unit,
whose values vary between 0 ∼ 3. The larger the value is, the more important the
NALU is. The remaining 5 bits indicate the type of current NALU. Some common
values are like 2, 3, 4, 5, 6 and 7. Among these, 2, 3 and 4 represent PA, PB and
PC, respectively; the value of 5 indicates that current NALU is an IDR slice, which
is one of the most important NAL units; and the values of 7 and 8 represent SPS
and PPS respectively.

In our simulations, the project JM8.6 is used to encode a YUV file into a H.264
bit stream. Encoding parameters are set in the configuration file before encoding.
Firstly, the extended profile is selected. The GOP structure is set as IPBPBPB. The
constrained intra prediction option is selected. FMO is also adopted to implement
error concealment. And data partitioning is used to discriminate the differential
significance of the H.264 bit stream.

Given that 447 NALUs are contained in a H.264 bit stream of our experiment,
which is shown in Fig. 2. Particularly, NALUs are distinguished by the NAL
header in hexadecimal format, which are 67, 68, 65, 42, etc. Furthermore, with data
partitioning, the original NALUs containing PAs, PBs and PCs are uniformly
distributed, as shown by “The Original 264 Bit-stream” in Fig. 2. PAs need to be
placed together for cancellation mapping convenience. Likewise for PBs and PCs.

According to our large amount of experiments, if the values of NAL header are
67, 68, 65, 42, and 43, the corresponding NALUs belong to the foremost significant
NALUs. Meantime, 2 and 44 belong to the secondary significant NALUs. And, 3
and 4 belong to the least significant NALUs. In Sect. 3, for the convenience of
mapping different partitions into different bit positions of symbols in the constel-
lation map, we need to reorder the bit stream. As shown by “The rearranged 264
Bit-stream” in Fig. 2, NALUs are reordered in turn of descending importance to
form Segment A (SA), Segment B (SB) and Segment C (SC).

44
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PA

3
PB

4
PC …

67
SPS

68
PPS

65
IDR
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PA

43
PB

44
PC
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3
PB

4
PC
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PA

43
PB

43
PB …

2
PA …

44
PC

67
SPS

68
PPS

65
IDR

42
PA … …

4
PC ……

3
PB

Bit-stream Reordering

Segment A(151 NALUs) Segment B(148 NALUs) Segment C(148 NALUs)

The Original 264 Bit-stream 

The rearranged 264 Bit-stream 

Fig. 2 NALU reordering of H.264 bit-stream
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3 UEP Scheme Implementation and Proposed ULP
Scheme

3.1 The UEP Implementation Based on Bit Stream
Reordering

After the video sequence is encoded into a bit stream with H.264/AVC encoding,
the wireless transmitter modulates this bit sequence into symbols for transmitting
across the wireless channel. When the receiver tries to detect the received symbols,
sometimes errors occur. As a result, when wrong symbols are mapped back into a
bit sequence, bit errors might occur. An UEP structure [5] is proposed that different
bit positions of a transmitted symbol have different bit error rates. This phenomenon
could be explained through an example based on Quadrature Amplitude Modula-
tion (e.g. 16QAM and 64QAM).

When an erroneous symbol is received by the receiver, it would be easier to be
decoded to a symbol closer to the correct symbol. For example, in Fig. 3, we adopt
the gray code in 16QAM constellation mapping as an example, which maps bit
sequence to symbols in a way that increases the error resilience of certain bits. We
can calculate the BER of different bits in a symbol to define the most significant bit
(MSB) and the least significant bit (LSB).

For example, when an error occurs in any symbol within the shaded region in
Fig. 3, there will be no errors in the first and the third bit of a symbol, while the
BER of the second and the fourth bits of a symbol are 1/2 or 1/3 respectively. For
the remaining symbols, the error probability of the four bit is 1/3 or 1/4. In this way,
we can separately calculate the BER of each bit in a symbol.

In Table 1, the bit error rates of 4 different bit positions in a 16QAM symbol are
listed. We can conclude that the first and the third bites of a symbol are MSBs, the
rest ones are LSBs.

Same as 16QAM with gray code, we can calculate the error probabilities of six
bits in the constellation map of 64QAM with gray code, as shown in Table 2. We

1   2   3   4

0000 0100 1100 1000

0001 0101 1001

0011 0111

1101

1111 1011

0010 10100110 1110

1101

Fig. 3 The constellation map
for 16-QAM with gray code
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can also summarize that the first bit and the fourth bit are MSBs, the second bit and
fifth bits are middle bits, while the third and the sixth bits are LSBs.

After NALU reordering of H.264 bit stream in Part B of Sect. 2, the reordered
H.264 bit stream is {SA, SB and SC}, as shown in Fig. 2.

In our UEP scheme, MSBs will carry SA, middle bits carry SB, whereas LSBs
carry data of least significance, i.e. SC. In this way, the UEP scheme could be
implemented without consuming additional network resources, unlike most of
existing UEP schemes.

3.2 The ULP Scheme Based on Packet Discarding

In some extent, minor errors could be corrected with above UEP scheme. But when
it comes to long error bursts, most of error correction schemes may fail. Addi-
tionally, some limitations still exist, e.g. only a limited number of errors allowed in
current UEP scheme. Conclusions could be drawn from Part C of Sect. 4 that the
maximum approximate BER the video transmission could bear is 2.2*10−5, which
means that only one bit is permitted to be in error for every 45000 bits. When the
channel condition is so poor that the BER is higher than 2.2*10−5, the UEP scheme
implemented in Sect. 3 is not enough for error correction.

In this case, the erroneous transport data units at the receiver must be discarded,
or retransmission will be requested. In fact, not all packets of transmitted data are of
the same importance. Especially, as NALUs are the basic unit of H.264 bit stream,
dropping some unimportant NALUs won’t degrade the recovered video quality. For
this reason, unequal loss protection (ULP) is proposed in this paper to decrease the
cost of bandwidth resources without arousing obvious video quality degradation.
More details will be provided in Part D of Sect. 4.

Table 1 Ber of different bit
positions in a 16qam symbol

Bit position MSB LSB
1 3 2 4

16QAM 7/48 17/48

Table 2 Ber of different bit
positions in a 64qam symbol

Bit position MSB MID LSB
1 4 2 5 3 6

16QAM 13/192 26/192 57/192
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4 Simulations

In this section, the unequal BER of different bits in the constellation symbols and
the error resilience of H.264/AVC bit stream are validated with simulations in part
A and B. And then, part C and D give the experimental results of the UEP and the
ULP scheme in terms of PSNR of video transmission performance.

4.1 The BER of Different Bit Positions in a 16/64QAM
Symbol

First of all, we need to verify that the UEP constellation mapping in Sect. 3 can
reduce the BER of the MSB by increasing the BER of LSB indeed. In this
experiment, we assume that a bit sequence is divided into three sub-sequences, i.e.
A, B and C. Here, sequence A is of the most importance, B is of the medium, and C
is the least. Each sub-sequence is composed of 5000 bits.

Assume that 16QAM is adopted here. We map the 15000 bits onto the con-
stellation diagram sequentially in the EEP (equal error protection) scheme. While in
the UEP scheme, we place sub-sequence A and half of sub-sequence B sequence
onto MSBs, and the rest are on LSBs. After the bit sequence is recovered by the
receiver, the BERs of A and B are calculated separately.

When the bit sequence is modulated with 64QAM, we put sub-sequence A onto
the positions of MSBs, B onto the positions of medium bits, and C onto LSBs. Then
the BERs of sub-sequence A, B and C are calculated respectively. For simplicity,
only the results of 64QAM are displayed in Fig. 3.

We can conclude from Fig. 4 that with the EEP scheme, sub-sequence A, B and
C have almost the same BERs; while with the UEP scheme, the BER of A
decreases, that of C increases, and that of B remains unchanged essentially. In
addition, the BER decrease of sub-sequence A corresponds to the BER increase of
sub-sequence C, which indicates that the UEP scheme does provide differential
protection for different bit positions of transmitted symbols. In part C of this sec-
tion, a new UEP implementation will be given based on this feature and H.264 bit
stream reordering.

4.2 The PSNR of H.264 Video with Different Error Rates
in SA, SB and SC

In order to validate whether the bit stream encoded with H.264/AVC is able to
tolerate errors, different number of error bits are added. And then the PSNRs of
recovered videos are calculated. 64QAM is used in this part.
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To verify the different error resilience extents of SA, SB and SC of H.264 bit
stream, we add error bits randomly into SA, SB and SC of the reordered H.264 bit
stream, as illustrated in part B of Sect. 2. Then, the erroneous H.264 bit stream is
decoded into YUV file and the average PSNRs of the YUV file are calculated.

In our experiments, we adopt two YUV files. One is ‘soccer_176*144_15_qcif.
yuv’ (‘soccer’ for short hereinafter) with 149 frames, which features rapid move-
ment. The resolution is 176*144, and the frame rate of is 15. Another YUV file is
‘suzie_176*144_15.yuv’ (‘suzie’ for short hereinafter) with 149 frames. Opposite
to ‘soccer’, it has slow moving frames, and the other parameters are the same as
‘soccer’.

According to our extensive experiments we find that if the PSNR of the decoded
YUV file is higher than 30 dB, the clarity and the fluency of the video is satis-
factory enough to watch. On the basis of this finding, the simulation results in
Fig. 5 reveal that when the source file is ‘soccer’, the maximum BER that SA could
tolerate is 1.2*10−6. The maximum BER for SB is 4.5*10−6, and that of SC is
1.7*10−5. As for ‘suzie’, the frames change less dramatic compared to ‘soccer’. The
conclusions could be drawn from Fig. 5 that the BER tolerance of SA is 1.2*10−5,
that of SB is 2.18*10−5, and that of SC is 4.5*10−5.

Obviously, ‘suzie’ could tolerant more errors than ‘soccer’. The reason is that the
frames of ‘suzie’ change more slowly, thus the effect of error estimation and error
concealment is much better.
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4.3 The PSNR of the UEP Scheme with H.264 Bit Stream
Reordering

We have verified that proper constellation mapping could reduce the BER of data
with higher priorities by sacrificing the BER of lower priorities data in part A of
Sect. 4. What’s more, we have learned from part B of Sect. 4 that once data
partitioning is implemented in H.264/AVC, SA containing the foremost signifi-
cance has the weakest error resilience, SB has better error resilience than SA, and
SC has the best error resilience. As a result, in the following simulations, the two
properties verified in part A and B of this section are employed to provide differ-
ential protection to SA, SB and SC.

First of all, ‘soccer’ is encoded into a H.264 bit stream with the bit rate of
156kbps, and then the reordered bit stream is mapped to the 64QAM symbols on
the gray constellation diagram. When 64QAM symbols are transmitted through
AWGN channel, different channel conditions may result in different bit error rates.
At the receiver, the reordered bit stream is recovered at the receiver to the original
order of NALUs. And after decoding, the PSNR of the reconstructed video is
computed.

As for the EEP scheme, there are neither NALU reordering at the transmitter nor
NALU de-reordering at the receiver. The simulation results in Fig. 6 show that the
UEP scheme with H.264 bit stream reordering (i.e. UEP in Fig. 6) has 5 dB
improvement of PSNR in average compared with the EEP scheme. What’s more, as
the bit error rate increases, it provides smoother degradation of video performance,
which indicates more graceful degradation of the received video quality than EEP.
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4.4 The PSNR of Unequal Loss Protection (ULP) Scheme

In this part, some insignificant NALUs identified by the NAL header are dropped
from some segments. And then the PSNR of the decoded YUV file is calculated to
verify whether the ULP scheme could reduce the cost of bandwidth resources
without arousing obvious video quality degradation.

After the analysis of the H.264 bit stream of ‘soccer’ and ‘suzie’, corresponding
parameters could be calculated. Firstly, the statistics of SA, SB and SC of ‘soccer’
and ‘suzie’ are shown in Table 3. The reason why the ratio of SA of ‘suzie’ is much
higher than that of ‘soccer’ is that the content of frames changes more slowly, which
results in a small amount of inter-frame information. Secondly, the NALU size of
SA varies more dramatically than that of SB or SC, whose NALU size is quite
small. In addition, the average NALU size of ‘suzie’ is much smaller than that of
‘soccer’, which is due to the better error resilience and error concealment of ‘suzie’.

In our simulations, for ‘soccer’, all NALUs of SC are dropped, i.e. almost 20 %
of the whole bit stream data, or equally 1/3 of all NALUs are discarded. As for
‘suzie’, if all SC is dropped, only 5 % of the whole bit stream is discarded. In order
to discard 20 % of all bit data, the relatively unimportant half NALUs of SB are also
dropped. The PSNR of the decoded YUV file is shown in Fig. 7 with the variation
of NALU loss rate. It’s worth noting that for fast-moving YUV like ‘soccer’, when
1/3 of all the NALUs are discarded, it won’t degrade the video quality obviously;
but when the drop rate becomes even higher, the video quality will deteriorate
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Table 3 Segment statistics
of ‘Soccer’ and ‘Suzie’

Soccer Suzie

SA (%) 43.49 70.86
SB (%) 37.66 25.61
SC (%) 18.85 3.53
Aver. size of NALU (Byte) 980 144
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quickly. While for slow-moving YUV, even half of NALUs are dropped, it doesn’t
lead to significant quality degradation. We can conclude that the bandwidth could
be saved by approximately 20 % with our proposed ULP scheme.

5 Conclusions

The UEP constellation mapping can provide differential protection for different bit
positions of transmitted symbols. And different segments of H.264 bit stream can
tolerate different numbers of error bits for successful video reconstruction. Based on
this error resilience feature of wireless video application and the UEP systematic
structure provided by the constellation mapping at physical layer, we implement an
UEP scheme with H.264 bit stream reordering, and propose an ULP packet dis-
carding mechanism in this paper. Extensive experiments show that the UEP scheme
gains 5 dB of PSNR improvement in average than the EEP scheme. When the
unimportant network abstraction layer units (NALU) of H.264 bit stream are dis-
carded, approximately 20 % of bandwidth resource is saved.
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A Scheme Against Spectrum Sensing Data
Falsification Attacks Based on Improved
Energy Detection Algorithm

Kaixuan Du, Xiaodi Han and Lexin Yu

Abstract An advanced scheme against the Spectrum Sensing Data Falsification
(SSDF) is proposed in this paper. An improved energy detector in the cognitive
radio network is achieved by replacing the squaring operation of the signal
amplitude in the conventional energy detector with an arbitrary positive power. In
addition, the sensing threshold, decision threshold and arbitrary positive power can
be found accurately to ensure that the probability of SSDF detected by users is large
enough and the honest user is not recognized as an attacker. The simulation results
show that the proposed scheme can detect the SSDF attack efficiently.

Keywords Cognitive radio ⋅ Improved energy detection ⋅ Spectrum sensing
data falsification attack

1 Introduction

In the past decade, Cognitive Radio (CR) technology has been used to improve
spectrum utilization which allows unlicensed users to access the licensed frequency
bands without interfering the licensed users [1]. Most research institutes have paid a
great amount of attention to develop a safe, efficient, and reliable spectrum sensing
system. Primary Users (PU) and Secondary Users (SU) are the foremost two
candidates for the CR network. Generally, energy detector is applied to discriminate
the difference between the energy of signals and the sensing threshold so as to
confirm the existence of the primary user (PU) [2]. Meanwhile, secondary users
(SU) send the local sense results to the system fusion center independently in the
centralized cooperative sensing process. However, fusion center cannot judge the
accuracy of the sense information reported by secondary users due to the intangible
state of the licensed frequency band. In addition, the selfish node and a part of the
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SU nodes who have lost the ability to sense the spectrum will transmit the false
information to the fusion center, which makes the data fusion center produce a
wrong decision in reducing the utilization of the secondary users to the idle
spectrum.

The two above phenomenon are regarded as Spectrum Sensing Data Falsifica-
tion (SSDF), which may trigger wrong decision of the fusion center and leads a
reduction in the utilization of frequency spectrum for the SU. At present, the
research on SSDF attack are almost about how to find out the SSDF attacker [3–5],
but how to find out the SSDF attacker quickly is an open topic.

The rest of paper is organized as follows: Sect. 2 discusses the improved energy
detector model in literature [6, 7] and analyzes the various SSDF attack modes. In
Sect. 3, the proposed scheme is analyzed in detail. In this scheme, the sensing
threshold, decision threshold and P are found to ensure that the probability of SSDF
detected by the users is large enough and the honest user is not recognized as an
attacker. In Sect. 4, we show the results of simulation. Finally, our work is con-
cluded in Sect. 5.

2 System Model

In the cooperative spectrum sensing, we assume there are N secondary users and
one Primary User (PU). System model was shown in Fig. 1. The two hypothesis H0

and H1 can be written as

H0: YiðnÞ= viðnÞ, if PU is absent ð1Þ

H1: YiðnÞ= sðtÞ+ viðnÞ, if PU is present ð2Þ

where i=1, 2, . . . ,N, s(nÞ∼N 0, σ2s
� �

denotes the signal of the PU, viðnÞ∼N 0, σ2n
� �

means additive white Gaussian noise. It is assumed that each secondary user
contains an improved energy detector. The fusion center makes decisions based on
the information from each SU and the fusion criterion. The ith SU utilizes the
following statistic to decide of the presence of the PU

PU

SU1 SU2 ... SUN

FC

Primary user

Secondary user

Fusion center

Fig. 1 System model
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Y = Yij jP,P>0 ð3Þ

In this paper, we use hard fusion expressed in K out of N as the fusion methods,
where K stands for the threshold of fusion criterion. Each secondary user sends the
binary decision (0 or 1) to the fusion center using an improved energy detector
depicted as follows

X = ∑
N

i=1
xi ð4Þ

where X is the sum of the all 1-bit decisions from the secondary users.
Since the fusion center could makes a decision according to the following

hypothesis,

H0: X <K if PU is absent ð5Þ

H1:X ≥K, if PU is present ð6Þ

the false alarm probability and detection probability of the local decision can be
achieved by

Pfi =
Z +∞

λ
fY jH0ðyÞdy=Γ 0.5, 0.5λ2 P̸ σ̸2n

� �
̸Γð0.5Þ ð7Þ

Pfi =
Z +∞

λ
fY jH0ðyÞdy=Γ 0.5, 0.5λ2 P̸ ̸ σ2n + σ2s

� �� �
̸Γð0.5Þ ð8Þ

where λ is the decision threshold. ΓðaÞ is the gamma function, and Γða, xÞ indicates
the upper incomplete gamma function [8].

In the CR system, the anti attack not only increases the probability of false alarm
system, but also reduces the probability of detection system [4]. The larger the error
probability of the system became, the worse the system performs. It has been
proved that destructive of the of anti attack is larger than the others. Our work
concentrates on the impact of anti attack and the specific solutions.

Assume that the parameters P and the threshold are same in the local detector,
Pdb and Pfb are defined as the local detection probability and the false alarm
probability respectively. Considering the detection probability Pdb and false alarm
probability Pfb not correct due to the SSDF attack, the real detection probability and
false alarm probability can be deducted as

Pdr =Pr ⋅Pdb +Pw ⋅ 1−Pdbð Þ=Pw + Pr −Pwð Þ ⋅Pdb ð9Þ

Pfr =Pr ⋅Pfb +Pw ⋅ 1−Pfb
� �

=Pw + Pr −Pwð Þ ⋅Pfb ð10Þ

where Pw is the attack probability of a SSDF attacker, Pr is the probability without
attack.
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When an intelligent counter attacker exists in the system, the detection proba-
bility and false alarm probability can be obtained with the help of K out of N
criterion

Pf =Pfr ∑
N − 1

i= k− 1
Ci
N − 1P

i
fb 1−Pfb

� �N − i− 1
+ 1−Pfr
� �

∑
N − 1

i= k
Ci
N − 1P

i
fb 1−Pfb

� �N − i− 1

ð11Þ

Pd =Pdr ∑
N − 1

i= k− 1
Ci
N − 1P

i
db 1−Pdb

� �N − i− 1 + 1−Pdrð Þ ∑
N − 1

i= k
Ci
N − 1P

i
db 1−Pdb

� �N − i− 1

ð12Þ

Obviously, the detection probability will decline as the probability of false alarm
system rises. Thus, the system performance would be deteriorated greatly when the
total error probability increases.

3 Scheme of SSDF Attack Detection Based on Trust
Mechanism

The main idea of the proposed scheme is based on the trust mechanism described
above. Let the fusion center ensures that the probability of SSDF detected by users
is large enough and the honest user is not recognized as an attacker. In this section,
we first analyze the probability under different state of PU, and then propose the
scheme against SSDF attacks.

3.1 Probability Analysis

In case H0, the fusion center judges that the wrong probability of the information
sent by the attacker is Pwf , and the correct probability is Prf .

The SSDF attacker’s sensing information is judged mistakenly in two cases.
First case: The final decision of the fusion center is 0, while local sensing result sent
by the SSDF attacker is 1, that is the SSDF attacker makes false alarm when the
fusion center makes the correct judgment. In this case, the fusion center judges that
the wrong probability of the information sent by the attacker is Pwf 1 =Pfr 1−Pf

� �
.

Second case: The final result of judgment by the fusion center is 1, while local
sensing result sent by the SSDF attacker is 0, that is the SSDF attacker makes
wrong decision when the fusion center make the correct judgment. In this case, the
fusion center judges that the wrong probability of the information sent by the
attacker is Pwf 2 =Pf 1−Pfr

� �
. In summary, the fusion center judges that the wrong
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probability of the information sent by the attacker is Pwf =Pwf 1 +Pwf 2 =
Pfr 1−Pf

� �
+Pf 1−Pfr

� �
.

The SSDF attacker’s sensing information is judged correctly in two cases. First
case: The final decision of the fusion center is 0, while local sensing result sent by
the SSDF attacker is 0. In this case, the fusion center judges that the right proba-
bility of the information sent by the attacker is Prf 1 = 1−Pf

� �
1−Pfb
� �

. Second
case: The final decision of the fusion center is 1, while local sensing result sent by
the SSDF attacker is 1. In this case, the fusion center judges that the right proba-
bility of the information sent by the attacker is Prf 1 =Pf Pfb. In summary, the fusion
center judges that the right probability of the information sent by the attacker is
Prf =Prf 1 +Prf 2 = 1−Pf

� �
1−Pfb
� �

+Pf Pfb.
In case H1, the fusion center judges that the wrong probability of the information

sent by the attacker is Pwd =Pwd1 +Pwd2 =Pdr 1−Pdð Þ+Pd 1−Pdrð Þ, and the right
probability of the information sent by the attacker is Prd =Prd1 +Prd2 =
1−Pdð Þ 1−Pdbð Þ+PdPdb.
Assuming that the occurrence probability of the primary user within a detection

period is 0.5, the fusion center judges that the wrong probability of the information
sent by the attacker is Pzg =Pwf ̸2+Pwd ̸2, and the right probability of the infor-
mation sent by the attacker is Pzc =Prf ̸2+Prd ̸2. In order to detect SSDF attacker
as soon as possible, the fusion center should ensure that the probability of SSDF
detected by the users is large enough and the honest user is not recognized as an
attacker. Once an honest SU is judged as a SSDF attack and kicked out of the
cognitive system which makes the number of cooperative users less, the perfor-
mance of the system is decreased.

3.2 Proposed Scheme

According to the analysis illuminated above, an optimization scheme for the SSDF
attacker detection is proposed as follows:

Step1: Select appropriate system parameters (the local detector parameters P, the
local detection threshold λ, and the fusion center decision threshold K).
Assume that the number of nodes involved in the detection is N. Initialize
the trust value ri of each SU. Set the upper trust value rmax, the lower trust
value rmin, reward factor k1, and penalty factor k2(k1 < k2). Set the sym-
bolic parameter ni(the times that the SU sent the wrong sensing informa-
tion continuously) and the decision threshold rP and M.

Step2: The fusion center renew ri according to the final decision result (0 or 1).
When the sensing information judged by the fusion center is correct, let
ri = ri + k1. When the sensing information judged by the fusion center is
wrong, let ri = ri − k2 and renew ni.
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Step3: Compare ri and ni with rP and M respectively, and judge whether the user
is a SSDF attacker or not. When ri ≤ rp or ni ≥M, SU is identified as SSDF
attacker. When ri > rp or ni <M, return to the previous step.

The condition of selecting system parameters: when Pzc ≥ ε (determine the value
of the ε according to the parameters of the trust mechanism), find the K,P, λ
according to the condition, and the value of K

0
,P

0
, λ

0
when Pzg is maximum. Let the

fusion center ensure that the probability of SSDF detected by the users is large
enough and the honest user is not recognized as an attacker.

4 Simulations

Simulation parameters are set as follows: siðtÞ obeys a Gaussian distribution with
mean 0 and variance 1. The SNR from PU to SU are same. λ is the SU local
decision threshold. K is the threshold of the fusion center. The correctness of the
detection probability and false alarm probability of the intelligent SSDF attacker
should be verified first. The probability of SSDF attack launched by the attacker in
each detection cycle is Pw =0.75 and the appearance probability of user is
P H1ð Þ=0.5.

Figures 2 and 3 show that the error between the theoretical value and the sim-
ulation value is very small. It is proved that the SSDF false alarm probability and
the detection probability are correct. The fast detection method of SSDF based on
trust mechanism and improved energy detection algorithm were analyzed. Decision
threshold in setting scheme rp =∑N

i=1 ri −Δð Þ N̸, Δ=100 indicates the offset of the
mean. Let M =20. The maximum value of the trust value is rmax = 100, the mini-
mum value of the trust value is rmin = − 1000. The reward factor is k1 = 1, and the
penalty factors are k2 = 2, ri =0, ni =0, ε=0.95. Assume that the cycle of each
detection is Ts =0.1 μs, the probability of SSDF attack launched by the intelligent
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SSDF attacker in each detection cycle is Pw =0.5, and the probability of the main
user is P H1ð Þ=0.5. Find a set of system parameters according with the optimization
scheme K =2,P=0.1, λ=0.1, and then take the other system parameters
K =2,P=0.1, λ=0.9 which do not meet the optimization scheme. In order to
compare the two cases which can identify the SSDF attacker more quickly with the
same signal under the same conditions, the number of experiments is set 500.

Figure 4 is the required time which the SSDF attacker is detected under the
system parameters 1 and the system parameters 2. Table 1 shows the test results of
the time which the SSDF attacker is detected in the 10 set of the same test con-
ditions. Tables 1 and 2 show that the detection time which the SSDF attacker is
detected with the proposed scheme is littler in the same experimental conditions.
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Table 1 Experimental results were extracted (unit US)

Parameter 1 7.2 9.6 7 7 7.8 7.4 7 8.6 8.4 6.8
Parameter 2 99.8 131.2 72 116 99.4 38.4 90.6 83 174.2 168
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There is no miscarriage of justice with the proposed scheme, while there are two
cases of false positives without using the proposed scheme. The simulation results
demonstrate that the proposed scheme can detect the SSDF attacker more quickly
and more accurately.

5 Conclusions

In this paper, a fast detection scheme for SSDF based on trust mechanism and
improved energy detection algorithm is proposed. Three SSDF attacks and their
effects on the system are analyzed. The proposed scheme using the improved
energy detection algorithm and trust mechanism ensure that the probability of
SSDF detected by users is large enough and the honest user is not recognized as an
attacker. Good simulation results are obtained with the proposed scheme.
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NOMA Based on User Grouping
and Multiple Layer Modulation

Sicong Qu, Zhongwei Si, Zhiqiang He and Kai Niu

Abstract In Non-orthogonal multiple access (NOMA) system, different users utilize

the same time and frequency resource to achieve a higher spectral efficiency. How-

ever, for conventional NOMA multiplexing in the power domain, the number of users

carried in the system is very limited due to the requirement of perfect interference

cancelation in the successive decoding. In this paper, we propose a novel NOMA

scheme based on user grouping and multiple layer modulation with constellation

scaling and rotation. Users are first grouped according to their channel conditions,

and transmit power is allocated among the groups. Then multiple layer modulation is

employed within each group where each user is identified by a unique rotation para-

meter. Simulation results in terms of bit error rate (BER) are provided. Compared to

the conventional NOMA scheme, the proposed scheme can afford a larger number of

users under the same power constraints, and it has clear advantages in both system

throughput and BER performance.
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1 Introduction

Nowadays, the explosive traffic growth in mobile communications has motivated

research activities on the next generation (5G) of wireless networks that can offer

significant improvements in coverage and user experience [1]. With the demand of

highly spectral-efficient multiple access techniques, non-orthogonal multiple access

(NOMA) has been considered as a promising candidate for future radio access. Since

NOMA does not require orthogonal division of time or frequency, it has higher spec-

trum efficiency and system throughput than orthogonal multiple access (OMA) tech-

niques.

Various NOMA schemes have been proposed in the literature. One of the NOMA

schemes has been proposed in [2] where users are multiplexed in the power domain.

On the transmitter side, users are allocated with different transmit power. On the

receiver side, multiuser detection is conducted based on successive interference can-

celation (SIC). From an information-theoretic perspective, the combination of super-

position coding at the transmitter and SIC decoding at the receiver not only out-

performs orthogonal multiplexing, but also is optimal in the sense of achieving the

capacity region of the channel [3].

In this paper, we propose a novel method which can support a larger number

of users for the uplink non-orthogonal transmission compared to the conventional

NOMA. At the transmitter, instead of multiplexing in the power domain directly,

users are first grouped by their channel magnitudes. Then multiple layer modulation

(MLM) is used to multiplex all the signals within the same group. At the receiver,

different groups’ MLM symbols are detected by an SIC–MMSE decoder, and users’

messages in the same group can be recovered according to the detected MLM sym-

bols. Power allocation is employed to maximize the throughput or to guarantee the

fairness of all groups. The tradeoff between spectrum efficiency and fairness among

users is also considered. Simulation results show that the proposed scheme clearly

outperforms the conventional NOMA scheme in terms of the number of users and

bit error rate.

The remainder of the paper is organized as follows. In Sect. 2, we briefly review

the concept of NOMA. Section 3 introduces the proposed uplink NOMA scheme

based on user grouping and multiple layer modulation. Section 4 illustrates the

numerical results. Finally, Sect. 5 concludes the paper.

2 NOMA in the Power Domain

The advantages of NOMA is discussed in the following from an information-theoretic

perspective. We suppose User-1 and User-2 can reliably communicate at rate R1 and

R2 respectively. The set of rates (R1,R2) satisfies the following three constraints:

R1 ≤ max I(X1;Y|X2), (1)
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R2 ≤ max I(X2;Y|X1), (2)

R1 + R2 ≤ max I(X1X2;Y). (3)

The sum-rate (3) can be rewritten by the chain rule of mutual information as follows:

R1 + R2 ≤ max{I(X1;Y) + I(X2;Y|X1)} (4)

or:

R1 + R2 ≤ max{I(X2;Y) + I(X1;Y|X2)}. (5)

This indicates that the capacity region can be achieved by utilizing the successive

decoding provided perfect interference cancelation.

However, in order to ensure the correctness of the interference cancelation, the

received power of each user is supposed to decrease exponentially. Thus, pure power

domain multiplexing access cannot afford many users within the same time and fre-

quency resource block. In the following we propose to increase the number of users

by considering user grouping and utilizing multiple layer modulation.

3 NOMA Based on User Grouping and Multiple Layer
Modulation

3.1 Multiple Layer Modulation

In orthogonal multiple access schemes, all users employ the same modulation con-

stellation since they can be distinguished by the index of the time/frequency resource

blocks. In NOMA schemes, all the users’ modulated symbols are added together

both in time domain and in frequency domain. Therefore, if the same constellation

is applied by all the users, we obtain the superimposed symbol as follows [4],

x =
L∑

l=1
xl, (6)

where L is the number of the users (layers), and xl ∈ A is the modulated symbol

at layer l. Without the loss of generality, we assume that A = {−1,+1}. Then the

set of the superimposed symbols obeys |A | ≤ 2L. The reduced cardinality makes

the mapping from the user symbols to the superimposed symbol ambiguous, i.e.,

several combinations of xl result in the same constellation x. When |A | ≠ 2L, the

resultant sum-rate will be strictly lower than the sum of the individual layers’ rates.

In the multiple layer modulation, each user is allocated with a user-specific mod-

ulation featured by an amplitude scaling factor 𝜌l and/or a phase rotation parameter
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𝜃l. Then the superimposed symbol is written as

x =
L∑

l=1
𝜌lxlej𝜃l . (7)

By proper scaling and rotating, the superimposed symbol x has 2L distinct constella-

tion points, which allows the maximum sum-rate as L bits per superimposed symbol.

3.2 NOMA Based on User Grouping and Multiple Layer
Modulation

The above multiple layer modulation can be used as a NOMA transmission scheme.

Since each user is identified by two parameters—the scaling factor and the rotation

factor, the entire system is complicated especially when the number of users is large.

Therefore, in the following we combine the multiple layer modulation and the user

grouping to realize the non-orthogonal multiple access. An uplink scenario is con-

sidered. There are in total N users in the system, and hn (n ∈ [1,N]) is the channel

coefficient of the n-th user. We write hn as

hn = |
|hn|| e

j𝛽n , (8)

where ||hn|| is the magnitude and 𝛽n is the phase. In our proposed scheme, users with

the same channel magnitude form a group. Within a group, equal power is allocated

for the users. We assume that the number of groups is K, and N users are distributed

into K groups equally. Denote xk,l as the modulated symbol of l-th user in the k-th

group, l ∈ [1,L], k ∈ [1,K] and L = N∕K. The received signal at the base station

can be represented as

y =
K∑

k=1

√
Pk
|
|hk||

L∑

l=1
xk,lej(𝛼k,l+𝛽k,l) + n, (9)

where 𝛼k,l and 𝛽k,l are the phase rotation parameter of the multiple layer modulation

and the channel phase of the l-th user of the k-th group, respectively. The notation

Pk is the transmit power of the k-th group and |hk| is the corresponding channel

magnitude. The additive white Gaussian noise is denoted by nwith the power spectral

density N0. The block diagram of the proposed NOMA scheme at the transmitter is

depicted in Fig. 1.

To simplify (9), we define yk as

yk =
L∑

l=1
xk,lej(𝛼k,l+𝛽k,l) =

L∑

l=1
xk,lej𝜃k,l , (10)
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Fig. 1 User grouping and MLM at the transmitter

where 𝜃k,l is the sum of the MLM phase rotation 𝛼k,l and the channel phase 𝛽k,l. By

substituting (10) into (9), we obtain

y =
K∑

k=1

√
Pk
|
|hk||yk + n. (11)

3.3 SIC-MMSE Decoding

At the receiver, based on the user grouping and the power allocation at the trans-

mitter, an SIC-MMSE decoder is utilized to decode xk,l. The block diagram of the

decoder at the receiver is depicted in Fig. 2. We assume that

√
Pk|hk| is decreasing

as k grows. The steps for decoding are given as follows:

Fig. 2 The SIC-MMSE

decoder at the receiver
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∙ Initial setting

– Define k = 1.

– Remaining signal is initialized with the received signal.

∙ The SIC-MMSE decoder

– Decode ŷk from the remaining signal according to the MMSE criterion.

– Recover the transmitted symbol of l-th user in the k-th group, x̂k,l, through ŷk.
– Remove ŷk from the remaining signal and update it.

∙ If k ≠ K repeat step (2), and k = k + 1.

3.4 Power Allocation and Selection of Rotation Parameter

In this section, we discuss the power allocation among the groups and the selection

of the rotation parameters within the group. We assume that the base station has

perfect channel state information of all the links. To maximize the throughput of the

system, LP algorithm will be used. To avoid complicated optimization, a simple but

suboptimal power allocation method is proposed. We assume that the K groups are

sorted in the order of decreasing channel magnitude |
|hk||. The transmit power of the

i-th group, represented as Pi, can be calculated by satisfying

|hi+1|2Pi+1 = 𝜆|hi|2Pi,
∑

Pi = P. (12)

The parameter 𝜆 (𝜆 > 0) controls the system’s throughput and the users’ fairness. As

𝜆 increases, the system tends to allocate more power to the users experiencing poor

channel conditions.

The selection of rotation parameter 𝜃 is independent of the power allocation. The

selecting criterion of 𝜃 is to maximize the mutual information within each group.

It has been proved in [5] that, in the high SNR region, the maximization of mutual

information is equivalent to maximizing the minimum Euclidean distance among

the constellation points. Once the optimal 𝜃 is obtained, the phase rotation 𝛼k,l of the

MLM can be determined according to 𝜃k,l = 𝛼k,l + 𝛽k,l.

4 Simulation Results and Discussions

In this section, we evaluate the performance of the proposed scheme through the

numerical results. For all the simulations, the error-correcting code is the Turbo code

of length 1024 and of rate 1/3.
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In Fig. 3, we investigate a basic model to compare the proposed scheme with the

conventional NOMA scheme in the power domain. The parameters for the simula-

tions are listed in Table 1.

Figure 3 shows that, for the same number of users and under the same power con-

straint, the conventional NOMA cannot be recovered when users’ number is increas-

ing. The newly proposed scheme provides considerable gain compared to the con-

ventional NOMA scheme. Similar conclusion can be drawn for both the BPSK mod-

ulation and the QPSK modulation. We also noticed that when the selection of 𝜃 in the

BPSK modulation is changed from (0, 𝜋∕4) to the optimal (0, 𝜋∕2), a gain of 2 dB is

obtained. In Fig. 4, we evaluate the number of users carried by the newly proposed

scheme and the conventional NOMA scheme. For all the schemes, BPSK modulation

is employed. The selection of 𝜃 is listed in Table 2. The red curve represents the aver-

age BER of 6 users for the conventional NOMA scheme without user grouping and

multiple layer modulation. The blue curves represent the proposed schemes which

have 2 users in each group, and have 2, 3, 4, 5 groups, respectively. The parameter
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Fig. 3 Comparison between conventional NOMA and our proposed scheme under the same power

constraint

Table 1 The parameters for the simulations

Scheme Proposed Uplink NOMA Conventional NOMA

User number 6 6 4 6 4

Modulation BPSK BPSK QPSK BPSK QPSK

Groups 3 3 2 – –

User per group 2 2 2 – –

selection of 𝜃 0, 𝜋∕2 0, 𝜋∕4 0, 𝜋∕6 – –

𝜆 0.1 0.1 0.03 0.1 0.03
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Fig. 4 Comparison between the conventional NOMA and our proposed scheme

Table 2 The selection of theta

Rotation 1st user 2nd user 3rd user 4th user

2 users 0 𝜋∕3 − 2𝜋∕3 – –

4 users 0 𝜋∕6 𝜋∕2 2𝜋∕3

𝜆 is set to be 0.1 for these cases. It can be seen that the proposed scheme clearly

performs the conventional NOMA even when it carries a larger number of users.

Similar simulations have been done for the cases that the number of users in each

group is up to 4. For these cases, we set 𝜆 = 0.01. we can see that the performance

has been further improved. The advantages of the proposed scheme is observed in

terms of both the BER performance and the number of users.

5 Conclusions

In this paper, we have proposed a novel non-orthogonal multiple access scheme

based on user grouping and multiple layer modulation. Users are first grouped

according to their channel conditions, and then multiple layer modulation modified

by constellation scaling and rotation is employed within each group. The users are

multiplexed by the user-specific scaling factor and the rotation parameter. Simulation

results show that the proposed scheme can afford a larger number of users compared

with the conventional NOMA scheme under the same power constraints. A signifi-

cant improvement in system throughput and BER performance is obtained by using

the newly proposed scheme.
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Performance Analysis and Comparison
of CFAR Methods for FOD Detection
in Airport Runway Environment

Zhongjin Zhang, Yuguo Wang, Qi Zhong, Huaqiong Li
and Xuelian Yu

Abstract In recent years, airport runway FOD (Foreign Object Debris) detection
system that usess millimeter-wave radar as the main means of detection becomes a
hot research topic in the field of Civil Aviation. The radar clutter background that
airport runway FODs situate is complex and relatively strong, therefore, need to use
constant false alarm rate (CFAR) technology to obtain a satisfactory detection
performance. Focus on this problem, application of FOD detection in airport run-
way environment is simulated by matlab. Simulation results show the detection
performance of some CFAR methods, and provide theoretical basis for practical
engineering application.

Keywords FOD detection ⋅ Adjacent unit CFAR technique ⋅ Clutter map
CFAR technique ⋅ Millimeter-wave radar

1 Introduction

Airport runway FOD refers to the foreign objects in the airport runway that may
damage track aircraft, such as metal parts, broken stones, constitute a major hidden
danger to the safety of civil aviation aircraft taking off and landing [1, 2]. At
present, the monitoring of FOD in domestic airport is relied on manual inspection.
This backward method is poor reliability and low efficiency that take up valuable
track time and the number of flights is forced to reduce. Consequently, some FOD
detection systems have been developed and tested on airports recently, such as
Tarsier, FODetect and, etc. [3, 4]. Most of them are based on millimeter-wave radar.
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The radar clutter background that airport runway FODs situate is complex and
relatively strong, in order to obtain a predictable and stable detection performance,
background clutter power level must be real-time estimated from radar echo data,
and use constant false alarm rate (CFAR) processing to adjust the detection
threshold. The main process of CFAR method is to estimate the clutter mean power,
there are two categories of this method: One is the spatial CFAR, that uses the
measured value from reference units which adjacent to detecting unit in space to
estimate the clutter mean power, called adjacent unit CFAR technique [5]; another
kind is the time-domain CFAR, which uses the measured value of detecting unit in
past times scanned to estimate the clutter mean power, and mean power level is
iteratively updated by new measurement, called clutter map CFAR technique [6].

However, the detection performance and applicability of CFAR methods is
different. In this paper, adjacent unit CFAR technique and Clutter map CFAR
technique are introduced and their simulations are given in Sects. 2 and 3. The
simulation results are analyzed in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Adjacent Unit CFAR Technique

2.1 Principle of Adjacent Unit CFAR

Figure 1 is the typical structure block diagram of adjacent unit CFAR detector.
Among them, V(T) is measurement of radar echo signal, I(V) and Q(V) are
in-phase and quadrature components of the echo signal that constitute detection
statistics D(V) through square law detector. In the figure, D is detecting unit, the
units before and after D called reference unit. CFAR detector sets the detection
threshold through estimating the background clutter power of detecting unit by the
total 2N reference units in front and back windows, and then gets CFAR decision of
existence of target in detecting unit. The shadow marked units close to detecting
unit on both sides are protection unit that prevent energy leakage into the reference
unit, does not participate in the estimation of background clutter power.

2 2( ) ( ) ( )D v I v Q v= +

( )I v

( )v t

( )Q v

1x Nx 1y Ny

∑ ∑

1 2( , )ZZ f Z Z=
1Z 2Z

T
TZ

D

Fig. 1 Structure block diagram of adjacent unit CFAR detector
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Let Y =TZ be the detection threshold, the CFAR criterion can be expressed as:

D > H1

< H0

TZ ð1Þ

where T is threshold factor, Z is the estimation of background clutter power.
Cell average CFAR is the most commonly used detection method among

adjacent unit CFAR technique, its estimation of background clutter power is
obtained by the calculated mean power value of 2N reference units that can be
expressed as:

Z = ðZ1 +Z2Þ 2̸N = ð∑
N

i=1
xi + ∑

N

i=1
yiÞ ̸2N ð2Þ

2.2 Simulation of CA-CFAR Detection

2.2.1 Single Target Detection in Homogeneous Clutter Environment

In simulation, Rayleigh distribution clutter sequences is generated with 20 dB-
power and let target with 35 dB-power located in 100th distance unit. Assuming the
probability of false alarm is Pfa =10− 3 and the sliding window before and after
detecting unit contains three protection units and ten reference units. As is shown in
Fig. 2, the CA-CFAR detector can correctly detect the target and no false alarm in
other distance unit happen.
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Fig. 2 Example of single
target detection
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2.2.2 Multi-targets Detection in Homogeneous Clutter Environment

When one or more interference targets exist in the reference window of the
detecting target, the total level of clutter power is elevated so that the main target
may be shadowed and cannot be detected effectively. This is the truth when two or
more FOD targets locate closely on the runway.

In simulation, let target 1 with 35 dB-power located in 100th distance unit and
target 2 with 40 dB-power located in 108th distance unit. Other conditions are the
same as the 2.2.1. It can be seen from Fig. 3 that when target 1 is located in the
detecting unit, target 2 is located in the reference sliding window, and its higher
power increases the estimated value of the background power, so the threshold of
CA-CFAR detector is raised, as a result, target 1 is not detected.

2.2.3 Target Detection in Clutter Edge Environment

In practical FOD detection, the radar beam radiation area could include part of
airport runway ground and part of the grass ground. When the detecting unit is
located near the boundary of two different reflectance regions, the reference sliding
window in CFAR processing will contain clutter edge, which may result in the
target with low power being missed.

In simulation, the average power of Rayleigh clutter of the first 150 distance
units is 20 dB and is up to 30 dB in the following 150 distance units. Assuming one
FOD target is located in the 145th distance unit with 35 dB-power. Other condi-
tions are the same as 2.2.1. The detection result is shown in Fig. 4, the FOD target
is missed, because the detection threshold is elevated by those clutter units in the
high reflectance region of its reference sliding window.
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3 Clutter Map CFAR Technique

3.1 Principle of Clutter Map CFAR Point Technique

When clutter intensity changes violently in airspace, it is hard to maintain a constant
false alarm rate because the reference units which traditional CA-CFAR method can
use are insufficient. In normal circumstance, even the clutter changing violently in
range and azimuth, but the change of clutter intensity of the same unit is relatively
slow with time, so clutter map CFAR point technique [7] that iteratively processing
the measurements of radar echo in previous repeat periods can be adopted.

The clutter map CFAR processing mainly includes two steps: clutter map update
and clutter map detection. The iterative formula of clutter map update is

pn = ð1−wÞpn− 1 +wqn ð3Þ

where pn− 1 is the clutter power update measurement of one clutter map unit after
n – 1 times scan, qn is echo measurement of this unit in nth time scan, w is
attenuation factor. The actual storage of clutter map pn− 1 is detection threshold of
each clutter map unit, and this value will be updated when the next scanning echo
measurement arriving. The criterion of clutter map detection can be expressed as:

qn
pn− 1

> H1

< H0

T ð4Þ

where T is the threshold factor. According to (4), when qn p̸n− 1 more than T , then
judged as target exist; otherwise, update clutter power according to (3). The prin-
ciple diagram of clutter map CFAR point technique is shown in Fig. 5.

0 50 100 150 200 250 300
-10

0

10

20

30

40

50

CA -CFAR 
Threshold

Fig. 4 Example of target
detection in clutter edge
environment

Performance Analysis and Comparison of CFAR … 447



3.2 Principle of Clutter Map CFAR Plane Technique

Shen et al. proposed a clutter map CFAR plane technique based on point technique
[8]. The basic principle of clutter map CFAR plane technique is do average pro-
cessing to clutter map units firstly in each scan cycle, then obtain background
clutter power estimation of detecting unit by the iteration of clutter power mean
value of clutter map units. The iterative formula of clutter map CFAR plane
technique is the same as point technique according to (3), but qn is clutter power
mean value of clutter map units, it can be expressed as (5):

qn = ∑
K

i=1
qin K̸ ð5Þ

where K =M ×N − p× q, qin is the echo measurement of ith clutter map unit in nth
scan (Fig. 6).

3.3 Simulation of Clutter Map CFAR Detection

In simulation, radar scanning space is divided into 30 azimuth units and 300 dis-
tance units, so clutter map size is 30 * 300. The average power of Rayleigh clutter of
the first 150 distance units is 20 dB and is up to 30 dB in the follow 150 distance

w

nq

np

1 w−
T

1np −

Fig. 5 Principle diagram of
clutter map CFAR point
technique

M

N D

p q×
Fig. 6 Schematic diagram of
clutter map CFAR plane
technique
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units and formed stable clutter map after 49 times scan, let four targets located into
clutter edge in 50th scan. Assuming the probability of false alarm is Pfa =10− 3,
M and N is 7, p and q is 3. For point technique, w is 0.0625, T is 18.1255 and for
plane technique, w is 0.125, T is 0.3498. The information of four targets is as
follows: target 1 with 35 dB-power located in 150th distance unit and 10th azimuth
unit; target 2 with 40 dB-power located in 150th distance unit and 18th azimuth unit;
target 3 with 35 dB-power located in 147th distance unit and 10th azimuth unit;
target 4 with 35 dB-power located in 144th distance unit and 10th azimuth unit.

The simulation results of point technique are shown in Fig. 7. The four targets
with average SNR above 15 dB are located in low clutter power region of clutter
edge. Because the estimation of background clutter power is only related to the unit
itself and will not be affected by high power of clutter edge, so the four targets can
be detected successfully.

The simulation results of plane technique are shown in Fig. 8. Because half
reference units of target 1 are from high power clutter region, the detection threshold
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Fig. 7 Example of target detection with clutter map CFAR point technique. a Detection result in
distance. b Detection result in azimuth
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Fig. 8 Example of target detection with clutter map CFAR plane technique. a Detection result in
distance. b Detection result in azimuth

Performance Analysis and Comparison of CFAR … 449



is elevated obviously, so it cannot be detected.The threshold of target 2 is also
elevated, but because of its relatively high SNR, target 2 can still be detected. Target
3 is located near the edge of the clutter, the detection threshold is elevated relatively
little, so target 3 just can be detected. Target 4 is far from the edge of clutter, the
reference units are main from low clutter power region, it can be detected
successfully.

4 Analysis of Simulation Results

Based on the analysis and simulation of adjacent unit CFAR technique and clutter
map CFAR technique, conclusions are drawn as follow:

1. In homogeneous clutter background environment and meet the requirement of
SNR, the two CFAR techniques have satisfactory performance in single target
detection.

2. In clutter edge environment and multi-targets interference detection, the detec-
tion performance of CA-CFAR is decline seriously. In contrast, it has not any
influence to clutter map CFAR point technique. The detection performance of
clutter map CFAR plane technique declines slightly in clutter edge environment,
and still maintains a good detection performance in multi-targets interference
detection.

3. Clutter map CFAR technique needs to form stable clutter map after several
times scan before target detecting. The selection of attenuation factor w is very
important. If the value of w is smaller, the probability of detection will be
higher, but if it is slower then the detection performance becomes stable [9].
Point technique is much stronger and relies on the selected value of w than plane
technique to get a better detection performance.

Based on the above three conclusions, although the speed of clutter map CFAR
point technique achieve stable performance is relatively slow, but its detection
performance is better than the other two kinds of methods, choose point technique
can obtain a better detection performance for FOD target.

5 Conclusions

Adopt airport runway FOD detection system with millimeter-wave radar is more
efficient and reliable than traditional manual inspection. Choose suitable CFAR
methods which can get a better detection performance, ensure the safety of civil
aircraft taking off and landing and also improve economic efficiency. Computer
simulation can provide a theoretical basis for practical engineering application,
saves time and manpower resources. This work will be continued in the future to
improve the performance of detection system.

450 Z. Zhang et al.



Acknowledgments This work is partially supported by the National Natural Science foundation
of China(No.61139003). The authors would like to thank the anonymous reviewers and editors for
their helpful comments and suggestions.

References

1. Security and technology center of department of airport CAAC (2009) FOD precaution manual,
pp 1–5

2. FAA.AC 150/5220-24 (2009) Airport Foreign Object Debris Detection Equipment, pp 1–13
3. MH 5001-2000 (2007) Technical standards for airfield area of civil airports, pp 8–25
4. Mazouni K, Kohmura A (2010) 77 GHz FMCW Radar for FODs detection. In: Proceeding of

7th European Radar Conference Paris, France:EuMA, 2010, pp. 451–454
5. You H, Jian G, Xiangwei M (2001) Survey of automatic radar detection and CFAR processing.

Syst Eng Electron 12(11):9–85
6. Xiulin Y (2004) Application of the clutter-map technology to signal processing in radar

terminals. Mod Radar 24(5):34–36
7. Yong L, You H, Xiangwei M (1998) CFAR point technique on amplitude clutter map. Syst Eng

Electron 9:7–18
8. Fuming S, Zheng L (1996) An approach of CFAR plane detection of radar targets based on

integration of clutter image. Syst Eng Electron 18(7):9–14
9. You H, Yong L, Xiangwei M (1999) Performance of clutter map CFAR plane technique in

homogeneous background. Acta Electron Sinica 27(3):119–121

Performance Analysis and Comparison of CFAR … 451



Clutter Simulation for FOD Detection
in Airport Runway Environment

Zhongjin Zhang, Yuguo Wang, Huaqiong Li and Qi Zhong

Abstract Focusing on the effective detection of FOD (foreign object debris)
targets in airport runway complex clutter environment, this paper describes mod-
eling and simulation of radar clutter by ZMNL (Zero Memory Nonlinearity)
method. An experiment comparing the simulation data generated in MATLAB with
the data collected by radar in airport runway is conducted; results show the validity
of the method.

Keywords Clutter simulation ⋅ Airport runway environment ⋅ ZMNLmethod ⋅
FOD detection

1 Introduction

Airport runway foreign object debris (FOD) [1, 2] may cause damages or disasters
to aircrafts. The crash of a Concorde jet in France in 2000 is an example of disasters
due to FOD. Moreover, a lot of money is spent each year by airlines for repairing
the damages caused by FOD to aircrafts. Consequently, some FOD detection
systems have been developed and tested on airports recently, such as Tarsier sys-
tem, FODetect, iFerret, and etc. Most of them are based on millimeter-wave radar
and an optical sensor [3].

One of the key problems of FOD detection is how to find small target under
relatively strong clutter background. The millimeter-wave linear frequency modu-
lated continuous wave (LFMCW) radar is very suitable to FOD detection since it
has excellent properties such as high range resolution, high sensitivity, no range
blind area, and etc., which is helpful to detect small targets.

The clutter situation on airport runway faced by the FOD detection radar is rather
complex. With the rapid development of digital electronic technology, computer
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simulation has been widely used in various fields such as radar system that can be
reduce the cost and cycles of radar design.

The essence of radar clutter simulation is generating a related sequence with
certain probability distribution. FOD detection radar is operating in the vicinity of
the airport runway, and its ground clutter is mainly from the runway ground and
nearby grass echo. Combined with various runway types, vegetation, wind, rain,
fog, and other weather conditions, study the statistical properties of the clutter in the
airport runway environment, establishing appropriate clutter statistical model can
provide the basis for clutter suppression algorithm and runway FOD clutter map
CFAR technique to obtain a satisfactory detection performance.

In this paper, aiming at accurate clutter simulation of airport runway environ-
ment, clutter power spectrum is introduced first. Then, the principle of clutter
simulation is given in Sect. 3 and the simulation result is compared with FOD
detection radar data that verified its correctness in Sect. 4. Finally, conclusions are
drawn in Sect. 5.

2 Signal Model

The transmit signal of LFMCW radar in a sweep frequency cycle is

StðtÞ=A0 cos½2πðf0t+ 1
2
αt2Þ+φ0�, 0≤ t≤T ð1Þ

where f0 is the radar’s initial frequency, α=B T̸ is frequency modulation rate, B is
frequency sweep bandwidth, T is frequency sweep cycle, and φ0 is initial phase.

Note that the airport runway FOD is static target and thus the main detection task
for LFMCW radar is to estimate the distance of FOD targets. Assuming there is
only one FOD target existed, the time delay of each target is

τ=
2r
c

ð2Þ

where r is the radial distance of target, and c=3×108 m/s is the speed of light. So
the echo signal received can be expressed as

SrðtÞ=B cosf2π½f0ðt− τÞ+ 1
2
αðt− τÞ2�+φg, 0≤ t≤ T ð3Þ

Then, the difference frequency signal after frequency mixing can be obtained as

SIFðtÞ=A cosf2π½2r
c
ðf0 − αr

c
Þ+ 2αr

c
t�+φ0 −φg, 0≤ t≤T ð4Þ
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3 Clutter Power Spectrum

3.1 Power Spectrum of Clutter

Clutter power spectrum plays a crucial influence on radar detection performance, so
power spectrum characteristic is an important aspect of clutter simulation. Before
generating the scattering signal sequence of a single clutter unit, we need to
determine the feature of probability distribution and power spectrum characteristics,
and then based on these parameters to meet the requirements of desired sequence of
ground clutter. Clutter power spectrum is assumed to be Gaussian-shape that can be
expressed as

Sðf Þ= Pffiffiffiffiffi
2π

p
δ
e−

ðf − f0Þ2
2δ2 ð5Þ

where f0 is clutter mean Doppler frequency, δ is standard deviation, P is the
scattering power calculation of single clutter unit that can be defined as (6).

P=
p0G2γ2σS

ð4πÞ3R4L
ð6Þ

In (6) where p0 is radar average power, G is radar antenna gain, L is radar integrated
loss, γ is radar working wavelength, σ is backscattering coefficient (depending on
topography, geomorphology, radar parameters, and spatial geometry parameters
factors to set according to the specific circumstance), S is the scattering area of
single scattering unit, R is slant range of single scattering unit.

3.2 Backscattering Coefficient

Kulemin proposed a scattering coefficient empirical model [4] that is applicable to
the frequency in a 3–100 GHz range within the grazing angle Less than 30°. It is
suitable for describing the backscattering coefficient in complex airport runway
environment that FOD millimeter-wave radar faced. In the case of a variety of
ground roughness (including whether the vegetation cover, snow and urban areas),
the empirical model can be expressed as

σ =A1 +A2 logφ 2̸0 +A3 log f 1̸0 ð7Þ

where f is frequency in GHz, φ is grazing angle in degree, the coefficients A1,A2,A3

varies with different ground targets. These coefficients in case of concrete floor and
grass ground less than 0.5 m height are shown in Table 1.
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4 Principle of Clutter Simulation

4.1 Weibull Clutter Model

In case of high-resolution radar at low grazing angles, the general ground clutter can
accurately described by the Weibull distribution [5]. Weibull distribution proba-
bility density function can be expressed as

f ðxÞ= p
q

x
q

� �p− 1

exp −
x
q

� �p� �
, x≥ 0 ð8Þ

where q is the scale parameter, it is relevant to mean square value of the distri-
bution. p is the shape parameter, controlling the shape of the distribution tail.

4.2 ZMNL Method

The block diagram of ZMNL method is shown in Fig. 1, first put an independent
white Gaussian process V through filter H(ω) to obtain the relevant Gaussian
sequence W, then introduce correlation characteristic to obtain non-Gaussian
sequence Z by some kind of nonlinear transformation [6].

4.3 Weibull Clutter Generation

The process of generating related Weibull distribution clutter sequences is shown in
Fig. 2. If we take two independent and identically distributed random variables

W1,W2 ∼Nð0, σ2Þ, then the random variable Z = W2
1 +W2

2

� �1 p̸ obey two-parameter

Weibull distribution and q= 2σ2ð Þ1 p̸.

Table 1 The coefficients of
the different surface

Target species A1 A2 A3

Concrete floor –49 32 20
Grass ground less than 0.5 m height –21 10 6

Fig. 1 Block diagram of
ZMNL method
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Correlation coefficient is defined as

ρij =
E Wk, i,Wk, j
	 


−E Wk, i½ �E Wk, j
	 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D Wk, i½ �D Wk, j

	 
q k=1, 2 ð9Þ

In (9) W1, i,W1, j are correlated, the correlation coefficient is ρij. As the same, cor-
relation coefficient of W2, i and W2, j is ρij. W1, i,W2, j are independent. The rela-
tionship between ρij and sij is

sij =
Γ2 1 + 1

p

� �

Γ2 1 + 2
p

� �
−Γ2 1 + 1

p

� � ⋅ 2F1 −
1
p
, −

1
p
; 1; ρ2ij

� �
− 1

� �
ð10Þ

where Γ ⋅ð Þ is the gamma function, 2F1 ⋅ð Þ is hypergeometric distribution.
How to get system response H(ω) is the key to clutter generating, the basic

implementation process is as follows:

1. Obtained sij according to the Fourier transform relationship between correlation
coefficient and power spectrum density, then calculate ρij according to (10).

2. Select appropriate phase angle function φ to construct the system response

H ωð Þ=
ffiffiffiffiffiffiffiffiffi
SU ωð Þ
SV ωð Þ

q
ejφ ωð Þ

Then, required Weibull clutter can be generated by following the process as in
Fig. 2. In the next section we will do specifically the experiment in MATLAB
simulation.

5 Simulation Experiment

The clutter data in the area outside of airport runway will be removed by the distance
filter in signal processing unit of FOD radar, so we just simulate the clutter in
concrete floor. In the simulation, assumed clutter power spectrum is Gaussian-shape

( )H ω

1, jV

2, jV

/ 2pq

1, jW

2, jW
( )2• ∑ ( )1/ p•

Z
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2, jU
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ρ

Weibull distribution Z

correlation coefficient sij

Fig. 2 Generation diagram of related Weibull clutter sequence
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defined in (1), f0 is 0, δ is 1.0. The parameters in (6) is according to FOD detection
radar that p0 is 20 mW,G is 45 dB, γ is 4 mm, R is 150 m, L is –10 dB, S is 0.25 m2.
σ is selected with Kulemin model defined in (7) and its value is –38.74 dB. The
Weibull clutter parameters p is 1.5 and q is 2.2. The related Weibull clutter sequence
generated by MATLAB simulation is shown in Fig. 3.

It can be seen from Fig. 4 that the amplitude characteristic and spectral char-
acteristic of clutter simulation data coincide well with the data collected by radar in
airport runway that fully in line with expectation. From experimental results, it can
be concluded that the simulation has some practical value and the clutter data
generated by this effective method can be used for FOD radar optimized design to
reduce the cost and cycles of radar design.
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6 Conclusions

The basic task of FOD detection is to find small target in complex airport runway
environment, establishing appropriate clutter statistical model by computer simu-
lation can provide the basis for clutter suppression algorithm and runway FOD
clutter map CFAR technique to obtain a satisfactory detection performance. It also
reduced the cost and cycles of radar design. In the next step, we studied the
influence that variety environmental factors on the p, q parameters of Weibull
clutter and types of clutter power spectrum will be conducted, so to make the
generated clutter practicality broader and more accurate.
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Integrated Narrow Band and UWB
Reconfigurable Antenna

Jian Wu, Jian-Feng Pang, Wen-Xiang Cai, Ya-Hua Ran
and Jiang-Jiang Li

Abstract A microstrip-fed planar ultra-wideband (UWB) monopole antenna with
two added tunable bands is presented. The proposed antenna consists of a heptagon
radiating patch that covers the 3.1–10.6 GHz (UWB) and two added arms which
form the frequency bands 1.8 GHz (GSM) and 2.4 GHz (WLAN). Two PIN diode
switches are placed on the slots between the patch and arms. By switching the PIN
diodes ON or OFF, the antenna can work on GSM and UWB mode, WLAN and
UWB mode, or single UWB mode. Surface current distributions are used to
analysis the effects of the added structures. Simulated and measured results show
that the antenna has good impedance match and stable radiation patterns across the
whole band. The proposed antenna, which integrates narrowband and UWB, will be
a suitable candidate for multiband applications and cognitive radio (CR).

Keywords Reconfigurable antenna ⋅ Ultra-wideband antenna ⋅ Multiband ⋅
Equivalent circuit model

1 Introduction

As the rapid development of modern wireless communication system, reconfig-
urable antennas [1–9] which can dynamically change their characteristics such as
resonant frequency [1–4], radiation pattern [5, 6], or polarized type [7, 8] according
to different needs and varieties of applications to realize the efficient use of the
frequency spectrum have attracted much attention. Reconfigurable antenna has
such salient features as simple structure, low profile, flexibility, and easy to inte-
grate, so it is a good candidate to be used in Cognitive radio (CR) systems with the
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enough frequency bandwidth and excellent reconfigurability to achieve their smart
applications. For CR scanning and communication, the UWB mode can be used to
scan the available spectrum, while the narrow band mode can be used to com-
municate in free frequency band.

In the recent years, UWB antennas [10–15], as the key component of the UWB
Communication systems, have attracted a lot of research. In [13], a planar mono-
pole antenna with a added arm at the corners of the patch is designed. The antenna
exhibits a dual-band operation covering 2400–2484 MHz (Bluetooth) and
3100–10600 MHz (UWB) frequency bands. In [14], by using a triangular-shaped
patch and a pair of arms integrated on the patch, a dual-band is created. In [15], a
multiband antenna which covers the frequency bands 1.3, 1.8, 2.4, and
3.1–10.6 GHz is presented. By removing the center part of a diamond-shaped
patch, Ali Foudazi et al. added three narrow strips to the main radiating patch. The
design realizes multiband and small size simultaneously. In [16], a reconfigurable
UWB antenna with a diversity notched band is presented. Two PIN-diodes and a
lumped varactor are located in the inverted U slot of the radiation patch. By con-
trolling switches and varactor, a notched band tunability of 2.7–7.2 GHz is
obtained. In [17], by using a switchable slotted structure on the ground plane, a
reconfigurable antenna that has an ultrawideband (UWB) mode, three narrowband
modes, and a dual-band mode has been designed. However, for the literature
[13–15], the added bands cannot be controlled. The design of [17], UWB mode,
and narrow band mode cannot work at the same time.

In this paper, we have designed a microstrip-fed UWB monopole antenna with
two added arms in the radiating patch. We optimize two narrow strips at a suitable
site to create two narrowband at 1.8 and 2.4 GHz. Two pin diode switches are
placed in the slots between patch and strips. UWB mode and UWB integrated
narrowband mode is obtained by switching “ON/OFF” the two diodes. The size of
the proposed antenna, including the feeding mechanism, is 38 × 30 mm2. Simu-
lated and measured results match reasonably well. The designed antenna can be
used for narrowband applications such as GSM and WLAN or UWB operations
from 3.1–10.6 GHz and it can also be used for CR application.

2 Reconfigurable Antenna Design

The configuration of the heptagon monopole antenna, operating over the UWB
frequency range, is shown in Fig. 1a. The dielectric substrate used in this work is a
FR4 substrate with thickness of 1.6 mm, relative permittivity ɛr = 4.6, and a loss
tangent of 0.025. In order to match with 50 Ω coaxial line, the width (W) 1.86 mm
and the length 10 mm of the microstrip-fed line are chosen. The ground plane is
designed to have two beveled edges and a notch in the middle of the upper edge to
improve the antenna impedance matching. Figure 2 shows the simulated reflection
coefficient of the UWB antenna.
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Figure 1b shows the configuration of the frequency reconfigurable UWB
antenna. Compared to the structure in Fig. 1a, two narrow strips which is designed
to produce two tunable bands at frequency 1.8 and 2.4 GHz and dc biasing network
are integrated to the heptagon patch. The length of the resonant strips La (a1 +
a2 + a3) and Lb (b1 + b2 + b3) can be calculated approximately by the equations
[14] as follows:

La =
c

4f1
ffiffiffiffiffiffiffiffi
εreff

p ð1Þ

Lb =
c

4f2
ffiffiffiffiffiffiffiffi
εreff

p ð2Þ

Fig. 1 Geometry of the proposed reconfigurable ultra-wideband antenna: a UWB antenna;
b UWB antenna with tunable strips. And the main dimensions of the antenna are L1 = 38 mm;
L2 = 6 mm; L3 = 9.7 mm; l1 = 16 mm; l2 = 9 mm; l3 = 6 mm; l2 = 9 mm; W1 = 30 mm;
W2 = 3 mm; h1 = 3 mm; h2 = 14 mm; a1 = 15 mm; a2 = 13.5 mm; a3 = 5.8 mm;
b1 = 8.5 mm; b2 = 7 mm; b3 = 5.8 mm

Fig. 2 The simulated
reflection coefficient of the
UWB antenna
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where c is the speed of light, f1 and f2 is the resonant frequency, ɛreff is effective
permittivity which can be calculated by the following formula:

εreff≈
εr +1
2

ð3Þ

The equations above do not put the mutual coupling into consideration, and the
accurate size of the two added arms need to be optimized by simulation software.

To decrease the influence of dc network on antenna radiation, the dc lines are
very thin (0.1 mm) and short. Two 100 pF capacitances are used to separate DC
current and the AC source. Four 100 nH inductances are used to prevent the AC
signal flowing along the biasing line, and 120 Ω resistances are used to protect the
bias circuit (as shown in Fig. 3). All simulations above are carried using the
commercial simulation software CST Microwave Studio.

Two PIN diodes (BAR64-02 V) are placed at the little gaps (0.2 mm) between the
added arms and the heptagon radiating patch. As shown in the PIN diode datasheet,
the diode can be regarded as a forward resistance of 2.1Ω for the ON state. And when
there is no voltage on it (off state), the diode presents a parallel circuit of a capaci-
tance 0.17 pF and a resistance about 7 kΩ. However, in order to increase the RF
signal impedance and prevent the RF current flowing pass through the diode, we
choose reverse bias (–5 V) rather than zero bias (0 V) as the diode off state.

Figure 4 shows the top view and back view of the fabricated reconfigurable
UWB antenna. The added arm can be approximately seen as a monopole. Thus, the
arm will produce a narrow resonant band outside the UWB band when RF current
flows on it. The relationships between switch state and antenna working mode is
summarized in Table 1. In mode 1, the left arm is on and radiating as well as the
main patch, thus dual bands of UWB and GSM are produced. Similarly, in mode 2,
the antenna will radiate UWB and WLAN band with the right arm on. In mode 3,
the two arms are switched off and only the heptagon patch radiate, the antenna only
works at UWB band. However, when both the two diodes are switched on, the
input reflection coefficient of 3.1−10.6 GHz is too high to be used, so this model
will not be adopted.

100 nH
100 nH

100 nH
100 nH

120 ohm 120 ohm

120 ohm

 monopole antenna

100 pF100 pF

120 ohm

Arm 2
Arm 1

V1 V2

Fig. 3 The dc-bias circuit diagram of the proposed reconfigurable UWB antenna
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3 Antenna Results and Discussion

The proposed reconfigurable ultra-wideband antenna has been measured using
Rohde and Schwarz ZVB20 network analyzer. Figure 5 shows the simulated and
measured reflection coefficient of the three modes. For Fig. 5a, b, as either of the
diodes is on, the antenna produce a narrow band and UWB band simultaneously.
The measured impedance bandwidth (S11 ≤ −10 dB) of mode 1 and mode 2 is
1.4–1.83 GHz and 3.2–12 GHz, 2–2.75 GHz and 3.4–12 GHz, respectively. When
both the diodes are off, the two arms are separated and the antenna is equal to a
UWB monopole antenna which radiates a band of 2.7–12 GHz (as shown in
Fig. 5c). Compared to the mode 3, the UWB band in mode 1 and mode 2 has a
higher starting frequency of 3.2 and 3.4 GHz. It is because the added arms change
the current distribution on the main patch which in turn reduces the equivalent
electrical length of the patch. For the narrow band in mode 1 and mode 2, the
measured reflection coefficient has a wider range below −10 dB than the simulated
results. The differences between the simulated and measured reflection coefficient
are owing to the manufacturing tolerance and the parasitic parameters (such as
parasitic capacitance and inductance) introduced by the bias circuit and improper
welding. Furthermore, the approximate simulation model of real PIN diode, elec-
tromagnetic interference in the surrounding environment, and the operation error in
testing process are also the important factors to influence results.

Table 1 Switch state and
antenna working mode

Switch state Antenna mode
Mode 1 Mode 2 Mode 3

Diode 1 ON OFF OFF
Diode 2 OFF ON OFF

Fig. 4 Photo of the fabricated antenna with two arms
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To further understand the operating principle of the added structures, the surface
current of the antenna has been studied. Figure 6 shows the simulated surface
current distribution at the fundamental resonance frequency of 1.8 and 2.4 GHz in
mode 1 and mode 2, respectively. It can be found that the surface current mainly
concentrates on the left arm near the resonant frequency 1.8 GHz in mode 1, while
the surface current on the main patch and right arm is weak. Similarly, at the

(a) (b)

(c)

Fig. 5 The simulated and measured reflection coefficient of the antenna. a Mode 1: ON−OFF.
b Mode 2: ON−OFF. c Mode 3: OFF−OFF

Fig. 6 Simulated current distributions of the antenna. a 1.8 GHz in mode 2. b 2.4 GHz in mode 3
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resonant frequency 2.4 GHz in mode 2, surface current mainly flows through the
right arm. It shows that the two arms have little coupling and keep well-separated to
each other.

The radiation patterns of the reconfigurable UWB antenna are measured in
SATIMO near-field multi-probe microwave anechoic chamber. Figure 7 shows the
simulated and measured normalized patterns at 1.75 GHz in mode 1, 2.4 GHz in
mode 2, 4 GHz in mode 3. The left column shows the E-plane and the right column
shows the H-plane, respectively. Good agreements between simulation and

Fig. 7 Simulated andmeasured normalized radiation patterns of the antenna. a 1.75 GHz (mode 1).
b 2.4 GHz (mode 2). c 4 GHz (mode 3)
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measurement are observed. It can be seen that antenna provides omnidirectional
radiation patterns in the H-plane and reasonably stable patterns in the E-plane,
which is similar to the ordinary monopole antenna.

4 Conclusion

A simple reconfigurable UWB monopole antenna is proposed in this letter.
A heptagon patch and two narrow strips have been designed to radiate UWB, GSM,
and WLAN frequency band, respectively. By selecting ON or OFF of the two PIN
diodes, the antenna can be operated in two different dual-band modes or a UWB
mode. The equivalent circuit model has been used to understand the principle of the
antenna. The measured and simulated results show that the antenna can achieve a
good performance over the whole band. The antenna has such advantages of
compact size, simple structure, and low price. Thus, it may be a suitable candidate
for wireless communication applications.
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On the Spatial Modulation for 60 GHz
Millimeter Wave Communications
with Nonlinear Distortions

Xuebin Lin, Tiehong Tian, Chenglin Zhao and Bin Li

Abstract This paper suggests a promising spatial modulation scheme for the
emerging 60 GHz millimeter wave communications, which is mainly designed to
improve the system capacity and also combat the nonlinear distortions. The spectral
efficiency can approach (nT – 2 + log2M) bpcu, where nT is the number of transmit
antennas and M is the modulation order. In order to combat nonlinear distortions, a
novel spatial phase modulation code optimization scheme, relying on some specific
rules amending the distribution of the spatial constellation points, is designed to
enhance the transmission performance. Experimental simulations show that the new
proposed method can acquire competitive performance at the same time of
improving the transmission efficiency, which is hence of great significance to the
5G millimeter-wave communications.

Keywords Millimeter wave ⋅ Spatial modulation ⋅ Nonlinear distortion ⋅
Phase optimization ⋅ Offline optimization

1 Introduction

With the increasing demand of explosive transmission rate and higher capacity of
wireless local area network (WLAN), multi-Gbps WLAN using 60 GHz
millimeter-wave band has drawn a great deal of attentions [1–3]. Compared to
existing short-range wireless communications technologies, the 60 GHz has richer
spectrum resources [4] and allowed to have greater effective isotropic radiated
power (EIRP) [3]. With the above features, the millimeter-wave communication has
also become a potential candidate for future 5G wireless communications.
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As a double-edge sword, however, the hardware components in the context of
ultrahigh frequency and enormous bandwidth will inevitably bring some challenges
to the realistic implementations [5]. Among this, the nonideal or imperfect
radio-frequency (RF) devices lead to serious nonlinear distortions, which may
greatly deteriorate the transmission performance of millimeter-wave communica-
tion systems.

In order to overcome the nonlinear distortion of 60 GHz millimeter-wave
transmission systems, a number of schemes have been proposed. Such existing
methods are mainly divided into two kinds, i.e., the power back-off and peripheral
circuits designing [6, 7]. The method of power back-off will push the nonlinear
amplifier solely in a linear subregion, resulting in the undistorted or less distorted
emission signals, but at the expense of a low SNR at the receiver. Another method
is feedback compensation technologies or predistortion technologies [8], which can
maintain the performance of nonlinear RF device. However, the integration of
additional circuits of high operating frequency will greatly increase the additional
power consumption and the implementation complexity.

Except for the nonlinear distortions, another problem in millimeter-wave com-
munications is how to improve its spectrum efficiency. For future 5G communi-
cations, a target objective of 10–100 Gbps transmission rate [4, 9] can be hardly
achieved by current modulation framework, given an allocated bandwidth less than
2 GHz. In this paper, a novel modulation scheme of higher spectrum efficiency is
proposed for future 60 GHz millimeter-wave communications.

In order to enhance the transmission performance, in sharp contrast to existing
power back-off or pre-distortion schemes, we further suggest a spatial modulation
[10] and joint coding scheme. By simply adjusting the mapping phase of
code-words of spatial modulation, the new scheme can avoid the huge imple-
mentation complexity of existing methods, while acquiring the performing detec-
tion performance and also the higher spectrum efficiency, even in the realistic
nonlinear RF distortions. Experimental simulations have also validated the pro-
posed scheme.

The rest of this paper is organized as follows. Section 2 presents the system
model proposed in this work. Section3 describes the design of the SC
code-words [11]. Numerical simulations and performance analysis are provided in
Sect. 4. Finally, conclusion is generalized in Sect. 5.

2 System Model

Figure 1 shows the transmitter architecture of the proposed SM-OSTBC with
nonlinear PA scheme. The encoding can be summarized as follows. Every two
consecutive symbol periods, (2m + l) bits, (m = log2M, l = 2× (nT – 2)), enter the
SM-OSTBC transmitter. Then, after serial to parallel conversion, the input
(2m + l) bits signal is convert into an l bits signal and two m bits signals. The first
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l bits are fed into the SC code-words Mapper in order to select 1 out of Q SC
code-words, (S1, …, SQ, Q = 2n), as the transmitted SC code-words S. The
remaining 2m bits (m = log2M) are modulated by the M-QAM modulators, which
provide the pair of symbols (x1, x2), are then fed into the Alamouti STBC Mapper,
aiming to generate the Alamoui space-time block coding (STBC) code-word X. The
SM-OSTBC code-word C is obtained by multiplying S with X, i.e., C = SX. The
Co is generated by feeding C into the nonlinear power amplifier, and subsequently
transmitted via the nT available at the transmitter.

By assuming the receiver as nR available antennas and the channel as a Rayleigh
fading channel, the receive nR × 2 signal matrix Y can be formulated as

Y=
ffiffiffi
γ

p
H×Co +N ð1Þ

where γ is the average SNR at each receive available antenna. H is a nR × nT
channel matrix and N is a nR × 2 noise matrix. The entries of H and N are assumed
to be independent and identically distributed (i.i.d) complex Gaussian random
variables with zero mean and unit variance. Besides, H is assumed to remain
constant within a code-word of 2 symbol periods and to change independently from
one code-word to another. Co denotes an nT × 2 code-word, generated by feeding
C into the nonlinear amplifier. C = SX, where C, X, and S denote a nT × 2
SM-OSTBC code-word, a 2 × 2 Alamouti STBC code-word, and a nT × 2 SC
code-word, respectively. In addition, the transmit code-word C is normalized so
that the ensemble average of the trace of CHC is equal to 2, i.e., E{tr(CHC)} = 2.

Assume the perfect channel state information that is available at the receiver.
Then the demodulator of the proposed scheme can be formulated as follows:

Ŝ, X̂
� �

= arg min
S∈ S,X∈ X

Y−
ffiffiffi
γ

p
HCO

�� ��

= arg min
S∈ S,X∈ X

Y−
ffiffiffi
γ

p
H×PðSXÞ�� �� ð2Þ
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Fig. 1 Block diagram of the SM-OSTBC transmitter with nonlinear power amplifier
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Here, ΩS, ΩX are the search space associated with the SC code-words S and the
Alamouti STBC code-words X, respectively. P(•) denotes to the function model of
nonlinear power amplifier.

Finally, we can conclude with the result of Eq. (2) and estimate the (2m + l)
information bits.

3 SC Codeword Design

In this section, the spatial distribution characteristics of constellation encoded
outputs C is modified, by optimizing the phase of SC code-words, which aims to
enhance the capability of combating the nonlinear distortions. In the following, we
will elaborate on the construction of SC code-words and the principle of phase
optimization mechanism.

3.1 Construction of SC Codewords

Before redesigning the SC code-words, we may introduce the following nT × 2
generator matrix:

GðsÞ= 1
sk k

s1

− s*2
⋮

snT − 1

− s*nT

2
6666664

s2

s*1
⋮

snT
s*nT − 1

3
7777775

ð3Þ

In Eq. (3), s= ½s1, s2, . . . , snT � is a 1 × nT vector with complex valued entries sn.
‖s‖ is the magnitude of vector s.

Assume the number of transmit antennas that are simultaneously activated as nT.
Then, the procedure for designing the SC code-words can be summarized as
follows:

(1) Set the first two entries the 1 × nT vector aq equal to 1,i.e., aq,1 = aq,2 = 1.
(2) Randomly select the remaining (nT – 2) entries from the set {±1, ±j} and

ensure that all are different from each other. Then, the vector as following:

aq = ½aq, 1, aq, 2, . . . , aq, nT � ð4Þ

(3) Denote the 1 × nT phase optimized vector by sq. Then, adjust the phase of
first entry to θ1, i.e., sq, 1 = aq, 1 × ejθ1 .
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(4) If aq,2k–1 and aq,2k (2 ≤ k ≤ nT/2) both are real number or imaginary number,
adjust the aq,2k–1 as θ2k–1 and the aq,2k as θ2k, i.e., sq, 2k− 1 = aq, 2k− 1 × ejθ2k− 1 ,
sq, 2k = aq, 2k × ejθ2k .

sq = ½sq, 1, sq, 2, . . . , sq, nT � ð5Þ

(5) Generate the SC code-words as nT × 2 matrix Sq = G(sq), where q = 1, 2,
…, Q.

3.2 Principle of Phase Optimization

The Eq. (6) implies that adjusting the phase of 2r – 1 and 2r (1 ≤ r ≤ nT/2) rows
of matrix Sq only influences the same rows of SM-OSTBC code-words C, while it
does not affect the remaining ones. Further, assume that the matrix X remains
constant. Then, adjusting the 2r – 1 and 2r entries of vector sq, it will only affect the
same rows of matrix Sq. That is, we may consider that the 2r – 1 and 2r entries of
the vector sq as a whole, which will be completely independent of the others.

C = SqX=
1
sk k ×

sq, 1x1 + sq, 2x2 − sq, 1x*2 + sq, 2x*1
− s*q, 2x1 + s*q, 1x2 s*q, 2x

*
2 + s*q, 1x

*
1

⋮ ⋮
sq, nT − 1x1 + sq, nT x2 − sq, nT − 1x*2 + sq, nT x

*
1

− s*q, nT x1 + s*q, nT − 1x2 s*q, nT x
*
2 + s*q, nT − 1x

*
1

2
66664

3
77775

ð6Þ

Here, C, X, and Sq denote a nT × 2 SM-OSTBC code-word, a 2 × 2 Alam-
outi STBC code-word, and a nT × 2 SC code-word.

Besides, the entries of matrix X are mapped constellation generated by the M-
QAM modulator. Since the whole shape of the C is symmetry with л/2, the rotation
on the original constellation can be restricted to (0, л/2) [12]. In view of reducing
the complexity of the phase adjusting, we may simply set θ2k–1 equal to –θ2k. As a
result, θ1 and θ2k–1 (2 ≤ k ≤ nT/2) are ranged from 0–л/2, and meanwhile, θ2k
equal to –θ2k–1, i.e., θ1- ∈ [0, л/2), θ2k–1 ∈ [0, л/2), θ2k = –θ2k–1.

In this paper, an offline optimization scheme is proposed. In the scheme, we will
first send a sequence of specific data, which is assumed to uniformly traverse all
code-words, and then adjust each phase subgroup, respectively. By doing so, we
may easily acquire the received bit error rate (BER) with respect to various different
rotation angles, given the specific signal to noise ratio (SNR). To sum up, the
optimization process can be formulated as below:
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θ1 = arg min
θ
0
1 ∈ ½0, 90Þ

rBER

θ2k − 1 = arg min
θ02k− 1 ∈ ½0, 90Þ, θ02k = − θ

0
2k− 1

rBER, 2≤ k≤ nT
2

θ2k = θ2k− 1

8>><
>>:

ð7Þ

4 Simulation Experiments

In this section, we will evaluate the performance of proposed scheme, namely the
optimized SM-OSTBC scheme. The comparative experiments are performed on
both the new scheme and traditional ones, including classical SM-OSTBC scheme
operating both in the presence of the linear amplifier [13] and the nonlinear
amplifier. In the following simulations, two back-off conditions are concerned, i.e.,
0, 3 dB.

In the simulation, the nonlinear amplifier model, introduced by the 802.11ad task
group [14], is considered. The amplitude modulation-amplitude modulation
(AM-AM) model and the amplitude modulation-phase modulation (AM-PM) can
be respectively given by:

GðAÞ= g
A

1+ ðgA A̸satÞ2s
� �1 ð̸2sÞ ð8Þ

ΨðAÞ= αAq1

ð1+ ðA β̸Þq2Þ ð9Þ

where A and G(A) denote input voltage amplitude and output voltage amplitude,
respectively. Asat = 0.58 V denotes output voltage saturation point. g = 4.65
denotes the degree of distortion inflection smooth. Ψ(A) denote the value of gen-
erating phase distortion, which is angle system. The values of α, β, q1, q2 are 2560,
0.114, 2.4, 2.3.

In the numerical experiment, the number of activated transmit antennas nT is
configured to 4 and the number of activated transmit antennas nR is also equal to 4,
i.e., nT = 4, nR = 4. The modulation order M of M-QAM modulators is set to 16.

In the first experiment, the value of power back-off is set to 0 dB, and the
derived result is shown as Fig. 2a. It is seen from Fig. 2a that, compared with the
traditional SM-OSTBC scheme operating in the nonlinear PA, the optimized
SM-OSTBC with the additional phase rotation will improve the BER performance
significantly, in the context of nonlinear distortions. As a benchmark, we also
plotted the traditional SM-OSTBC scheme operating in the linear PA, i.e., there is
no nonlinear distortion. It is found that, compared with the linear PA, our suggested
optimized SM-OSTBC scheme’s performance degradation is still noticeable. This is
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mainly because that, with the nonlinear distortions, the emission signals will be
mostly operated in the saturated zone, by distorting the constellation sharply.

In the second experiment, the value of power back-off is 3 dB, and the numerical
result is shown in Fig. 2b. It is observed from Fig. 2b that, compared with traditional
SM-OSTBC scheme operating in the nonlinear PA, the optimized SM-OSTBC with
additional phase rotation can acquire the detection gain of 2 dB in the case of the
value of BER is 10−4. It is considered that this detection gain is mainly attributed to
the additional freedom introduced by the addition phase, and the optimized con-
stellation distribution which is more robust to the nonlinear distortions.

From the above experimental analysis, the optimized scheme can substantially
improve the BER performance when the back-off power condition is set to 0 dB,
compared to traditional SM-OSTBC without phase rotation optimization. In this
case, as almost all the signals constellations will experience serious nonlinear
distortions when operating in the saturation zone, the derived performance of the
optimized scheme is still kept far away from the linear case. Even so, the new
scheme can acquire 3 dB gain, compared with traditional one. However, this
detection gain will be reduced as the value of power back-off increases. For
example, a rough detection gain of 2 dB can be achieved when the power back-off
is set to 3 dB.

5 Conclusion

In this work, we propose a new spatial modulation scheme for 60 GHz
millimeter-wave communications in order to further improve the spectrum effi-
ciency and also troubleshoot the problem induced by nonlinear power amplifier,
and the simulation results have demonstrated the excellent performance. The
advantages of this scheme could be summarized into two-fold. First, the
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Fig. 2 a BER of system on condition of 0 dB back-off. b BER of system on condition of 3 dB
back-off
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SM-OSTBC model is applied to 60 GHz millimeter-wave communications, which
can maximize the spectral efficiency furthermore. Thus, the spectral efficiency can
even approach (nT – 2 + log2M) bpcu. Second, we modify the spatial distribution
characteristics of constellation encoded outputs, by optimizing the phase of SC
code-words, leading to enhance system’s capability of combating the nonlinear
distortions, without the assistance of any additional processing. Given the advan-
tages aforementioned, the proposed method provides a promising solution to
enhance the performance in realistic 60 GHz millimeter-wave communications, and
induce the 60 GHz to become a competitive candidate for future 5G wireless
communications.
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3D-Beamforming Codebook Design Based
on Reduced-Dimension and Decomposition
for Millimeter-Wave Communications

Weixia Zou, Longfei Wang, Chao Guo, Guanglong Du
and Zhaoxia Song

Abstract To improve the reliability of received signal of millimeter-wave
communications, 3D-beamforming is discussed in this paper. This paper pro-
poses a codebook design scheme, which can transforms 3D-beamforming problem
into two 2D-beamforming problems by using a coordinate system to instead of
spherical coordinate system. The scheme can generate the 3D codebook by the
direct product of two codebooks of horizontal dimension and vertical dimension. It
reduces the complexity of the two-dimension codebook generation.

Keywords 3D-beamforming ⋅ Codebook design ⋅ Decomposition ⋅ Coordi-
nate system

1 Introduction

With increasing demand for high rate multimedia services in work, live, and
entertainment, millimeter-wave communications which can achieve Gbps and even
several Gbps transfer rate attract more and more attention and become the new hot
spot in wireless communications prospective study [1, 2].

Although the millimeter-wave communication technology can theoretically
provide several Gbps transmission rate, the attenuation of millimeter-wave is sig-
nificant, and a huge path loss makes reliable signal transmission and reception of
communications become difficult. However, because of the high millimeter-wave
frequencies, it happens to employ large scale array antennas to improve the link
quality by beamforming technology [3].
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For common scenarios in millimeter-wave communications in wireless personal
area network (WPAN) and wireless local area network (WLAN), Ref. [4] utilized
the nonlinear objective optimization approach to design an arbitrary shape of the
beam to satisfy the requirements of communications. However, traditional
2D-beamforming technology can dynamically change the horizontal angle of the
beam but cannot adjust the vertical angle of the beam. The vertical coverage is
fixed, hence it cannot satisfy the growing demand for data services [5–7].
3D-beamforming technology can dynamically change vertical angle of the beam to
optimize vertical coverage of the antenna, so that the users at the edge can effec-
tively receive signals [8–10], this paper will apply the method in the reference to
3D-beamforming technology. First, to make the planar array of two-dimensional
codebook can easily generated by direct product of the codebooks of horizontal
dimension and vertical dimension. This paper uses a coordinate system to instead of
spherical coordinate system, whose definition method of the angle of incident signal
is similar to that of a one-dimensional linear array. Second, the 3D target beam is
decomposed into two 2D target beams in horizontal and vertical dimensions. The
2D target beam is generated by two ways, and then the codebook of one-dimension
linear array is obtained by searching method in [4]. Finally, the 3D codebook is
obtained by using the direct product of two codebooks.

2 Beam Response

2.1 Planar Array Beam Response in Spherical Coordinate
System

Assuming that an antenna array is incident from a point source with a spherical
angle ϑ= ðθ,ϕÞ, the θ,ϕ represents the horizontal azimuthal angle and the vertical
elevation angle. The components of X- and Y-axis of the unit vector in the direction
of the signal propagation is

v(ϑ) = − ½sinϕ cos θ, sinϕ sin θ�T ð1Þ

In the spherical coordinate system, the beam response is expressed as

pðθÞ=wHa(θ) = ∑
M − 1

m=0
w*
m expð− jwτmÞ

= ∑
Mx − 1

mx =0
∑

My − 1

my =0
w*
mx,my

ej
2π
λ ðmxd sinϕ cos θ+myd sinϕ sin θÞ

= ∑
Mx − 1

mx =0
w*
mx
ej

2π
λ mxd sinϕ cos θ ∑

My − 1

my =0
w*
my
ej

2π
λmyd sinϕ sin θ

ð2Þ
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In the above equation, the planar array beam response is decomposed into product
of two parts where each part is related to two angles in the coordinate system, and
the definition of the two angles is different from the definition of incident angle in a
linear array, the codebooks of horizontal and vertical dimensions cannot be pro-
duced by using the method of one-dimensional linear array codebook design. Thus,
the two-dimension codebook of planar array in this coordinate system cannot be
obtained easily by using the direct product of the codebooks of horizontal
dimension and vertical dimension. Hence, this paper adopts another coordinate
system so that the beam response of the planar array can be decomposed into the
product of two linear array beam response.

2.2 Planar Array Beam Response in New Coordinate
System

Similar to the linear array, this paper uses the angle deviating from the midper-
pendicular of linear array to express the direction of arrival. The horizontal and
vertical direction angles ðθx, θyÞ represent the incident wave direction deviates from
the Z-axis in plane XOZ and plane YOZ, respectively, as shown in Fig. 1.
Assuming that an antenna array is incident from a point source with a spherical
angle ϑ= ðθx, θyÞ, the component of X- and Y-axis of the unit vector in the
direction of the signal propagation is

v(ϑ) = − ½ tan θxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tan2 θx+ tan2 θy+1

p ,
tan θyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tan2 θx+ tan2 θy+1
p �T ð3Þ

Fig. 1 Coordinate system
used in this paper
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In this coordinate system, the beam response is expressed as

pðθÞ=wHa(θ) = ∑
M − 1

m=0
w*
m expð− jwτmÞ

= ∑
Mx − 1

mx =0
∑

My − 1

my =0
w*
mx ,my

e
j2πλ ðmxd tan θxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tan2 θx+ tan2 θy+ 1
p +myd

tan θyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tan2 θx+ tan2 θy+ 1

p Þ

= ∑
Mx − 1

mx =0
w*
mx
e
j2πλmxd tan θxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tan2 θx+ tan2 θy+1
p

∑
My − 1

my =0
w*
my
e
j2πλmyd

tan θyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tan2 θx+ tan2 θy+ 1

p

ð4Þ

By the Eq. (4), with the coordinate system in this paper, the beam response is also
decomposed into product of two parts, although each part is related to two angles in
the coordinate system. Because the definitions of the two angles are similar with the
definition of that in linear array, the two-dimension planar array beamforming
codebook design problem can be transformed into two one-dimensional linear array
beamforming codebook design problems.

e
j2πλ mxd tan θxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tan2 θx+ tan2 θy+1
p

= ej
2π
λmxd sin θx θy = 0◦ ða)

ej
2π
λmxd sin θx*η 0 < η < 1, θy ≠ 0◦ ðb)

�
ð5Þ

In the Eq. (5), when Ɵy = 0°, equation (a) is exactly same with linear array
beam response equation, the codebook can be generated by one-dimensional linear
array codebook design method. When Ɵy ≠ 0°, equation (b) is equal to multiply ƞ
by sin Ɵx comparing with linear array beam response equation, equation (a) is not
much different from equation (b), when Ɵy ≠ 0°, the optimal codebook is
approximate to the one-dimensional linear array codebook generated by equation
(a). So the method of one-dimensional linear array codebook design can be used to
generate the codebook of the horizontal and vertical dimension, respectively, and
the two codebooks are able to approximately replace the optimal codebook of each
part in Eq. (4). So that the two-dimensional codebook of planar array in this
coordinate system can easily be obtained by using the direct product of the code-
books of horizontal and vertical dimension. The coordinate system has been used in
[11] before this paper, the purpose is to describe the area covered by the satellite
antenna better, the benefit is the same in millimeter-wave communications.

3 Arbitrary Shaped 3D-Beamforming Codebook Design

In this paper, an arbitrary shaped 3D-beamforming codebook design scheme for
planar array antenna is provided. According to the above, the two-dimensional
codebook can be obtained by using the direct product of the codebooks of hori-
zontal and vertical dimension. Therefore, some symmetric 3D-beamforming
problem can be transformed into two arbitrary shaped 2D-beamforming problems.

482 W. Zou et al.



3.1 The Decomposition of Two-Dimensional Codebook

By the above, 2D-beamforming uses an angle to describe the direction of the main
lobe and the only variable of beam response is the angle, and 3D-beamforming uses
two angles to describe the direction of the main lobe and the two variables of the beam
response are horizontal angle and vertical angle. In addition, according to the Eq. (4),
the beam response of a planar array antenna is represented as a product of the beam
response of the two linear array antennas. For a 3D-beamforming problem, if planar
array antenna beam pattern has only one main lobe, and the gain of the angle range of
the main lobe is normalized, and assuming normalized values in this range are 1, the
angle range outside the main lobe is approximately 0, as the 3D target beam pattern is
decomposed, the horizontal and vertical angle ranges of the main lobe in the beam
pattern of the linear array antenna are also 1, as shown in Fig. 2. The square grid box
represents the main lobe of the 3D target, and the rectangular shadow box represents
the main lobe of the 2D beam. At this point, a 3D-beamforming problem is trans-
formed into two 2D-beamforming problems. The two target beams of linear array
antennawith horizontal and vertical dimensions are obtained, respectively. Therefore,
this method can be used to transform some symmetrical 3D-beamforming problems
into two arbitrary shaped 2D-beamforming problems.

Reference [4] proposed a method to design arbitrary shape 2D-beamforming
codebook. It utilized optimization approach to search for the required codebook of
the phased array. We can generate one-dimensional linear array codebook based on
the method of Ref. [4].

If we obtain the horizontal dimension and vertical dimension codebooks wx and
wy, according to the Eq. (6), two-dimensional codebook can be obtained by using
the direct product of the two codebooks.

w=wT
y .wx =

wx0 .wy0 ⋯ wxm .wy0 ⋯ wxM − 1 .wy0
⋯ ⋯ ⋯ ⋯ ⋯

wx0 .wym ⋯ wxm .wym ⋯ wxM − 1 .wym
⋯ ⋯ ⋯ ⋯ ⋯

wx0 .wyM − 1 ⋯ wxm .wyM − 1 ⋯ wxM − 1 .wyM − 1

2
66664

3
77775
, jwmj=1 ð6Þ

Fig. 2 Beam response
decomposition
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3.2 Simulation Example

Take 8 × 8 planar array antenna as an example, using the codebook design scheme
proposed in this paper, simulation can produce a variety of different-shaped beams,
including wide main lobe beam, multimain lobe equal width beam, multimain lobe
unequal width beam, and symmetric multimain lobe beam, to meet the communi-
cation requirements of different scenarios. At the same time, for arbitrarily-shaped
beam, two different object beam generation methods are, respectively, the rectan-
gular box and superposition of codebook, where the method of codebook super-
position uses N phase codebook [12]. In this paper, we take the decomposition and
simulation of multimain lobe equal width beam as example.

In daily life, equipment often needs to communicate with other devices in dif-
ferent directions, or PNC needs to broadcast in different directions. Therefore, a
beam with several main lobes needs to be produced. We called the beam as mul-
timain lobe equal width beam in this paper.

A. Rectangular box method to generate the target beam

According to Sect. 3.1 decomposition method, it is the first step to decompose the
3D target beam into two wide target beams of the horizontal and vertical
dimensions, as shown in Fig. 3. We can set three rectangular boxes in direction
(–40°, –30°), (–5°, 5°), (30°, 40°) in the horizontal dimension and a rectangular box
in direction (–10°, 10°) in the vertical dimension as the two 2D target beams. The
beam generated by the two-dimensional codebook is shown in Fig. 4a.

B. Superposition of codebook method to generate the target beam

The two 2D target beams generated by decomposition can be obtained through
superposition by the codebook number Q = {5, 8, 11} in the horizontal dimension
and the codebook number Q = {8, 9} in the vertical dimension. The beam gen-
erated by the two-dimensional codebook is shown in Fig. 4b.

Fig. 3 Beam decomposition
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3.3 Performance Analysis

3.3.1 Flexibility

This method is flexible. First, we can generate a beam with arbitrary direction,
width main lobe, and the number of the main lobes is arbitrary. Second, different
methods to generate target beam can be used in a linear array. In short, this method
can generate different kinds of beams for different application scenarios.

3.3.2 Gain Loss

Because the whole antenna radiation power is limited, the larger the main lobe
width is, the smaller the main lobe gain is. In the same way, the number of the main
lobes of the antenna increases and the gain of every main lobe obtained by the array
will be reduced. The following simulations analyze the extent of the gain loss of
array from the two aspects (Figs. 5 and 6).

Fig. 4 Multimain lobe equal width beam, a rectangular box, b superposition of codebook

Fig. 5 Array gain and the
number of main lobe
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3.3.3 Search Complexity

The codebook design scheme proposed in this paper will transforms a
two-dimensional matrix codebook search problem into horizontal and vertical two
one-dimensional matrix codebook search problems, respectively. The number of
variables of the two-dimensional codebook search problem is n2, after the trans-
formation, the number of variable of the one-dimensional codebook search problem
dropped to n. Therefore, the scheme transforms the optimal search problem with n2

variables into two optimal search problems with n variables. When n value is large,
the search size is significantly reduced. The search speed is significantly improved.

4 Conclusion

In this paper, we propose a scheme for generating 3D codebook with arbitrary-
shaped beams. This scheme not only has strong flexibility, but also can satisfy the
communication requirements of different application scenarios. In addition, the
method transforms a two-dimensional matrix codebook search problem into
respectively horizontal and vertical two one-dimensional matrix codebook search
problems. It reduces the size of search, and improves the codebook search effi-
ciency. It produces the two-dimensional codebook by using the direct product of the
codebooks of the horizontal dimension and vertical dimension. The beam generated
by the codebook must be symmetric and cannot be used for asymmetric angles of
main lobe beam and other asymmetric width multiple main lobes. It lacks a stronger
flexibility, so we will seek better method and wider application range of arbitrarily
shaped 3D codebook design scheme.

Acknowledgments This work was supported by the 863 Program of China under Grant
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Fig. 6 Array gain and the
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An Experimental Low-Complexity
Noncoherent Ultra-Wideband
Ranging System

Xinxin Zhu, Yue Wang, Yuling Guo, Jiayu Chen, Na Li and Bin Zhang

Abstract High-accuracy and low-complexity ranging is essential to a number

of wireless applications, especially wireless localization networks. Since ultra-

wideband (UWB) signals can realize accurate ranging even in harsh environments,

we design and implement an experimental low-complexity noncoherent UWB rang-

ing system. This system adopts two-way time-of-arrival (TW-ToA) ranging protocol

and uses the time-to-digital-converter (TDC) to measure time difference between the

transmission and the reception of ranging frames. Preliminary experimental results

show that this system can achieve sub-meter ranging accuracy.

1 Introduction

Real-time and high-accuracy position information is essential to a variety of wire-

less applications, such as logistics, search and rescue operations, automotive safety,

various military systems, internet of things (IoTs), as well as emerging wireless sen-

sor networks (WSNs) [1]. Although global navigation satellite systems (GNSSs) are

excellent solutions for many scenarios and typically have fine precision outdoors,

they fail to provide the desired accuracies in harsh environments, such as in build-

ings, in urban canyons, under tree canopies, in caves, and under the ground, due

to multipath and non-line-of-sight (NLoS) effects. In addition, GNSSs devices are

usually too expensive for many applications, such as IoTs and WSNs.

Pulse-based ultra-wideband (UWB) technique has a number benefits, includ-

ing accurate ranging/positioning, robustness to multipath fading, superior obstacle

penetration, and low complexity/power-consumption/cost, which make pulse-based
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UWB an excellent signaling choice for high-accuracy localization in harsh environ-

ments [2]. In 2007, IEEE 802.15.4a standard was approved [3], which adopts pulse-

based UWB signals to achieve mediate-range (<300 m) low-data-rate (110 kbps to

27.24 Mbps) communication combined high-accuracy (<1 m) localization applica-

tions, such as IoTs and WSNs.

Range-based localization is widely adopted in IoTs and WSNs, and time-based

ranging can achieve high accuracy using UWB signals [4]. Although time-of-arrival

(ToA) estimation using maximum likelihood (ML) estimator can asymptotically

achieves the Cramr-Rao bound (CRB) in high signal-to-noise-ratio (SNR) region

[5], it usually require implementation at the Nyquist sampling rate or higher, and

these sampling rates can be impractical or high-cost due to the large bandwidth of

UWB signals. As an alternative, non-coherent subsampling ToA estimation schemes

based on energy detectors (EDs) or amplitude detectors have recently received sig-

nificant attention due to their advantages, such as low complexity, low cost, and low

power consumption.

In this paper, we present an experimental low-complexity UWB ranging system,

which mainly uses two-way time-of-arrival (TW-ToA) ranging protocol as well as

time-to-digital-converter (TDC) [6] to realize high-accuracy range measurements.

This system is featured as single-pulse measurements, low-power consumption, and

no need of an external counter.

This paper is organized as follows. Section 2 describes the system and node archi-

tecture as well as related implementation issues. Section 3 presents some preliminary

experimental results, and Sect. 4 gives the conclusions and future research directions.

2 Architecture

This section introduces both the overall ranging system architecture with the ranging

protocol and the node architecture with detailed hardware implementation.

2.1 System Architecture

As illustrated in Fig. 1, our ranging system comprises two nodes and adopts the TW-

ToA ranging protocol, which does not require time synchronization between ranging

nodes. Let RFRAME represent a ranging frame and assume node A needs to perform

ranging with node B. Then, the procedure of the TW-ToA ranging protocol would

be as follows.

(i) Node A sends a ranging request frame, RFRAME
req

, to node B, and records

the time instance tA1 when the frame departs from its antenna according to its

time recorder.

(ii) Node B records the time instance when it receives the RFRAME
req

at its

antenna according to its time recorder. This time instance is denoted as tB1 .
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Fig. 1 Two-way

time-of-arrival ranging

protocol

(iii) Node B sends back to node A a ranging reply frame, RFRAME
rep

, and records

the time instance tB2 when the frame departs from its antenna according to its

time recorder.

(iv) Node A records the time instance when it receives the RFRAME
rep

at its

antenna according to its time recorder. This time instance is denoted as tA2 .

(v) Node A calculates the time difference between its two recorded time instances,

which is called the round-trip-time (RTT), i.e., tARTT = tA2 − tA1 .

(vi) Node B calculates the time difference between its two recorded time instances,

which is called the turn-around-time (TAT), i.e., tBTAT = tB2 − tB1 . Then node B

sends the value of tBTAT to node A via one timestamp report.

(vii) After receiving the timestamp report, node A computes the range using the

formula d = c ⋅ (tARTT − tBTAT )∕2, where c is the propagation speed of ranging

signals.

Besides TW-ToA ranging protocol, symmetric-double-sided (SDS) TW-ToA rang-

ing protocol [7, 8] can also be adopted using the hardware described as follows.

2.2 Node Architecture

As illustrated in Fig. 2, one ranging node mainly comprises five parts: one pulse gen-

erator, one pulse detector, one time-to-digital-convertor (TDC), one transmit/receive

(T/R) switch combined one wideband antenna, and one controller. The timing of the

pulse generator is determined by controller, and pulse departure time is recorded

by the TDC from the pulse generator. In addition, the pulse arrive time is also

recorded by the TDC from the pulse detector. Therefore, both round-trip-time and

turn-around-time can be obtained, and inter-node range can be calculated using TW-

ToA ranging protocol.
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Fig. 2 Block diagram of the ranging node architecture

Fig. 3 Block diagram of a SRD-based pulse generator

2.3 Implemenation Issues

The pulse generator has been designed and implemented based on a step-recovery-

diode (SRD) and followed a modular approach [9, 10]. The block diagram of the

pulse generator is depicted in Fig. 3, which is comprised by one driver module and

one pulser modules. When triggered by the rising edge of the input, the driver module

produces an adjustable-duration positive pulse, whose duration can be modified by

changing the value of the variable resistor. In our system, this duration has been

set at approximately 200 ns. This positive pulse serves as the input for the pulser

module. A BiCMOS logic buffer gate with high-drive capability in the pulser module

is used to realize a current driver and its output is connected to a pulse-shaping

network and to the SRD. The SRD stores charge when it is forward-biased and the

stored charge is removed by the reverse current. An abrupt increment in the junction

impedance occurs when all charge has been removed, which generates very fast sub-

nanosecond rise or fall times. Under our circuits and triggered by the falling edge of

the driving signal, a negative pulse is generated by the shunt SRD while the positive

portion of this signal is canceled by the clipping diode. The particular SRD used is

HP5082-0180.
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As illustrated in Fig. 4, the pulse detector is a tunnel diode based threshold detec-

tor [11, 12], where tunnel diode bias can be adjusted to obtain a desired receiver oper-

ating characteristic, i.e., probability of detection versus false-alarm rate. The tunnel

diode has numbers of advantages, such as requiring no bias, having an extremely

broad-band and flat frequency response (extending well into millimeter waves),

exhibiting excellent temperature stability (typically ±0.5 dB typical over temper-

ature extremes), and having very low noise. As shown in Figs. 4 and 5, the tunnel

diode has been used with a constant current bias source and adjusted to its bias point

(or operating point), which is near and just before the peak of its I-V curve. Under

this configuration, the tunnel diode acts as a charge sensitive device where a small

amount of receive charge forces the diode to transition its negative resistance region

(the transition typically measured in tens of picoseconds) to produce a large voltage

swing at output. This threshold detector has one important advantage that the receive

pulse shape is irrelevant, which becomes particularly advantageous in severe multi-

path conditions where pulse-shape distortion occurs due to time-varying frequency-

selective fading. The particular tunnel diode used is obtained from General Elec-

tric, Model No. TD262A. The particular two digital-to-analog-converters (DACs)

are Linear Technology, Model No. LTC1453, which have 12-bit resolution and a

serial input. The particular fast comparator is Analog Devices, Model No. AD9696.

The time-to-digital-convertor is implemented using commercial chip TDC-GP2,

which is produced by Acam Messlectronic Gmbn, and has 50-ps rms resolution. One

Vivaldi wideband antenna is installed on each ranging node to transmit and receive

ranging frames, respectively. The timing and control functions of the ranging node

are performed by the controller, which is implemented by a field-programmable-

gate-array (FPGA). The timing of the ranging node should be designed to prevent

Fig. 4 Block diagram of the tunnel diode threshold detector
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Fig. 5 Current-to-voltage (I-V) characteristics of a tunnel diode

Fig. 6 Prototype of a ranging node

the self-interference, i.e., the transmitted frame is immediately received by the same

node. In addition, the FPGA is also used to set the TDC and to read measurement data

through the serial peripheral interface (SPI). The particular FPGA used is obtained

from Xilinx, Model No. Virtex-4, and a lower power consumption and lower cost

FPGA (e.g., Xilinx Artix-7 family) can replace it in our future works.

The prototype of the ranging node is shown in Fig. 6, where we use the Xil-

inx Virtex-4 ML402 evaluation platform as the controller, both pulse generator and

detector are implemented on the same circuit board.
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3 Experimental Results

Measured by Agilent Infiniium 19304 A wideband real-time sampling oscilloscope,

the pulse generator provides a negative pulse with an amplitude of about −5 V and

a measured fall time of about 100 ps, which is shown in Fig. 7.

We conduct some indoor ranging experiments to evaluate the performance of the

implemented ranging system. The experimental setting is depicted in Fig. 8, where

one signal generator implemented by the ML402 FPGA board is used to generate two

trigger signals to two ranging node with controllable time difference. After receiving

the stop trigger signal carried by the UWB pulse, the TDC on node A can measure the

time difference between start trigger signal and stop trigger signal. Comparing this

measured time difference with the presetting time difference gives the time errors.

Fig. 7 Time-domain waveform of the UWB pulse signal

Fig. 8 Experimental settings of the UWB ranging
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Fig. 9 Time difference

measurement results for the

400 ns presetting
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In addition, the inherent time delay caused by hardware of the whole system can

be measured and calibrated. We set the time difference be 200, 400, 600 ns and

repeatedly conduct each experiment 100 times, experimental results show that the

time difference measurements are biased and all the time errors are less than 1.5 ns

after the calibration. As an example, the time difference measurement results after

calibration for the 400 ns presetting is depicted in Fig. 9. Therefore, the ranging error

of our system using TW-ToA ranging protocol can be controlled within 1 m.

4 Conclusion

In this paper, we design and implement an experimental low-complexity noncoher-

ent UWB ranging system, which adopts TW-ToA ranging protocol and uses the TDC

to measure the time difference between the transmission and reception of ranging

frames. Preliminary experimental results show that this system can achieve sub-

meter ranging accuracy. Our future works are mainly focusing on the implementa-

tion of all the modules of the ranging node on one circuit board to reduce its size and

power-consumption, self-adaptive threshold adjusting of the UWB detection mod-

ule, and the accuracy measurement and analysis of ranging experiments with two

nodes using TW-ToA ranging protocol and its various.
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The Optimization of Terahertz
Collimating Lens

Wang Guangzhen and Hou Yu

Abstract Terahertz is widely used in nondestructive testing, sensing, remote
sensing of broadband communications, and other important key areas. However,
terahertz applications must depend on the lenses or reflectors to match and couple
radiation source. Based on one specified engineering requirements, the collimating
optimization method is applied in this article for terahertz lens. The aspheric
parameters of the surface are used as optimization parameters. A terahertz colli-
mating plane-convex lens is designed. Results show that the designed lens conducts
the terahertz radiation to the specified area with high efficiency. The lens helps the
terahertz detector to receive and conduct the terahertz radiation and it fully meets
the specified engineering requirements.

Keywords Terahertz ⋅ Collimating ⋅ Optimization ⋅ Lens

1 Introduction

The terahertz [1–3] has become a hot research subject for researchers. Because its
wavelength is between wireless and microwave, it has the characteristics of both.
To fully use the terahertz source, it requires a coupling lens for transmission and
detection research. Terahertz collimating lens can meet the requirements. The
design method includes complex computations, differential equations [4], and SMS
[5]. But these methods are either complicate or time-consuming. In this paper,
based on one specified project, optimization design [6] is used. The designed
terahertz collimating lens can meet the requirements of the project more quickly and
efficiently.
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2 The Design Process

Collimating lens includes flat convex, double convex, and freeform, etc. But
processing of double convex lens is relatively complex. The processing of freeform
surface lens is time-consuming and expensive. Even if the engineers design a lot of
excellent lenses, it is difficult to translate them into products. So conic flat convex
lens is designed here, which is easy to fabricate. First, according to the require-
ments, set the initial structure for the flat convex lens. Then, establish the terahertz
radiation source and receiving surface, which is about 250 mm, radius 1 m distance
from the terahertz source. The convex conic surface is chosen as the initial structure
with the diameter 300 mm. Parameters of the conic surface are conic coefficient
constant k and curvature C as shown in the following:

k= −
a2 − b2

a2
⋅C=

1
R
=

a
b2

ð1Þ

If the conic surface is hyperbolic, the parameters are shown in Fig. 1. Parameters
a and b are half axis lengths of the conic surface.

Here k is 0 and C is 0.006. The terahertz radiation source emits from the origin
position. Other parameters are shown in Table 1.

If the radiation source, lens, and receiver are established in the system, ray
tracing can be processed. The result after ray tracing is shown in Fig. 2 using the
initial structure. From Fig. 2, most of the radiation is strong converged and edge

Fig. 1 Conic curve for lens
surface

Table 1 Parameters of initial
system

Parameter Value

Radiation angle 40°
Wavelength 1 THz
Center thickness 50 mm
Refractive index 1.53
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rays cannot reach the receiver. That is to say, the initial structure cannot realize
collimating.

The next step is to optimize. Before the optimize processing, the optimize
variables of the lens need to be set up. The two variables k and C are set as
optimization variables. Then select the evaluation function, which is defined as
follows:

MF= ∑Wj Vj −Tj
� �2 ð2Þ

whereWj is a weighting factor, Vj is the current value, and Tj is the target value. The
optimization process is to make the current value closer to the target value infi-
nitely. The collimating optimization function of the software is used, which sets the
direction cosine of the refracted ray 0. Finally, operate optimization program.

3 The Result

The simulation result is shown in Fig. 3. From the result, the optimization has been
successfully completed. Table 2 shows the parameters of lens before and after
optimization. It is found that k is –2.3409, that it a hyperboloid and C is 0.0062893.
The lens diameter is 278 mm, but the effective part is 246 mm.

Fig. 2 The ray tracing of
initial model

Fig. 3 Ray tracing after optimization
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In order to quantitatively describe the effect of collimation, Fig. 4 shows the
intensity distribution in the position of 90° and 180°. As you can see, the radiant
intensity is focused on the specified direction. The divergence angle is nearly equal
to 0, which shows that the lens collimates radiation very well.

The next important item is the radiation distribution on the target surface, which
shows the energy efficiency. Figure 5 shows the radiation distribution on the target
surface after optimization. The efficiency is defined as the ratio of the radiation
on the target to that form source. Simulation result shows that the radiation spot
is concentrated in the circular area with a diameter of 250 mm. Almost all of
the radiation comes to the target surface, which fully meet the engineering
requirements.

For a complete optimization process, not only ray tracing but also the opti-
mization function after several iterations is needed to be investigated. The opti-
mization function which is also called the error function must reach a reasonable
value. Its value becomes smaller during the optimization. Figure 6 is the change of

Table 2 Parameters of lens
before and after optimization

Parameters of
lens

Before
optimization

After
optimization

k 0 –2.3409
c 0.006 0.0062893
D 300 mm 278 mm

Fig. 4 Intensity map in 90°
and 180° direction
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the optimization function in the optimization process. It can be seen, after five
iterations, that the optimization function is basically kept zero.

When an evaluation function is based on the Monte Carlo ray tracing, the noise
will appear. This is because statistical sampling is carried out during the ray tracing.
In order to get an effective optimization, evaluation function value must be bigger
than that of the noise. A smaller scope of variables can be estimated for parameter
sensitivity analysis. Figure 7 shows the change of optimization function with

Fig. 5 Radiation distribution on the surface of the target

Fig. 6 Change of the evaluation function value

Fig. 7 Sensitivity analysis
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changing k and C. It can be seen from the diagram, that C more likely lead the
function to float, and which shows the curvature is more sensitive.

Finally, lens’s flat edge is needed as in the following Fig. 8 for installation. The
effective diameter of curved surface is 246 mm, edge thickness is 10 mm, and the
diameter of the whole lens is 278 mm.

4 Conclusion

Collimating optimization function is used to design a lens for terahertz collimating
coupling. Compared with other methods, this process is simple and timesaving
without complex computation. Second, this lens satisfies the need of the specified
project well. According to the requirements of this project, flat convex lens is
established based on the conic surface. Then the optimization parameters are set up
for several iterative optimizations. The lens surface is obtained by satisfying the
requirements. The convex surface is hyperboloid, which collimates the radiation to
the specified position with high efficiency after ray tracing. Finally, this lens can be
fabricated much easily compared with the freeform lens.

Fig. 8 The entity of the lens
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An Improved STFT Approach in Foliage
Target Detection of UWB Radar Sensor
Networks

Na Wu and Qilian Liang

Abstract Short-time Fourier transform (STFT) has been widely applied on

non-stationary signals. In this paper, we propose two improved STFT methods

namely nested sampling-based STFT (NS-STFT) algorithm and coprime sampling-

based STFT (CS-STFT) algorithm. Nested sampling and coprime sampling are

studied on the premise of stationary signals, but few researches has proposed for

non-stationary signal, especially with the implementation of real data. Compared

with existing STFT method, NS-STFT and CS-STFT can achieve the same perfor-

mance with much less data, which saves the storage space. In this work, the estima-

tion of autocorrelation is also applied. Results show that NS-STFT and CS-STFT

approaches can work successfully on condition of both good quality data and poor

quality data of radar echoes. In addition, the new methods can save about 50 % of

the data without increasing the computation complexity.

1 Introduction

Since forests environment is a strong clutter background, ultra-wideband (UWB)

radars have been employed in foliage environment because of the exception range

resolution coupled with penetrating capability and low power [1, 2]. Target detection

in forest environment attracted a lot of interest since it not only benefits military area,

but also helps the detection in other scenarios, such as sense-through-wall. Some

studies [3–5] have shown that the channel measured by UWB backscatter signals

in foliage leads to inaccuracy of the K-distributions description [6], thus the signal

in this condition is obvious time-varying and non-stationary. In existing works of

UWB radar detection of targets in foliage, [7, 8] applied two methods, in the aspect
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of frequency domain and time domain, respectively. Liang and Liang [9] proves that

STFT based approach is more straightforward because no threshold needs to be set.

Big data is a hot topic recently, and due to its large size, data compression becomes

very important. In radar target detection, we often need to process a large amount of

data. In principle, if the signal can be recovered after down sampling, the sampling

rate should be larger than the Nyquist sampling rate. However, Nyquist sampling is

less efficient in the background of big data, thus some sub-Nyquist sampling algo-

rithms were studied, such as compressive sensing [10]. Among these research, a

new sampling algorithm was mentioned in [11], which was systematically nesting

two or more uniform linear arrays and [12] proposed coprime sampling afterward.

One advantage of nested sampling and coprime sampling is that wide-sense station-

ary (WSS) signals sampled by these two sub-Nyquist sampling algorithm can keep

the same second-order statistics and achieve enhanced degrees of freedom. Nonethe-

less, the signals in target detection of foliage environment are non-stationary. As a

result, nested sampling and coprime sampling cannot be directly applied. Short-time

Fourier transform provides a way to deal with the non-stationary signal. It segments

the signal into small windows, treating each part approximate stationary. STFT deter-

mines the sinusoidal frequency and phase content of local sections of a signal as it

changes over time. In this article, we combine nested sampling and coprime sampling

with STFT in order to utilize them in the scenario of non-stationary signal.

Our work is based on the Foliage Penetration (FOPEN) database and the signals

processed in this work are measured in late summer, fall and early winter foliage

environment. If the signal data is collected using high amplitude pulses, it is called

good quality signal, otherwise, it is poor quality signal. In the case of poor signal,

radar sensor networks (RSN) and RAKE structure are exploited to detect the target.

The rest of this paper is outlined as follows. In Sect. 2, we give a brief overview

of the experiment background. Theory of coprime sampling and nested sampling are

introduced in Sect. 3. Then in Sect. 4, the details of our improved STFT methods NS-

STFT and CS-SFTF are described respectively. Simulation results will be provided

in Sect. 5. In Sect. 6, conclusions are presented.

2 Previous Work

In this experiment, the Barth pulse source was operated and there are two sets of

data collected, good quality and poor quality. Each sample is spaced at 50 picosec-

onds interval, 16,000 samples were collected for each collection for a total time

duration of 0.8µs at the rate about 20 Hz. Some existing works about sense-through-

foliage target detection based on these data were reported in [13, 14].

In Fig. 1, good quality signal with target and without target are plotted but it is

difficult to tell the difference. If we expand views from sample 13001–15000, it is

shown in Fig. 2. When there is target in the range, the difference of Fig. 2a, b will

be the response of target, which is Fig. 2c. Based on the knowledge of appearance

of target, we can tell that the target is around at sample 14,000. But in practice, we
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Fig. 1 Measurement with very good signal quality and 100 pulses average. a No target on range,
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Fig. 2 Measurement with very good signal quality and 100 pulses average. a Expanded view of

traces (with target) from samples 13,001–15,000. b Expanded view of traces (without target) from

samples 13,001–15,000. c The differences between (a) and (b)

obtain clutter echoes without acquiring the knowledge about target, so the problem

is how can we detect the target only rely on Fig. 2b? Moreover, if the signal quality

is poor, it would be more difficult to find the position of the target.
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3 Theory of Nested Sampling and Coprime Sampling

3.1 Nested Sampling

Nested sampling has been applied in beam-forming and Direction-of-Arrival [11],

which is obtained by down sampling a set of data using two or more uniform lin-

ear arrays. For a two-level nested sampling of xc(t), the level 1 samples and level 2

samples are separately located at N1 and N2, and satisfy

1 ≤ l ≤ N1 (1)

(N1 + 1)m, 1 ≤ m ≤ N2 (2)

In Fig. 3, we give an example of two-level nested sampling.

For simplicity of describing nested sampling, several properties of nested sam-

pling are concluded as follows:

Property 1 Given the cross-difference kn = (N1 + 1)m − l, 1 ≤ m ≤ N2, 1 ≤ l≤N1,
the range of cross-differences lie in −[(N1 + 1)N2 − 1] ≤ kn ≤ [(N1 + 1)N2 − 1].

Property 2 There are some ‘holes’ in the range of cross-difference, such as (N1 +
1), 2(N1 + 1),… , (N2 − 1)(N1 + 1), which can be calculated by self differences (N1 +
1)(m1 − m2), 1 ≤ m1,m2 ≤ N2.

Property 3 For spatially wide-sense stationary signal, the correlation at all lags
before nested sampling will be equal to that after nested sampling. If the signal is
non-stationary, for a small period, this equality still holds.

The proofs of Properties 1 and 2 can be referred in [12], and Property 3 is derived

from the theory of STFT.

The period of nested sampling is represented as (N1 + 1)N2, for example, N1 = 3
and N2 = 5. It means that in each period, there are 20 values which are indicated by

8 numbers. The average sampling rate is

Fig. 3 Two-level of nested

sampling with

N1 = 3,N2 = 5
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fs =
N1 + N2

(N1 + 1)N2
≈ 1

N1
+ 1

N2
(3)

With the increasing of N1 and N2, the sampling rate will be smaller than the

Nyquist sampling, thus causing nested sampling a Sub-Nyquist sampling.

3.2 Coprime Sampling

Different from nested sampling, coprime sampling deals with a set of data into two

sets of uniformly spaced samplers MT and NT , where M and N must be mutual

coprime numbers. The instance is shown in Fig. 4. After coprime sampling, the WSS

signal xc(t) is divided into:

xc(t) = x(Mn)
xc(t) = x(Nn)

(4)

and the difference between two sets is

kc = Mn1 − Nn2 (5)

which is defined as difference co-array.

From [12], we know that the range of kc should be between

− MN + 1 ≤ kc ≤ MN − 1 (6)

There are also several properties of coprime sampling:

Property 4 If 0 ≤ n1 ≤ N − 1 and 0 ≤ n2 ≤ M − 1, then x(n1, n2) = Mn1 − Nn2 can
achieve MN distinct values in the previous range of kc.

Fig. 4 Coprime sampling in

the time domain using M,N



512 N. Wu and Q. Liang

Property 5 There are ‘holes’ in the difference co-array. In order to generate full
range of [−MN + 1,MN − 1], the ranges of n1 and n2 are defined as 0 ≤ n1 ≤ N − 1,
−M + 1 ≤ n2 ≤ M − 1, and the self-difference Mi1 − Mi2, Ni′1 − Ni′2 are considered.

The average sampling rate of coprime sampling is

fs =
M + N

MN
≈ 1

M
+ 1

N
(7)

when T = 1.

4 Coprime Sampling and Nested Sampling with STFT
Based Approach in Target Detection

In this section, we present the NS-STFT algorithm and CS-STFT algorithm to real-

ize target detection relying on much less data. From Wiener–Khinchin theorem, the

relationship between autocorrelation function and power spectral density (PSD) for

wide-sense stationary signal is defined below:

For discrete signal x[n],

S(f ) =
+∞∑

k=−∞
Rx(k)e−i2𝜋fk

(8)

where

Rx(k) = E[x(n)x∗(n − k)]

=
{ 1

N

∑N−k−1
n=0 x(n)x∗(n − k), 0 ≤ k

Rx(−k), k < 0
(9)

and N is the length of echo x.

Another way to calculate PSD of x(n) is through the N-point discrete Fourier

transform (DFT),

X(f ) =
N−1∑

n=0
x(n)e−i2𝜋∕Nkn

(10)

S(f ) = |X(f )|2 (11)

From Property 1, the cross-difference is given in the range −[(N1 + 1)N2 − 1] ≤
k ≤ [(N1 + 1)N2 − 1] and thus the estimate of autocorrelation of nested sampling for

all lags k can be obtained by



An Improved STFT Approach in Foliage Target Detection . . . 513

R̂n(kn) = E[x(n)x∗(n − k)] = 1
P

P−1∑

p=0
x(n)x∗(n − k) (12)

and for coprime sampling, the estimate autocorrelation is [12]

R̂c(kc) =
1
P

P−1∑

p=0
x(M(n1 + Np))x∗(N(n2 + Mp)) (13)

When target appears, the sample strength changes more abruptly, which implies

that the echo contains more AC values than that without targets. In [9], the author

introduced short-time Fourier transform to deal with the non-stationary signal. For

a continuous-time signal, the definition of STFT is

Y(m,w) =
∫

+∞

−∞
x(t)w(t − m)e−jwtdt (14)

Here, x(t) is the echo signal and w(t) is the window function. Y(m,w) represents

sinusoidal values in every window at time position m. When moving the window,

x(t) is supposed to be stationary in corresponding window duration. The window’s

interval defines the frequency resolution of the STFT analysis, as a result, we should

choose the window’s length short so that it can approximate the signal’s spectrum

well.

If the signal is discrete, (14) is expressed as

Y(m,w) =
N−1∑

n=0
x(n)w(n − m)e−iwn

(15)

There are different kinds of windows to choose, such as Gaussian window and

rectangular window. No matter what kind of window is chosen, the result only rep-

resents that the PSD of the signal is changing with time. In this work, we apply a

rectangular window, with the length L and step size M,

w(n) =
{

1 if 0 ≤ n ≤ L − 1
0 otherwise (16)

After each step of STFT, we cumulate the power of AC values as following:

P(m) =
L−1∑

w=4
|Y(m,w)|2 (17)
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Combining (11) and (15), P(m) of NS-STFT and CS-STFT can be expressed as

Pn(m) =
L−1∑

w=4
Sn(m,w),w = 2𝜋f (18)

Pc(m) =
L−1∑

w=4
Sc(m,w),w = 2𝜋f (19)

where

Sn(m,w) =
N−1∑

n=0
R̂n(kn)w(n − m)e−iwk

=
N−1∑

n=0
{ 1

P

P−1∑

p=0
x(n)x∗(n − k)w(n − m)e−iwk}

(20)

and

Sc(m,w) =
N−1∑

n=0
R̂c(kc)w(n − m)e−iwk =

N−1∑

n=0

{ 1
P

P−1∑

p=0
x(M(n1 + Np))x∗(N(n2 + Mp))w(n − m)e−iwk}

(21)

We detect the target through the power of AC values Pn(m) and Pc(m) respectively

in NS-STFT method and CS-STFT method.

Several important variables in the new algorithms are listed in Table 1.

Table 1 Variables used in this section

Notations Meaning

(M,N) Coprime pair used in the sampling

P Number of period of nested sampling or coprime sampling

x(n) Discrete echo signal

R(k) Autocorrelation of the discrete signal

R̂n(k) Autocorrelation of the nested sampling signal

R̂c(k) Autocorrelation of the coprime sampling signal

Sn(m,w), Sc(m,w) Power spectral density

Pn(m),Pc(m) power of AC values
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5 Experimental Results of Good Quality Data and Poor
Quality Data

5.1 NS-STFT Approach

Firstly, we show the results of existing STFT method in Fig. 5. Along with the mov-

ing of slicing window, we can acquire the power values of the echo P(m) from sample

10,000–15,000. In [15], it has pointed out that generally the clutter has Gaussian dis-

tribution in the frequency domain. Therefore, when there is a target in the range, the

power of AC values will behave like random noise. In Fig. 5a, b, we plot the good

quality signal. It is clearly to see that in Fig. 5b, when there is target on range, the

curve around 14,000 sample index is smooth. But in Fig. 5a, the curve is like chaotic

impulses.
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Fig. 5 The power of AC values versus sample index of good quality data with window length

L = 30, step size M = 16 and poor quality data with window length L = 25, step size M = 15.

a, b No target on range, c, d with target on range
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For the poor quality of data, since pulse-to-pulse variability exists in the echoes

at different time or different site, we rely on radar sensor networks (RSN) to solve

this problem. In this paper, the RAKE structure proposed in [9] is chosen and the

power of AC values are plotted in Fig. 5c, d, where the target is circled in the figure.

According to (20), we can plot the power spectral density of NS-STFT approach

and the results are shown in Fig. 6. As Property 3 states, the autocorrelation R̂n will

approximately equal to Rx, so we can detect the target based on (20). From the simu-

lations we find that the window length L will affect the performance of target detec-

tion. When NS-STFT approach is employed on good quality data, L = 24 is a little

smaller than 30. This is because the existing variations of estimated autocorrelation.

Fig. 6 The power of AC

values versus sample index

of good quality data after

nested sampling, with

sampling pairs

N1 = 2,N2 = 5. a No target

on range, b with target on

range (target appears at

around sample 14,000)
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Fig. 7 The power of AC

values versus sample index

of poor quality data after

nested sampling, with

sampling pairs

N1 = 2,N2 = 3. a No target
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Based on the sampling rate (3), we can calculate the compression ratio of nested

sampling. For example, in Fig. 7a, the pair of nested sampling is N1 = 2,N2 = 5.

Therefore, the compression ratio is decreased to about 46.67 %, this saves almost

half of the space, which is quite desirable for large amount of data.

5.2 CS-STFT Approach

The results of CS-STFT on good quality data and poor quality data are presented in

Figs. 8 and 9. For good data, coprime pairs M = 3,N = 4 are chosen and for poor

quality signal, we use the sampling pair (2, 3). When target appears, the curve around
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14,000 behaves like a Gaussian pdf as circled in Figs. 8b and 9b. The window length

L in CS-STFT method is almost the same as in NS-STFT method, which is 23 for

good quality data. The compression ratio of coprime sampling in Fig. 8 could be

calculated by (7) and it is 58.3 %. If the sampling rate fs keeps increasing, the window

length L must decrease. However, in the case of poor quality signal, compression

becomes more difficult since there will be more noise included in the data, so we

only choose the sampling pair (2, 3).

Fig. 8 The power of AC

values versus sample index

of good quality data after

coprime sampling, with

sampling pairs

M = 3,N = 4. a No target on

range, b with target on range

(target appears at around

sample 14,000)
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Fig. 9 The power of AC

values versus sample index

of poor quality data after

coprime sampling, with

sampling pairs

M = 2,N = 3. a No target on

range, b with target on range

(target appears at around

sample 14,000)
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6 Conclusion

In this paper, we develop two target detection algorithms in foliage environment,

which are NS-STFT approach and CS-STFT approach. Since nested sampling and

coprime sampling are sub-Nyquist sampling, the NS-STFT methods and CS-STFT

method can save about half the quantity of the data comparing with the original

approach. The results show that as long as we choose suitable window length and

step size, the new methods can achieve the same performance. The window length

falls when the sampling frequency increases. The poorer the quality of the signal is,

the more difficult to compress. Besides, if the signal quality is poor, with the help

of RSN and RAKE structure, it is easy to detect target on range intuitively. In our
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future research, the extended application of nested sampling and coprime sampling

on non-stationary signal will be studied further.
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Effect of Inaccurate Range Measurements
on Hybrid TOA/RSS Linear Least Squares
Localization

Xinxin Zhu, Yue Wang, Yuling Guo, Jiayu Chen, Na Li and Bin Zhang

Abstract Linear least squares (LLS) estimation is a sub-optimum but low-

complexity localization method based on measurements of location-related para-

meters. It has been proved that hybridization of different types of measurements

can enhance localization accuracy from Cramer-Rao lower bound (CRLB) analy-

sis. In this paper, a hybrid time-of-arrival and received-signal-strength (TOA/RSS)

LLS localization algorithm is derived, where TOA-based ranging has higher accu-

racy than RSS-based ranging. In many situations such as the case investigated in

this paper, accuracies of different measurements are difficult to obtain, and hence no

weighting factors are applied to different ranging measurements. In this case, incor-

porating extra inaccurate measurements into hybrid TOA/RSS LLS localization may

degrade its original localization accuracy in some scenarios. Simulation results con-

firm the theoretical analysis and show that signal-to-noise ratio, path-loss exponent,

anchors placement, as well as geometric relation between the agent and anchors all

affect the hybrid TOA/RSS LLS localization accuracy in different ways.

1 Introduction

Real-time and high-accuracy position information is essential to a variety of wireless

applications [1]. Range information is usually adopted and it can be measured from

time-of-arrival (TOA) or received-signal-strength (RSS) estimates [2]. If the infor-

mation about the measured range variances is unavailable, a nonlinear least squares

(NLS) estimator can be obtained by assuming the variances are identical and using

uniform weighting. Solving the NLS problem requires an explicit minimization of
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a nonlinear cost function, which cannot in general be solved analytically. In order

to obtain a closed form solution and avoid explicit minimization of the NLS cost

function, the nonlinear expressions of observations can be linearized using the least

squares (LS) calibration method [3]. An alternative way for linear least squares

(LLS) solution based on subtraction of the reference measured range is discussed

in [4]. Moreover, the LLS localization performance for both line-of-sight (LOS) and

non-line-of-sight (NLOS) cases is studied in [5]. Although LLS estimation is a sub-

optimum localization technique [6], it usually has a reasonable localization accuracy

and lower implementation complexity.

Hybrid localization techniques [1, 7], such as hybrid TOA/RSS, TDOA/RSS,

TOA/TDOA, and TDOA/AOA techniques, are proposed to enhance localization

accuracy and gives alternatives for the lack of location-related parameters. Although

the analysis of CRLB shows that incorporating extra location-related measurements

into the location estimator can improve its localization accuracy and extra accu-

rate location-related measurements can drastically improve the original localization

accuracy when the original location-related measurements are inaccurate, there is no

study focusing on whether LLS localization technique can still benefit from fusion

with extra inaccurate measurements, to the best of our knowledge.

In this paper, we take hybrid TOA/RSS LLS localization technique for example to

analyze the effect of inaccurate measurements on hybrid LLS localization systems.

A hybrid TOA/RSS LLS localization algorithm is introduced. In many situations

such as the case investigated in this paper, accuracies of different measurements are

difficult to obtain, and hence no weighting factors are applied to different ranging

measurements. In this case, incorporating extra inaccurate measurements into hybrid

TOA/RSS LLS localization may degrade its original localization accuracy in some

scenarios. Simulation results confirm the theoretical analysis and show that signal-

to-noise ratio, path-loss exponent, anchors placement, as well as geometric relation

between the agent and anchors all affect the hybrid TOA/RSS LLS localization accu-

racy in different ways.

The rest of the paper is organized as follows. Section 2 introduces and analyzes the

hybrid TOA/RSS LLS localization algorithm. Section 3 gives numerical simulation

results and discussions. A conclusion in Sect. 4 wraps up this paper.

2 Hybrid TOA/RSS LLS Localization

We assume that the agent is connected to different anchors, which are able to measure

the range between the agent and anchors via two types of parameters, i.e., TOA and

RSS. Let N be the total number of all anchors in the hybrid localization system.

Without loss of generality, we assume that the agent can measure TOA-based ranges

from anchors with indexes i ∈ {1, 2,… , S} and measure RSS-based ranges from

anchors with indexes i ∈ {S + 1, S + 2,… ,N} (S ≤ N).
In the first step of two-step localization method, the range measurement between

the agent and the ith (i = 1, 2,… ,N) anchor is denoted as d̂i. Let 𝐩 = [x y]T be the
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unknown two-dimensional (2-D) position of the agent, which is to be estimated, and

let 𝐩i = [xi yi]T be the known 2-D coordinate of the ith anchor. The error-free range

between the agent and the ith anchor is given by

di = ‖𝐩 − 𝐩i‖ =
√

(x − xi)2 + (y − yi)2.

The range measurement is modeled as

d̂i = di + ni, (1)

where ni is the ranging error in d̂i, which results from TOA or RSS estimation distur-

bance. It is assumed that {ni} are zero-mean independent Gaussian processes with

variances {𝜎2
i }.

For TOA-based ranging, we can adopt two-way TOA ranging protocol [2] and

the range can be calculated as

d̂ = c ⋅
𝜏

RTT
− 𝜏

TAT

2
,

where c is the propagation speed of ranging signals, 𝜏
RTT

is measured round-trip-

time at the ranging start node, and 𝜏
TAT

is measured turn-around-time at the ranging

respond node. Ideally, the CRLB of mean square ranging error from the ith (i ∈
{1, 2,… , S}) anchor in additive white Gaussian noise (AWGN) channel is [1]

𝜎
2
i,CRLB,TOA

= c2

8𝜋2SNRi𝛽
2 , (2)

where SNRi = Ei∕N0 is SNR from the ith anchor with Ei denoting the received-

signal energy and N0 denoting the one-side power spectral density of AWGN, and

𝛽 is the effective signal bandwidth defined by

𝛽 =

(
∫

+∞
−∞ f 2|K(f )|2df

∫
+∞
−∞ |K(f )|2df

)1∕2

with K(f ) denoting the Fourier transform of the ranging signal. When adopting

ultra-wideband (UWB) signals for ranging, high-accuracy range measurements can

be achieved even in harsh multipath environments, such as in buildings, in urban

canyons, under tree canopies, and in caves [8].

For RSS-based ranging, a common model used to calculate range from path-loss

is given by

P̄r(d) = P0 − 10𝛾log10(d∕d0) + V ,

where P̄r(d) is the average received power in decibels at a distance d, P0 is the

received power in decibels at a short reference distance d0, 𝛾 is the path-loss exponent
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that typically assumes values between 2 and 6, andV represents the large-scale fading

variations (i.e., shadowing) in decibels, which is commonly modeled as a Gaussian

random variable with zero mean and standard deviation 𝜎
sh

[2]. The CRLB of mean

square ranging error from the ith (i ∈ {S + 1, S + 2,… ,N}) anchor is [1]

𝜎
2
i,CRLB,RSS

=
( (ln10)𝜎

sh
di

10𝛾

)2

. (3)

It is quite challenging to obtain the exact relation between them in a practical wireless

environment due to complicated propagation mechanisms. Therefore, RSS-based

ranging commonly has low accuracy.

In the second step of two-step localization method, we adopt the LS calibration

method [3] to convert the range measurements into linear models in 𝐩 and give a

close form location estimate �̂�. We introduce a dummy variable R = x2 + y2 and

define 𝜃 ≜ [x y R]T . Then, the LLS estimate of 𝜃 is give by

�̂� =
(
𝐀T𝐀

)−1 𝐀T𝐛, (4)

where

𝐀 =
⎡
⎢
⎢
⎢
⎣

−2x1 −2y1 1
−2x2 −2y2 1
⋮ ⋮ ⋮

−2xN −2yN 1

⎤
⎥
⎥
⎥
⎦

, 𝐛 =
⎡
⎢
⎢
⎢
⎣

d̂21 − x21 − y21
d̂22 − x22 − y22

⋮
d̂2N − x2N − y2N

⎤
⎥
⎥
⎥
⎦

.

The hybrid TOA/RSS LLS location estimate is simply extracted from the first and

second entries of �̂�, that is

�̂�
TOA/RSS

=
[
[�̂�]1 [�̂�]2

]T
. (5)

On the other hand, non-hybrid TOA LLS localization techniques can also uniquely

determine the 2-D position of the agent with S (S ≥ 3) anchors. Similar to the hybrid

TOA/RSS LLS localization result shown in (4) and (5), the location estimates of the

agent based on non-hybrid TOA LLS localization technique is

�̂�
TOA

=
[
[�̂�′]1 [�̂�′]2

]T
,

where

�̂�
′ =

(
𝐀′T𝐀′)−1 𝐀′T𝐛′,

𝐀′ =
⎡
⎢
⎢
⎢
⎣

−2x1 −2y1 1
−2x2 −2y2 1
⋮ ⋮ ⋮

−2xS −2yS 1

⎤
⎥
⎥
⎥
⎦

, 𝐛′ =
⎡
⎢
⎢
⎢
⎣

d̂21 − x21 − y21
d̂22 − x22 − y22

⋮
d̂2S − x2S − y2S

⎤
⎥
⎥
⎥
⎦

.
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Note that there is no method (e.g., weighting factor) in hybrid TOA/RSS LLS

localization technique to control the effect of each measurement on the whole local-

ization accuracy, and this may be due to that the priori information about variances of

all measurements is unavailable. Therefore, incorporating inaccurate measurements

to original accurate measurements can improve the original localization accuracy if

extra position-related information is properly exploited. On the other hand, incorpo-

rating inaccurate measurements may degrade the original localization performance

when no weighting parameters are applied in hybrid TOA/RSS LLS localization

technique.

3 Numerical Simulation Results

A hybrid network with N = 8 anchors is used to localize one agent. The area is a

square of L × L m
2

and L is fixed to 10 m. There are two sets of anchors (set I and set

II). Set I contains S = 4 TOA-based ranging anchors located at (0, 0), (L, 0), (L,L),
and (0,L), respectively. Set II containsN − S = 4RSS-based ranging anchors located

at (L∕2, 0), (L,L∕2), (L∕2,L), and (0,L∕2), respectively. We randomly set the agent

location at (2, 3) for example unless otherwise specified.

According to (2) and [1], we simply assume that the agent and anchors have the

same configuration and let TOA-based ranging error variance 𝜎
2
TOA,i be reversely

proportional to SNRi, which is

𝜎
2
TOA,i =

1
SNRi

= 1
SNR0

(
di
d0

)𝛾

, i ∈ {1, 2,… , S},

where SNR0 is the SNR at the reference distance d0, and 𝛾 is the path-loss exponent.

According to (3) and [9], we simply assume RSS-based ranging error variance 𝜎
2
RSS,i

as

𝜎
2
RSS,i =

𝜂
2

SNRi
= 𝜂

2

SNR0

(
di
d0

)𝛾

, i ∈ {S + 1, S + 2,… ,N},

where 𝜂 (𝜂 ≥ 1) controls the relation between the two ranging error variances since

TOA-based ranging usually has higher accuracy than RSS-based ranging, espe-

cially when adopting UWB signals. In the following simulations, we assume d0 = 1,

SNR0 ∈ [20 ∶ 60] dB with increasing step 𝛥 = 5 dB, and 𝛾 = 2 unless otherwise

specified. We set 𝜂 to be {1, 2, 3, 4}, respectively, and compare localization accu-

racy of hybrid TOA/RSS LLS localization technique with that of non-hybrid TOA

LLS localization technique. For each simulation setting, 104 simulations are run to

get the average performance.

The mean square position error (MSPE) versus SNR0 for non-hybrid TOA and

hybrid TOA/RSS LLS localization techniques is illustrated in Fig. 1. It is clear

that larger 𝜂 leads to worse hybrid localization performance since lesser accurate

RSS-based range measurements are equally fused with accurate TOA-based range
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Fig. 1 Mean square
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measurements. When the RSS-based ranging is comparably accurate as the TOA-

based ranging, i.e., 𝜂 = 1, 2, the hybrid TOA/RSS LLS localization outperforms the

non-hybrid TOA LLS localization since more location-related information from dif-

ferent anchors is obtained. On the other hand, if the RSS-based ranging is inaccu-

rate compared with the TOA-based ranging, i.e., 𝜂 = 3, 4, the localization accuracy

degrades after incorporating inaccurate RSS-based range measurements to accurate

TOA-based range measurements. This confirms our intuitive observation and is due

to the fact that no weighting factors are applied to the hybrid TOA/RSS LLS local-

ization algorithm.

Since the absolute difference between TOA-based and RSS-based ranging vari-

ances increases if the path-loss exponent increases. For example, we change the path-

loss exponent 𝛾 from 2 to 4, which represents some indoor scenarios, and rerun the

previous simulation. MSPE in decibels comparison and absolute MSPE comparison

are depicted in Fig. 2. Since the path-loss exponent becomes larger, we narrow the

SNR0 range down to [40 ∶ 60] dB to get reasonable localization results. In Fig. 2,

the MSPE becomes larger for each SNR0 value compared with Fig. 1 since larger

path-loss leads to larger variances of the ranging estimates for both TOA-based and

RSS-based range estimations. Note that the inaccurate RSS-based range measure-

ments (𝜂 = 3) becomes unharmful to the hybrid TOA/RSS LLS localization accu-

racy, which is a contrast to the case in Fig. 1. This seems counterintuitive as well as

opposite to the above analysis that larger path-loss exponent leads to larger absolute

difference between TOA-based and RSS-based ranging variances under the same

distance condition, thus leads to larger absolute MSPE difference. However, another

impact factor is anchors placement. Due to the fact that the anchors in set II (distance

L∕2 from the center) cover the area better than the anchors in set I (distance

√
2L∕2

from the center) [10], the path-loss magnification effect from the anchors in set I is

larger than that from the anchors in set II, thus the RSS-based ranging variances do

not increase as much as the TOA-based ranging variances. Therefore, the positive

effect due to anchors placement cancels the negative effect due to larger absolute
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Fig. 2 Mean square

position error (dB)
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ranging variance difference, and the overall effect of adding extra inaccurate RSS-

based ranging with 𝜂 = 3 on hybrid TOA/RSS LLS localization accuracy is marginal

compared with non-hybrid TOA LLS localization.

Furthermore, the geometric relation between the agent and anchors can also influ-

ence the effect of inaccurate measurements on hybrid TOA/RSS LLS localization

technique. For example, we change location of the agent from (2, 3) to (4, 5) and rerun

the simulation as in Fig. 1. The localization performance comparison is depicted in

Fig. 3, where the MSPE becomes smaller for each SNR0 value compared with Fig. 1

and inaccurate RSS-based range measurements with 𝜂 = 3 do not lead to lower accu-

racy of hybrid TOA/RSS LLS localization than non-hybrid TOA LLS localization,

which is an opposite result to Fig. 1.
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4 Conclusions

Incorporating extra inaccurate measurements into hybrid TOA/RSS LLS localiza-

tion may degrade its original localization accuracy in some scenarios, if no weighting

factors are applied to different ranging measurements in the corresponding hybrid

TOA/RSS LLS localization algorithm. Moreover, signal-to-noise ratio, path-loss

exponent, anchors placement, as well as geometric relation between the agent and

anchors all affect the hybrid TOA/RSS LLS localization accuracy in different ways.
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The Real-Time Target Tracking
Algorithm Based on Improved
Template Matching and its Hardware
Implementation

Daqun Li, Jie Guo and Tingfa Xu

Abstract In order to solve the long-time tracking problem in the video stream, this
paper proposes a real-time target tracking algorithm based on improved template
matching. On the basis of the traditional template matching algorithm, we apply the
random forests to generate and train those characteristics. During the process of
template matching, we use the improved normalized correlation coefficient to
evaluate the similarity. It can also update the real-time template library and ensure
the tracking is not lost. Algorithm can achieve a long-term tracking, and able to deal
with the complex background, part of the covering, and so on. The algorithm has
been applied in the hardware processing platform which uses the FPGA and DSP as
the core processing. The result is satisfactory.

Keywords Target tracking ⋅ Random forests ⋅ Improved normalized correlation
coefficient

1 Introduction

We named the whole process as ‘long-term tracking’ which is dealing the video
streaming with frame rate and keep the whole dealing process long enough.
Long-term tracking has extending use in daily life, military, and industry. And it is
also a vital component of computer vision field. Furthermore, this tracking is the
key and difficult point in security monitor and control research field [1].
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The template matching technology is using the known target template matched
in the waited research image field, then find the location in image field for this
target template. The tradition template matching has slow speed, short of real time,
and template drift situation. In this condition, researchers from domestic and
overseas provide lots of improved solutions. In 2000, Peacock got a conclusion that
after comparing the updated strategies for templates they do not depend on initial
template. The conclusion is using the Kalman template they updated the filter to
filtering which has the strongest robustness for drift and noisy of templates [2].
Based on this, Haworth and Renshaw had further research on how to choose
templates to update filter and Kalman coefficient [3]. Yanmei Zhang and others
applied the templates matching for high speed target tracking [4]. And then they
designed a cross template to enhance the matching speed. Renting Song and others
improved the similarity measure function for templates matching and then got a fast
correlative matching regulation [5]. In 2008, Yan Ji and others used the wavelet
transform match in the frequency domain. And then they applied this to recognize
the satellite remote sensing images [6].

This paper depends on tradition templates matching algorithm, using random
forest to generate and exercise the characters. In the process of templates matching,
we used the improved normalized correlation coefficient to evaluate the similarity
and updating the templates library. And we also got the better real-time tracking
effects in the platform which uses DSP and FPGA as the core processing.

2 Improved Template Matching Algorithm

2.1 The Generation and Training of Characteristics

This part is improved and simplified on the basis of the literature [7]. In the first 100
frames of video, we use the rectangular box which is in the center of the image to
determine the goal, and bring it into the template library. After that, we do block
processing in each frame of the video. We divide the image into the image blocks
which have a certain number, so that we can create the scanning grids. Then chose
10 grids which are closest to the initial rectangular box. Using each grid to do the
geometric transformation (plane rotary in ±10°) and generating 20 different image
blocks. In this way, we could get 200 positive samples in total. In order to increase
the real-time performance of the algorithm, the selection of the negative samples
was around the initial rectangular box by certain steps. This process was without the
geometric transformation. In those positive and negative samples, we used random
forests (ten trees in all) to generate the characteristics. Each tree randomly generated
10 pairs of determine nodes. Through comparing the two corresponding pixels in
each pair, we got 0 or 1. Then we used the result to create a binary code, composed
of 10 0 or 1, as the feature of the corresponding tree. Each feature has its posterior
probability P(y|x),
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P yjxð Þ=PF ̸ PF +NFð Þ ð1Þ

In the formula, PF is the number of positive samples which have the same
characteristic, NF is the number of negative samples which have the same char-
acteristic. In this condition, we can train the features by calculating the posterior
probability, and increase its reliability.

After that, we deal with the whole scanning grids to let every block has its
features. Then accumulate the posterior probabilities of every image block. We
consider the image block which contains prospect target if the result is bigger than
the threshold T and then we record it. At the same time, features in this block
should be trained in order to increase their reliability.

2.2 The Processing of the Target Area

Each frame of the video image must have lots of image blocks which contain
prospect target, we name them as good blocks. Label them as: g1, g2, …, gn.
Regarding the vertexes of each good block as the center of the circle, and the
variable R as the radius to statistic the number of the good blocks within this scope.
When carries on the statistics, we adopt the bilinear sampling to reduce the com-
putational complexity. It can also improve the convergence speed and the real-time
performance of the algorithm. Namely, one vertex of the good block correspond-
ingly searches only the odd rows and odd columns (or even rows and even
columns). To avoid the false missing and error, the search method of the vertexes
which are adjacent to it should be opposite. Finally, we regard the area that contains
the most number of good blocks as the target area. Use the formula:

Mh =
1
K

∑
xi ∈ Sk

ðxi − xÞ ð2Þ

Quickly find the center of the target area, and compress it into the same size as
the template block. In the formula, xi is vertexes’ abscissa of the good blocks in the
target area; Sk is the target area; K is the number of the good blocks which should be
calculated.

2.3 Improved Normalized Correlation Coefficient

In the traditional template matching algorithm, using the following normalized
correlation coefficient as the similarity measure:
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Rði, jÞ=
∑
M

m=1
∑
M

n=1
Si, jðm, nÞ× Tðm, nÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
M

m=1
∑
M

n=1
Si, j m, nð Þ½ �2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
M

m=1
∑
M

n=1
Tðm, nÞ½ �2

s ð3Þ

Tðm, nÞ is the template; Si, jðm, nÞ is the target image; M is template’s height and
width.

This normalized correlation coefficient has low sensitivity, when the illumination
of the image has changed, or the target has deformation. The similarity between the
target and the template will decrease. For this problem, the literature [8] had pro-
posed a kind of normalized correlation coefficient which has the weight:

ρ=
∑
n

i=1
ωi xi − xð Þ yi − yð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i=1
ωi xi − xð Þ2 ∑

n

i=1
ωi yi − yð Þ2

s ð4Þ

In the formula, x= 1
n ∑

n

i=1
ωixi, y= 1

n ∑
n

i=1
ωiyi, ωi = 1

2
1
xi
+ 1

yi

h i
.

This normalized correlation coefficient with height, improve the sensitivity of the
calculation and the quality of the matching. However, the selection of weight value
is too simple, and the improvement is not obvious. The coordinates in the formula
are also too complicated to calculate and transplant to the hardware. To solve this
problem, we combined the formulas (3) and (4), the improved normalized corre-
lation coefficient formula is as follows:

ρ=
∑
M

m=1
∑
M

n=1
ωi Si, jðm, nÞ− Si, jðm, nÞ
h i

× Tðm, nÞ−Tðm, nÞ� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
M

m=1
∑
M

n=1
ωi Si, jðm, nÞ− Si, jðm, nÞ
h i2s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
M

m=1
∑
M

n=1
ωi Tðm, nÞ−Tðm, nÞ� �2

s

Si, jðm, nÞ= 1
MM

∑
M

m=1
∑
M

n=1
ωiSi, jðm, nÞ,Tðm, nÞ= 1

MM
∑
M

m=1
∑
M

n=1
ωiTðm, nÞ

ωi =
1
2

1 ̸ Si, jðm, nÞ� �3 2̸
+ 1 ̸Tðm, nÞ½ �3 2̸

� �

ð5Þ

Using the formula (5), we are able to evaluate the similarity between the target
blocks and the template. It not only decreases the amount of calculation, but also
enhances the real-time performance of the algorithm and the sensitivity of the
formula.
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3 Experiments

In order to verify the tracking effect of the improved template matching algorithm, we
completed the software simulation. We simulated the algorithm and compared it with
the traditional template matching algorithm. The resolution of the camera we used is
640 × 480 and the frame rate is 25 f/s. The results are shown in Figs. 1 and 2.

In the experiments, we also analyzed the real-time performance of two algo-
rithms. When used the traditional template matching algorithm, the total time is
0.35946 s. When used the improved template matching algorithm, the total time is
only 0.020423 s. Obviously, the running speed of the algorithm has been greatly
improved. It also successfully satisfies the real-time requirement.

4 Hardware System Based on DSP and FPGA

4.1 Hardware System

The hardware system based on DSP and FPGA is shown in Fig. 3. It mainly
includes image acquisition, image processing, and image output with three parts.
The image acquisition and the image processing are mainly completed by the

Fig. 1 Traditional template matching tracking algorithm
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DSP. Image output is mainly completed by FPGA. The camera we used in the
system is Mintron Company’s MTC-62V1. The total pixels of CCD are 795 × 596
(PAL). DSP is TMS320C6416, and it has 600 MHz clock rate, 4800MIPS pro-
cessing ability. FPGA is Altera Cyclone III EP3C120F780. We connected it with
DDR2 to complete data’s quick storage.

4.2 System Design

Figure 4 is the flow chart of the hardware system. We use the CCD camera to
acquire image. In the first 100 frames (PAL, frame rate is 25 f/s), we ensured that
the target need to be tracked and initialized the system. After that, storage of data
into FIFO and to send the stored data to the image data memory by the logical
circuit. Then DSP can use the data in the memory. Finally, process the data by
FPGA and use the LCD to display the image.

Fig. 2 The improved template matching tracking algorithm
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4.3 Results

The actual real-time effect of the hardware is shown in Fig. 5. According to the test,
the running speed of the system is 0.015424 s. Obviously, the speed is much faster
than the software simulation.

CCD Camera
Video

interface

System
Initialization

FIFO

Logical Circuit

Image
Memory

DSP
TMS320C6416

FPGA
Module

LCD

Fig. 4 Framework of hardware processing system

Fig. 3 Real-time tracking system based on DSP and FPGA processing platform
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5 Conclusion

This paper depends on the tradition templates matching algorithm, and using ran-
dom forest and improved normalized correlation coefficient to improve the arith-
metic speed and accuracy of algorithm. It can also complete the real-time tracking
when targets have twist and swing. The method in paper effectively enhances the
real-time feature of algorithm. Through transplanting the algorithm into the hard-
ware, we used the DSP and FPGA as the core of it, giving the affirmative to
transplant algorithm. Through a series of field experimentation, the algorithm shows
the real time and feasibility features. Furthermore, this software platform is small,
has better performance and real-time tracking with the targets. Meanwhile, the
reasonable design for this software platform has simplified the design tasks for DSP
and has the high value of engineering application.

Eventhough the algorithm has improved compared with before, this algorithm
has also shortcomings when it meets small targets and weak targets situation.

Fig. 5 The tracking effect of hardware system
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Therefore, the algorithm needs continuing debugged and improved. In addition,
there are more enhanced works on DSP and FPGA compatibility issues. The major
direction of research in future is expressing the fusion system function extremely.
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A Novel NLOS Mobile Node Localization
Method in Wireless Sensor Network

Xiaosheng Yu, Nan Hu, Ming Xu and Meichen Wu

Abstract Mobile location estimation using wireless sensor network (WSN) is one
of the important technologies in the past decades. A main challenge in mobile
location is non line of sight (NLOS) propagation caused by the complicated
practical environments. The NLOS effects will seriously reduce the accuracy of
localization algorithms. In this paper, we present a novel NLOS mobile node
localization algorithm based on probabilistic data association. First, we propose an
improved residual weighting (Rwgh) algorithm which can efficiently mitigate the
NLOS errors to provide different position estimates by using different subgroups of
range measurements. And then a probabilistic data association filter is employed to
determine the final position estimate. Experimental results demonstrate that the
proposed algorithm is robust to the NLOS errors and provides higher location
accuracy over the other traditional filter methods.

Keywords Location ⋅ Wireless sensor network ⋅ Non line of sight ⋅ Residual
weighting algorithm ⋅ Probabilistic data association
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1 Introduction

In the recent years, mobile localization estimation using wireless sensor network
(WSN) plays a significant issue and has been widely used in robotic industry, health
surveillance, national security, and so on [1]. The WSN-based location algorithms
have many advantages such as easy flexibility, low cost, and convenient
maintenance.

WSN utilizes the beacon nodes with the priori location information to locate the
unknown node. There are many fundamental WSN-based location methods to
realize the localization, such as received signal strength indicator (RSSI), time of
arrival (TOA), time difference of arrival (TDOA), and angle of arrival (AOA).
Several study work has been done based on these measures. Generally, accurate
location estimation can be obtained if the signal propagation state between the
unknown node and all beacon nodes is line of sight (LOS) path. However, the
complicated practical environment often causes the non line of sight (NLOS)
environment, where the direct propagation path between the target and a beacon
node may be blocked by obstacles. It results in the NLOS errors included in the
erroneous measurements because of the reflection and diffraction of signal.
The NLOS effects will decrease the accuracy of localization.

The existing methods to deal with the NLOS errors are generally categorized
into two types: parametric methods and nonparametric methods. The parametric
methods are proposed with the assumption that NLOS errors distribution is certain.
For the parametric method, there are two strategies to obtain the location result. The
first one is to identify the NLOS propagation, and then correct the NLOS errors.
There are many methods based on this strategy, such as the hypothesis test-based
method [2], likelihood ratio test-based methods, and statistical analysis-based
methods [3]. However, in these methods, once the wrong identification occurs, the
accuracy location cannot be realized. The second one is to locate the target by
combining both the LOS and NLOS measurements. In [4–6], different filtering
technologies based interacting multiple model (IMM) methods are presented.

Unlike the parametric methods, the nonparametric method does not need the
prior statistical information of the NLOS errors. Chen [7] proposed a residual
weighting (Rwgh) algorithm which can efficiently reduce the NLOS errors. Yu [8]
reduce the computational complexity of the Rwgh algorithm. Wang [9] model the
distribution of the LOS and NLOS errors by using Gaussian mixture model.

In this paper, we propose a novel NLOS mobile node localization algorithm
based on probabilistic data association. The proposed is robust to NLOS errors and
does not need any prior information.
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2 The Proposed Algorithm

2.1 System Model

In this paper, we assume that N beacon nodes are randomly deployed in the field.
The distance between each beacon node and unknown node can be estimated. The
coordinate of the beacon nodes are represented as θi = ½xi, yi�T, i=1, 2, . . . ,N, and
the coordinate of the unknown node is represented as X = ½x, y�T. At time k, the real
distance between the ith (i = 1,…, N) beacon node and target is:

diðkÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðkÞ− xiðkÞð Þ2 + yðkÞ− yiðkÞð Þ2

q
ð1Þ

For LOS condition, the measured distance between the mobile node and the i-th
beacon node at the time k is:

riðkÞ= diðkÞ+ ni ð2Þ

where ni is the white Gaussian noise.
For NLOS condition, the measured distance between the mobile node and the

i-th beacon node at the time k is

riðkÞ= diðkÞ+ ni + bNLOS ð3Þ

where bNLOS denotes the NLOS error which is independent of the ni.
For different practical environment, the positive bias error bNLOS could obey

exponential distribution, Gaussian distribution, or uniform distribution.
At the time k, the state vector is modeled as

XðkÞ= xðkÞ, x ̇ðkÞ, yðkÞ, y ̇ðkÞ½ �T ð4Þ

where ðxðkÞ, yðkÞÞ denotes the position of the unknown node, and x ̇ðkÞ, y ̇ðkÞð Þ
denotes the velocity of the unknown node.

The state model is expressed as

Xðk+1Þ=AXðkÞ+GwðkÞ ð5Þ

where A is the state transition matrix, and A and G are expressed as

A=

1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

2
664

3
775 G=

t2 2̸ 0
t
0
0

0
t2 2̸
t

2
64

3
75 ð6Þ

where t is the period of localization.
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2.2 Improved Rwgh Algorithm

In this section, we first build R=CN − 1
N different subgroups of range measurements,

and then we propose an improved Rwgh algorithm to estimate the position using
each subgroup of range measurements. At time k, the improved Rwgh algorithm is
described as follows.

Step 1. The area where the nodes deployed is split into a gird Φ with W ×W cells.
The centers of these cells are denoted by C(i, j) i, j = 1,…,W. C(i, j) is
described in a matrix form. We build a W ×W matrix V which is named
voting matrix. Each element of V can be computed by the following
equation:

Vði, jÞ= ∑
N

n=1
bnði, jÞ, i, j=1, . . . ,W ð7Þ

where

bnði, jÞ= 1, rn − ε≤ dijn ≤ rn + ε
0, otherwise

�
ð8Þ

where rnis the measured distance between the mobile node and the n-th
beacon node, and dijn is the Euclidean distance between C(i, j) and the n-th
beacon node.

Step 2. Let C* = C*
1, . . . ,C

*
m

� �
denote the initial location results which contains all

elements owning the same maximum value in the matrix V. For each
element of C*, the average residual is defined by

RESm =
RESðC*

m,ΘÞ
N

,m=1, . . . ,M ð9Þ

where RESðC*
m,ΘÞ= ∑

N

n=1
ðrn − C*

m − θn
�� ��Þ2 is the residual.

Step 3. The location estimate of the unknown node is

Z =
∑
M

m=1
C*
mðRESmÞ− 1

∑
M

m=1
ðRESmÞ− 1

ð10Þ
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2.3 Probabilistic Data Association Filter

The probabilistic data association is a statistical approach to solve the uncertainty of
the measurement. In this section, we use the PDA filter to mitigate the measurement
noise. There are four steps to form the PDA filter.

Step 1. The first step is Kalman prediction. The state and covariance for the i-th
beacon node at time k, can be estimated by the following equations:

X ̂ k+1 kjð Þ=AX ̂ k kjð Þ ð11Þ

P k+1 kjð Þ=AP k kjð ÞAT +GQGT ð12Þ

As mentioned above, we have estimated the position with each subgroup
of range which is denoted by Zrðk+1Þ, r=1, . . . ,R. The measure residual
is defined by

νr k+1ð Þ= Zrðk+1Þ−HX ̂ k+1 kjð Þ, r=1, 2, . . . ,R ð13Þ

Step 2. The second step is NLOS detection. If νr k+1ð Þ is computed in the LOS
condition

νrðk+1Þ∼N 0, SrÞðk+1Þð Þ, r=1, 2, . . . ,R ð14Þ

where Sr k+1ð Þ=HP k+1 kjð ÞHT +Vr k+1ð Þ is the innovation covariance.
The test statistic is defined by

Γrðk+1Þ= νrðk+1ÞS− 1
r ðkÞνrðk+1Þ ð15Þ

Γrðk+1Þ is compared with a threshold γ. If Γr k+1ð Þ is larger than γ,
νr k+1ð Þ is computed in the NLOS condition, otherwise, νr k+1ð Þ is
computed in the LOS condition. We eliminate the positions in the NLOS
condition, and obtain the Zuðk+1Þ, u=1, . . . ,U.

Step 3. The third step is data association. At time k, the data association of mea-
surement residual is expressed as

ε k+1ð Þ= ∑
U

u=1
βu k+1ð Þνu k+1ð Þ ð16Þ

whereβuðk+1Þ= eu

q+ ∑
U

u=1
eu
,β0ðk+1Þ= q

q+ ∑
U

u=1
eu
,eu = exp − εu½ �TS− 1

u k+1ð Þεu
2

� �
,

q= λ 2πSu k+1ð Þj j 1−PD
PD

.
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Step 4. The fourth step is filter update. This step includes the following equations:

Ku k+1ð Þ=P k+1 kjð ÞHTS− 1
u k+1ð Þ ð17Þ

X ̂ k+1 k+1jð Þ=X ̂ k+1 kjð Þ+Ku k+1ð Þε k+1ð Þ ð18Þ

Pðk+1jk+1Þ= β0Pðk+1jkÞ+ 1− β0ð Þ
× Pðk+1jkÞ−Kuðk+1ÞHPðk+1jkÞ½ �

+ Kuðk+1Þ× ∑
R

r=1
βuðk+1Þvuðk+1Þ βuðk+1Þð ÞT

	

− εuðk+1ÞεTu ðk+1Þ
i
KT
u ðk+1Þ

ð19Þ

The output of the proposed algorithm can be expressed as

x ̂ðk+1Þ, y ̂ðk+1Þ½ �=Ψ ⋅X ̂ðk+1jk+1Þ ð20Þ

where Ψ=
1
0

0
0

0
1

0
0

	 

.

3 Performance Evaluation

In this section, we design various experiments to validate the effectiveness of the
proposed algorithm. The proposed algorithm is compared with the Rwgh algorithm
and Rwgh-based Kalman filter. We consider a 100 × 100 square area, where 6
beacon nodes are randomly deployed. We assume that the communication range of
sensor node is 150 m. Figure 1 shows the deployment environment of this exper-
iment. The measurement noise obeys Gaussian distribution whose mean value is
zero and the standard deviation is 1. We use the root mean square error (RMSE) to
evaluate the performance of these methods:

RMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MC
∑
MC

k=1
xðkÞ− x ̂ðkÞð Þ2 + yðkÞ− y ̂ÞðkÞð Þ2

s
ð20Þ

where, xðkÞ, yðkÞ½ � and x ̂ðkÞ, y ̂ðkÞ½ � denote the true position of the unknown node
and the estimated position of the unknown node at time k, respectively. We perform
500 Monte Carlo runs to obtain the following results.

We assume NLOS errors obey uniform distribution, and the minimum and
maximum values of parameters of uniform distribution are 2 and Umax, denoted by
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U(2, Umax). Figure 2 shows the relationship between Umax and root mean square
error. Obviously, the proposed algorithm has the highest localization accuracy.

We evaluate the performance of these three algorithms when NLOS errors obey
Gaussian distribution, the mean of Gaussian distribution are 3. Figure 3 shows the
impact of standard deviation of NLOS errors on root mean square error. Obviously,
the proposed algorithm has the best performance.

We evaluate the performance of these three algorithms when NLOS errors obey
Exponential distribution. Figure 4 shows the relationship between mean parameter
and root mean square error. It can be observed that the proposed algorithm has the
highest localization accuracy.
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4 Conclusion

In this paper, we propose a novel NLOS mobile node localization algorithm based
on probabilistic data association which is robust to the NLOS errors. The proposed
algorithm is a nonparametric method which does not need any prior information on
error model. We compared the proposed algorithm with the Rwgh algorithm and
Rwgh-based Kalman filter. The promising simulation results show that our algo-
rithm has better performance in terms of robustness and accuracy.
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Design and Development of Positioning
System of Cable Trench Based
on VLC + PLC

Hui Fan, Shuaihua Li, Liang Meng, Xiao Yang and Peng Luo

Abstract Aiming at the problems of city underground cable trench, a serious
shortage of illumination light, GPS system receives signal which is very faint,
proposed to visible light communication technology (VLC, visible light commu-
nication) and the power line carrier communication technology (PLC, power line
communication) positioning system design and development scheme of combining.
The technical principles and characteristics of VLC description, analysis function,
and the key technology of the underground cable channel positioning system, and
explain the application of the system and the effect of.

Keywords Visible light communication ⋅ Power line carrier communication ⋅
Cable channel ⋅ Positioning

1 Outline

With the rapid development of China’s economy and the continuous expansion of
city size, urban power transmission cable is gradually changed from the overhead
wire power cables. Cable channel as a channel of cable lines, its construction speed
and mileage annually [1]. The vast majority of underground cable channel illu-
minating light exists a serious shortage; GPS systems and other characteristics of
the received signal are very weak, GPS technology in such a case cannot be
effectively utilized. Therefore, the power company cable work area cable channel
patrol officers and the lack of full-time full positioning emergency response capa-
bilities, increasing the difficulty of maintenance inspection personnel, while job
security is also compromised.

Compared with the traditional lighting, white light-emitting diode (LED) having
a low driving voltage, low power consumption, long life, and other advantages, is a
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green lighting device, and is regarded as the fourth generation of energy saving
lighting equipment [2]. Since the white LED has high response sensitivity, it can be
used for high-speed data communications, VLC technically developed a new
wireless optical communication technology. Compared with conventional radio
communication with high transmission power, electromagnetic interference does
not need to apply for spectrum resources, etc. [3]. Combined with the unique power
of communication systems, PLC uses the existing lighting power lines, by way of
the carrier signal high-speed transmission. Used in urban underground cable trench,
to avoid the inherent shortcomings of the PLC: signal loss distribution transformers
barrier effect of power line carrier signals and three-phase power line between do
not exist.

Therefore, the design and development based on VLC and PLC combination
program are proposed for urban underground cable channel positioning system.
Cable channel dedicated patrol officers in epaulets position by assembling LED
communication module, and to the cable ditch unilateral “Lighting and commu-
nications integration” LED interact real-time location information via VLC + PLC
converter module.

2 VLC + PLC Technology Introduction

2.1 VLC Technology Principle

VLC technology is the use of naked fluorescent or light-emitting diodes emitting a
flashing light and dark which cannot see the high-speed signals to transmit infor-
mation. Compared with the currently used for various wireless communication,
VLC can take advantage of lighting equipment to replace the radio base station
transmit signals, both lighting effects, but also has the communication function. The
speed is up to tens of megabytes to hundreds of megabytes per second. Using a
dedicated, capable of sending and receiving signals enabled mobile information
terminals, as long as the light exposure to the place, it can be a long download and
upload of all kinds of information and data.

At present, many research institutions and telecom companies, especially in
Japan, Europe, the United States, and other countries in the field of visible light
communication has launched an in-depth study. Calculated from a preliminary
mathematical analysis and simulation-based white light visible light communication
channel [4], the German Heinrich Hertz laboratory researchers created a visible
light communication speed world record, reaching 513 Mbit/s [5], made rich
results.

Our study of visible light communication started relatively late; there is no more
mature commercialization of visible light communications systems. Peking
University in 2006 first proposed the ultra-wide scheme based on visible light signal
received wide-angle lens, and conducted a series of theoretical and experimental
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work. In addition, the LED modulation drive, the layout of the LED array opti-
mization, and high-sensitivity receiver and other aspects of certain research and
visible light communication with the passive optical network (PON) in the con-
verged access the physical layer, link layer, and other aspects of the transport layer
to carry out exploration and research.

2.2 VLC + PLC Fusion Technology

Global Communications Conference visible Guangzhou International Conference
Center and the China visible light communication technology innovation and
application of Alliance Assembly, first proposed VLC (visible light communica-
tion) and PLC (power line communication) technology perfect fusion, low-cost
system solutions.

PLC technology is a mode of communication; it has been widely used in power
systems (including smart grids) networking and digital home. When information is
sent, simply intended user information transmitted digitally modulated and coupled
to low pressure (or MV) power lines, you can use the power line as a medium for
transmission. At the receiving end, go through the filter which will filter out the
modulated signal, and then through the corresponding demodulation with the
originating process, you can recover the original information to achieve information
transmission. Additional information transmission controls features of PLC system,
low cost, wide coverage, plug and play, easy installation, so that “there is electricity
where you can have a signal.” VLC technique is used as the illumination source
emitting diode (LED) light to transmit information. At the receiving end, a simple
photo detector can restore the high-speed optical signals into electrical signals, and
ultimately recover the original information to achieve information transmission and
information services at the same time lighting functions. VLC technique has the
advantage of the available spectrum and without wide spectrum authorization,
anti-electromagnetic interference, no electromagnetic radiation, privacy, and human
security, can be combined with extensive coverage of lighting networks. VLC +
PLC, has all the advantages of fusion technology and VLC independent system to
inherit, compared to other network combinations has a natural advantage. PLC
technology can provide a ready-made visible light-based communications backbone
network of LED lights. LED lights so that there is no longer one of the “islands of
information”, but the connection has become a cover having a certain scale of
visible light communication network. Similar relationships are with such, the
computer and the wireless Wi-Fi network cable. Power line networking VLC can
meet the electricity demand-driven and information fed into two, fully capable of
“electric light there, where there is light, there is a network signal.” The architecture
diagram of network showed in Fig. 1.
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3 System Components and Key Technologies

Positioning principle of the system uses a single lamp positioning method, sets
different LED lighting ID information associated with its own position. When the
terminal receives ID information, the terminal is located at the corresponding LED
light source. In the receiving terminal will receive the data analysis to the navi-
gation map, to achieve positioning and navigation functions. The method is simple,
positioning accuracy of LED lighting radius, and wide coverage.

3.1 System Components

System consists of “photo pass integration” LED light source, a mobile terminal,
backstage PC scheduling, and monitoring of three parts. The “photo pass integra-
tion” LED light source by the explosion-proof LED lighting, the modem circuit
composed of two parts, a mobile terminal consists of two parts, a photoelectric
conversion module and display terminal composition, background PC scheduling
and monitoring include a base station and PLC master station, and positioning
display software.

Fig. 1 Cable channel positioning system network architecture schematic
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3.2 PLC + VLC Depth Converged Communications
Transmission Technology

This article will sparse time–frequency noise on the scale of the complexity of the
system for the Joint Communications News Agency channel, system optimization,
and design from the perspective of a number of key transmission technology,
coding modulation technology, channel estimation, and relay scheme design pro-
pose new Robust and efficient broadband PLC system with VLC Joint Commu-
nications News Agency.

(1) For the power line and the visible channel transmission signal attenuation,
more noise and more fading serious features, combined with the power line
and visible transmission device principle and characteristics, to study the
signal transmission mechanism of the power lines and visible Joint Commu-
nications News Agency in the system, then study Joint Communications News
Agency system channel model in a variety of typical application scenarios and
various probability models typical noise.

(2) Against noise and interference characteristics Joint Communications system
channels, research performance-enhanced coded modulation mechanism,
improve the system in harsh noise environments communications efficiency
and robustness; challenges for VLC peak power and average power constraints
PLC each other, approximation research peak, average power dual channel
theoretical constraints limit the capacity of the constellation mapping; break
through all the bits to be modulated equally misunderstanding, unequal pro-
tection features based on a reasonable allocation method to enhance the ratio
of the bit map system error correction capability.

(3) Breaking the traditional frame structure of OFDM communication system to
carry only the idea of a single time or frequency domain training sequence,
frequency two-dimensional design, and the flexibility to meet the training
sequence frame structure power line and visible light communication system
requirements, allowing the system to achieve high spectral efficiency and high
energy efficiency; Combining power line channel, visible light channels each
having a frequency domain sparsely and temporal sparsely, based on com-
pressive sensing theory framework and algorithms—frequency
two-dimensional training sequence based precision, channel estimation
method of low complexity.

3.3 Characteristics PLC + VLC Joint Channel
Characteristics and Noise Analysis

(1) For the power line and the visible channel transmission signal attenuation,
more noise and more fading serious features, combined with the power line
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and visible transmission device principle and characteristics, to study the
signal transmission mechanism of the power lines and visible Joint Commu-
nications News Agency in the system, then study Joint Communications News
Agency system channel model in a variety of typical application scenarios and
various probability models typical noise.

(2) In terms of VLC channel path loss, the communication received signal power
at the receiving end of “Three-sensitive” characteristics. In visible light
communication system noise aspect, the system noise with the “three none”
features. For such a system model, based on coding theory and optimization
theory, “Three-sensitive” Channel link attenuation coefficient distribution,
research, “three none” closed-form expression noise model error performance
and channel capacity. Based on this study the optimal signal modulation
method and analysis, “Three-sensitive” channel model and noise model coded
modulation system performance “three none” appropriate mathematical
methods for further studies such as color keying modulation, dynamic code
modulation, approximation theory, and other new coding and modulation
method capacity limit.

(3) Against noise and interference characteristics Joint Communications system
channels, research performance-enhanced coded modulation mechanism,
improve the system in harsh noise environments communications efficiency
and robustness; challenges for VLC peak power and average power constraints
PLC each other, Approximation research peak, average power dual channel
theoretical constraints limit the capacity of the constellation mapping; break
through all the bits to be modulated equally misunderstanding, unequal pro-
tection features based on a reasonable allocation method to enhance the ratio
of the bit map system error correction capability.

4 Application Examples and Effect Analysis

VLC and the depth of integration using PLC communication networks of the cable
channel positioning presentation systems, demonstration sites located in Hebe
Province, State Grid Electric Power Research Institute micro-grid demonstration
zone, “distributed generation and micro-grid laboratory” and underground distri-
bution long outdoor gallery conduct line and lighting equipment modification.

Underground power distribution outdoor promenade placed 16 white LED light
source, lamp height is 3 m, two lamp spacing 2 m, respectively, and three positions
in the same corridor. Background scheduling and monitoring software PC com-
munication via PLC to “shine through integrated” LED light source transmits a
location service data, LED light source is loaded with its own ID and position
location services data from the PC side, and then broadcast it through the spatial
light transmission. Received by the photoelectric conversion to electrical signals
and transmitted to the mobile phone display terminals (loaded navigation software),
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the received information is displayed on the map, to achieve positioning function.
When the receiving terminal user moves to a different area of LED lighting, display
terminal will automatically update the current location and location service infor-
mation. For example, the handheld mobile terminal transmits the position data to
the LED light source, when the receiving terminal is moved to the illumination area
can be automatically updated to the real-time location and shows the location of
service data. When receiving terminal moves to another LED lighting area, the
same real-time automatic update to a different location and shows the location of the
service information.

5 Conclusions

VLC is an emerging wireless optical communication technology, which can
simultaneously achieve the dual function of illumination and communication. Since
the urban underground cable tunnel illumination light in a serious shortage of
memory, GPS system receives the signal which is very weak, etc., and therefore, in
such environments, VLC + PLC technology based on positioning and communi-
cation broadcasting system with low power consumption, location high precision,
fast transfer rate, and other advantages. Also, you can locate anywhere, anytime,
without laying additional auxiliary equipment, it has a long life, green
pollution-free, real-time to provide users with ubiquitous access. The system has
been used in a demonstration in Hebe EPRI Micro-grid Demonstration Zone
“distributed generation and micro-grid laboratory” and underground distribution
outdoor promenade, to good effect.
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A Novel Solution for the Optimal
Deployment of Readers in Passive RFID
Location System

Weiguang Shi, Xiaodi Han, Kaixuan Du and Jianxiong Li

Abstract The spatial relationship between the tag and the reader plays a great role
in the performance of passive LANDMARC system. Since it is not easy to change
the assignment of the whole reference tags frequently, most research aims at
searching for the optimal deployment of readers. Instead of providing the exact
RSSI values, the readers in passive system only can provide discrete power grades.
In this paper, the detection radius under given power grade is discussed first. Then
we explore the power grade management of the reader and propose the time con-
suming model for the passive LANDMARC, which leads to an objective function
suffered from the position of readers. Finally, an enhanced particle swarming
optimization algorithm is brought up to find the optimal deployment that bears the
least time consuming. Simulation result showed that, the proposed solution pro-
vides a better design compared with the uniform deployment.

Keywords RFID ⋅ Deployment of readers ⋅ Time consuming in passive
localization

1 Introduction

Passive UHF RFID is a promising approach towards indoor localization due to its
advantages of noncontacting, non line of sight, short-delay, high accuracy, and low
cost. Readers and passive tags are the foremost candidates for the passive RFID
system. At the first of identification, each reader transmits interrogation signal via
antenna to wake up passive tags within the detection area. After harvesting enough
power from the interrogation signal, passive tags activate internal circuit and
response back item data to reader. The process described above is generally called
backscattering [1]. In backscattering, most passive RFID location algorithm
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captures the location information in the form of received signal strength indicator
(RSSI) and calculates the tags’ position on the basis of LANDMARC algorithm [2,
3]. Passive LANDMARC, another location algorithm based on passive tags, dis-
cards a large amount of computational complexity and achieves higher accuracy
with lower cost compared with ranging algorithms like TOA and TDOA. However,
passive LANDMARC still suffers from some drawbacks. First, readers have to
decrease power grades step by step to identify the minimal grade for each tag.
Obviously, unnecessary time consuming will be emerged in the case of readers and
tags set closely. Second, a tag probably can not receive the interrogation signal even
there is a reader around it when the turbulence from the electric accessory exist.
Furthermore, severe multipath phenomenon, caused by the reflection, refraction,
and scattering of radio waves, will affect the accuracy the RSSI.

Hence, the relative spatial location between the tag and the reader plays a great
role in the performance of passive LANDMARC system. To obtain a satisfactory
precision, a huge number of reference tags is usually fixed in the form of regular
grid and serves as neighbours for the tracking tags. Since it is not easy to change the
assignment of the whole reference tags, most research focuses on the optimal
deployment strategy of the readers [4–6]. Nevertheless, few research pays attention
to the effect of the deployment of the readers on the time consuming in the RFID
location system, especially for the passive LANDMARC. In this paper, our
objective is to propose a solution for the optimal deployment of readers with the
least time consuming. The rest of this paper is organised as follows. We analyse the
detection radius under given power grade in Sect. 2. In Sect. 3, an objective
function associated with the position of readers is established. Enhanced particle
swarming optimization algorithm combined with the simulated annealing algorithm
(SAA) is brought up in Sect. 4 to find optimal deployment. In Sect. 5, we show the
results of simulation. Finally, our work is concluded in Sect. 6.

2 Detection Radius Under Given Power Grade

Because of the level of radio frequency hardware, the readers in RFID system,
whether active and passive, cannot provide exact RSSI values but only discrete
power grades. At the beginning of the identification, the readers need to operate at
the maximum power grade to transmit interrogation signal and wait for the response
from tags. For the ith tag, if the response is only available for the power grade
greater than or equals to j, j is regarded as its RSSI value. In theory, the maximum
power grade has the greatest radius while the minimum power grade corresponding
to the smallest radius. To identify each tag’s RSSI value, readers have to diminish
power grade step by step until none response can be heard.

For analysing the effect of the diminishing manner on the time consuming in
localization, distance loss model is introduced to estimate the detection radius under
each given power grade. Define the reader’s transmitting power value as Pt whose
maximum degree is Pmax

t , radius of the detection area can be obtained as:
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R = GrGtλ
2Rðε− 2Þ

0 Pt ̸ 16π2RεPth
r

� �� �1 ε̸
ð1Þ

where R0 is the reference distance, λ is the wavelength of the RF signal, Pr is the
activation threshold of passive tags, ε is path loss coefficient, Gr and Gt, respec-
tively, represent the transmitting gain of the reader’s antenna and the receiving gain
of the tag’s antenna.

Assume the maximum and minimum of the discrete power grade are, respec-
tively, 1 and Gmax, the power value of jth discrete power grade can be evaluated by
the linear interpolation

Pj
t = Pmax

t − Gmax − jð Þ * Ip ð2Þ

where Ip measured in dB denotes the step between the adjacent power grade.
Substitute formula (2) into formula (1) and take log function on the both side,
detection radius under the jth power grade can be given by:

Rj ≤ eP
max
t −Pth

r − Gmax − jð Þ*Ip − 20lg 4π λ̸ð Þ+10 ε− 2ð Þlg R0ð Þ+Gr +Gt +Xσ − e10ε ð3Þ

where Xσ is Gaussian noise in the transmission channel with mean zero and stan-
dard deviation σ, e is the Euler’s constant.

3 Objective Function Based on the Time Consuming
Model

According to the principle of the LANDMARC and the half duplex mode of the
passive system, time consuming model can be established as follows:

Step1: Each reader operates at the maximum power grade and records the IDs of
the reference tags and the tracking tags. During the process of the lth
location service, take the uth reader for example, time consuming of the tag
anti-collision is obtained as T0

Ru = JðN0
Ru,N

0
Tu, δÞ, where N0

Ru and N0
Tu are

the number of reference tags and the tracking tags, respectively, J is a time
consuming function which related to the anti-collision algorithm, δ denotes
the slot length.

Step2: Each reader decreases power grade to Gmax − 1ð Þ and detects the tags like
Step 1. Similarly, the time consuming of tag anti-collision can be
expressed as T1

Ru = JðN1
Ru,N

1
Tu, δÞ. Suppose tuning word is utilized to

control the power grade, time spent on the grade switching cannot be
negligible and is given by tz.

Step3: Each reader keeps working as the power grade decreased gradually until
none response from the tracking tags is available. For the uth reader,
suppose the power grade has declined to Gmax − hu when the number of
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tracking tags fall to zero. Then the time consuming of the uth reader can be
drew as Tu = hu ⋅ tz + ∑hu

j=0 T
j
Ru.

Step4: Consider all the readers work simultaneously and independently, the time
consuming of the location system can be expressed as

Tl = max
u∈ ½1,U�

Tu +C ⋅ tc ð4Þ

where U denotes the total number of the readers, C denotes the total number of the
tracking tags, tc stands for computing time of algorithms for one tracking tag. Also,
the average value of the computing time T can be obtained when the Monte Carlo
method is executed

T =1 ∑̸L
l=1 Tl ð5Þ

where L is the number of the location service.
Our objective described in formula (6) and formula (7) is to search the

deployment with the least time consuming of the location system. The solution is
represented as set of two-dimensional coordinates Ω indicating the positions of all
readers included in the design.

Ω= ðxreader1 , yreader1 Þ, ðxreader2 , yreader2 Þ, . . . , ðxreaderU , yreaderU Þ� � ð6Þ

OSðΩÞ= argðminðTÞÞ ð7Þ

where ðxreaderu , yreaderu Þ is the two-dimensional coordinate of the uth reader.

4 Enhanced PSO Algorithm

Combining SAA to regulate the inertia weight dynamically, we put forward an
optimization mechanism based on PSO to find the optimal deployment of the
readers.

4.1 Condition of Evolution

At the beginning of optimization, an initial population Z is generated based on the
readers’ initial position given by Z = Z1 Z2 . . . ZW½ �T , where Zφ =
Zφ1 Zφ2 . . . ZφU½ �, ½�T denotes the transpose of matrix,W is the total number of
particles, φ∈ ð1, WÞ. Assume Zφu = ðxφu, yφuÞ and Vφu = ðvxφu, vyφuÞ are the position
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and the velocity of the uth reader in particle φ. Pbestτφ and Gbestτ represent the
individual best position and the global best position of τth iteration, respectively.
τ∈ ð1, ρÞ, where ρ is the maximum number of the iterations [7].

During the optimization process, the position and the velocity of all the particles
are updated as follows:

V τ+1
φu = ωV τ

φu + c1rτ1 Pbestτφu − Zτ
φu

� �
+ c2rτ2 Gbestτ −Zτ

φu

� �
ð8Þ

Zτ+1
φu =Zτ

φu +V τ+1
φu ð9Þ

where ω denote the inertia weight, c1 and c2 are the acceleration coefficients, rτ1
and rτ2 are two uniformly distributed random numbers independently generated
within ½0, 1�.

To improve the effectiveness of the optimization, we define the same searching
radius S for each reader and regard the circle region as the detection area, whose
centre at the readers’ initial position and radius is S. The maximum velocity of each
particles is defined as Vmax = η ⋅ S, where η is the limiting factor. In addition, we
employ the penalty function Q to prevent readers outside the detection area and
rewrite the objective function in formula (7)

M =T +Q, Q= K2 K̸1ð Þ ⋅ ∑U
u=1 su ð10Þ

OSðΩÞ= argðminðMÞÞ ð11Þ

where K1 and K2 are penalty factor. If the uth reader has flown out the detection
area, let su =1. If not, let su =0.

4.2 Adjustment Strategy of Inertia Weight Based on SAA

As mentioned in [8], inertia weight is a significant element for the balance between
the local searching capability and the total searching capability. Usually, a small
inertia weight means a strong local searching capability and a rapid convergence
rate, while a big inertia weight may lead to a strong total searching capability and a
large iterations. In this paper, an adjustment strategy of inertia weight based on the
SAA is applied to regulate the inertia weight dynamically for a better and faster
global searching process.

Define the annealing temperature ξ of the τth iteration as

ξτ = FðPbestτÞavg F̸ðGbestτÞ
h i

− 1 ð12Þ

FðPbestτÞavg =∑W
i=1 F Pbestτi

� �
W̸ ð13Þ
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where FðPbestτÞavg is the average fitness value of the τth iteration. The annealing
probability p is also obtained as follows:

p = 1, if FðGbestτ− 1Þ≤FðGbestτÞ
expð FðGbestτÞ−FðGbestτ− 1Þ½ � ξ̸τÞ, if FðGbestτ− 1Þ>FðGbestτÞ

�
ð14Þ

Then, the inertia weight can be given by:

ω=
α1 + 0.5β, p≥ β
α2 + 0.5β, p< β

�
ð15Þ

where β is a random number within ð0, 1Þ. α1 and α2 are fixed constant,
0 < α2 < α1 < 1. If FðGbestτ− 1Þ≤FðGbestτÞ, a larger inertia weight is selected to
push particles to a broader region by the probability p. If FðGbestτ− 1Þ>FðGbestτÞ,
which denotes the result of τth iteration is desirable, a smaller inertia weight is
selected by the probability p. As the number of iteration increases, the annealing
temperature ξτ decreases gradually, which acquires a convergent of the optimization
process.

5 Simulations

In the simulation experiment, we place 100 reference tags randomly and arrange
four readers uniformly in 10 m × 10 m indoor environment. To measure the
effectiveness and the flexibility of the proposed solution, we repeat the simulation
and gather data from two typical environments. As illustrated in Fig. 1, 30 tracking
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Fig. 1 The layout of the different environments a Environment 1 b Environment 2
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tags in Environment 1 are distributed intensively near the centre of the indoor area,
while 30 tracking tags in Environment 2 distributed dispersedly around the
boundary. Dynamic frame length ALOHA algorithm is applied to check the tags.
Some parameters in the simulation were set as follows: c1 = c2 = 1.4962, η = 0.3,
α1 = 0.7, α2 = 0.3, W = 40, U = 4, Gt = 1.2 dBi, Gr = 8 dBi, Pt = 36 dBm,
ρ = 300, K2 ̸K1 = 200, S = 3.5, Ip = 0.25, Gmax = 128, δ = 64, tz = tc = 50 ms,
L = 50, σ = 0.

Figure 2 indicates that the proposed solution could converge rapidly to a
deployment of readers with smaller T. From Fig. 2a, it can be seen that the final T of
the proposed solution reaches 60.3476 s, while that of the uniform pattern is around
119.0156 s. Similarly conclusions can be drawn from the environment 2. Figure 1
also describes the best layout found by the proposed solution. In Environment 1, the
proposed algorithm pushes all the readers to the corner of the area, which could
avoid the superfluous switch during the power grade decreased from Gmax to the
desired value. In the Environment 2, as the tracking tags distributed dispersedly
near the boundary, the readers are pulled to the centre of the area.

Because the optimal deployment of the readers is achieved on the condition
σ = 0, we bring the noise interference into the simulation and receive cumulative
distribution function (CDF) by 200 times Monte Carlo method to evaluate the
stabilities of the best design under different σ. Figure 3 illuminates the comparison
of CDF between the best design and the uniform pattern. In Environment 1, when
σ = 1.1, 80 percentile of the best design has a T = 57 s with its maximum less than
59 s, while 80 percentile of uniform pattern is T = 114 s. As σ increases from 1.1
to 3.3, the maximum time consuming under uniform pattern and best design,
respectively, are 119 s, 110 s, and 108 s and 59 s, 51 s, and 48 s.
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6 Conclusions

The paper presents a novel optimization algorithm to obtain the optimal deployment
of readers for passive LANDMARC. The detection radius under a given power
grade is discussed first. Then, we explore the power grade control of the reader and
propose the time consuming model for the passive LANDMARC, which leads to an
objective function associated with the position of readers. Finally, an enhanced
particle swarming optimization algorithm is proposed to provide the optimal
deployment of readers. Simulation results indicate that, the proposed solution
achieves a better design with less time consuming compared with the uniform
deployment.
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Algorithm for Optimal Placement
of Cooperative Nodes in 2D TOA
Cooperative Localization System

Weiguang Shi, Xin Feng and Xiaoli Qi

Abstract Cooperative localization provides an attractive solution for target
positioning in recent years. It has been proved that the layout of the cooperative
nodes plays a great role in the performance of the system such as the accuracy,
stability, and capacity. Usually, geometric dilution of precision (GDOP) is used to
measure the effect of the geometry on the accuracy. The smaller GDOP is, the lower
positioning error is. In this paper, we choose 2D localization scene and derive the
expression of the GDOP in TOA cooperative system. The term in GDOP that
related to the position of cooperative node is chosen as the observation function. By
analyzing the characteristic of its second order derivative, a fast algorithm on the
basis of cosine direction coefficient, aimed to the lowest GDOP, is proposed to
place cooperative nodes quickly and precisely. Simulation results demonstrate the
effectiveness of the algorithm.

Keywords GDOP ⋅ Optimal placement ⋅ TOA ⋅ Cooperative node

1 Introduction

Recently, most mobile stations (MS) have been equipped with near field commu-
nication module like radio frequency identification (RFID), wireless sensor net-
works (WSN), bluetooth (BT), and could work in the cooperative mode to harvest
auxiliary characteristic of the indoor channel for a higher precision, which called
cooperative localization [1, 2]. As illustrated in Fig. 1, there are four different
components in the cooperative localization system. The cooperative nodes
(CN) represent fix-deployed infrastructures like RFID reader, wireless router and
BT receiver, etc., which can provide ranging information. The general nodes
(GN) are the base station that could offer typical cellular positioning service.
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The targets are the high-end mobile stations equipped with cellular positioning
module and near field communication module. The work station is a server con-
necting to both the general nodes and the CN to collect spatial information about
the target. When a target moves to indoor scenario, the communications with CN
will be established quickly, which lead to a great mount of ranging information
such as time stamp, power attenuation, and phase difference obtained by the work
station. Obviously, the more the CN employed, the higher accuracy will be
achieved as well as more computational costs involved.

Geometry deployment and measurement precision are the foremost candidates
for the performance of the cooperative localization system. Previous research on the
geometry deployment relies on employing the geometric dilution of precision
(GDOP) to evaluate the effect of the geometry on the different ranging algorithms
[3–7]. In literature [7], a solution of CN in time of arrival positioning systems,
which aims to minimize the geometric dilution of precision, is presented based on
generalized eigenvalue decomposition [7]. However, the solution only described
the execution processes rather than deducing the expression of the eigenvalue.
Since the distribution principle of the CN has not been summarized, a great amount
of calculation is inevitable when the number of general nodes is huge.

Motivated by this fact, this paper addresses the optimal assignment of the CN in
two-dimensional TOA systems and proposes another quick algorithm. The rest of
paper is organized as follows: Sect. 2 introduces the Cramer–Rao bound
(CRB) based on fisher information matrix (FIM). Section 3 gives the expression of
the GDOP in two-dimensional TOA cooperative system. An algorithm for the
assignment of the CN is derived in Sect. 4. In Sect. 5 we show the results of
simulation. Finally, our work is concluded in Sect. 6.

Infostation

General Node

Target Cooperative Node

What is 
my position

My position:
(120.56,46.23)

General Node

Fig. 1 The components of a cooperative localization system
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2 Cramer–Rao Bound Based on FIM

Generally, the GDOP is computed on the basis of CRB which provides a theoretical
lower bound for the variance of any unbiased estimator. Suppose there are totally
P unknown parameters implicate in the received vector κ. Define the estimated

vector as θ= θ1, θ2, . . . θp
� �T , consider the joint probability density function of κ

follows q dimension Gaussian distribution with the expectation μðθÞ and the error
covariance matrix Q, then the fisher information matrix JðθÞ can be given by

JðθÞ= ∂μðθÞ ∂̸θT� �T
Q− 1

∂μðθÞ ∂̸θT� � ð1Þ

Define H = ∂μðθÞ ∂̸θT as the Jacobian matrix, the CRB can be expressed as follows

CRB= J− 1ðθÞ= HTQ− 1H
� �− 1 ð2Þ

3 GDOP in Two-Dimensional TOA Cooperative System

For the two-dimensional TOA system, suppose κ= d1, d2, . . . dp
� �T and let di stand

for the range from the target to the ith GN given by di =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx− xiÞ2 + ðy− yiÞ2

q
=

di + ei, where i∈ ½1, p�, ðxi, yiÞ is the coordinate of the ith GN, θ= x, y½ �T is the
position of the target, di is the theoretical value, ei denotes the measurement errors
with zero mean. Then the Jacobian matrix H in TOA system can be derived as

HTOA =
∂μðθÞ
∂θT

=
x− x1ð Þ d̸1 x− x2ð Þ d̸2 . . . x− xp

� �
d̸p

y− y1ð Þ d̸1 y− y2ð Þ d̸2 . . . y− yp
� �

d̸p

� �T
ð3Þ

Assume each ei has an identical root mean square value σd, the error covariance
matrix can be derived as Q= σ2dI, where I is an N × N identity matrix, then the
GDOP in two-dimensional TOA system can be obtained as

GDOP=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2x + σ2y

q
σ̸d =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G11 +G12

p ð4Þ

where G= HTH
� �− 1

, σ2x and σ2y , respectively, stand for the variance of x and y.
It has been proved that the more CN employed, the lower GDOP received.

Suppose there are totally M cooperative nodes, such as RF readers and wireless
sensors, to be assigned to decrease GDOP. Geometry of the nodes in
two-dimensional scenarios is illustrated in Fig. 2. For the ith GN, define the angle
of arrival relative to the baseline as αi, then we have ðx− xiÞ r̸i = −cos αi,
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ðy− yiÞ r̸i = −sin αi. Similarly, βj can be defined as the angle of arrival relative to
the baseline for the jth cooperative node, where j∈ ½1,M�.

Step by step strategy is utilized to arrange the whole cooperative nodes. The
Jacobian matrixes of the received vector are refreshed to H′

TOA after first cooper-
ative node being employed

H′

TOA =
−cos α1 −cos α2 . . . −cos αp −cos β1
−sin α1 −sin α2 . . . −sin αp −sin β1

� �T
ð5Þ

Substituting (6) into (4), the value of GDOP in cooperative system can be
deducted as

GDOP1TOA =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p+1ð Þ ̸ ∑p

i=1 sin
2ðβ1 − αiÞ+ ∑p− 1

i=1 ∑p
j= i+1 sin

2ðαj − αiÞ
	 
r

ð6Þ

Meanwhile, we could come to a conclusion that GDOP in TOA system is only
affected by the angles of the GN and the CN.

4 Optimal Assignment of the Cooperative Nodes

In the literature [7], a solution which aims to the minimum GDOP is presented on
the basis of generalized eigenvalue decomposition of Jacobian matrix. However, the
solution only described the execution processes rather than deducing the expression
of the eigenvalue. A great amount of calculation of the eigenvalue decomposition is
inevitable when the number of GN is huge. Motivated by this fact, our work
will focus on providing another algorithm to the find the optimal assignment with
less calculation.

Since value of GDOP is only related to β1, we choose Qðβ1Þ= ∑p
i=1

sin2ðβ1 − αiÞ as the observation function. Let ∂Qðβ1Þ ∂̸β1 = 0 and define β1T1 and β
2
T1

as the arrest points of Qðβ1Þ, then we have

(x1,y1)

(x2,y2)

(xi,yi)

(X1,Y1)

1

2

i

1

d1

d2

di

D1
(X2,Y2) 2

Dj

commom nodes

target

cooperative nodes

Fig. 2 Geometry of the
nodes in two-dimensional
scenarios
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sin 2β1T1 c̸os 2β
1
T1 = sin 2β2T1 c̸os 2β

2
T1 =∑p

i=1 sin 2αi ∑̸
p
i=1 cos 2αi ð7Þ

Assume β2T1 > β1T1, the value of β1T and β2T can be deduced as

β1T1 = 0.5 × arctan ∑p
i=1 sin 2αi ∑̸

p
i=1 cos 2αi

� �
, β2T1 = β1T1 + 0.5π ð8Þ

Let β1 ∈ ½β1T1, β1T1 + π�, then GDOP1TOA can be considered as a periodic function
of β1 with period π. Substitute β1T1 and β2T1 into the second derivative Q′′ðβ1Þ
respectively, then

Q′′ðβ1T1Þ=2 A ⃗T1
���

��� B ⃗1T1
���

��� cos γ1, Q′′ðβ2T1Þ=2 A⃗T1

���
��� B⃗2

T1

���
��� cos γ2, ð9Þ

where A⃗T1, B⃗
1
T1 and B ⃗

2
T1 are the direction vectors given by

A⃗T1 = ∑p
i=1 cos 2αi, ∑

p
i=1 sin 2αi

� 
,

B⃗
1
T1 = cos 2β1T1,

�
sin 2β1T1


, B⃗

2
T1 = cos 2β2T1,

�
sin 2β2T1

 ð10Þ

γ1 is the angle between A⃗T1 and B ⃗
1
T1, γ2 is the angle between A⃗T1 and B⃗

2
T1. On the

basis of formula (7), the value of cosðγ1Þ is either 1 or −1, so does cosðγ2Þ. In
addition, since β2T1 = β1T1 + 0.5π, the direction of B⃗

1
T1 is opposite to that of B ⃗

2
T1.

For ease of analysis, define ℜ1 = ∑p
i=1 cos 2αi as the initial cosine direction

coefficient. Obviously, if ℜ1 < 0, the vector angle of A⃗T1 is between π 2̸ and 3π 2̸,
then GDOPTOAðβ1T1Þ achieves the minimum value since cos γ1 = − 1 and

Q′′ðβ1T1Þ<0. On the other hand, if ℜT > 0, the vector angle of A⃗T1 is between − π 2̸
and π 2̸, then GDOPTOAðβ2T1Þ achieves the minimum value since cos γ2 = − 1 and
Q′′ðβ2T1Þ<0. Thus, a selection mechanism of the first cooperative node could be
concluded as

βT1 =
β1T1 if ℜ1 < 0
β2T1 if ℜ1 > 0

�
ð11Þ

where βT1 is the best angle with the least GDOP. After the first cooperative node is
assigned at the best position provided by formula (8) and (11), the second coop-
erative node should be taken into consideration. As observation function is
updated to

Qðβ2Þ= ∑p
i=1 sin

2ðβ2 − αiÞ+ sin2ðβ2 − βT1Þ ð12Þ

The arrest points of Qðβ2Þ can be found as β1T2 and β2T2, which are given by
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sin 2β1T2
cos 2β1T2

=
sin 2β2T2
cos 2β2T2

=
∑p

i=1 sin 2αi + sin 2βT1
∑p

i=1 cos 2αi + cos 2βT1
=

∑p
i=1 sin 2αi

∑p
i=1 cos 2αi

ð13Þ

β1T2 = β1T1, β2T2 = β2T1 ð14Þ

Also, it is clear that the cosine direction coefficient has been refreshed to
ℜ2 = ∑p

i=1 cos 2αi + cos 2βT1. Then the best position of the second cooperative
node βT2 can be acquired by the similar mechanism depicted in formula (11).
Finally, the global minimum GDOP can be achieved after the total M cooperative
nodes arranged in the best location βTj successively where j∈ ½1,M�.

Here, the algorithm for the optimal placement of the total cooperative nodes can
be concluded as follows:

Step1: According to the position of the fixed GN, establish the initial observation
function, and compute the values of ℜ1, β1T1 and β2T1;

Step2: Choose the best angle of the first cooperative node from β1T1 and β2T1
according to the polarity of ℜ1;

Step3: Arrange the first cooperative node in the best angle and update ℜ;
Step4: Arrange the former uth CN in the same angle as that of first CN until

ℜ1ℜu ≤ 0;
Step5: Arrange the (u + 1)th CN in the orthogonal angle to that of first CN, which

is given by

βTðu+1Þ =
β2T1 if βT1 = β1T1
β1T1 if βT1 = β1T1

�
ð15Þ

Step6: Deploy the rest of the CN in the angle of β1T1 and β2T1 alternately to obtain
the global minimum GDOPTOA.

5 Simulation

Simulation results and analysis are presented in this section, which intend to
demonstrate the validity of the proposed algorithm. The location of target, general
node, and cooperative node are denoted by polar coordinate (distance, angle). For
simplicity, the coordinate of target is chosen to be (0,0). Assume that five general
nodes are fixed at 15, π ̸18ð Þ, 12, π ̸6ð Þ, 8, πð Þ, 10, 11π ̸9ð Þ, 10, 3π ̸2ð Þ, while six
CNs are to be arranged successively to improve the precision of localization.
Table 1 describes the best position obtained by the proposed algorithm. It can be
seen that the minimum value of GDOP7

TOA declines to 0.6043 when the angle of the
mth node equals to 2.039 and the angle of the nth node equals to 0.4682 where
m = 1, 2, 3, 5 n = 4, 6.
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Figure 3 illustrates the best position of each CN obtained by the exhaustive
method. The resolution of angle is π 1̸800. Clearly, the minimum GDOP and the
best angle of the presented algorithm are always nearly the same as those of the
exhaustive method. However, it should be mentioned that the computational
complexity of the proposed algorithm is much smaller than the exhaustive method.
In addition, the proposed algorithm only needs to compute ℜ1, β1T1 and β2T1 rather

Table 1 Best position obtained by the proposed algorithm

Introduction of the mth CN ℜi βTi minðGDOPi
TOAÞ

m = 1 1.6133 2.0390 0.8524
m = 2 1.0207 2.0390 0.7600
m = 3 0.4281 2.0390 0.7075
m = 4 −0.1645 0.4682 0.6688
m = 5 0.4281 2.0390 0.6327
m = 6 −0.1645 0.4682 0.6043
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Fig. 3 Best position obtained by the exhaustive method
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than the eigenvalue and the eigenvector of Jacobian matrix in literature [7], which
reduces a certain amount of computational complexity, especially in the case of
huge p.

6 Conclusion

This paper aims to find the optimal placement of cooperative nodes which has the
least effect of the geometry on the accuracy. First, the expression of GDOP in
cooperative location system is provided. Second, the term in GDOP that related to
the position of cooperative node is chosen as the observation function. After ana-
lyzing the characteristic of its second order derivative, a fast algorithm based on
cosine direction coefficient, is proposed to achieve the assignment with the lowest
GDOP. Simulation results indicate that, the proposed algorithm, which can receive
the nearly the same performance for the cooperative nodes, can dramatically save
the computational complexity compared with exhaustive method and the algorithm
in the literature [7].
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Path Matching Indoor Positioning
with WiFi Signal Strength

Sheng Su, Haijie Yu and Gaoli Zhang

Abstract A new indoor positioning technology based on path matching is pro-
posed in this paper. It records the signal strength of WiFi hop points when a signal
collector goes through a path in a building. The data is stored in a database as
fingerprint data. Based on the fingerprint data and the building map, position of a
walker can be estimated in the building. The fingerprint data of path, not point is
used to the positioning. It is the innovation of the technology compared to the
current indoor positioning methods. The experiments show that the path matching
technology can gain the better position accuracy than KNN.

Keywords Indoor positioning ⋅ Path matching ⋅ WiFi signal strength

1 Introduction

With the rapid development of urbanization, building with large size is more
popular. It is easy to lose his or her way in the building to the person who is not
familiar with the building. Indoor positioning and navigation become important in
order to address the issue. This paper presents an indoor positioning algorithm by
path matching based on WiFi signal strength. Its realization is divided into two
stages. At the offline stage, indoor WiFi signals are collected and stored in the
database. At the online stage, the real-time WiFi signal is matched with the signals
stored in the database. Person’s locations are then estimated.

Different from the K-Nearest Neighbor algorithm (KNN), this method not only
considers the values of WiFi signal, but also applies the historic data and direction
sensors to arrange each WiFi device according to the signal strength. The signal
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strength sequences at online and offline stages arematched. The current position of the
device can be calculated. Compared to KNN, the problem that positioning results are
back and forth jumping is avoided and related parameters are adjusted flexibly.

2 Related Works

As mentioned earlier, precise positioning is the key to the positioning and navi-
gation in the indoor environment. A lot of research about indoor positioning has
been made, such research can be divided into three categories, namely positioning
based on trilateration, fingerprint matching, and dead matching. The most relevant
is fingerprint matching.

Fingerprint matching algorithms have to obtain related signal information.
“Closest Point” and “Nearest neighbors in signal space-average” are two algorithms
that are used frequently. The results of these two methods are lack of stability, and
influence the accuracy of positioning due to the unstable WiFi signal. RADAR [1]
is a WLAN-based indoor positioning system that uses Nearest-Neighbor and Radio
Map Modeling algorithms to estimate the target position, but the accuracy is not
enough. HORUS [2] is an indoor WLAN positioning system completely based on
fingerprint database, which is presented by Youssef. HORUS does not use the
wireless signal propagation model, so the positioning accuracy is higher than
RADAR system. However, modeling with signal distribution needs to gather a lot
of signal data, and the signal intensity of each AP must be seen as irrelevant, which
are not consistent with the actual situation. Kuo et al. [3] improved the performance
of the positioning system by finding out the correlation between the signal intensity
and positioning according to the relevance of signal intensity. For multipath
propagation phenomenon in indoor environments, Fang et al. [4] proposed a
method to reduce the interference of multipath propagation. Yin et al. [5] obtain the
variation of system signal intensity by increasing the number of fixed observation
point. Pan et al. [6] applied nuclear canonical correlation analysis technology to
build the relationship between signal intensity and position coordinates. Kushid
et al. [7] build fingerprint database by nuclear-based approach. In addition, Kuo
et al. [8], Fang et al. [9], Tseng et al. [10], Chai et al. [11], Kushki et al. [12], also
proposed a different approach for enhancing system performance.

3 Algorithm Description

This algorithm records WiFi signal intensity data for each WiFi devices recorded in
working process in order of walking paths.We can get signal distribution from several
WiFi signals in a path because there aremultiple wifi devices, then use these signals to
match the signal of WiFi in the corresponding sections stored in the database, and the
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location is determined by matching sections and walking directions. Algorithm is
divided into two stages, which will be introduced separately below.

3.1 Data Acquisition and Processing

Data acquisition is the first step to realize this algorithm. At this stage, we need to
collect and store continuous signal intensity from all WiFi devices which can be
received in every path in the indoor area. They will be used in the following signal
matching. Since different WiFi devices have different transmit power, and there are
large differences in highest signal intensity that can be achieved from different
devices, the indoor environment which WiFi device in also affects size of the
measured signal values. However, according to signal propagation law, received
signal intensity will be larger when WiFi launch locations are closer. Based on this
principle, WiFi location is able to achieve.

The left in Fig. 1 shows the signal intensity distribution of two WiFi devices at
different locations collected when walking in a path in real environment. It can be
seen from the left, attenuation of the WiFi signal will be greater because of the
effects of walls, windows and doors, interior layouts in the environment. The
collected WiFi signal intensity is significantly different in a different location
because of the influence of signal wave reflection and diffraction, so there are large
changes between signal intensity of two points at neighboring location. Irregular
changes of signals make finding the regular transformation difficult when pro-
cessing the number of WiFi signal data. In order to make the signal more stable to
get better matching results, equation (1) is used to process data for smooth filtering.
That is current value of the signal Wi under the influence of a signal value Wi�1,
thereby reducing the collected signal amplitude.

Wi = ð1− αÞWi− 1 + αWi ð1Þ

Fig. 1 Left is the collected raw data, right is the processed data
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The right in Fig. 1 is a relation graph of WiFi signal changed by location after
processed with equation (1). WiFi signal intensity is more stable after filtering,
which is conducive to follow-up signal matching. The processed data stored in the
database will finish WiFi signal data collection process at the offline stage.

3.2 Location Calculation Stage

On the basis of data collection and processing, this phase details the algorithm
realization and problems in the process of algorithm realization. The detail of the
algorithm is as following.

Algorit
1: for x= 0 -> wifi_nums do 
2:    for y = 0 -> position_nums -min_length do
3:        f
4:         
5:         

thm 1 Algorithm of PathMatch 

for z = y + min_length -> 
   if isSimilar
       if similar_part[x][0] 

(online_leve
=

position_nums do 
ls, offline_le
= similar_par

vels, y, z) the
t[x][1] or z -

n
y >  

6:                    similar_part[x][1] - similar_part[x][0] then    
7:   similar_part[x][0] = y 
8:   similar_part[x][1] = z 
9:       end if 
10:   end if 
11:       end for 
12:    end for 
13:end for 
14:for x = 0 -> wifi_nums do 
15:    matched_nums = similar_part[x][1] - similar_part[x][0] 
16:    step = len(online_levels[x]) / match_nums 
17:    for y = 0 -> matched_nums do 
18:   offline_levels_matched[y] = offline_levels[x][similar_part[x][0] + y] 
19:   online_levels_matched[y] = online_levels[x][step * y] 
20:     end for 
21:     tmp <- calc_ppmcc(offline_levels_matched, online_levels_matched) 
22:     if abs(tmp) > THRESHOLD_CC then 
23:  matched_result[x][0] = y 
24:  matched_result[x][1] = z 
25:  if orient = 0 then 
26:     if tmp > 0 then 
27:                orient <- 1 
28:            else 
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29:                orient <- -1 
30:            end if 
31:        end if 
32:    end if 
32:end for 
33:for x = 0 -> len(matched_result) do 
34:    if matched_result[x][0] != matched_result[x][1] then 
35: count++ 
36: for y = matched_result[x][0] -> matched_result[x][1] do 
37:       matched_road[y] += 1 
38: end for 
39:     end if 
40:end for 
41:for x = 0 -> len(matched_road) do 
42:    matched_road /= count 
43:end for 
44:for x = 0 -> len(matched_road) do 
45:    if matched_road[x] > THRESHOLD_ROAD_COVER do 
46: begin_index = matched_road[x] 
47: break 
48:    end if 
49:end for 
50:for x = len(matched_road) -> 0 do 
51:    if matched_road[x] > THRESHOLD_ROAD_COVER do 
52: end_index = matched_road[x] 
53: break 
54:    end if 
55:end for 
56:if orient is equal to 1 then  
57:    return end_index 
58:else 
59:    return bigin_idnex 

For the first WiFi device, the values read from the database and walking make up
a group. Successive sections with similar characteristics
ðWp− j,Wp− j+1ð Þ, . . . ,Wp− j+ kð ÞÞ between data in WiFi signal database and data
recorded in the process of walking in this group are calculated.

Data features are several values to broadly represent the distribution of data
values. These are initial value, end value, maximum, minimum, and average.
Because the WiFi signal intensity and the distance of WiFi device in the test present
negative relations and WiFi signal intensity is between −100 and −30, these values
from a number of continuous WiFi signal values can reflect generally distances
between the location recording the series of signals and the location of WiFi device.
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When all eigenvalues in the two sets of data with a WiFi device are all within the
limits of the 20 %, both sets of data are similar.

The correlation coefficient between two data sets is computed. If the correlation
coefficient between the two sets of data is less than the threshold value
THRESHOLD_CC, route section that records this piece of data is fetch out, and this
route is recorded according to the matched data in Step 5.

Correlation coefficient is used to measure the linear relationship between two
variables. Equation (2) is the calculation formula. The value of the correlation
coefficient r is from −1 to 1. When r’s absolute value |r| is 1, two variables are
perfectly correlated. In this case, relationship between x and y is a linear function.
When |r| is smaller than 1, the value of |r| is larger. Two sets of data between x and
y are not relevant if the value of |r| is equal to 0. Thus, we can easily determine
whether two groups of WiFi signals data are consistent.

r=
∑n

i=1ðXi −X ̄ÞðYi −Y ̄Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1ðXi −X ̄Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=1ðYi −Y ̄Þ2

q ð2Þ

For each of the other WiFi devices, the Steps 5 to 7 are repeated to get the closest
matching section between the data recorded from each WiFi devices for the current
walking and that of the WiFi devices in the WiFi signals database. Then the section
that has the same or larger coverage rate than the threshold THRESHOLD_-
ROAD_COVER in all of these sections is obtained. One of the endpoints of the
section is the location positioned.

4 Computational Experiments

One floor of a business office building is used to test the effect of the path matching
indoor positioning algorithm. The floor is about 60 m long. The corridor is located
at the middle of the floor. Two sides of the corridor have many offices. Many offices
have WiFi route devices. Our algorithm is installed in a smart phone with android
mobile system.

First, we moved the smart phone from one end to the other end of the corridor. In
order to collect a steady WiFi signal strength value, we recorded ten times at each
location. The interval time between two records is 500 ms. The average value of the
ten records is used to be the final value at the location. The average values of all
WiFi devices formed a vector according to the walk sequence. Equation (1) is used
to process the average values in the vector. Then signal distributions of all WiFi
devices are obtained in the path and stored.

The next stage is the real-time positioning. One walks in the corridor with the
smart phone which constantly collects WiFi signal in order to positioning
calculation.
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The impact of the number ofWiFi devices on positioning effect is shown in Fig. 2.
According to the records of the offline data collection, all locations are numbered. The
signal strength of allWiFi devices is stored by the sequence. As shown in Fig. 2, the x
coordinate is the actual location of smart phone when positioning is executed. The y
coordinate is the difference between the number of positioning location and that of
actual location. The fluctuation of positioning result is smaller while the number of
WiFi devices increase. It means that the positioning location is closer to the actual
place and the effect of positioning is gradually accurate.

Figure 3 shows the impacts of the threshold of correlation coefficient on posi-
tioning. As shown in Fig. 3, the matching requirement of online and offline data is
more restrict while the value of the threshold is larger. Offline data segment mat-
ched is shorter. The matching location tends to the end of the path. The compar-
isons of location obtained by three thresholds are illustrated in Fig. 3. Offline data

Fig. 2 Effects of different
number of WiFi devices on
positioning

Fig. 3 Impacts of the
threshold of correlation
coefficient on positioning
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segment is long while the threshold value is small. The positioning location is
earlier than actual location. In the converse, offline data segment is short while the
threshold value is large. The positioning location is later than actual location.

The impacts of the threshold of coverage rate on positioning are shown in Fig. 4.
Similar to Fig. 3, the number of locations that is added to the matching path is
fewer while the threshold of coverage rate is larger. The matched path is shorter. It
means that the positioning location is later than the actual location.

In order to compare our algorithm with the KNN algorithm, seven WiFi devices
are chosen in the next experiment. The threshold value of the correlation coefficient
and coverage rate are set to 0.9 and 0.6, respectively. As shown in Fig. 5, the
fluctuation of KNN is larger than our path matching algorithm. The positioning

Fig. 4 Impacts of the
threshold of coverage rate on
positioning effect

Fig. 5 Comparison of
positioning of path matching
and KNN
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location jumps back and forth in some segments. The results of path matching
algorithm are more stable and accurate.

5 Conclusions

The path matching indoor positioning algorithm utilizes the historic data of WiFi
signal strength. The positioning is accurate. The accuracy of positioning is higher
while the number of WiFi devices is larger. Compared to the KNN method, our
path matching algorithm can obtain better positioning effect. Path matching algo-
rithm is also more stable. In the future, we will focus on more complicate path and
indoor building. It is challenger than positioning on simple indoor environment.
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Anomaly Detection in Big Data
with Separable Compressive Sensing

Wei Wang, Dan Wang, Shu Jiang, Shan Qin and Lei Xue

Abstract Nowadays, the anomaly detection of big data is a key problem. In this
setting, principal components analysis (PCA) as an anomaly detection method is
proposed, but PCA also has scalability limitations. Thus, we proposed the feasi-
bility measure to use the PCA and separable compression sensing to detect the
abnormal data. Subsequently, we prove that volume anomaly detection using
compressing data can achieve equivalent performance as it does using the original
uncompressed and reduces the computational cost significantly.

Keywords Big data ⋅ Anomaly detection ⋅ Separable compression sensing ⋅
PCA

1 Introduction

The arrival of the era of big data promoted the development of information retrieval
and data mining technology [1]. Detection of volume abnormal information is also
becoming more and more important. There are a lot of detecting problem of large
data in many practical applications. Furthemore, the exception will make network
congestion and will cause serious influence to the user, thus analysis of abnormal
problem is very important for us [2].

In recent work demonstrated a useful role for principal component analysis
(PCA) to detect network anomalies. They showed that the minor components of
PCA (the subspace obtained after removing the components with largest eigen-
values) revealed anomalies that were not detectable in any single node-level trace.
This work assumed an environment in which all the data is continuously pushed to
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a centralsite for off-line analysis. Such a solution cannot scale either for networks
with a large number of monitors nor for networks seeking to track and detect
anomalies at very small time scales. Thus, anomaly detection in large data is still a
problem to be studied.

In this paper we propose a general method to diagnose anomalies. This method
is based on PCA (principal components analysis) algorithm and the CS (com-
pression sensing) theory to realize the data anomaly detection. The goal of this
article is in order to achieve the data of anomaly detection.

The paper is organized as follows. In Sect. 1, we introduced the data of the
research status of anomaly detection and research content. In Sect. 2, we introduced
anomaly detection theory and separable compression sensing theory. In Sect. 3, we
first generate simulation data and then the data for training and testing results are
obtained. In Sect. 4, we get the article conclusion.

2 Theory

2.1 Anomaly Detection

According to Lakhina et al. [2], we can learn a lot of anomalies which is very rare,
and abnormal will be hidden in the normal data. PCA [3] is a small number of
principal components derived from the original variables, so that they can retain the
information of the original variables as much as possible [4]. Thus, we can use PCA
algorithm which is easier to find abnormal.

First, let the network information by matrix X = ðX1 ,X2 , . . . ,XL Þ and each of
these data Xi ∈RN , i =1, . . . , L [5] after the normalization of matrix and we begin
to decomposition for the normalized matrix by using PCA algorithm, then get the
same covariance matrix:

Σx=
1
L

� �
XXT =UΛUT ð1Þ

Given that U = [U1, . . . ,Uk] are the principal eigenvectors of ∑x corresponding to
the largest K eigenvalues λ1, . . . , λK , the projection onto the residual subspace is
P= ðI −UUTÞ [6]. So, for the checked data X, its protection into the residual
subspace is Z =PX = ðI −UUTÞX. If Z follows a multivariate normal distribution,
the squared prediction error (SPE) [7] statistic is given as:

tSPE= Zk k22 = ðI −UUT ÞX�� ��2
2 ð2Þ

and follows a noncentral chi-square distribution under the null hypothesis that the
data is ‘normal’. Hence, rejection of the null hypothesis can be based on whether
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tSPE exceeds a certain threshold corresponding to a desired false alarm rate β. In
[2], the Q-statistic was identified as threshold, it is usually expressed as:

Qβ = θ1 ½cβ
ffiffiffiffiffiffiffiffiffiffiffiffi
2θ2h20

p
θ1

+ 1+
θ2h0 h0 − 1ð Þ

θ21
� 1h0 ð3Þ

where h0 = 1− 2θ1θ3
3θ22

, θi = ∑
N

j=K +1
ξij for i =1, 2, 3, cβ = ð1− βÞ percentile in a

standard normal distribution and Qβ, and ξj, i=1, . . . ,M are the eigenvalues of∑y.
Once the tspe > Qβ, then can estimate the data which is the abnormal state

detection data.

2.2 Theory of Separable Compression Sensing

Separate compression sensing theory pointed out that the random measurement
matrix through the tensor product can be expressed as Φ=Φx ⊗Φy [8], Depending
on the theory of CS X Random projection value G can be represented as:

G=ΦxXΦy ð4Þ

The (1) further the available data X of the sparse coefficient matrix is expressed as A:

G=ΦxΨxAðΨyÞTΦy ð5Þ

The Ψ=Ψx ⊗Ψy is sparse transformation matrix tensor product form. Depending
on the random measured value, can reconstruct the original data:

min Ak k1 subject toG=ΦxΨxAðΨyÞTΦy ð6Þ

According to the Eq. (5), G represents the compressed of testing data, the G instead
of type (2) in X, then carries on the data of the anomaly detection [9, 10].

3 Simulation and Experimental Results

3.1 Synthetic Data

There are two main purpose of the experiment. The first one is to prove that our
method is feasible for Large N. The second is to show that it has a better time
resolution property when processing the data stream in CS domain. First, we
consider a model for the network data as follows:

Anomaly Detection in Big Data with Separable Compressive Sensing 591



x= s+ n ð7Þ

where x is the snapshot of network traffic over N links: Which letter s represents
original signal and the letter n is a gaussian noise that is added to the original data
[6]. We selected matrix which is 500 lines of 2000 columns. In order to make the
anomaly in the compression state as much as possible is detected, we selected the
multiple compression matrix for the test, at the same time, we add the Gaussian
noise average is zero-mean and mean square error is 0.01. To imitate the network
abnormal, we added 40 sample sizes of exception information on the original signal
following the procedure mentioned in [2].

3.2 Experiments Results

We investigated the uncompressed matrix and the compression degree of different
matrix analysis as shown in the results. Horizontal axis represents the β from 0.1 to
0.9, ordinate represents anomaly detection accuracy. Specifically, Fig. 1 shows a
plot of the eigenvalue distribution between original and compressed data. This is a

0 2 4 6 8 10
0

50

100

150

200

250
Eigenvalues of Original domain

0 1 2 3 4 5 6
0

10

20

30

40

50

60
Eigenvalues of Compressed domain

Fig. 1 Eigenvalues of
original and compressed data

592 W. Wang et al.



very encouraging result from the point of view of detecting anomaly in CS domain.
Under each beta we all joined the anomaly information with 40, the number of each
matrix to detect abnormal is Y 4̸0 and the anomaly detection accuracy can be
calculated according to Fig. 2. Uncompressed curve as shown in Fig. 2, it can
detect the abnormal information ratio which increases with the beta. As shown in
Fig. 2 matrix compression degree can detect abnormal probability which is also
different. The smaller the compression degree of anomaly detection the accuracy is
higher.
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4 Conclusions

Through simulation experiment, we use PCA and separable compression sensing to
detect the different matrices, the matrix of uncompression is more easily to detect
the abnormal than the matrix of compression. Thus, we have to choose the degree
of compression in order to detect the abnormal information more accurately.
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Ground-Based Cloud Classification Using
Pyramid Salient LBP

Zhong Zhang, Yue Zhang and Shuang Liu

Abstract Cloud classification of ground-based images is a challenging task due to

extreme variations in the appearance of clouds under different atmospheric condi-

tions. Recent research has focused on extracting discriminative image features, which

play an important role in achieving competitive classification performance. In this

paper, an novel feature extraction algorithm, pyramid salient LBP (PSLBP), is pro-

posed for ground-based cloud classification. The proposed PSLBP descriptors take

texture resolution variations into account by cascading the SLBP information of hier-

archical spatial pyramids. PSLBP descriptors show their effectiveness for cloud rep-

resentation. Experimental results using ground-based cloud images demonstrate that

the proposed method can achieve better results than current state-of-the-art methods.

1 Introduction

Clouds play an important role in the energy balance of the earth because of their

absorption and scattering of solar and infrared radiation, and their change is an

important influence factor of the global climate [1]. Most of existing cloud related

research requires the technology of ground-based cloud observation, such as ground-

based cloud classification [2, 3], cloud cover evaluation [4], and cloud height mea-

sure. Among them, ground-based cloud classification, as an important cloud obser-

vation technique, has attracted much attention from the research community. It is

because successful cloud classification can improve the precision of weather predic-

tion and help us to understand climatic conditions. Nowadays, ground-based clouds
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are classified by the observers who have received professional training. However, dif-

ferent observers will obtain discrepant classification results due to different level of

professional skill. Moreover, this work is complicated and time consuming. There-

fore, automatic ground-based cloud classification technique is eagerly required in

this area.

With the development of the remote sensing research and digital image processing

technology, ground-based sky-imaging devices have been widely used for obtaining

information on sky conditions. These devices, including WSI (whole sky imager) [5],

TSI (total sky imager) [6], and ICI (infrared cloud imager) [7], can provide contin-

uous sky images from which one can infer cloud macroscopic properties. Based on

the above devices, a lot of methods have been proposed for ground-based cloud clas-

sification [2, 3, 8]. Singh and Glennen utilized cooccurrence matrix and autocorre-

lation to extract features from common digital images for cloud classification [9].

Calbó and Sabburg used fourier transformation and statistical features to classify

eight predefined sky conditions [10]. Heinle et al. proposed an approach to extract

spectral features and some simple textural features, such as energy and entropy for a

fully automated classification algorithm, in which seven different sky conditions are

distinguished [8]. Despite these recent works, many important problems for ground-

based cloud classification have not yet been explored. For example, the extracted

features are not discriminative enough to describe the ground-based cloud images,

which might lead to poor classification performance.

Clouds can be thought of one kind of natural texture, and it is reasonable for

ground-based cloud images to be handled with texture classification methods. As

one kind of classical texture descriptors, local binary pattern (LBP) [11] is particu-

larly popular due to its simplicity and efficiency, and various extensions are made for

the conventional LBP descriptors [3, 12, 13]. Due to their excellent performances,

LBP and its extensions have been successfully utilized in image classification and

face recognition. The uniform patterns of LBP code (the uniform LBP for short)

have been proposed as a means of improving the performance of LBP-based meth-

ods. However, the uniform LBP patterns do not account for a high proportion of the

patterns in cloud images, therefore, they cannot capture the fundamental properties

of these images. Liao et al. [13] proposed dominant LBP (DLBP) as an improved

strategy to solve this problem, the method based on DLBP only considered the pat-

tern occurrences of salient patterns, while the type of pattern information is lost. Liu

et al. [3] proposed salient LBP (SLBP) descriptor which takes advantage of the most

frequently occurring patterns to capture descriptive information. Although SLBP is

effective for handling the disadvantage for conventional LBP, its basic assumption

is that texture resolution of an image is fixed as shown in Fig. 1a. Actually, texture

patches in a cloud image can be with various resolutions as shown in Fig. 1b. Each

of the two examples shown in Fig. 1a is with same resolution. While the texture reso-

lutions of each images shown in Fig. 1b are varying significantly. Usually, compared

with various resolutions, texture information in a fixed resolution does not have sig-

nificant discriminative power.

In order to obtain the resolution information of cloud image, an novel feature

extraction algorithm named pyramid salient LBP (PSLBP) is proposed for ground-



Ground-Based Cloud Classification Using Pyramid Salient LBP 597

Fig. 1 Ground-based cloud image patches with various resolutions. In a each image is with same

resolution, images are with same content but with various resolutions. b The texture resolution are

varying in each cloud image patch

based cloud classification. The proposed PSLBP descriptors take texture resolution

variations into account by cascading the SLBP information of hierarchical spatial

pyramids. The rest of this paper is organized as follows: In Sect. 2 the SLBP is briefly

over viewed. and then the SLBP with pyramid representation is introduced in detail

in Sect. 3. In Sect. 4 experimental results and discussions are given. Finally, conclu-

sions are drawn in Sect. 5.

2 Brief Review of SLBP

Conventional local binary patterns (LBP) proposed by Ojala et al. [11] is considered

as an effective descriptor for texture classification. The LBP operator labels each

pixel in the image by computing the sign of the differences between the central pixel

and its neighboring pixels. The result is a decimal number computed by the corre-

sponding binary string. Then, the image is represented by the histogram of these

decimal numbers. The LBP value for the central pixel is computed as

LBPri
P,R = min

0≤l<P
{
P−1∑

p=0
s(gp − gc) × 2[(p+l)mod P]} (1)
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where pc represents the gray value of the central pixel, pn (n = 0,… ,N − 1) denotes

the gray value of the neighboring pixel on a circle of radius R, and N is the total

number of neighbors. The step function s(x) is described with s(x) = 1 if x ≥ 0 and

s(x) = 0 otherwise. The minimum value in Eq. (1) denotes the label of the rotation

invariant LBP at the central pixel.

To ensure the robustness of feature representation, the most salient LBP descrip-

tor [3] is proposed as the following steps. First, Liu et al. build rotation invariant LBP

histogram by Eq. (1) for every cloud image, and then accumulate all of these his-

tograms into a single histogram. Finally, we sort the histogram in descending order.

The first several patterns in this sorted histogram are the most frequently occurring

patterns in cloud images which are as the salient patterns. The minimum value k of

determining the salient patterns are calculated by:

k = argmin
S
(
∑k−1

j=0 H[j]
∑

j H[j]
) ≥ T (2)

Here, H[1, 2,…] denotes the sorted histogram of all rotation invariant patterns, and

T is a threshold determining the proportion of salient patterns. The authors set T =
80%. The salient patterns by solving Eq. (2) are denoted as S[i].

3 The Proposed Pyramid Salient LBP

In order to capture the hierarchical spatial pyramids information of cloud images,

the proposed PSLBP descriptors take texture resolution variations into account by

cascading the SLBP information. Pyramid transform is an effective multi-resolution

analysis approach. In this paper, we represent local binary pattern in spatial pyramid

domain.

During pyramid transform, each pixel in the low spatial pyramid is obtained by

down sampling from its adjacent high-resolution image as shown in Fig. 2. Thus in

the low resolution images, a pixel corresponds to a region in its high resolutions.

Fig. 2 The diagram of pyramid sampling in neighboring three resolutions
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Each neighboring two images are with resolution variation rate 4. That is to say, the

down sampling ratios in x and y directions are both 2.

Let f (x, y) denote the original image. For the pyramids of adjacent two resolutions

are determined as follows:

Gl(x, y) =
∑

i

∑

j
G(Rx + i,Ry + j) (3)

where G1 = f (x, y) and pyramid level l > 1. where Rx and Ry are the down sampling

ratios in x and y directions, respectively. RxRy > 1 means down sampling is utilized

during pyramid image generation, while Rx = Ry = 1 means no sampling is utilized.

Let Tk
represent the texture information of the kth pyramid (k = 1, ...,N) and

SLBPP,R,k denote the SLBP of a pixel at the kth spatial pyramid. Finally, the PSLBP is

the combination of the SLBP histograms of the N spatial pyramid images as follows:

PSLBPP,R =
⋃

k
SLBPP,R,k = (SLBPP,R,1; SLBPP,R,2;⋯ ; SLBPP,R,N) (4)

4 Experimental Results and Analysis

In this section, our proposed PSLBP is compared with the representative LBP [6],

LTP [11] and CLBP algorithm For all descriptors, 𝜒
2

metric is used to evaluate the

performance of different descriptors. In the following experiments, each image is

normalized to have an average intensity of 128 and a standard deviation of 20.

4.1 Database

Kiel database is provided by Kiel University in Germany. According to the Inter-

national cloud classification system published in WMO, the dataset is divided into

seven classes. The sample number of each class is different and the total number is

1500. This dataset has large illumination variations and intra-class variation. Sam-

ples for each class are shown in Fig. 3.

Fig. 3 Cloud samples from the Kiel database
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Table 1 Average classification accuracy for the four algorithms on the Kiel database

LBP DLBP SLBP PSLBP

70.53 75.16 77.42 83.21

4.2 Experimental Results and Analysis

In this experiment, 1/5 samples are randomly chosen from each class as training

data while the remaining images are used for testing, and the process is repeated 100

times. The experiment results of different algorithms on the Kiel database are listed

in Table 1. From the results, several conclusions can be drawn. First, the proposed

PSLBP algorithm achieves the highest classification accuracies in the two databases.

Second, the performance of our DSLBP method is over 12 % better than that of LBP

method in the Kiel database. Third, the classification results of PSLBP are better

than that of SLBP, indicating that adding texture resolution variation information is

help to improve the classification performance.

5 Conclusions

In this paper, salient local binary pattern with pyramid representation approach is

proposed. Texture information in spatial pyramid domain can improve the discrim-

inative power of SLBP descriptors. Compared to the conventional LBP descriptors

and SLBP descriptors, the pyramid representation for local binary patterns shows its

effectiveness. The experimental results show that our method achieves better results

than previous ones in ground-based cloud classification.
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A Global Fast Fourier Transform Method
for Target Recognition

Guang Zhu

Abstract A new algorithm about global fast Fourier transform (FFT) is introduced
in this paper, which is more reasonable and scientific than old FFT. The algorithm
of FFT is more reasonable and more scientific than in the past. Experiments indicate
that this algorithm can detect oil storehouses fast and exactly. Furthermore, the
relation between template scale feature and oil depot recognition is indicated, i.e.,
the algorithm speed is increased faster than direct convolution along with the
template scale increasing, and small template can detect large oil storehouses, not
vice versa. The precision of the detection will rise along with template scale
reducing, but at the same time the false alert will appear. Meanwhile, the problem of
this algorithm is pointed and will be solved in the further research.

Keywords Global FFT ⋅ Correlation match ⋅ Template scale ⋅ Oil storehouse

1 Introduction

Template matching [1–8] is an important part of digital image recognition. Spatial
alignment of two or more images acquired from different sensors or the same sensor
to a target at different times or under different conditions, or the processing method
that according to the known pattern to find the pattern in the second picture is called
the template match. In remote sensing image target recognition technology, the
template-match technology is templates with image features in the tracking win-
dow, sliding, calculating the associated value of the template and the covered area
according to certain criteria, the center of the best matched region can be thought as
the center of the target. The algorithms for template match are various, such as
minimum-absolute-add algorithm (MAD), amplitude-sort-related algorithm, FFT
related algorithm, sequence-similar-detection algorithm (SSDA).
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A pair of digital images is essentially expressed as a two-dimensional (2D) array.
Assuming that taking the test image and the template image as two 2D arrays, con-
volving the test image (a larger matrix) with the template image (a smaller matrix)
convolution, we can obtain a new matrix, i.e., the correlation matrix, where the
elements indicate the correlation coefficient of the twomatrices, thenwe normalize the
correlation matrix, the greater the normalization factor, the better similarity of the test
images on this point, then according to the needs of different targets, we can set a
threshold value, the point that is greater than this threshold can be considered to be the
target point. However, for the complex targets, such as various types of tanks, aircraft,
aircraft carrier, the template should contain more detailed features in order to distin-
guish them better in the matching process. In terms of templates with lots of features,
the convolution has large computational cost and matching time, and perhaps when
matching results came out, the goal is no longer in that position. The convolution in
time domain is equivalent to the multiplication in the frequency domain. For the same
two N × N images, time consuming on convolution is probably N/2 times of the
product time consuming. In order to be able to identify the target real-timely, relevant
matching algorithm based on fast Fourier transform is proposed and applied to the
target detection of a remote sensing image with a depot. Experiments show that the
algorithm improves the speed of the related convolution algorithms, especially in the
situation that the feature template is quite complex.

2 Global FFT

The main method of digital image processing is divided into two categories: image
domain methods and frequency domain methods. By converting the image to the
frequency domain can analyze the image features from another angle. This trans-
formation is generally linear and reversible, especially the Fourier transform. In the

Fig. 1 FFT transform of an image with 128 × 128 pixels and 256 gray scales. a Incomplete
image, b. FFT
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frequency domain, the structure of the gray image becomes more significant, and
the fast convolution and target recognition algorithm is easier to implement.

The fast Fourier transform (FFT) in some references and programs has some
defects, that is not able to apply the FFT to the entire image, as shown in Fig. 1, for
non-global FFT: 256 shades of gray images with 128 × 128 pixels:

Fig. 2 Incomplete FFT of an image with 196 × 210 pixels and 256 gray scales. a Full image,
b. Incomplete FFT

Fig. 3 Global FFT of an image with 196 × 210 pixels and 256 gray scales. a Expanded image,
b. Global FFT
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Comparing the FFT transform images of Figs. 1 and 2, the two are the same,
expect for not getting rid of the excess part in Fig. 2, i.e., the FFT transformation of
the second image is incomplete with the reason that the recognition of the discrete
FFT butterfly processes is not impressive enough (Fig. 3).

3 Construction of the Feature Template Library
of the Oil Depot

Template Library to establish a direct impact on subsequent matching algorithm
accuracy and speed, the size of the image of the target to be measured on different
scales are not the same, it must establish a multi-scale template library to meet
different image target detection requirements, in order achieve the depot correlation
matching algorithm, we must establish the characteristics of the depot template
library, a multi-scale oil depot template in the following work is characterized
mainly include: gray scale (brightness), contour (roughly circular, with a black
shadow), and oil depots scale size; in algorithm program design process, the

Fig. 4 The initial establishment of the feature template library of the oil depot

Fig. 5 The oil depot image and the global FFT image. a Test image with oil depot, b. Global FFT
of oil depot image
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template should take into account the rotation and scaling, since the objective is to
test the depot, with full symmetry properties, and therefore, not considered in this
rotation template, just consider scaling; as shown in the following figure, its size are
20 × 20, 17 × 17, 15 × 15, 11 × 11, 9 × 9, 7 × 7, 6 × 6, 5 × 5 pixels,
whose gray are 256 (Figs. 4 and 5).

4 Matching Algorithms Related to FFT

From Fourier analysis theorems, two arrays defined in the domain convolution
equals the product of the frequency domain and then take the inverse transform,
convolution, and correlation is a particular form, as mentioned, FFT correlation
algorithm is faster than direct convolution algorithm. For the depot target detection
studied in this paper, the major steps are applying globally FFT transform, and then
in the frequency domain, multiplying the two spectral images, followed by the
inverse FFT transformation, normalizing, taking the fixed field value, and finding
the target point that is larger than the field value.

The following images show the VC++ implementation results of the test image
and eight matching templates (Fig. 6).

In the process of the acquisition target, starting with the large template matching,
in general, the number of detected target will be increased, because of that the large
template and small oil depot target have less relevant, but not with the same size of
the depot target, with the decrease of the template scale, small template and large
target depot also have a strong correlation, and can also detect the small oil depot
goal, meanwhile, the accuracy of detection will be larger, and with further reduction
of the template scales, false alarm occurs, then we should stop reducing the tem-
plate scale, the minimal template without false alarms is the best matching template.
With the increase of the detection images, we should update feature template
library, making it more conducive to detect targets. Thus, a large oil depot template
is not conducive to detecting small targets, while small oil depot templates but can
also detect large oil depot goal, however, when the stencil small depot to a certain
extent this is 6 × 6, it appeared false alarms, so, the depot template should be
moderate, as shown in Table 1.
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Fig. 6 The detecting results of templates with distinct scales
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5 Conclusions

In this paper, the overall FFT is applied to the design and implementation of the
depot target matching algorithm, and achieved the method in the VC++ 7.0
environment. Experimental results show that the algorithm can accurately and
rapidly detect oil depot target with a high recognition rate. This paper shows the
relationship between the templates and the target detection results. At the same time
there are still some problems, such as when a large piece gray area of the same
depot template, even if a different contour, as long as the area is larger than the
template, there will be false alarms, and to solve this problem also, more research
and effective algorithm are needed. And the speed and accuracy of the algorithm
needs to be further improved to meet the requirement of real-time detection.
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Table 1 The matching results of templates with distinct scales

Template
size

20 × 20 17 × 17 15 × 15 11 × 11 9 × 9 7 × 7 6 × 6 5 × 5

Number of
detecting
targets

11 14 17 17 19 21 21 25

Number of
false
targets

1 0 0 0 0 0 1 3

Number of
missing
targets

14 11 8 8 6 4 4 0
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Ground-based Cloud Detection:
A Comprehensive Study

Shuang Liu and Zhong Zhang

Abstract Ground-based cloud observation is an important factor in the hydrological

cycle, the earth radiation balance, and climate change. Recently, the algorithms with

cloud cover evaluation develop rapidly. Nevertheless, there is still no comprehensive

study to compare the advantages and disadvantages of various algorithms. For this

reason, we will give a comprehensive study on this subject in this paper. First of all,

the development situation of cloud cover evaluation is presented. Then, we give a

general idea of each method and compare the performance of several methods under

two ground-based cloud databases. Finally, the theory of the results is analyzed.

1 Introduction

1.1 Motivation

Ground-based clouds have important influence in climate change and affect the earth

radiation balance via interacting with terrestrial and solar energy conversion [1].

Many studies about ground-based clouds needs the knowledge of cloud observa-

tion, for example, cloud image classification [2, 3] and cloud cover evaluation [4].

Assessment cloud cover accurately is of great significance for climate research and

early disaster warning. Until now, cloud cover assessment mainly relies on the man-

ual visual inspection [4, 5]. However, this method relies the expertise of observers

and different observations may obtain different results due variety of reasons, such

as body, mind, and experience. As a result, the area of cloud observation needed

automatically techniques to improve this situation.
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The cloud cover evaluation is a tough job due to the images being shot in outdoor.

In order to accomplish this task, researchers have invented a number of devices to

capture cloud images, such as TSI [6], WSI [7–9], and ICA [10]. Cloud detection is

a key technique for cloud cover estimation, this is because each pixel in cloud image

is divided into clouds or clear skies.

With these devices, the researchers proposed a number of methods to solve the

problem of cloud detection. Due to the different scattering situation between air

molecules and cloud particles, most existing cloud detection methods set color fea-

ture as the main factor to distinguish between cloud and sky. Based on this, the

threshold technology are developed. Fixed thresholding methods include the satu-

ration [11], ratio of R-channel to B-channel [6], and euclidean distance metric [12].

But, this kind of methods cannot adapt for different climatic conditions [6]. Alter-

natively, otsu algorithm which based on adaptive thresholding method was pro-

posed [13]. Despite some improvements, the effect is not desirable due to inconsis-

tent lighting. In order to overcome the influence by inconsistent lighting and fuzzy

borders between cloud and clear sky regions, super-pixel segmentation [14] is uti-

lized for ground-based cloud detection. While these methods can improve the detec-

tion results, there is always lack of a comprehensive study for this research domain.

For this reason, we will give a comprehensive research on this theme in this man-

uscript. Several cloud detection techniques are presented and their differences are

excavated. I believe that this paper is of great significance for future researchers.

1.2 Texonomy

Cloud detection is an application of image processing and pattern recognition, and

many techniques show the superior performance in image processing [15, 16]. For

a ground-based cloud image, the goal of cloud detection is to distinguish between

clouds and sky pixels accurately. Currently, a mainstream approach is to use color

feature as the primary differentiator. This is because that Pixels between the clouds

and clear sky are different. Clearly, we set the existing cloud detection methods into

three classes according to their motivations.

∙ Fixed thresholding methods use same value for all ground-based cloud images

regardless of their imaging conditions. Typical methods include the ratio of R-

channel to B-channel [6, 17] and euclidean distance metric [12]. But some

researches indicate that this kind of methods cannot adapt for different climatic

conditions.

∙ Adaptive thresholding methods set one or several thresholds for each ground-

based cloud image. One of the typical methods is based on otsu algorithm, which

is proposed in literature [13]. Despite some improvements, the effect is not desir-

able due to inconsistent lighting. Another method is introduced by Yang et al. [18].

They divide each cloud image into several regions with same size. For each region,
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they calculate its threshold. But the kind of rigid division does not conform to the

cloud images which belong to natural texture images.

∙ The above techniques use same value for all ground-based cloud images or set one

or several thresholds for each ground-based cloud image. Despite some improve-

ments, this kind of strategies is not suitable for ground-based cloud images due

to inconsistent lighting and fuzzy borders regions. Based on the characteristics

of cloud images, super-pixel segmentation [14] is utilized for ground-based cloud

detection. In this strategy, we can obtain many super-pixels adaptively by the char-

acteristics of cloud images (shape, size, and location). We will introduce this tech-

nique in detail as follows.

2 Ground-based Cloud Detection Techniques

2.1 Methods Based on Fixed Threshold

Fixed threshold method is the sample technique to detect ground-based cloud images.

According to the radio of red to blue pixel value using a cloud image, literature [17]

report an algorithm for ground-based cloud detection. In this strategy, we assign the

pixels with radio R/B larger than 0.77 as clouds, and others are clear sky. Other

features for fixed thresholding algorithms saturation [11] and Euclidean geometric

distance (EGD) [12].

2.2 Methods Based on Adaptive Threshold

One of typical adaptive threshold methods is based on otsu algorithm, which is inves-

tigated in literature [13]. For each cloud image, literature [13] computes its feature

image, and then use otsu algorithm to compute the threshold value Tg. The key factor

of otsu algorithm is the different scattering between cloud and clear sky elements.

Based on this, the distribution of histogram will appeared in a cloud image. Finally,

a value is obtained by maximizing the variance according to cloud and clear sky. We

can give the form solution of this problem as:

V(T) = PCPS(𝜇C − 𝜇S) (1)

where PC is the probability of cloud elements, and PS is the probability of sky ele-

ments. Finally, we can obtain Tg by this formula max{V(T)}(1 < T < 255);
Another method is introduced by Yang et al. [18]. They divide each cloud image

into several regions with same size, as showed in Fig. 1b. For each region, they cal-

culate its threshold.
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Fig. 1 a The initial cloud image; b The division by Yang et al. [18]; c Super-pixel segmentation

of cloud image

2.3 Techniques Based on Super-Pixel Segmentation

Observing about researches, we can find that the majority only apply certain thresh-

olds for cloud images. However, the characteristics of cloud images are ignored,

which includes inconsistent lighting and fuzzy borders between cloud elements and

sky ones. In order to overcome this insufficiency, literature [14] proposes to utilize

super-pixel segmentation for ground-based cloud detection. The section below, we

give a overview of super-pixel segmentation (SPS) [14]. In SPS strategy, we can

obtain detect results by two steps. In this first step, according to the feature of cloud

and sky elements, super-pixel segmentation is applied. Thereby, each cloud image is

divided into several super-pixels, and each super-pixel is covered by cloud or sky ele-

ments as possible. In the second step, we calculate the threshold for each super-pixel,

and then obtain the detection result.

2.3.1 Super-Pixel Segmentation

For a ground-based cloud image, the detect can be treated as a graph partitioning

question. Based on this, a cloud image is considered to be a graph with weight where

the nodes i and j are image pixels and the edge weights wij is a similarity measure

between two image pixels. Thus, the segmentation can be performed by partitioning

the pixels into groups using some criteria, We can use the following optimization

function to solve this problem:

y = argminCut = argmin
y

yT (D −W)y
yTDy

(2)
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Fig. 2 Ground-based cloud detection algorithm

W = {wij} is the incidence matrix W. D is the diagonal matrix. y equals to {a, b}N ,

which is a vector. N is the number of pixels in a cloud image. Optimization y can

be solved very efficiently by a generalized eigenvalue system. After applying super-

pixel segmentation algorithm, we can obtain several super-pixels based on the fea-

tures of clouds for each images, which is shown in Fig. 1c.

2.3.2 Detection Algorithm

In this part, we detect cloud based on the obtained super-pixels. The pseudocode of

our cloud detection strategy is presented in Algorithm 1, which is shown in Fig. 2.

3 Experimental Results and Experimental Analysis

3.1 Database

In order to obtain the ground-based cloud images, a device with a fish-eye lens is

utilized. Further information about the setting of this camera can refer to [19]. In

this article, the above-mentioned detection methods will be used to test the data by

this device. Database is shown as Fig. 1a. 500 samples make up this data.

3.2 Methods for Comparison

1. Fixed threshold (Fixed) [17]: we first calculate the radio of R/B. When the radio

is large than 0.77, we assign it as cloud; on contrary, when the radio is small than

0.77, it will be assigned as sky.
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2. Adaptive threshold 1 (Adaptive1) [13]: Using Otsu algorithm, we can obtain this

threshold which is described in Eq. 2.

3. Adaptive threshold 2 (Adaptive2) [18]: We first obtain feature image by R-

channel over B-channel, and then divide each image into 16 parts, Finally, we

calculate its threshold for each part.

4. Super-pixel segmentation (SPS) [14]: super-pixel segmentation can adaptively

divide the cloud image into several super-pixels by the feature of cloud image,

which is described in Sect. 2.3.

3.3 Results and Analysis

In this section, we will evaluate the performance of different detect algorithms. Each

algorithm is applied on the above database. We use the following formula as a judg-

ing standard:

NTcloud + NTsky
N

(3)

where NTcloud actually represents the number of cloud elements, and NTsky actually

represents the number of sky elements, and N represents the number of elements in

a detected cloud image. Table 1 gives the performance of the above four detection

algorithms. We can obtain the following several conclusions. First, the performance

by SPS algorithm is highest, which reach 93.65 %. Second, the fixed threshold algo-

rithm obtains the least effective. Figure 3 gives several examples of results detected

by the above four methods. From this results, several conclusions can be draw. The

Table 1 The correct rate of different algorithms

Fixed Adaptive1 Adaptive2 SPS

Precision (%) 71.53 72.46 82.36 93.65

Fig. 3 The results for the above four different cloud detection algorithms
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setting of ‘Fixed’ threshold method is difficult. Sometimes threshold slants big (the

first row), sometimes small (the second row). ‘Adaptive1’ and ‘Adaptive2’ cannot

adapt to the inconsistent lighting. Fortunately, the ‘SPS’ algorithm can adapt to dif-

ferent weather conditions.

4 Conclusions

In this manuscript, we make a comprehensive research on the different cloud cover

evaluation algorithms. In addition, we contrast the advantages and disadvantages of

various algorithms, and give their relationships. Finally, we find that SPS algorithm

can obtain better detection results than other ones.
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Scene Text Detection with Adaptively
Weighted Descriptors in Opponent Color
Space

Yao Jiang, Aiwen Jiang and Mingwen Wang

Abstract This paper involves the challenging problem of text localization in

complex scenes. Maximally Stable Extremal Regions (MSER) has recently been

extensively employed in text detection methods. However, most efforts for MSERs

are only put into a single intensity image. MSERs are therefore subjective to cases

like low contrast and uneven lighting etc. In this paper, we investigate the oppo-

nent color theory and perform attempting to evaluate the benefit of MSER extrac-

tion on different opponent color channels. Furthermore, we propose to apply kernel

descriptors for text classification and multi-kernel learning to learn relative weights

for features. We have experimented our proposed strategy on ‘Robust Reading Com-

petition’ dataset distributed by International Conference on Document Analysis and

Recognition (ICDAR) 2003 and 2011. The experiment results demonstrate its effec-

tiveness and efficiency. We can achieve general equivalently good performance with

several compared state-of-the-art methods at lower computation cost.

1 Introduction

Detecting and reading text in scene images plays a great important role in many

practical applications, such as helping visually impaired people for reading, auto-

matical translation for tourists in an unfamiliar language environment, and semantic

annotation for content based image retrieval, etc. However, scene text extraction is

still an opening problem. To large extent, the difficulties are attributed to complex
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scene backgrounds, high text variations, uneven lighting etc. None of current state-

of-the-art methods achieves sufficient accuracy for practical use. Therefore, in recent

years, research on scene text extraction has received great attention in multimedia

area [1, 2].

The entire process of scene text extraction includes localization and recognition.

In this paper, we will be concentrated on the first step. Methods addressing scene

text localization can be roughly divided into two categories: sliding window based

methods and connected component (CCs) based methods.

The first group draws inspiration from object detection and exploit a sliding-

window approach to localize individual characters or whole words. [3–5]. The draw-

backs are the number of windows to be evaluated increases rapidly with image scales.

The second group localizes characters as CCs based on some selected local proper-

ties like stroke width, edge, and color etc. [6–9]. The advantages of such methods

are their low computing complexities and irrelevance to image scales. However, the

disadvantage is their assumption is subjective to noises in many cases.

Recently, Maximally Stable Extremal Regions (MSER) has been extensively

employed in text detection methods [10–14]. However, the limits existing in MSER

based methods are they generally perform well but have problems on blurry images

or characters with low contrast. Most efforts to detect MSER are performed only on

a single intensity image. In this case, we observe that text regions are not always a

sufficiently stable area for MSER detector in gray intensity channel. Text information

will be lost when detecting MSERs.

The trichromatic theory known as the Young-Helmholtz theory, and opponent-

process theory developed by Ewald Hering are two widely accepted theories for

colour vision. The trichromatic theory explains colour vision phenomena at the pho-

toreceptor level; while the opponent-process theory explains colour vision phenom-

ena that result from the way in which photoreceptors are interconnected neurally.

They interpreted different signal processing levels of vision system. In intuition,

richer information like color perception may play a critical role in text detection

stage, especially in cases of low contrast and uneven lighting. This motivates us to

perform attempting for MSERs extraction in different color channels.

Furthermore, kernel descriptor proposed by Bo [15, 16], recently has been widely

applied to generic object recognition problems. The advantages of kernel descriptors

are their capacities to turn local pixel attributes into compact patch-level features

with spatial structural information. Therefore, in this paper, instead of heuristically

filtering out non-text components, we propose to extract kernel descriptor (KDES)

as region representations, and employ multi-kernel learning strategy for text/nontext

classifier training.

The contributions are twofold: (1) we have given a valuable attempting to detect

MSERs on opponent color space and evaluated its effectiveness, especially in case

of low contrast and uneven lighting; (2) the idea of applying multi-kernel learning on

kernel descriptors for text classification is quite promising. We have experimented

the proposed method on public datasets, and the results demonstrate that the pro-

posed method can achieve good performance at relatively minimum computational

cost.
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2 The Proposed Method

2.1 Character Candidates Detection

Most prior work perform MSERs on grey image, which general perform well, but

have problems in some special cases, such as low contrast, uneven lighting and dif-

ferent text colors. In this stage, we propose to obtain initial character regions by

detecting MSERs on opponent color channels as well as intensity images.

The traditional trichromatic theory makes clear some of the processes involved

in how we see color. However, it does not explain all aspects of color vision. Specif-

ically, it cannot explain the pathology of red-green blindness and afterimage. The

world in intensity image is colorless, in which much rich information will be lost.

As shown in Fig. 1, the MSERs detection on gray image fails to extract complete text

regions.

Furthermore, perception of color is usually not best represented in RGB, as shown

in Fig. 2. According to the Opponent process theory, it suggests that color perception

is controlled by the activity of two opponent systems: a yellow-blue mechanism and

a red-green mechanism. The opponent color process works through a process of

excitatory and inhibitory responses, with the two components of each mechanism

opposing each other. For example, red creates a positive response while green creates

a negative response. These responses are controlled by opponent neurons, which

are neurons that have an excitatory response to some wavelengths and an inhibitory

response to wavelengths in the opponent part of the spectrum. So It is more efficient

Fig. 1 Failing illusion for MSERs on single intensity channel. Input original RGB image shown

in (a), its intensity channel image is shown in (b), the MSERs detection area and corresponding

binary results are shown in (c) and (d) respectively
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Fig. 2 Failing illusion for MSERs on RGB channel. Input original RGB image shown in (a), The

channel image, the MSERs detection area and corresponding binary results of R, G, B are shown

in (b), (c) and (d) respectively

for the visual system to record differences between the responses of neurons, rather

than their individual responses.

According to the opponent color theory, we can compute the three opponent chan-

nels: red versus greenO1, yellow versus blueO2 and white versus blackO3 as Eq. (1).

It is not difficult to find that the O3 channel (luminance) is achromatic and similar to

our common grey intensity image. It detects the light-dark variation.

O1 = (R − G)
/√

2, O2 = (R + G − 2B)
/√

6, O3 = (R + G + B)
/√

3 (1)
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Fig. 3 Illusion for MSERs on opponent color channels. Input original RGB image shown in (a),

The channel image, the MSERs detection area and corresponding binary results of Red-Green,

Yellow-Blue channel are shown in (b), (c) respectively

There are at least two advantages, as suggested in [17]. It reinforces intensity

edges, so that more importance is given to them. Another advantage of the opponent

representation is that it depends less on the absolute intensity, because it computes

differences between intensity values. In fact, it indeed retain these properties, as illu-

sioned in Fig. 3.

Comparing Figs. 1, 2 and 3, we can find the advantage for MSERs brought by

Opponent color transform. It can be treated as an important complements for inten-

sity channel. Therefore, instead of traditional MSERs only on grey-intensity image,

we suggest perform MSERs detection on opponent colour space as well. Applying

MSERs on opponent color space can benefit MSER extraction robust to most cases,

especially in case of low contrast and uneven lighting.

2.2 Multiple Kernel Learning for Adaptive Feature
Combination

We will extract kernel descriptors based on three typical low level image attributes:

gradient, local binary pattern and color attributes. As these kernel descriptors are

extracted according to different information of text, they are in certain playing
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complementary roles in text classification. Therefore, in order to select optimal com-

bination for better performance, we consider using Multi-Kernel Learning strategy

to learn their relative weights.

As described in [15], each proposed match kernel can be represented as the inner

product of kernel descriptors of two patches, such as gradient descriptors shown in

Eq. (2). Linear classifiers can be performed conveniently with similar performance

as complex non-linear kernel classifiers.

Kgrad(P,Q) =
⟨
Fgrad(P),Fgrad(Q)

⟩
(2)

The local binary pattern and color kernel descriptors are also extracted in a similar

way.

In this paper, we employ simpleMKL [18] to settle the problem, for its efficiency

and effectiveness. It addresses the MKL problem through a weighted L2-norm reg-

ularization formulation.

K
(
xi, xj

)
=
∑

m
dmkm

(
xi, xj

)
(3)

where km
(
xi, xj

)
is a basis kernel, and dm is a non-negative coefficient. It weights the

combination importance of features. The simpleMKL algorithm is optimized based

on performing gradient descent on the SVM objectives, as shown by (4):

min
d

J(d)

s.t.
M∑

m=1
dm = 1, dm ≥ 0

(4)

where, J(d)= max
𝛼

−1
2
∑

i,j
𝛼i𝛼jyiyj

∑

m
dmKm(xi, xj) +

∑

i
𝛼i with

∑

i
𝛼iyi= 0,C ≥ 𝛼i ≥ 0

We run the above optimization problem to obtain its optimal solutions 𝛼
∗
m and d∗m.

As the basis kernels used can be formulated as linear product of selected kernel

descriptors.

km(x, y) = ⟨Fm(x),Fm(y)⟩ (5)

Therefore, the optimal MKL solutions can be reformulated as (6):

KMKL =
∑k

i=1 d
∗
i Ki(x, y) =

∑k
i=1 𝜆

2
i ⟨Fi(x),Fi(y)⟩

= ⟨FMKL(x),FMKL(y)⟩
(6)

where, FMKL =
(
𝜆1F1, 𝜆2F2, ..., 𝜆kFk

)
and 𝜆i =

√
d∗i ≥ 0, i = 1, 2, ..., k. 𝜆i represents

the relative importance of ith kernel descriptor in the combinational feature. The

resulted MKL-based features are fed into LinearSVM for solving text/nontext clas-

sification problems.
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3 Experiment Results and Analysis

We evaluate our proposed method on two public datasets: ICDAR 2003 [1] and

ICDAR 2011 [2]. Both datasets are widely used for text localization task. The

ICDAR 2003 dataset includes 509 color images with image size ranging from

307 × 93 to 1280 × 960. They are divided into training set with 258 images and test-

ing set with 251 images. In the ICDAR 2011 dataset, it contains 229 training images

and 255 testing ones. About 1114 and 1186 words are annotated in train and test sets

respectively.

To incorporate richer information for MSERs detection, we propose to combine

the detection results on different opponent color channels. Furthermore, we employ

kernel descriptors on three image attributes: gradient, LBP shape, color. Multiple

kernel learning is performed to learn the adaptive relative importance of different

features. More examples of the final scene text localization results under different

conditions are shown in Fig. 4. We can observe that the performance is generally

satisfied in different circumstance.

In order to evaluate performance more accurately, we accept the test procedure

provided by ICDAR robust reading competition [2]. The performance comparisons

of our proposed method with several state-of-the-art methods on ICDAR2003 and

ICDAR2011 are shown in Tables 1 and 2, respectively. It should be note that in order

Fig. 4 More detection result for image with different text variations and complex background
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Table 1 Experimental

results on ICDAR 2003

dataset (%)

Method Precision Recall F-measure

Pan [9] 67.0 71.0 69.0

Neumanne et al. [12] 65.0 64.0 63.0

Chen et al. [10] 73.0 60.0 66.0

Epshtein et al. [6] 73.0 60.0 66.0

Wang et al. [5] 42.0 36.0 39.0

Our Method 77.7 61.5 68.7

Table 2 Experimental

results on ICDAR 2011

dataset (%)

Method Precision Recall F-measure

Shi et al. [14] 83.3 63.1 71.8

Neumanne et al. [12] 73.1 64.7 68.7

Koo et al. [11] 83.0 62.5 71.3

Yi et al. [19] 67.2 58.1 62.3

Our Method 79.8 63.8 70.9

to evaluate the generalization ability of the proposed method, we train the classifier

on ICDAR 2003 dataset and directly test its performance on ICDAR2011 without

change.

From the experimental results, we can observe that our proposed method can

achieve good performance. Because our method currently still treat some single let-

ters as non-text regions. This may cause our results obtain a little less score than

the best. However, it should be emphasized that our proposed method is efficient,

because the extracted kernel descriptors are in kernel approximation strategy and

the classifiers used is in linear style, which can scale very well.

4 Conclusions

In this paper, we have presented an effective text localization strategy by employing

MSERs extraction on opponent color channels and doing multi-kernel descriptors

learning for text classification. The experiment results on two public dataset have

shown its advantages. Opponent color channels can be treated as an important com-

plements for intensity channel. The idea of using kernel descriptors for text classi-

fication and applying multi-kernel learning to learn relative weights of features is

quite promising. Experiments results on two public datasets have shown that our

proposed method can achieve equivalently good performance with several state-of-

the-art methods at less computation cost and complexities.
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Learning Representations for Steganalysis
from Regularized CNN Model with Auxiliary
Tasks

Yinlong Qian, Jing Dong, Wei Wang and Tieniu Tan

Abstract The key challenge of steganalysis is to construct effective feature repre-

sentations. Traditional steganalysis systems rely on hand-designed feature extractors.

Recently, some efforts have been put toward learning representations automatically

using deep models. In this paper, we propose a new CNN based framework for ste-

ganalysis based on the concept of incorporating prior knowledge from auxiliary tasks

via transfer learning to regularize the CNN model for learning better representations.

The auxiliary tasks are generated by computing features that capture global image

statistics which are hard to be seized by the CNN network structure. By detecting rep-

resentative modern embedding methods, we demonstrate that the proposed method

is effective in improving the feature learning in CNN models.

1 Introduction

The field of image steganalysis aims to reveal the presence of secret messages in dig-

ital images. It is often seemed as a pattern recognition problem. The key challenge

of image steganalysis lies in building effective feature representations that are sensi-

tive to stego signal while insensitive to image content. In order to obtain an accurate

detection, it is important that the feature representations consider complex depen-

dencies among individual image elements to capture the traces caused by embedding
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operations. In the past years, researchers have focus on designing appropriate feature

extractors, and various features have been constructed to capture different types of

dependencies [4–6, 10, 18, 21–23]. A classifier is then trained based on these fea-

tures to distinguish between cover and stego images. Though significant progress

has been achieved, the detection accuracy is far from satisfactory, especially when

against new and advanced steganographic methods. Moreover, these traditional ste-

ganalysis methods are heavily dependent on expert experiences, and it is difficult and

time-consuming to design new features.

More recently, many efforts have been put toward learning feature representations

automatically for steganalysis using deep learning models, which are powerful in

learning complex representations by transforming the inputs through multiple layers

of nonlinear processing. For example, Qian et al. [19] propose a novel framework

for steganalysis based on Convolutional Neural Network (CNN). In the proposed

framework, both the feature extraction and classification stages are unified under a

single architecture, and are trained simultaneously. One obvious advantage of such

method is that it would greatly reduce the amount of human labor by leaving the

design of the feature extractor to the learning algorithm. Another is that the end-to-

end training make the model possible to automatically discover useful information

directly from data, while exploiting the guidance of classification.

Inspired by the recent progress on feature learning for steganalysis, this work takes

a new CNN based approach, in which incorporation of prior knowledge to regularize

the learning process is considered to boost the performance of steganalysis. In fact,

though deep learning models have shown great promise in learning powerful features

for pattern recognition, the difficulty of training thousands of or even millions of

parameters still exists. They are easy to over-fitting and getting stuck in local minima,

especially when trained on small datasets. To reduce these problems during training

and to improve the performance of the model, many regularization methods have

been developed, such as dropout [7], dropconnect [24], stochastic pooling [25], and

data augmentation [3]. In this paper, we propose regularizing the CNN models for

steganalysis by encoding prior knowledge via transfer learning from auxiliary tasks.

The auxiliary tasks are generated by computing features that capture global statistics

which are hard to be seized by the CNN network structure. We expect to encode

such information in to the model, and encourage the learned feature representations

to capture the global statistics for better detection performance.

2 Related Work

Our method is related to numerous works on deep learning, feature based steganaly-

sis, and transfer learning. In this section, we briefly discuss them below.

Deep learning: Deep learning is a class of machine learning methods that addresses

the problem of what makes better representations and how to learn them. The deep

learning models have deep architectures that consist of multiple levels of non-linear
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processing and can be trained to hierarchically learn complex representations by

combining information from lower layers. There are many different types of deep

models, such as Deep Boltzmann Machines [20], deep autoencoders [13], and Con-

volutional Neural Networks [14]. They have practically proved to be more powerful

learning schemes for many artificial intelligence (AI) tasks such as object recogni-

tion, natural language processing, and image classification. In this paper, we focus on

CNN as a base learner for steganalysis tasks. In a CNN model, trainable filters and

pooling operations are applied alternatingly to the inputs, resulting in increasingly

complex feature representations.

Feature based steganalysis: Most of the recent feature extraction methods for ste-

ganalysis follow a well-established paradigm of assembling a complex model as a

combination of many diverse submodels to capture various dependencies among

image elements [4–6, 10, 22, 23]. The submodels are constructed by firstly form-

ing various noise residuals from pixels or DCT coefficients using a large number of

designed linear or non-linear filters, and then computing global statistics such as high

order co-occurrences from the residuals. Such methods rely heavily on expert human

experiences to design different submodels to capture complementary information.

Moreover, since the feature extraction and classification stages are independent, the

guidance of classification can not be utilized for feature extraction. By contrast, our

CNN based methods automatically learn features from data by training parameters

in both feature extraction and classification stages. In [19], the authors also propose

a CNN based model for feature learning in steganalysis. However,our method dif-

fers in that we exploit priori knowledge from auxiliary tasks to facilitate steganalysis

feature learning for better performance.

Transfer learning: Transfer learning aims to leverage shared domain-specific knowl-

edge contained in related tasks to help improving the learning of the target task.

There has been a large amount of algorithms and techniques proposed on trans-

fer learning to solve different problems. In this work, we mainly focus on transfer

learning in the neural network. In [17], transfer learning with CNNs is explored

for object recognition in a manner of reusing layers supervised trained on a large

dataset to compute mid-level image representation for another dataset with limited

training data. Differently to this work, we here transfer knowledge from some hand-

engineered features. Similar ideas can also be found in other tasks [1, 11, 15], but

its performance in steganalysis is not clear.

3 Proposed Framework

In this section, we will introduce the proposed framework in detail.
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3.1 Exploiting Knowledge from Auxiliary Tasks with CNN

In our work, we use CNN, one of the most popular deep models, as the base learner

to learn feature representations for steganalysis. A typical CNN model includes

multiple convolutional layers, several fully-connected layers. The final layer is con-

nected to a classifier for classification. In a convolutional layer, trainable filters, non-

linearity and local pooling of feature maps using a max or an averaging operation

are applied in sequence. Detailed descriptions of CNNs can be found in [14].

Though CNN has been proved to be a powerful learning tool, the training of a

large CNN architecture is still a challenging task, especially when facing limited

training data. The key idea of this work is that the priori knowledge provided from

auxiliary tasks through transfer learning can help CNN learn better feature represen-

tations for steganalysis as illustrated in Fig. 1.

In the proposed framework, the CNN model described in Sect. 3.2 extracts feature

representations with multiple convolutional layers, and passes them to several fully-

connected layers. The outputs of the last fully connected layer are fed to a two-way

softmax for classification task, which is the target task in this work. The loss function

here is the cross-entropy loss, which we call the target loss.

Meanwhile, the constructed auxiliary tasks from input described in Sect. 3.3 are

used to regularize the CNN model. This is achieved by connecting the output units

of the auxiliary tasks to the last fully-connected layer of the CNN structure and com-

puting the least square loss, which we called the auxiliary loss. In this case, it encour-

ages the fully-connected layer information to be close to the information provided

by auxiliary tasks.

Fig. 1 Proposed framework for steganalysis



Learning Representations for Steganalysis from Regularized CNN Model . . . 633

The overall loss function for the whole regularized model is a weighted summa-

tion of the target loss and the auxiliary loss. The network is then trained using back-

propagation algorithm to minimize the overall loss, and thus the learning of features

for steganalysis is guided by both the labeled information from the classification task

and information from the auxiliary tasks simultaneously.

3.2 CNN Architecture

In this section, we describe the CNN architecture that is used for learning features for

steganalysis as shown in Fig. 1. The architecture is composed of one image process-

ing layer, five convolutional layers and three fully connected layers. It accepts an

image patch of size 256× 256 as input. Then the image processing layer computes

the residuals with a predefined filter kernel of size 5× 5. Here, we use the KV kernel,

which is one of the commonly used kernels for preprocessing in traditional feature

extractors, as shown below.

Kkv =
1
12

⎛
⎜
⎜
⎜
⎜
⎝

−1 2 −2 2 −1
2 −6 8 −6 2

−2 8 −12 8 −2
2 −6 8 −6 2

−1 2 −2 2 −1

⎞
⎟
⎟
⎟
⎟
⎠

(1)

The hard wired layer aims to strengthen the weak stego signal, hence to provide a

much better initialization to drive the whole network as compared with random ini-

tialization. The first and fifth convolutional layer have 16 filter kernels of size 5× 5,

and the second to fourth convolutional layers have 16 filter kernels of size 3× 3. The

filtering stride of all the convolution operation is set to 1. Meanwhile, overlapping

average pooling operation is applied to each convolutional layer with window size

3× 3 and stride 2. Finally, the extracted features from the convolutional layers are

passed to two fully connected layers. Each of the two layers has 128 neurons, and

the output of each neuron is activated by the Rectified Linear Units (ReLUs) [16].

The settings of architecture we use here is the same as in [19], except that the

activation function used in the five convolutional layers in this work is a variant of

Gaussian function that has a better performance than Gaussian function. It is shown

as below.

f (x) = 1 − e−
x2

𝜎2 , (2)

where 𝜎 is a parameter that determines the width of the curve.
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3.3 Constructing Auxiliary Tasks

In this section, we introduce how to construct auxiliary tasks that are used for incor-

porate prior knowledge into the training of steganalysis models. Firstly, these tasks

should be related to the specific steganalysis task. Secondly, we expect that they

would provide complementary information that are useful for steganalysis while are

hard to capture by the target task.

In steganalysis, effectively discovering and exploiting dependencies among indi-

vidual image elements is crucial for the detectors to obtain a good performance.

In different methods, different types of image statistics are exploited to model the

dependencies. In traditional steganalysis systems, features are extracted by comput-

ing global statistics such as high order co-occurrences from noise residuals. These

global statistics have been proved to be efficient for steganalysis. Differently, the

CNN model describe the relationships among a large number of image elements

through multi stage filtering and pooling operations, and the features extracted here

are more related to local statistics from a neighborhood. It means that the useful

global statistics in conventional steganalysis methods are hard to be captured by the

CNN model. Hence, it is desirable that the auxiliary tasks can encode the global

statistic information to the CNN model. To this end, we propose constructing the

auxiliary tasks by computing features with a traditional method as mentioned before.

In our experiments, we use a 169 dimensional feature vector formed from the noise

residual computed using the KV kernel as auxiliary outputs. The detailed feature

extraction step can be found in [5].

4 Experiments

To evaluate the effectiveness of the proposed framework, we conduct experiments

on the BOSSbase 1.01 dataset [2], which contains 10,000 images acquired by seven

digital cameras in RAW format and subsequently processed to the size of 512× 512.

In our experiments, to further improve the network’s generalization ability and to

reduce the effects of overfitting during training, two commonly used regularization

techniques are used in the CNN architecture. Firstly, the technique called “dropout”

as detailed in [7] is applied for regularizing the two fully connected layers. Secondly,

we take advantage of the data augmentation skill to artificially enlarge the dataset

to reduce overfitting problem. It is applied by extracting random 256× 256 patches

as well as their flip version from the 512×512 images, and training the network on

these extracted patches. At testing time, five 256× 256 patches, including the four

corner patches and the center patch, and their flip version are extracted. The network

makes a prediction on each of these patches, and averages the ten predictions to

produce a more robust estimate of the class probabilities.
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Table 1 Detection error of different methods on BOSSbase 1.01

bpp WOW S-UNIWARD

0.3 (%) 0.4 (%) 0.5 (%) 0.3 (%) 0.4 (%) 0.5 (%)

SRM + Ensemble 25.57 20.90 16.60 26.12 20.92 16.70

CNN 28.93 21.98 17.35 32.03 24.20 20.65

Proposed 24.18 19.30 16.0 29.58 22.33 17.38

The proposed models are implemented using the code provided by Krizhevsky

et al. [12], which allowed for rapid experimentation. We use a Tesla K40c GPU with

12GB of memory and two Tesla K20m GPU with 5GB of memory. In the overall loss

function, the weight for the target loss is set to 1, and the weight for the auxiliary loss

is set to 0.005 empirically. All the trainable parameters in the network are initialized

randomly and trained by back-propagation algorithm as has been mentioned.

Table 1 shows the comparison of our results with two other methods. The detec-

tion error PE = minPFA

1
2
(PFA + PMD(PFA)) is used to evaluate the performance the

these methods, where PMD is the missed detection rate and PFA is the false alarm

rate. The “CNN” means the method proposed in [19]. In that work, the CNN model

is trained without model regularization from auxiliary tasks. Here, for fair compar-

ison, the CNN architectures in our proposed method and this method use the same

settings. The “dropout” and the data augmentation are applied to both methods. The

“SRM + Ensemble” means the method that based on training a ensemble classifier on

SRM feature set, which is one of the representative traditional steganalysis schemes.

The experiments are run on two content-adaptive steganographic algorithms, WOW

[8] and S-UNIWARD [9], with three payloads respectively. From Table 1, we can

observe that the proposed method achieves 1–4 % improvement in detection error

over the “CNN” method in [19]. It means that model regularization via transfer

learning from auxiliary tasks is helpful for learning features in steganalysis. And the

detection performance for the WOW algorithm is better than the “SRM + Ensemble”

method, which is one of the state-of-the-art methods in image steganalysis.

5 Conclusion

In this paper, we propose a new CNN based framework to effectively learn feature

representations for steganalysis. In the framework, we use transfer learning from

auxiliary tasks to encode priori knowledge into the learning process of CNN mod-

els. This would provide a good model regularization for improving the training of

CNN. we construct auxiliary tasks by computing features to capture global image

statistics which are useful for steganalysis but hard to be seized by the CNN network

structure. Experimental results show the effectiveness of the proposed frame work

on improving feature learning using CNN models for steganalysis. We also achieve

a better performance on detecting the WOW algorithm against the traditional ste-

ganalysis scheme that using SRM feature set.
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An Adaptive Ensemble Classifier
for Steganalysis Based on Dynamic
Weighted Fusion

Xikai Xu, Jing Dong, Wei Wang and Tieniu Tan

Abstract Recently, ensemble classifier is predominantly used for steganalysis of

digital media, due to its efficiency when working with high-dimensional feature sets

and large databases. While fusing the decisions of many weak base classifiers, the

majority voting rule is often used, which has the disadvantage that all the classifiers

have the same authority regardless of their individual classification abilities. In this

paper, we propose a new dynamic weighted fusion method for steganalysis which

can be adaptive to input testing samples. For each testing sample, the weight of each

base classifier is dynamically assigned according to the distance between the testing

sample and the classifier. Experimental results show that the proposed method is

able to increase steganalysis performance.

Keywords Steganography ⋅ Steganalysis ⋅ Ensemble classifiers ⋅Majority voting ⋅
Dynamic weighted fusion

1 Introduction

Steganography is a branch of information hiding which hides messages within an

innocuous-looking cover object, for secret communication via public channel. Mod-

ern steganography works by replacing insignificant or redundant bits in regular
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digital files (such as text, audio, image and video) with bits of given messages

[10, 13, 16, 18]. As a countermeasure, steganalysis mainly aims to detect whether

the media have hidden messages or not which can be viewed as a binary classifica-

tion problem. For this task, like other classification systems, two basic operations are

feature extraction and classification. Generally, discriminative features are extracted

from cover and stego objects and then a classier as detector is trained using machine

learning methods. In this paper, we use current existing steganalytic feature sets and

focus on the classification stage of steganalysis.

Many popular classification algorithms, such as Linear Discriminant Analysis

(LDA), Neural Network and Support Vector Machine (SVM), have been widely used

in early steganalytic systems [5, 12, 17]. Among which, the SVM classifier with

kernel methods once predominated in steganalysis [4, 12, 15, 19] for a long time

because of its solid mathematical foundation and excellent performance on small

sample learning problems [3]. Early steganalytic feature sets were low dimensional

and the databases were also small, thus kernel SVMs could be trained quickly. But,

currently, with growing feature dimensionality and increasing number of samples,

nonlinear SVM is no longer suitable for its unbearable computational cost.

To detect new steganographic algorithms, especially content-adaptive image

steganographic algorithms [6, 8, 9, 14], steganalysts have to use feature spaces of

high dimensionality. For example, the state-of-the-art feature set for image steganaly-

sis, “Rich Models” [7] even has a dimensionality of 34,671. To address problems

caused by the curse of dimensionality in steganalysis, an ensemble classifier for ste-

ganalysis was proposed in [11] by Kodovský et al., which is a collection of FLD

base learners (classifiers) trained on random subspaces of the feature space and on

bootstrap samples of the training set. It is currently the most successful classifier

for steganalysis which is very efficient and robust for dealing with high-dimensional

feature spaces and large training data sets.

The fusion method of base classifiers in [11] is majority voting, which is very sim-

ple. The problem is that all the classifiers have the same ‘authority’ regardless of their

individual classification abilities. To make an improvement, we can use weighted

methods to combine base classifiers. In fact, the idea of weighted fusion has been

used for many other classification tasks in literature [20–22]. But for steganalysis,

the assignment of weights should be carefully designed with consideration of the

characteristics of steganalysis. In this paper, we propose a dynamic weighted en-

semble classifier for steganalysis which can be adaptive to testing samples. For each

testing sample, the weight of each base classifier is dynamically assigned according

to the distance between the testing sample and the classifier. Experimental results

show that the proposed method outperforms majority voting on detecting different

steganographic algorithms.

The remainder of the paper is organized as follows: In Sect. 2, we briefly review

the ensemble classifier proposed in [11]. In Sect. 3, we demonstrate the proposed dy-

namic weighted fusion method for steganalysis. Experimental results are presented

in Sect. 4. Finally, conclusions are drawn in Sect. 5.



An Adaptive Ensemble Classifier for Steganalysis Based on Dynamic Weighted Fusion 641

2 The Kodovský’s Ensemble Classifier

The ensemble classifier proposed by Kodovský et al. in [11] consists of L indepen-

dently trained base learners. Each base learner, denoted as Dl with l ∈ {1,… ,L}
is trained on a random subspace of the feature space and on bootstrap samples of

the training set. The dimensionality of the random subspace can be chosen to be

much smaller than the full dimensionality, which significantly decreases the training

complexity. Moreover, by using bootstrap samples drawn from the training set rather

than all the training samples, the mutual diversity of the base learners can be further

increased.

Let (X, y) be the training data, X =
[
x1,… , xi,… , xN

]
, y =

[
y1,… , yi,… , yN

]
,

where xi ∈ Rd
is the ith sample and yi ∈ {0, 1} is its label with ‘0’ standing for cover

and ‘1’ for stego, d is the number of features and N is the number of samples. (It

is assumed that there are the same number of cover and stego images, since stego

images are obtained by embedding messages in cover images).

A subspace is generated by randomly sampling without replacement, dsub (≪ d)

out of d features preserving their original order and the original data is projected

onto the subspace. Meanwhile, the training samples for each subspace are ob-

tained by bootstrap sampling (uniform sampling with replacement) from the orig-

inal training set. Let
(
X̃ (l)

, y
)

be the projected data on the lth subspace, where

X̃ (l) =
[
x̃(l)1 ,… , x̃(l)i ,… , x̃(l)Nl

]
and x̃(l)i ∈ Rdsub . Nl,

|
|Nl

|
| = N is the lth bootstrap sam-

pling of the set of indices {1,… ,N}. Then, the base learner Dl is trained on
(
X̃ (l)

, y
)
.

After collecting L base learners, the final class predictor is formed by combining

their individual decisions. For every testing sample x ∈ Xtst
, the final predictionC (x)

is obtained by a majority vote:

C (x) =
⎧
⎪
⎨
⎪
⎩

1 if
L∑

l=1
Dl (x) ≥ L∕2

0 otherwise

Many kinds of classification tools can be used as base learners and in [11] the

authors recommended to use Fisher Linear Discriminant (FLD) because of its low

training complexity. Additionally, such weak and unstable classifiers desirably in-

crease diversity.

The Kodovský’s ensemble classifier achieves performance as good as or even

better than the SVM and successfully solves the complexity issues of steganalysis in

high-dimensional feature space. However, the simple voting strategy for combining

base learners can be replaced by a weighted fusion method which has the potential

to make the ensemble classifier more efficient and more robust.
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3 Proposed Method

This paper proposes an adaptive ensemble classifier for steganalysis based on dy-

namic weighted fusion. First, we train base classifiers on random subspaces of the

feature space and on bootstrap samples of the training set, as Kodovský did in [11].

Then, we dynamically assign a weight to each base classifier according to the dis-

tance between the input testing sample and the classifier. Finally, we combine the

output of each classifier with the corresponding weight to give the final prediction

for the input sample.

We dynamically determine the weights of classifiers for each input testing sample

because the learned classifiers which can correctly classify the testing sample change

as the testing sample varies. However, this is not an easy work since we know little

prior knowledge about the dynamic performance of each classifier.

In order to validate the local performance of each base classifier, we have in-

vestigated the relationship between detecting errors and the distribution of testing

samples. We found that when the testing samples are far away from the learned sep-

arating hyperplane (classifier), the classifier may fail in predicting their labels (acting

out a high false positive rate or a high false negative rate). This is mainly because

of one characteristic of the steganalysis problem: the difference between cover and

its corresponding stego object is very small while the samples within the same cate-

gory (cover or stego) scatter widely in the feature space. When the distance from the

testing sample to a classifier is relatively large, the cover and stego versions of this

sample may be on the same side of the separating hyperplane, hence the classifier

cannot distinguish them. As the simplified examples illustrated in Fig. 1, C1, C2, and

Fig. 1 The classifier has different performance in different area of the data space
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C3 are three linear classifiers, they can separate cover and stego samples near them

but cannot separate distant samples. For example, C1 and C3 may fail in separating

samples in Region A.

The above observation motivated us to consider the sample–classifier distance

when assigning weight to each base classifier for an input testing sample. Here, we

also use FLD classifiers as base learners and to calculate the distance from a sample

to a FLD classifier, the process of learning a FLD classifier should be made clear

at first.

The FLD learning is to find the projection direction w ∈ 𝐑d
sub

that maximizes the

following Fisher’s criterion:

JF (w) =
wTSBw
wTSWw

,

SB =
(
u1 − u2

) (
u1 − u2

)T
,

SW =
∑

j

(
∑

x∈Xj

(
x − uj

) (
x − uj

)T
)

, j = 1, 2.

whereXj is the set of the jth class samples and uj is its centroid. SB and SW are known

as the between-class scatter matrix and within-class scatter matrix, respectively. The

decision rule of FLD is defined by

D (x) =
{

1 if wTx − b ≥ 0
0 if wTx − b < 0

The distance from a sample x to each FLD classifier Dl is:

rl =
|
|wTx − b||

‖w‖

And the weight of Dl should be inversely proportional to the distance between x and

Dl. Therefore, we define the weight of Dl as follows:

𝜇l =
1

rl

(
L∑

l=1

1
rl

) =

L∏

l=1
rl

rl

(
L∑

l=1
rl

)

Essentially, the weight 𝜇l is the normalized value of
1
rl

. After calculating all the

weights of base classifiers, the final decision rule of the ensemble classifier, for cur-

rent testing sample x, is:
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C (x) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1 if
L∑

l=1
𝜇lDl (x) ≥ 0.5

0 if
L∑

l=1
𝜇lDl (x) < 0.5

4 Experimental Results

To demonstrate the power and universality of the proposed dynamic weighted en-

semble classifier, we carry out experiments on two image databases and involve the

state-of-the-art image steganographic algorithms and high-dimensional features.

The first database is the BOSS V1.01 [1] composed of 10,000 images of size

512 × 512. All images in BOSS are captured by cameras of different types and stored

in lossless RAW format. They are converted to gray images and processed by identi-

cal procedure. Contents of these images cover various themes. The second database

is composed of 100,000 images, selected from the ImageNet [2]. ImageNet is a very

famous image database with more than one hundred million images collected from

the Internet. We randomly chose 100,000 images from those images that are larger

than 400 × 400 and smaller than 1024 × 1024. We transformed the selected images

into grayscale and denote the new database as ImageNet-S.

Stego images are generated by applying data hiding on above databases using

three popular steganographic algorithms. The first one is LSB Matching Revisited

(LSBMR) [13], a classical method which is an improvement of LSB Matching. The

other two algorithms are HUGO [14] and S-UNIWARD [9]. They are all content-

adaptive embedding algorithms which represent the state of the art in steganography.

Four payloads are used for each algorithm, 0.10, 0.20, 0.30, 0.40 bpp (bits per pixel).

The steganalytic features are extracted using Spatial Rich Model (SRM) [7]

which is the current state-of-the-art steganalytic method. SRM consists of many di-

verse submodels considering various types of correlations of neighboring elements

of noise residuals obtained using various types of image filters. Multiple 4D co-

occurrences matrices formed in the noise residuals are used to construct a feature set

of 34,671 features.

The learning processes of base classifiers are run after the extraction of stegan-

alytic features. The number of base classifiers, L, and the dimensional of subspace,

dsub, are determined in the training stage using the procedure proposed in [11]. After

getting base classifiers, we compare our dynamic weighting with the original major-

ity voting on detecting steganographic algorithms. We report the detection perfor-

mance using the minimum detection error rate under equal priors:

PE = min
PFA

1
2
(
PFA + PMD

)
,
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Table 1 Error rates on detecting steganographic algorithms using ensemble classifier

BOSSbase ImageNet-S

Algorithm Payload (bpp) Majority

voting

Dynamic

weighting

Majority

voting

Dynamic

weighting

LSBMR 0.10 0.1740 0.1553 0.0910 0.0660
0.20 0.1163 0.0990 0.0458 0.0235
0.30 0.0835 0.0698 0.0300 0.0120
0.40 0.0650 0.0505 0.0130 0.0028

HUGO 0.10 0.3628 0.3405 0.2375 0.2068
0.20 0.2533 0.2330 0.1283 0.0980
0.30 0.1885 0.1703 0.0915 0.0645
0.40 0.1280 0.1145 0.0610 0.0375

S-UNIWARD 0.10 0.4140 0.3953 0.2593 0.2270
0.20 0.3163 0.3005 0.1610 0.1303
0.30 0.2505 0.2360 0.1205 0.0940
0.40 0.2020 0.1885 0.0980 0.0713

The proposed dynamic weighting is compared with the majority voting

where PFA and PMD are the probabilities of false alarm and missed detection. Each

result is averaged over ten random splits of the database into 4/5 part for training and

the rest 1/5 part for testing.

The error rates on detecting three steganographic algorithms at each payload are

illustrated in Table 1. We can see that by using the proposed dynamic weighting the

error rates decrease 1–4% on both databases compared with majority voting. The

improvement seems a little bigger on database ImageNet-S, and this may be be-

cause there are more and diverse samples in ImageNet-S and the proposed dynamic

weighting is more robust to high intraclass variations of samples.

Since we need to calculate the weights of classifiers for each testing sample, the

testing time cost of the proposed method is higher but still acceptable. In our ex-

periments, the average time on detecting 10,000 testing samples is about 4.9 s using

majority voting and 12.4 s using dynamic weighting (The running environment: Intel

Xeon E5620, 16GB memory, Windows Server 2008, Matlab R2011a).

5 Conclusions

The current trend in steganalysis is to train many classifiers on high-dimensional

feature space and combine the decisions of multiple classifiers to obtain more ac-

curate and robust detectors. While most steganalysts use the ensemble classifier

based on majority voting, we proposed a new adaptive ensemble classifier for ste-

ganalysis based on dynamic weighted fusion. Experimental results show that the

proposed scheme can effectively detect different steganographic algorithms and its
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performance is better than that of the majority voting ensemble classifier. The future

study will focus on designing better weighted method based on the sample-classifier

distance.
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Technology of SCL Configuration File
Content Difference Detection

Lei He, Ming Wei and Kun Wu

Abstract In engineering due to its frequent update, the SCL configuration file has
too many versions and its management is chaotic. So the management of SCL files
should be strengthened, and the content difference detection of SCL files should be
carried out regularly. Due to the lack of full-featured configuration file comparison
tools currently, this article describes how to develop new software based on
MSXML4.0 parser tool. The XML file parsing and storage module, linked list
creation and memory release module, and file content comparison module are
introduced in detail. The application shows that the software can effectively reduce
the workload of SCL file content difference detection and can improve the effi-
ciency of the detection work.

Keywords IEC 61850 ⋅ Smart substation ⋅ Intelligent electronic device ⋅
Substation configuration language

1 Introduction

The IEC 61850 configuration file is using the substation configuration language
(SCL) to describe the substation device object model for the exchange of config-
uration information between different manufacturers’ configuration tools [1].
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In the engineering of the substation, the SCL configuration files experience
system integration, device manufacturers export, downloading the device and other
processes, so they need a good fit of device manufacturers and system integrators to
ensure the correctness of the configuration files [2].

At present, due to the continuous upgrading of the device, the change of the
engineering design, the special needs put forward by the local users, the phe-
nomenon of repeated modification of the device model and the replacement of the
configuration file are still common. So the SCL files in engineering have too many
versions, and management of the SCL files is chaotic.

In addition, some device manufacturers generate the CID by modifying the ICD
file directly. So the CID file downloaded to the device and the SCD file is not
consistent, which lead to the wrong signal, the error of communication services and
other issues.

So in each stage of the substation commissioning, the SCL files of each device
should be archived in time, and the configuration file and the recall of the archives
are compared, as shown in Fig. 1.

In the substation expansion, the system integration engineer need to add new
ICD file into the old version of the SCD file, the engineer should ensure that the
newly imported ICD file will not cause damage to the old version of the SCD, and
therefore also face the problem of checking the new version of the old version of the
SCD file.

Although it can be used to compare the contents of the configuration file by
using the software of the text, but the number of IEDs in the high-voltage substation
is much more (containing hundreds of IEDs), and the configuration file capacity is
quite large (containing hundreds of Logical Nodes). Using text comparison soft-
ware to compare the various configuration files one by one has the problem with
low efficiency and error prone, and the details of the different versions of SCL files
cannot be output.

IED

Comparison

Result

Configuration tool 

CIDSCD

download

SCL 
FILE 2 

SCL 
FILE 1 

Fig. 1 The comparison process of SCL files
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In this paper, a special software is developed, which can automatically accom-
plish the content comparison between different versions of the SCL files, and can
output the differences in detail. It is helpful for the adjustment of the configuration
file to be evaluated, which can improve the efficiency and quality of the project.

2 General Idea

The main process of software is shown in Fig. 2.

(a) The software uses the MSXML4.0 parser to load the SCL File 1 in the Fig. 1
into memory to form a DOM tree, and then each node of the DOM tree is
stored in the linked list data structure.

(b) Load the SCL File 2 in the Fig. 1; Call the API interface function provided by
MSXML4.0 to extract the DOM tree nodes, Compare each node of the DOM
tree with the SCL element stored in the linked list data structure, if there are
different the software will alarm;

(c) Save the test results to a text file;
(d) Finally release dynamically allocated memory when the list was created.

Start

Load file 
configuration file to 
form DOM tree 1 

The node information of the 
DOM tree 1 is stored in the  

linked list data structure.

The tree is formed 
from the DOM tree of 

the recall.

End

Save the results to 
a text file

Dynamically allocated 
linked list memory

The node information of the 
DOM tree 2 is compared 
with the linked list node.

Fig. 2 The main process of
software
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3 Key Modules and Technologies

3.1 Parsing and Storage of SCL Files

Because the software needs to support the SCD file parsing, and the capacity of the
SCD is generally large, so it requires higher speed and lower memory consumption in
SCLFile parsing. SinceMicrosoft’sMSXML4.0 in these two aspects are excellent, so
it is selected. After reading the XML document using the DOM interface, a data tree
will be constructed in memory [3]. Using the API interface provided byMSXML4.0,
the nodes in the DOM tree can be added, edited, moved, and so on [4].

Since the number of elements and attributes in the SCL configuration file is
unknown, it is difficult to determine the length of the required memory cells in
advance. If the memory is large enough to store any size of the file, it will be a
waste of memory obviously. Data linked list does not has such a disadvantage. It
opens up memory cells based on the need, so it is very suitable for storage of SCL
configuration file.

According to the definition of schema SCL in IEC 61850-6, SCL configuration
file uses a tree structure, as shown in Fig. 3. This software creates a tree of the chain
structure, for storage of SCL configuration file. Take the IED part as an example, as
shown in Fig. 4. The root node is IED, the child node of the root node is Server, and
the server contains the logical device, and the logic device contains the logical node.

The software uses the structure body as the list node and the data list creation
function of <Header>, <IED>, <Communication>, and <DataTypeTemplates> is
written.

SCL

Header

IED

Communication

DataTypeTemplates

Services

AccessPoint

Server

LDevice

Authentication

LN1

LNn

DOType

DAType

LNodeType

EnumType

LN0

Fig. 3 Structure of SCL files
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Figure 5 is the process of linked list creation and storage of the SCL file. LN in
Fig. 5 does not represent LLN0, LLN0 also contains a data set, report control block,
the setting value of the control block and other elements. The process of linked list
creation and storage of LLN0 is more complicated.

C++ provides a simple and powerful <new> operator to dynamically allocate
memory space, however, the memory unit of the <new> operator will not be
automatically released at the end of the program. It needs to use the <delete>
operator to undo. Therefore, for each type of linked list node, memory allocation
and memory release functions are written to prevent memory leaks.

Server

LDevice

DAI

SDI

DAI

IED

LN0

LN

DOI

SDI

Fig. 4 Linked list of IED
section

Start

Add IED to the list

Add LDevice to the list

end

Add LN to the list

Add DOI to the list

Whether it 
belongs to SDI

yes

no

Add DAI to the list
Add Server to the list

Fig. 5 Linked list of IED
section
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3.2 SCL Content Difference Detection

The main processes are as follows:

(1) First SCL File 1 in the Fig. 1 is read into memory and stored in the linked list
data structure as the standard file;

(2) SCL File 2 in the Fig. 1 is read into memory to form a DOM tree, and then use
the API function to extract the DOM tree node information;

(3) DOM tree node information and the list of the corresponding SCL file element
information is compared

List1

<LN desc="Bay 01 trip"  inst="1"  lnClass="PTRC" lnType="SZNR_PTRC_GOOUT_BP2C" 

prefix="Bus">

<DOI desc=" Bay 01 trip_GOOSE" name="Tr">

<DAI name="general" sAddr="GOOSEPin_EN_KO_

UNIT01_TRIP"/>

<DAI name="dU">

   <Val> Bay 01 trip _GOOSE</Val>

</DAI>

</DOI>

</LN>

The content difference detection of SCL configuration file adopts the method of
hierarchical comparison.

Take the logical node “BusPTRC1” in Listing 1 as an example (assuming that
the logical node is located in the DOM tree of the recall file, the software first
searches all LNs in the same logical device of archived files, tries to find the LN of
the same attribute values (desc, inst, lnClass, etc.). If corresponding LN cannot be
searched an alarm is issued. If corresponding LN can be searched, then the child
elements (such as DOI and SDI) of the LN will continue to be searched. And so on,
SDI, DOI use the comparison process. Similar to LN.

In order to guarantee the integrity of the detection, comparison should be carried
out in two directions. First, take the list of the archive file as the benchmark, files in
the DOM tree are compared. Elements which are already present in the archive file
but not in the recall file are checked. Then take the files in the DOM tree as the
benchmark, the archive files are compared, elements which are already present in
the recall file but not in the archive file are checked.
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4 Engineering Application Examples

In the installation inspection of a substation, the software is used to compare the
files which are archived at the end of the factory commissioning and the recalled
files from the device. The problem of modifying the configuration file secretly by a
device manufacturer is found. Practical engineering application can prove that the
software can automatically detect the difference between the two versions of the
configuration file, and can output the correct position in the configuration file. It
reduces the workload of the configuration file content difference comparison
effectively, and improve the test efficiency of the project site.

5 Conclusion

The problem faced in the application of SCL configuration file is that the SCL
configuration file has too many versions and its management is chaotic. So the
management of SCL files should be strengthened, and the content difference
detection of SCL files should be carried out regularly. Aiming at the problem of the
lack of a complete configuration file comparison tool, a dedicated SCL file content
difference detection software is developed. The software can also be used as a
function module embedded in the equipment manufacturer’s model configuration
tool.
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Discrimination of Three-Dimensional
Fluorescence Spectra of PAHs Mixture
Using Parallel Factor Analysis

Guimei Dong, Renjie Yang, Yanrong Yang, Yaping Yu
and Xiaotong Yang

Abstract Polycyclic aromatic hydrocarbons (PAHs), as one of petroleum pollu-
tants, have increasingly threatened the ecological environment and human health
due to its strong carcinogenicity, whose fast and efficient detection has conse-
quently become a global subject. Nowadays, fluorescence spectrometry, especially
three-dimensional fluorescence spectroscopy has been used to directly detect PAHs
in the environment for the high sensitivity and selectivity. Parallel factor analysis is
used for separation from the spectrum of different fluorescence matters. In the
paper, taking anthracene, pyrene and phenanthrene as PAHs research object, par-
allel factor analysis was adopted to resolve respective characteristic spectrum from
three-dimensional fluorescence spectrum of PAHs mixture. The experimental
results showed that this kind of method achieved good separation for mixture of
anthracene, pyrene and phenanthrene, which proved its feasibility and validity to
discriminate overlapping spectra of multiconstituents of PAHs.

Keywords Three-dimensional fluorescence spectroscopy ⋅ Polycyclic aromatic
hydrocarbons ⋅ Parallel factor ⋅ Multiconstituent

1 Introduction

Polycyclic aromatic hydrocarbons (PAHs) is a kind of hydrocarbons composed of
two or more than two benzene rings that are connected together, such as naph-
thalene, anthracene, etc. [1–3]. PAHs are widely distributed in environment with
high stability, refractory, heavy toxicity and accumulation effect [4–6], which
received extensive attention of environmental researchers, and has been included in
the blacklist or greylist of priority pollutants by many countries. Due to a great
variety [7], the effective methods for determination and discrimination of PAHs
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mixture are essential. Fluorescence spectrometry is a sensitive and selective tool to
probe various systems such as solutions, colloids, organic and inorganic solids, and
polymers [8–11]. Despite the usefulness, the analysis of fluorescence spectra is
sometimes difficult, especially when a heavy overlap of spectrum is generated from
constituents in a mixture of PAHs [12–14]. To overcome this problem,
three-dimensional fluorescence spectroscopy is employed, which can show exci-
tation and emission spectra simultaneously in two dimensions to illustrate the
dependence of fluorescence spectra on the excitation wavelength. Combined with
parallel factor analysis (PARAFAC), it was applied to the analysis on fluorescence
spectra of the mixture of anthracence, pyrene and phenanthrene in anhydrous
alcohol solutions so as to separate out their respective characteristic spectra.

2 Methods and Principles

Total fluorescence of complex system is often represented by three parameters,
including excitation wavelength, emission wavelength and fluorescence intensity.
With excitation–emission matrix method (EEM), the rows order of the matrix
indicates emission wavelength, while the columns order of the matrix indicates
excitation wavelength, and the matrix elements indicate intensity of fluorescence
[15]. This kind of expression method is also called three-dimensional fluorescence
spectroscopy.

In a unique constituent system, the EEM is expressed as

M = αxy ð1Þ

where EEM(M) is assumed as the product of three factors α, x and y. α represents
coefficient that is not dependent of wavelength but dependent on concentration;
x and y represent emission spectra and excitation spectra, respectively.

For a fluorescent system composed of n constituents, the EEM can be
expressed as

M= ∑
n

k=1
αkxkyk ð2Þ

PARAFAC algorithm is a kind of multidimensional analysis method as well as a
method of decomposition, which is an extension for principal component analysis
(PCA) to a higher order array. During analyzing, a three-dimensional matrix
(samples × excitation × emission) composed of multi-EEM is decomposed into
three load matrices: A, B and C, which can be derived to make the fitting residual
sum of squares the smallest.
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PARAFAC employs the trilinear model

xijk = ∑
F

f =1
αif bjf ckf + εijk ð3Þ

where xijk represents fluorescence intensity of the ith sample, while excitation and
emission wavelength correspond to excitation wavelength of kth row and emission
wavelength of jth column in the matrix. αif is the concentration ratio fraction of the fth
fluorophore of the ith sample. bjf and ckf are emission spectra and excitation spectra,
respectively, of the fth fluorophore. F is the number of factors, which is employed by
the model. εijk is the collection of model and random residual errors from fitting this
trilinear model. Three load matrices A, B and C are derived from Eq. (3), which
represent relative concentration, emission profiles and excitation profiles, respec-
tively. The F columns of αif , bjf and ckf can be estimated by alternating least squares
(ALS) algorithm [16]. During the procedure, two of the load matrices are presumed
reasonably first, and then other unknown parameters are calculated.

3 Experimentation

3.1 Main Reagents and Equipments

• PerkinElmer LS55 Fluorescence Spectrometer
• Anthracene (AN), pyrene (PY), phenanthrene (PH); anhydrous alcohol
• Unique constituent of AN, PY and PH solutions:

Dissolve 25 mg solid AN in a beaker, adding proper amount of anhydrous
alcohol solution and stirring it evenly until it dissolves completely. Transfer AN
solution into 250 mL of volumetric flask along glass rod, and dilute with
anhydrous alcohol solution to volume. Thus, 100 mg/L of AN solution was
obtained. Dilute step by step to get 2 × 10−5 g/L of AN anhydrous alcohol
solution. In the same way, 4 × 10−6 g/L of PY anhydrous alcohol solution and
6 × 10−5 g/L of PH anhydrous alcohol solution were prepared.

• Mixture of AN, PY and PH solutions:
Take the same volume of 2 × 10−5g/L of AN anhydrous alcohol solution,
4 × 10−6g/L of PY anhydrous alcohol solution and 6 × 10−5g/L of PH anhy-
drous alcohol solution to mix together to get the mixture solution.

3.2 Unique Constituent Spectra

The slit width of LS55 Fluorescence Spectrometer was set to 5 nm, with
1000 nm/min of scanning speed, and emission wavelength ranged from 300 to
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500 nm. When excitation wavelength was 260 nm, the spectra of unique constituent
of above AN, PY and PH solutions were as shown in Figs. 1, 2 and 3, respectively.
From these spectra, we can know the position and shape of their characteristic peaks.

Fig. 1 Emission spectra of
2 × 10−5g/L of AN in alcohol
solution with excitation
wavelength of 260 nm

Fig. 2 Emission spectra of
4 × 10−6g/L of PY in alcohol
solution with excitation
wavelength of 260 nm

Fig. 3 Emission spectra of
6 × 10−5g/L of PH in alcohol
solution with excitation
wavelength of 260 nm
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With experiments, the main fluorescence areas and corresponding excitation
wavelength were determined. The main characteristic spectra of AN were located in
λex λ̸em = 250/380 nm, 250/402 nm and 250/424 nm, and the strongest peak was
around λex λ̸em = 250/402 nm. The main characteristic spectra of PY were located in
λex λ̸em = 240/372 nm and 240/392 nm, and the strongest peak was around
λex λ̸em = 240/372 nm. The main characteristic spectra of PH were located in
λex λ̸em = 250/346 nm, 250/364 nm and 250/380 nm, and the strongest peak was
around λex λ̸em = 250/346 nm.

3.3 Mixed Three Constituents Spectra

Mixture of AN, PY and PH solutions was taken as sample to be tested in
three-dimensional fluorescence spectra mode. The slit width and scanning speed
were kept the same, and start excitation wavelength was set to 260 nm, while
emission wavelength ranged from 300 to 500 nm. The number of scans was 13 with
excitation increment as 5 nm. The three-dimensional spectra of mixed solution of
AN, PY and PH was shown as in Fig. 4.

As we can see from Fig. 4, the spectra of single constituent of AN, PY and PH in
the mixture solution overlapped each other and hard to distinguish. Thus, PAR-
AFAC algorithm was used to separate them out.
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Fig. 4 Three-dimensional fluorescence spectra of AN, PY and PH mixture
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4 Results and Discussion

PARAFAC was adopted to separate the three constituents from the three-
dimensional spectra of the mixture solution. Three load matrices A, B and C were
derived from solving Eq. (3), where matrix B was the emission spectra. Here, we
plotted B on two dimension, then Fig. 5 was gained.

As Fig. 5 shows, we could easily find three kinds of spectral curves, which were
named ①, ② and ③ in turn. Compared with the unique spectra curve of AN, PY
and PH, which were shown in Figs. 1, 2 and 3, we observed that the characteristic
spectra of the three curves corresponded to that of AN, PY and PH. It was obvious
that curves ①, ② and ③ represented PH, PY and AN, respectively. It was proved
that PARAFAC can separate different constituents from mixture spectra of PAHs
effectively.

5 Conclusions

The PARAFAC model was adopted to analyze the three-dimensional fluorescence
spectra of anthracene, pyrene and phenanthrene mixture in anhydrous alcohol
solution in this pater. This method can realize mathematical separation instead of
chemical separation, making the recognition and measurement in the mixed solu-
tion of different constituents accomplish at the same time. The experimental results
showed that the three-dimensional spectra of mixed solution of anthracene, pyrene
and phenanthrene was entirely separated using PARAFAC algorithm, which proved
feasibility and validity for this method to achieve discrimination of overlapping
spectra of PAHs mixture.
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Signal Sensing with Sub-Nyquist Cyclic
Feature

Sese Wang, Zhuo Sun, Weichen Zhao, Xuantong Chen
and Haiwen Luo

Abstract Compressive sensing can be applied to reconstruct the signal with far

fewer measurements than what is usually considered necessary. While in many sce-

narios, such as spectrum detection and modulation recognition, we only expect to

acquire useful characteristics rather than the original signals. In this paper, we pro-

pose an effective method of digital communication signal detection based on the

sub-Nyquist cyclic feature without the introduction of the reconstruction algorithm.

By analyzing the difference between matrixes of cyclic autocorrelation for the two

sceneries, it can be determined whether there exists signal or not. The simulation

results show that the method performs well even at a low signal-to-noise ratio such

as −10 dB, and complexity of both time and space is lowered considerably.

1 Introduction

Along with development of wireless communication, the lack of spectrum resources

becomes increasingly prominent. Cognitive radio (CR) is raised for this issue, which

allocates spectrum dynamically [1], and is widely applied in wireless communica-

tion systems on account of its spectrum sensing over wide band. As a premise for
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spectrum allocation, signal detection is a vital task in this intelligent radio technol-

ogy. However, considering Nyquist sampling theory, signal detection becomes diffi-

cult when it comes to wide spectrum.

Compressive Sensing (CS) theory can capture signal information at a rate signif-

icantly below the Nyquist sampling rate, which owes to the sparsity of the original

signal in some transformation basis [2]. The introduction of this innovative theory

has successfully settled the bottleneck problem of CR, which breaks down the power

and scale of storage distinctly. Researchers usually reconstruct the original signal or

features of the signal using compressive samples for further use [3], such as spec-

trum detection, modulation recognition, or others [4, 5]. While in some scenarios,

compressive samples have already contain enough information, and it means that the

reconstruction is not necessary.

Bing Liu has put forward a new method for signal detection, using numerical

characteristics of compressive samples, without introduction of reconstruction algo-

rithms [6]. Binwu Li also proposed a likelihood-based method based on compres-

sive measurements [7]. Inspired by both of the researches, we focus on the physical

layer process of CR, analyze the characteristics of the obtained samples and propose

another effective method for the purpose of communication signal detection, without

reconstruction, which has better performance than the previous ones. We apply the

nature of partial Hadamard sampling matrix, and choose the cyclic autocorrelation

matrix of compressive samples as sub-Nyquist detection features, for it performs

quite differently when there exists signal or not. According to the simulations, the

method can work efficiently with just few samples.

The following part of this paper is organized as follows: In Sect. 2, we introduce

the system model applied in our method. In Sect. 3, we propose our new method for

signal detection in detail. In Sect. 4, numerical results and correlated analysis are

present. In Sect. 5, we draw conclusions for this method.

2 System Model

Consider a stream of communication signals, which are divided into K groups with

N symbols in each group according to the received order. Then every group of data

through channel can be described as (1)

𝐲k = 𝐬k + 𝜂k, k = 1, 2,… ,K. (1)

where 𝐬k and 𝐲k respectively represent the kth group of transmitted signal and

received signal, and 𝜂k represents the noise introduced into the kth channel. In our

analysis, we assume the noise to be additive white Gaussian noise (AWGN), and the

modulation mode of signal is one of the multiple amplitude shift keying (MASK),

multiple phase shift keying (MPSK), and multiple quadrature amplitude modulation

(MQAM).
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According to the theory of CS, we get compressive measurements 𝐳k of every

received group 𝐲k:

𝐳k = 𝐀𝐲k (2)

where 𝐀 acts as the subsampling matrix, with scale of M × N. In our method, we

choose partial Hadamard matrix as compressive sampling matrix, which has been

proved to comply with the restricted isometry property (RIP) [6].

3 Signal Detection with the Sub-Nyquist Cyclic Feature

In our method, we intend to apply the cyclic autocorrelation matrix of subsamples

to fulfill signal detection. Therefore, for this part, we firstly introduce the calculation

process of this sub-Nyquist cyclic feature, and then show the difference presenta-

tion between scenarios when there exists signal or not. BPSK is taken as example

throughout the paper.

3.1 Nature of Partial Hardmard Matrix

For further analysis, we present nature of partial Hardmard matrix first, and give the

reason why we choose it rather than Gaussian matrix.

Similar as Gaussian matrix, Hardmard matrix is an orthogonal matrix, meaning

the inner product of any two rows of the matrix is zero. Hardmard matrix corresponds

to a set of Walsh functions, and Walsh functions are periodical functions, with mean

value zero, except the first one.

The composition of diagonal elements of the autocorrelation matrix of BPSK is

also a periodical function with mean value zero, which we call diagonal function

below. Then there exist three conditions:

1. For the Walsh function corresponded to the fist row of partial Hardmard matrix,

inner product of this function and the diagonal function is zero, for it equals to

integration of the diagonal function.

2. For the Walsh function not corresponded to the fist row of partial Hardmard

matrix, if its cycle period is different than that of diagonal function, the inner

product of these two functions is zero.

3. For the Walsh function not corresponded to the fist row of partial Hardmard

matrix, if its cycle period is the same as that of diagonal function, the inner prod-

uct of these two functions is also a periodical function, however the integration

of it is not specific.

This nature of partial Hardmard matrix is vital in our method, which Gaussian

matrix does not possess. Therefore, we apply the former one as our measurement

matrix.
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3.2 Sub-Nyquist Cyclic Feature

We first calculate the autocorrelation matrix of the compressive samples, and then

get the cyclic autocorrelation matrix through transformation of it.

According to definition, we can represent the autocorrelation of subsamples as

rz(n, v) = E{z(n)z∗(n + v)}, where n, v respectively represent time and time delay.

The autocorrelation matrix can be calculated by (5):

𝐑z = E{zkzkH} = 1
K

K∑

k=1
zkzkH (3)

where (∙)H represents conjugate transpose.

For further calculation, we rearrange 𝐑z as (6):

R =
⎡
⎢
⎢
⎢
⎣

rz(0, 0) rz(0, 1) ⋯ rz(0,M − 1)
rz(1, 0) rz(1, 1) ⋯ 0

⋮ ⋮ ⋮
rz(M − 1, 0) 0 ⋯ 0

⎤
⎥
⎥
⎥
⎦

(4)

Referring to [4], the cyclic autocorrelation function of subsamples can be repre-

sented as (7):

rz(c)(a, v) = { 1
N

N−1−v∑

n=0
rz(n, v)e

−j 2𝜋
N
an}e−j

𝜋

N
av

(5)

where a ∈ [0,N − 1] is the digital cyclic frequency. Then we can see, the cyclic

autocorrelation matrix 𝐑c is related to 𝐑 through Fourier transformation:

𝐑c = 𝐅𝐑 (6)

𝐅 = [e−j2𝜋ab∕N](a,b) represents the M-point FFT matrix.

3.3 Sub-Nyquist Cyclic Feature of AWGN and Signals

3.3.1 Cyclic Autocorrelation Matrix of AWGN

According to (6), the autocorrelation matrix 𝐑𝐧 of AWGN is shown as Fig. 1a after

calculation, which is a diagonal matrix.

When 𝐬k = 𝟎, it can be obtained that 𝐳k = 𝐀𝐲k = 𝐀𝜂k, k = 1, 2, ...,K, and then we

obtain:

𝐑z = E{𝐳k𝐳kH} = E{𝐀𝜂k𝜂kH𝐀H} = 𝐀E{𝜂k𝜂kH}𝐀H = 𝐀𝐑𝐧𝐀H
(7)
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Fig. 1 The autocorrelation matrix and cyclic autocorrelation matrix of subsamples of AWGN.

a Autocorrelation matrix. b Cyclic autocorrelation

Fig. 2 The autocorrelation matrix of BPSK and subsamples of BPSK. a Autocorrelation matrix

of BPSK. b Autocorrelation matrix of subsamples of BPSK

Since 𝐑𝐧 is a diagonal matrix, it can be concluded that 𝐑z = 𝐀𝐑𝐧𝐀H
is also a

diagonal matrix based on nature of it. After rearrangement and fourier transforma-

tion, the form of cyclic autocorrelation matrix of subsamples for AWGN is shown

as Fig. 1b, with value only at (Tau,Beta) = (0, 0).

3.3.2 Cyclic Autocorrelation Matrix of the Signal

We firstly analyze ideal situations, which means 𝜂k = 0.

Based on Eq. (3), Fig. 2a shows the form of autocorrelation matrix of original sig-

nals, without noise. The parameters are set as follows: symbol rate f0 = 8000Baud,

observation time T = 0.002 s, carrier frequency fc = 16000Hz, sampling rate fs =
32000Hz.

Since 𝜂k = 0, it can be inferred that 𝐳k = 𝐀𝐲k = 𝐀𝐬k, k = 1, 2, ...K, and 𝐑z can be

calculated by (10):

𝐑z = E{𝐳k𝐳kH} = E{𝐀𝐬k𝐬kH𝐀H} = 𝐀E{𝐬k𝐬kH}𝐀H = 𝐀𝐑𝐬𝐀H
(8)
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where 𝐑𝐬 is the autocorrelation matrix of BPSK. We take ai and bj as the ith row

of subsampling matrix 𝐀 and the jth column of autocorrelation matrix 𝐑𝐬, where

i = 1, 2, ...,M and j = 1, 2, ...,M. Therefore, we have derivations as follows:

∙ when ai(
N∑

j=1
bj) ≠ 0

Rz(i, k) =
N∑

j=1
aibjakT (j) = ai(

N∑

j=1
bj)akT = (ai. ∗ ak)(

N∑

j=1
bj)

i = 1, 2,… ,M
j = 1, 2,… ,N

(9)

ai. ∗ ak means dot product of the two vectors. According to the orthogonality

nature of measurement matrix, ai. ∗ ak = 0 when i ≠ k, meaning Rz(i, k) = 0.

Therefore, elements out of the diagonal are all zero. When i = k, ai. ∗ ak is a vector

full of 1, meaning diagonal elements are 1, in this condition.

∙ when ai(
N∑

j=1
bj) = 0

Rz(i, k) = 0 (10)

In this condition, all elements are 0, including diagonal elements.

From analysis above, we can draw conclusion that diagonal elements are 1 or

0, and non-diagonal elements are all zero in theory. When the subsampling matrix

is Hadamard matrix, most of diagonal elements are zero based on the nature of it.

Therefore, the autocorrelation matrix of compressive samples is presented as Fig. 2b.

However, considering actual situations, signal is always accompanied with noises,

meaning 𝜂k ≠ 0. Therefore, on the basis of summative nature of cumulants, autocor-

relation of subsamples in actual situations is the addition of the two mentioned above,

as shown in Fig. 3a.

The cyclic autocorrelation matrix of compressive measurements is presented as

Fig. 3b after calculation.

Fig. 3 Autocorrelation and cyclic autocorrelation of subsamples in actual situations. a Autocor-

relation. b Cyclic autocorrelation
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3.4 Signal Detection by Sub-Nyquist Cyclic Feature

Through comparison of Figs. 1b and 3b, the following conclusion can be drawn:

When there is no signal, cyclic autocorrelation of subsamples has the only value

at (0, 0). As a contract, when there exist signals, nearly all values exist when Tau = 0.

We can distinguish the two situations by this evident difference.

In our method, we first calculate the average value when Tau = 0, except value

at coordinate (0, 0), and then compare it with the average value when Tau ≠ 0, if

the former one is significantly larger than the latter one, we can conclude there exist

signals. For comparison, a threshold value is needed, and in our paper, we set it as

twice the average value when Tau ≠ 0.

4 Numerical Results and Analysis

In this section, we show simulation results of our method and analyze factors that

influence the performance. Parameters are chosen as follows:

Symbol rate f0 = 8000 bits/s, Carrier frequency fc = 16000Hz, Statistical time

K = 50, Sampling rate fs = 32000 bits/s, which is the Nyquist sampling rate.

The performance is closely related with signal-to-noise ratio (SNR). Compressive

ratio actually represents number of subsamples, which has similar function with sta-

tistical time. Considering these, we carry out simulations with SNR and compressive

ratio ranging among certain scopes.

Figure 4 shows performance with SNR ranging from −15dB to ∼ 0dB, and per-

formance of the method by Bing Liu is taken as a comparison. It can be seen that the

performance of our method is superior to the original one significantly. The prob-

ability of correct detection can reach nearly 100% as long as SNR is higher than

−10 dB.

Fig. 4 Performance of the

two methods at different

SNRs
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Fig. 5 Correct detection

probability at different

compressive ratios

Figure 5 shows the probability of correct detection at different compressive ratios.

The larger the compressive ratio is, the higher probability of correct detection tends

to be. However, the difference is not obvious. Therefore, we can carry out our method

at a relatively low compressive ratio. In fact, the influence of statistic time is also not

obvious when ranging in a small scale. Therefore, the scale of subsamples we need

for our method can be relatively low.

5 Conclusions

In this paper, we proposed a method for signal detection using cyclic autocorrela-

tion of subsamples, which successfully avoided reconstructing original signals or

features. The method actually presents nature of subsampling matrix, and when we

choose partial Hadamard matrix, the feature can be quite different. The most sig-

nificant advantage of our method is that we can reach perfect detection effect with

only few symbols, even at a low SNR such as −10 dB. Considering the simplicity

and effectiveness of the method, it has much practical value, and for further work,

we tend to carry out more research on compressive samples without reconstruction.
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A Novel Image Encryption Algorithm
Based on Multiple Chaotic Systems
and Self-adaptive Model

Chengqi Wang, Xiao Zhang and Zhiming Zheng

Abstract In recent years, image encryption has attracted much attention. Partic-
ularly, due to large data capacity and high correlation among pixels, chaos-based
image encryption algorithms are more suitable to be applied in the digital image
encryption. In this paper, we propose a novel chaotic image encryption algorithm,
in which novel multiple chaotic systems and efficient self-adaptive model are ini-
tially mingled to enhance the security. Different from conventional algorithms,
plaintext participates in the generation of cryptograph in a new way, which follows
the idea from the perceptron model. The proposed algorithm enlarges the key space,
enhances the randomness of the algorithm, and resists the differential attack
effectively. Simulation results are demonstrated that proposed algorithm possesses
the high security for the main current attacks, which is an excellent candidate for
practical applications of image encryption.

Keywords Image encryption ⋅ Multiple chaotic systems ⋅ Self-adaptive
model ⋅ Perceptron model

1 Introduction

Recently, chaos plays an important role in the field of image encryption, which is
considered analogous to the confusion and diffusion process in the cryptosystem
specified by Shannon [1, 2]. It possesses many pretty properties, such as the sen-
sitivity to initial conditions and system parameters, non-periodicity, pseudo-
randomness, and topological transitivity [3, 4]. In 1998, Fridrich applied the chaos
to the image encryption algorithms for the first time [5]. Since then, there are three
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different kinds of typical usages in the chaotic encryption algorithms design:
(1) creating position permutation relations; (2) generating pseudorandom bit
sequence (PRBS); (3) producing cryptograph directly with initial parameters of
cryptosystem [6, 7]. Over the last few years, many image encryption algorithms
based on chaotic maps have been presented [8–10].

Meanwhile, the cryptanalysis of chaotic image encryption algorithm is devel-
oping rapidly. According to the proposed paper, study about chosen and known
plaintext attacks becomes the mainstream in the field of chaotic image encryption
algorithm’s cryptanalysis. Due to lack of the resistibility for these attacks, most
algorithms which can resist the statistical analysis are vulnerable with some pairs of
known plaintext and cryptograph obtained [11, 12].

To meet these challenges, we propose a novel chaotic image encryption algo-
rithm to resist the differential attack effectively. Also, it is necessary to propose
novel multiple chaotic systems and an efficient self-adaptive model, and design a
new threshold function based on the perceptron model. The remaining of the paper
is organized as follows. Section 2 describes the algorithm in detail. And Sect. 3
provides the security and efficiency analysis of our algorithm. The last section gives
the conclusion.

2 The Proposed Algorithm

In this paper, for original image of size M × N, algorithm is divided into initial-
ization, permutation, and diffusion. The proposed algorithm is described as follows:

2.1 Initialization

Before the permutation, obtain the initial value of the perceptron model. The details
are described as follows:

Step 1: Let Chen’s high-dimension hyper-chaotic system (1) iterate 3001 times.

X ̇= aðY −XÞ
Y ̇= −XZ + dX + cY −V
Z ̇=XY − bZ
V ̇=X + k

8>><
>>:

ð1Þ

Step 2: Due to the transient effect, round the results of previous 3000 times and
take the 3001th value as the initial value (X, Y, Z, V) of the perceptron
model.
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2.2 Permutation

In this section, permutation is applied to shuffle the image pixels with the
self-adaptive model, which depends on the pseudorandom sequence generated by
the tent map to reduce the pixel correlation. The details are described as follows:

Step 1: Acquire the sum of M × N pixels’ value by calculating the Eq. (2),

D = ∑
L

i=1
pi ð2Þ

Step 2: Obtain the average of the pixels’ values by calculating the Eq. (3),

average=
D
L
, ð3Þ

and obtain the fractional part of the average by calculating the Eq. (4),

E= average− ⌊average⌋ ð4Þ

Step 3: Let the tent map (5) iterates L times with the initial value E to acquire a
real number sequence eif gLi=1.

xi+1 =
xi α̸, 0≤ xi ≤ α,
1− xið Þ ̸ 1− αð Þ, α≤ xi ≤ 1,

�
ð5Þ

Step 4: Permute the real number sequence eif gLi=1 to obtain the permutation
subscript sequence yif gLi=1, which is derived by eif gLi=1 with its sorted
version, where eyi is the ith smallest number in the sequence eif gLi=1.

Step 5: Set p*i = pyi to acquire the permutated sequence p*i
� �L

i=1.

2.3 Diffusion

In the stage of diffusion, perceptron model is employed to make the cipher-image
dependent on the pixel values of permuted plain-image and the intermediate values
in order to resist the differential attacks. The details are described as follows:

Step 1: Set the initial value B and let the piecewise linear map (6) iterates L times
with the initial value B to acquire a real number sequence Bif gLi=1.

A Novel Image Encryption Algorithm … 679



xi+1 =

xi β̸, 0≤ xi ≤ β,
xi − βð Þ ̸ 0.5− βð Þ, β≤ xi ≤ 0.5,
1− xi − βð Þ ̸ 0.5− βð Þ, 0.5≤ xi ≤ 1− β,
ð1− xi Þ̸β, 1− β≤ xi ≤ 1,

8>><
>>:

ð6Þ

Step 2: Obtain the intermediate value sequence b*i
� �L

i=1 by calculating the
Eq. (7),

b*i = mod ð⌊ðBi − ⌊Bi⌋Þ⌋×108, 256Þ ð7Þ

Step 3: Obtain the diffusion sequence bif gLi=1 by calculating the Eq. (8),

bi = mod ðp*i + b*i , 256Þ ð8Þ

Step 4: Do 8 iterations to get (Xk, Yk, Zk, Vk), k ∈ [1, 8].
Calculate the Eq. (9) to get the (xk, yk, zk, vk), k ∈ [1, 8]:

t= mod ððAbsðTÞ− ⌊AbsðTÞ⌋Þ×1014, 256Þ ð9Þ

Calculate the Eq. (10):

xk = mod ðxk , 4Þ ð10Þ

Get the (B1k, B2k, B3k), k ∈ [1, 8] by the nonlinear transformation (11):

ðB1k,B2k ,B3kÞ= ðxk, yk, zkÞ, xk =0
ðB1k,B2k ,B3kÞ= ðxk, yk, vkÞ, xk =1
ðB1k,B2k ,B3kÞ= ðxk, zk, vkÞ, xk =2
ðB1k,B2k ,B3kÞ= ðyk, zk, vkÞ, xk =3

8>><
>>:

ð11Þ

Step 5: Get the KeyX(k), KeyY(k), KeyZ(k), k ∈ [1, 8] by the nonlinear trans-
formation (12) which are the parameters of each perceptron model’s
weight

Key=
1, B≥ 128
0, B<128

�
ð12Þ

Step 6: According to the nonlinear transformation (13), (14), and (15)

w1, k =
1, KeyX(k) = 1
− 1, KeyX(k) = 0

�
ð13Þ

w2, k =
1, KeyY(k) = 1
− 1, KeyY(k) = 0

�
ð14Þ
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w3, k =
− 0.5, KeyZ(k) = 1
0.5, KeyZ(k) = 0

�
ð15Þ

The results w1,k, w2,k, w3,k, are perceptron model’s weights.
According to the nonlinear transformation (16), (17), (18), and (19):

w′

1, k =
1, KeyX(k) = 1
0, KeyX(k) = − 1

�
ð16Þ

w′

2, k =
1, KeyY(k) = 1
0, KeyY(k) = − 1

�
ð17Þ

w′

3, k =
1, KeyZ(k) = 0.5
0, KeyZ(k) = − 0.5

�
ð18Þ

θk =w′

1, k ⊕w′

2, k ⊕w′

3, k ð19Þ

The results θk is utilized for threshold function of each perceptron model,
k ∈ [1, 8], which is used to enhance the randomness of the algorithm.

Step 7: Use the strategy of stream cipher to encrypt image. For every pixel b from
the scrambled image, bk (k ∈ [1, 8]) denotes the kth bit of pixel b. And the
ck (k ∈ [1, 8]) denotes the kth bit of pixel c in the cryptograph. Do the
nonlinear transformation (20):

ck =
f ðw1, k × bk +w2, k ×w3, k − θkÞ, w1, k =1
f ðw1, k × bk +w2, k ×w3, k + θkÞ, w1, k = − 1

�
ð20Þ

where f ðxÞ= 1, x≥ 0
0, x<0

�
..

The result ck is the kth bit of pixel c in the cryptograph, k ∈ [1, 8].

Fig. 1 The flowchart of the diffusion
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Step 8: By parity of reasoning, repeat step 4–step 7, until the encryption is fin-
ished. Figure 1 shows the flowchart of the diffusion.

3 Security and Efficiency Analysis

Security and efficiency analysis usually includes key sensitivity analysis, histogram
analysis, key space analysis, adjacent pixels correlation analysis, information
entropy analysis, differential analysis, and speed performance analysis. From the
details described in the Sect. 2, our algorithm obviously passes the key sensitivity
analysis and histogram analysis. Thus, we focus more attention on the last five
subsections.

3.1 Key Space Analysis

It is pointed out that the key space of image encryption algorithm should be larger
than 2100 ≈ 1030 to be capable of resisting the brute-force attack. The secret key
K = α, β, x0, y0, z0, v0ð Þ and the significant digits in each parameter are 15. There-

fore, key space of the proposed algorithm is 1015
� �6 = 1090 ≈ 2300, which is much

larger than the required size for an image encryption algorithm to forbid exhaustive
search of the key space.

3.2 Adjacent Pixels Correlation Analysis

Figure 2 and Table 1 show the results of the adjacent pixels correlation analysis. In
the Fig. 2(a), adjacent pixels are so correlated that original image can be deciphered
using the statistical attack. Select 5000 pairs of pixel from plain-image and
cipher-image randomly, and obtain the correlation of horizontal, vertical, and
opposite angles direction. Table 1 shows the correlation of horizontal, vertical, and
opposite angles direction before encryption and after encryption, respectively. The
results indicate that the proposed chaotic image encryption algorithm makes almost
no adjacent pixel correlation of cipher-plain, which increases the difficulty of
deciphering by statistical analysis. Furthermore, proposed encryption algorithm has
a nice ability of diffusion and confusion to resist the correlation attack.
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3.3 Information Entropy Analysis

Information entropy is regarded as the most important feature of randomness, and
the most commonly used information entropy, which is considered to be the crucial
feature of randomness. As shown in the Table 2, the information entropy of the
proposed algorithm is higher than two other algorithms. The information entropy of
the proposed algorithm is 7.99748, which is very close to the ideal theoretical value
8 and makes the statistical attack infeasible.

3.4 Differential Analysis

Attackers usually make a slight change of the plain-image, and observe how dif-
ferences of the inputs affect the corresponding outputs, which is named differential
analysis. To test the influence of one pixel value change in the plain-image

Table 1 The correlation of
the adjacent pixel before and
after encryption

Direction Plain-image Cipher-image

Horizontal 0.937084 −0.001959
Vertical 0.969142 −0.006196
Opposite angles 0.912509 −0.001665

Fig. 2 The adjacent pixels correlation analysis: a before encryption, b after encryption

Table 2 The results of the
information entropy analysis

Category Value

Expected value 8.00000
Plain-image 7.42662
The proposed algorithm 7.99765
Ref. [13] 7.99691
Ref. [14] 7.99685
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encrypted by the proposed algorithm, two common measures are used: NPCR and
UACI to give a quantitative description [15]. With the gray-scale pixel values, the
ideal NPCR and UACI are 99.6094 % and 33.4635 %, respectively. As shown in
the Table 3, the NPCR and UACI of the proposed algorithm are better than two
other algorithms. The NPCR and UACI of the proposed algorithm are 99.6069 %
and 33.4497 %, which are very close to the expected NPCR and UACI, respec-
tively. The results are demonstrated that the proposed algorithm resists the differ-
ential analysis effectively.

3.5 Speed Performance Analysis

As shown in the Table 4, the speed performance of the proposed algorithm without
the optimization is faster than two other algorithms for comparison. The result
means the proposed algorithm is performed in a fast manner, which satisfies the
requiring speed.

4 Conclusion

In the present paper, we propose a novel chaotic image encryption algorithm, in
which novel multiple chaotic systems and an efficient self-adaptive model are
initially mingled to enhance the security. Different from conventional algorithm,
plaintext participates in the generation of cryptograph in a new way, which follows
the idea from the perceptron model. Furthermore, a minor change in the
plain-image affects all the cryptographic operations and generates a completely
different cipher-image, even though the same secret key is adopted in the algorithm.

Table 3 The results of the differential analysis

Category NPCR (%) UACI (%)

Expected value 99.6094 33.4635
The proposed algorithm 99.6069 33.4497
Ref. [13] 99.6170 33.4933
Ref. [15] 99.6063 33.4843

Table 4 The results of the speed performance analysis

Method System feature Time cost (ns)

The proposed algorithm Multiple chaotic systems 387
Ref. [13] Game of Life permutation and PWLCM 2837
Ref. [15] Cellular Automata 1184
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From the results based on the experiments, proposed algorithm resists the statistical
analysis. Benefited from the multiple chaotic systems, proposed algorithm also has
a good dynamic characteristic and a larger key space, namely 2232. In addition,
proposed algorithm resists the differential attack effectively. Consequently, it is
concluded that proposed algorithm is an excellent candidate for practical applica-
tions of image encryption, which is practical possesses the high security for the
main current attacks.
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Smoggy Environment Recognition
by Combining Infrared and Visible Images

Lujia Wang, Ying Tong, Zeng Liu, Jin Chen, Meili Zhou,
Hengxin Liu and Ji Zhang

Abstract Smoke recognition is one of the research directions in the field of digital
image processing, but common algorithms are mostly based on the video sequence
of images. A combination of infrared and visible images is presented in this paper,
by extracting the analyte infrared image outer contour, and complete comparison of
the extent of the visible outline of the image in the same area. Then according to the
measured object within the outer contour of the two bands contain the number of
pixels ratio, determine the impact of smoggy on the visible image. Experiments
show that the algorithm needs to be analyzed only for the infrared and visible band
single still image. You can draw judgment of smoggy environment, and it can
provide the basis for a fire alarm.

Keywords Smoggy recognition ⋅ Infrared image ⋅ Visible image ⋅ Edge
extraction

1 Introduction

The application and theoretical research of Heterogeneous Sensor Networks
(HSN) has been one of the most important fields in signal processing [1–3]. Image
recognition and visual detection technology is based on visible light in the past
decade gained a rapid development, and a lot of results have been achieved [4–6].
Compared with other bands such as infrared imaging technology, visible light has a
clear imaging, low cost and other advantages. However, in a smoky environment
such as fire, infrared imaging is far superior to the visible one. Therefore, we need
to study the image recognition method combining infrared and visible light. In
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addition to the results of this study apply to fire outside environment, it can also be
used in special circumstances imaging and recognition of the occasion to dust, fog
and haze, the battlefield and other smoke-filled, with good usability.

2 Smoggy Recognition Algorithm Design

Visible image of smoggy environment, because smoke obscured the image by
impeding reflecting light of the measured object, can cause image blur. Sometimes,
it can not even get a complete outline of the phenomenon. Infrared radiation of the
measured object, however, can penetrate smoke. So the contour information of the
measured objects can be reflected more correctly in the infrared image almost
without smoggy affected. Thus, according to the integrity of the differences between
the two bands of the image outline with reference to infrared images after regis-
tration, the measured object can be judged by the general situation of the smoggy
obscured.

The basic idea of the algorithm is first to use edge detection algorithm to extract
the edge visible image; then extract the foreground image in the infrared image
segmentation algorithms; furthermore, extract the edge for foreground images. The
purpose of the infrared image segmentation is foreground object to be measured in
order to extract from the background and is to eliminate background environmental
interference. After the edge portion of the two images is extracted, infrared edge as a
reference to measure the degree of completeness edge of the visible image. If they
are close to full extent, it is considered less affected by smoggy visible images,
visible light can be used as a reference system working band; on the contrary, it is
considered smoggy visible images with cover, and then according to the extent of the
visible edge of the defect, determine whether infrared band as a system reference.

Step algorithm on Matlab platform is as follows:

(1) The system for the collection of images using sobel operator edge extraction
of infrared image information, and calculates the gradient magnitude and
gradient direction of each pixel of an edge.

(2) The gradient amplitude is less than a certain threshold of pixels from the edge
of the set of pixels removed, retaining only the gradient magnitude larger edge
pixels to eliminate the interference noise pixels.

(3) For the edge pixel set, based on the similarity of the pixel gradient magnitude
and gradient direction, the slight edge discontinuities linking, try to keep the
edge intact.

(4) For the visible image made (1)–(3), the same process step.
(5) On the infrared image binarization, and it does fill handle, using bwperim

operator outside contour extraction.
(6) In step (5) extracted contour region infrared image as a reference, at the edge

of a collection of two images, the comparison of infrared and visible image
edge edge completeness in the same area.
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(7) Set a threshold T (currently set up an experiment in T = 50 %), total number
of pixels the edge of the visible image and infrared image edge than if the total
number of pixels is less than the threshold value, it is determined that the
impact of smoggy visible image on the larger environment; on the contrary, It
can be considered a visible image can be more complete presentation of the
measured object shape information.

3 Smoggy Recognition Experiments and Results Analysis

To test the effectiveness of the algorithm, we simulated the environment of different
concentrations of smoggy experiment in laboratory conditions. For the same ana-
lytes images collected by the effect of the infrared image as a reference after
registration are shown in Fig. 1.

After extracting the edge pixels and edge connection process, the edge of the
infrared image is shown in Fig. 2a, the visible edges of the image results are shown
in Fig. 2b.

Extracted in the infrared image of the measured object outer profile is shown in
Fig. 3a. While the visible edges of the same area shown in Fig. 3b.

Finally, within the statistical range of the measured object contour region
(IR edge expanded operations, maintain two-pixel-wide outline), the number of
pixels of the visible image edge is 121, while that of the infrared image edge is 317,
both of ratio about 38.17 %. It can be determined that the environment of visible
smoggy obscured the more serious, the reference band infrared system should be
selected, in the development of image fusion rules, it should be considered by an

Fig. 1 Infrared and visible images in smoggy environment. a Infrared image. b Visible image
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appropriate increase in the proportion of the infrared image of smoke on the way to
weaken the influence of fused image (Fig. 4).

The measured object contour regions were shown in Fig. 5.
Within the statistical range of the measured object contour area, the number of

pixels of the visible image edge is 291, while that of the infrared image edge is 317,
both of the ratio close to 1. It can determine the visible image forming intact,
unaffected smoke affected.

Fig. 2 Infrared and visible edge contrast in smoggy environment. a Infrared image edge. b The
visible edges of the image

Fig. 3 Outer profile of the measured object. a An infrared image of the measured object outer
profile. b Smoke-filled environment measured object visible band contour area
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4 Conclusion

As can be seen by the above experiment, the algorithm combined with dual-band
image information to determine the impact of smoggy visible imaging environment
by reference band chosen to achieve all-weather image recognition, and achieved
certain results, the algorithm was concluded with the actual environment feature
match, can provide the basis for a fire alarm.

Fig. 4 Infrared and visible images under normal circumstances. a Infrared image. b Visible image

Fig. 5 Under normal circumstances the edge region of the integrity of the object to be measured
contour contrast

Smoggy Environment Recognition … 691



Acknowledgments Thanks for the support by Tianjin Outstanding Young Teachers Program,
Tianjin Edge Technology and Applied Basic Research Project (14JCYBJC15800), TJNUDP
(52XK1206), and Google support for the Ministry of Education NCSIETPJF in China.

References

1. Liang Q, Cheng X, Huang S, Chen D (2014) Opportunistic Sensing in Wireless Sensor
Networks: Theory and Applications. IEEE Trans Comput 63(8):2002–2010

2. Liang Q (2011) Situation understanding based on heterogeneous sensor networks and
human-inspired favor weak fuzzy logic system. IEEE Syst J 5(2):156–163

3. Wang X, Liang Q (2013) On the throughput capacity and performance analysis of hybrid
wireless networks over fading channels. IEEE Trans Wirel Commun 12(6):2930–2940

4. Zhao Peng, Wang Ni-Hong (2010) Precise perimeter measurement for 3D object with a binocular
stereo vision measurement system. Optik—Int J Light Electron Optics 121(10):953–957

5. Shih Shen En, Tsai Wen Hsiang (2013) Optimal design and placement of omni-cameras in
binocular vision systems for accurate 3-D data measurement. IEEE Trans Circ Syst Video
Technol 23(11):1911–1926

6. Watkins WR, Tofsted DH, CuQlock-Knopp VG (2000) Navigation through fog using
stereoscopic active imaging. In: Enhanced and synthetic vision, vol 4023, pp 20–28

692 L. Wang et al.



Human Eye Detection via Sparse
Representation

Chunning Meng and Taining Zhang

Abstract Eye detection is an active research area in machine vision and a major step
in many applications such as intelligent human–machine interaction, driver behavior
analysis, human identity verification, security control, and handicap-aiding inter-
faces. In this paper, we apply sparse representation algorithm to the problem of
human eye detection in still color images. Considering the eye detection task as a
pixel-wise classification problem, we use our framework to discriminate “patches
centered on a pixel located on eye” against “patches centered on a pixel located
elsewhere”. Our experimental results show that our method achieves high detection
accuracy on face (without spectacles) viewed under varying lighting conditions,
general poses and viewpoints, and is highly robust to background variation.

Keywords Eye detection ⋅ Sparse representation ⋅ Classification ⋅ Color images

1 Introduction

Eye detection has been an active research topic for many decades due to its potential
applications in various fields. A large number of works have been focused on this
problem, which can be roughly classified into two categories: traditional image
based passive approaches and the IR based approaches. The first category assumes
that the eyes appear different from the rest of the face both in shape and intensity.
Eyes can be detected and tracked based on their unique intensity distribution and
shape. The IR based approach, on the other hand, exploits the spectral properties of
pupils in the near infrared range to produce the bright/dark pupil effect.

C. Meng (✉)
Department of Electronic Technology, China Maritime Police Academy,
Ningbo, China
e-mail: mengchunning123@163.com

T. Zhang
ShenYang Aerospace University, Shenyang, China

© Springer-Verlag Berlin Heidelberg 2016
Q. Liang et al. (eds.), Proceedings of the 2015 International Conference
on Communications, Signal Processing, and Systems, Lecture Notes
in Electrical Engineering 386, DOI 10.1007/978-3-662-49831-6_71

693



Traditional passive approach usually consists of two stages. In the first stage, a
face detection algorithm is adopted to locate faces in a given cluttered image [1].
Then, eyes can be located from their unique intensity distribution and shape by
numerous methods based on the detected face, such as singular value decomposi-
tions (SVD) [2], principal component analysis (PCA) [3], support vector machines
(SVM) [4], or neural network [5]. These methods use whole eye patches as training
samples to train a classifier to determine whether the small patches of an image
contain eye or not. As the face detection algorithms are mature, it is reasonable to
adopt an existing algorithm for face detection. However, the way of using the whole
eye as training patches is so sensitive to position perturbation that the training
samples have to be carefully aligned before training.

The IR based eye detection approach is simple and effective. It exploits the
spectral properties of the pupil in the near infrared range. Numerous techniques
have been developed based on this principle [6–8]. In practice, however, these
methods would not be widely used because in many real applications the face
images are not IR illuminated.

In this paper, we focus on the research of direct search for eyes in still color
images. We propose the use of sparse representation method to locate the positions
of eyes directly from color images captured in natural light, while skipping the
initial face region estimation step as commonly done in literature. We regard eye
detection problem as a task of classifying each pixel of interest in the test image to
belong to eye or not. To do this, a small patch around each pixel to be tested is
considered. Two dictionaries, Deye and Dbackground, are learned to label each
interested pixel. We use the reconstruction error as a discriminant, with the idea that
dictionary Deye should be “good” at reconstructing eye and “weak” in recon-
structing background, while the dictionary Dbackground is the opposite. By com-
paring the reconstruction errors from the two dictionaries, the image can be
separated into eye and background regions. We use eye-part patches instead of
whole eye patches in training. By using eye-part patches as training samples, we do
not need to align the training patches before training.

The organization of this paper is as follows. Section 2 introduces the numerical
background of sparse representation. Experimental results are shown in Sect. 3. The
paper ends in Sect. 4 with a conclusion of our work.

2 Sparse Representation for Signal Classification

Consider a signal xl∈Rn. We say that xl admits a sparse approximation over a
dictionary D in Rn× k, with k columns referred to as k atoms, when one can find a
linear combination of a “few” atoms from D that is “close” to the original signal xl.
In this paper, xl represents an image patch written as a column vector. Given an
input matrix X = [x1,…, xm]∈Rn×m of m signals, learning such a dictionary can be
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formulated as an optimization problem over a dictionary D = [d1, …, dk]∈Rn× k

and the coefficient matrix A = [α1, …, αm]∈Rk×m. A number of practical algo-
rithms, including the k-SVD algorithm [9] and the method of optimal direction
(MOD) [10] with l0-norm sparsity constraints, and the algorithm of Lee et al. [11].
with l1-norm sparsity constraints, have been developed for learning such dictionary.
All of these techniques are iterative approaches. After an initialization of D, e.g.,
from random signals, they iterate between a sparse coding step and a dictionary
update step. The optimization problem with l0-norm sparsity constraint can be
written as:

min
αl,D

∑
m

l=1
xl −Dαlk k22, s.t. dj

�� ��2
2 = 1 and αlk k0 ≤ L ð1Þ

During the sparse coding step, D is fixed and the coefficient matrix A is com-
puted. In the l0 case, sparse coding amounts to solving the following NP-hard
optimization problem over αl:

min
αl

xl −Dαlk k22, s.t. αlk k0 ≤ L ð2Þ

A greedy algorithm called orthogonal matching pursuit (OMP) [12] is shown to
be very efficient, although theoretically can only find suboptimal solution. In the l1
case, sparse coding amounts to solving the following unconstrained problem over αl:

min
αl

xl −Dαlk k22 + λ αlk k1 ð3Þ

where λ is a scalar regularization parameter that balances the tradeoff between
reconstruction error and sparsity. It is a well-known fact that the l1 constraint
induces sparse solutions for the coefficient vector αl. Furthermore, this is a convex
problem that can be solved very efficiently using, e.g., the LARS-Lasso algorithm
[13] and basis pursuit (BP) [14] to find its global optimum.

During the dictionary update step, D is updated with a fixed A [10, 11] or
variable A [9]. When the coefficient matrix A is fixed, updating the dictionary D is a
linear least-squares problem under quadratic constrains as follows:

min
D

∑
m

l=1
xl −Dαlk k22, s.t. dj

�� ��2
2 = 1, for j=1, . . . , k ð4Þ

An alternative way to perform sparse coding is to enforce positivity of both the
coefficient matrix A and the dictionary D. The NN-k-SVD algorithm [15] and the
NNSC algorithm [16] can be used to learn such non-negative constrained problem
efficiently.

Assume that there are N classes of training signals Ci, i = 1, …, N. The simplest
strategy of using dictionaries for discrimination consists of first learning N dic-
tionaries Di, one for each class. Then approximating each signal using a constant
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sparsity and N different dictionaries provides N different reconstruction errors,
which can then be used as the features for classification. Thus, the way of esti-
mating the class i0 for an input signal xl can be written as:

ı0̂ = arg min
i=1, ...,N

R xl,Dið Þ ð5Þ

here, R(xl, Di) is the reconstruction error of the signal xl using the dictionary Di.
In this paper, we also use the reconstruction error R(xl, Di) as a discriminant,

with the idea that dictionary Di associated with class Ci should be “good” at
reconstructing this class, while “bad” for the other classes. We only classify the
image patches into two classes: Ceye for the patches that are centered on a pixel
located on the eye and Cbackground for the ones that are not centered on the eye.
Given Ceye and Cbackground, we learn two dictionaries Deye and Dbackground for
representing the training image patches, and then associate each test patch to the
dictionaries for which the “better” sparse decomposition is obtained. Subsequently,
the image can be separated into eye and background regions by comparing the
reconstruction errors from each of these two dictionaries:

min R xl,Deye
� �

,R xl,Dbackground
� �� � ð6Þ

We propose a supervised learning algorithm, which uses labeled training patches
to learn Deye and Dbackground. The strategies are detailed as follows:

Step 1: Let Dall be the trained dictionary with kall columns, which is used to
reconstruct all the labeled training sets Xall = [Xeye, Xbackground]. The
columns number of Xall is meye + mbackground. For each signal xl∈Xall,
we have the corresponding sparse representation αl(xl, Dall), and we
define two coefficient matrices Aeye and Abackground with meye columns
and mbackground columns, respectively.

Step 2: Two signals belonging to different classes are expected to have
decompositions that use different atoms. Inversely, two atoms in Dall

would belong to different subspaces if they are used by signals belonging
to different classes. Then, it is reasonable to believe that the atoms used
by a vector xl belonging to Ceye are different from those used by a vector
xl belonging to Cbackground. Thus, we can extract two sub-dictionaries
Deye and Dbackground from Dall by comparing coefficient matrices Aeye and
Abackground. We compute two vectors Seye and Sbackground to find out
which atoms in Dall are more likely belong to Deye and which atoms are
more likely belong to Dbackground:

Seye =
1

meye
Aeye
�� �� ⋅ ½1�meye ×1

Sbackground =
1

mbackground
Abackground
�� �� ⋅ ½1�mbackground ×1

ð7Þ
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div Seye, Sbackground
� �

= Seye . ̸Sbackground ð8Þ

where operations |·| and ./ are element-wise absolute value symbol and
element-wise division symbol. The bigger an element in div(Seye,
Sbackground) is, the more likely the corresponding atoms belongs to Deye.

3 Experimental Results

In our experiments, the steps to collect eye-part and background sample patches are as
follows. The Sobel edge detector is applied first to all the training images. Then, a
small sliding window is used to scan the image into patches, and all the non-edge
patches are discarded. In our experiments, all the training and test samples were scaled
to a size of 25 × 25 pixels, which gives the length of the training vector to 1875
(= 25 × 25 × 3). Finally, a total of 20,550 eye-part patches and 40,450 background
patches are generated. 14,384 eye-part patches and 28,315 background patches are
used for training, producing an input trainingmatrixXall in the size of 1875 × 42699,
and the rest are used for testing. Examples of the training samples are shown in Fig. 1.

First, we learn dictionary Dall, which is adapted to the input matrix
Xall∈R1875× 42699. In the l0 case, the number of atoms used in the sparse representation
was set to L = 8. In the l1 case, the parameter that balances the tradeoff between
reconstruction error and sparsity was set to λ = 100. The number of atoms in dic-
tionary Dall was set to kall = 960, and the epochs of iteration was set to 40. Then, we
apply the method mentioned in Sect. 2 to get Deye andDbackground. In our experiment,
we consider that the atoms in Dall, with the corresponding elements in div(Seye,
Sbackground) bigger than 2 belong to Deye, while the atoms with the corresponding
elements in div(Seye, Sbackground) smaller than 0.5 belong toDbackground. The number of
atoms in Deye and Dbackground, for different dictionary training methods mentioned in
Sect. 2, are shown in Table 1. The atoms learned by MOD are shown in Fig. 2.

Fig. 1 Examples of the training sample patches: a examples of the eye-part samples for training
and b examples of the background samples for training
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The classification results for the training and testing sample patches are pre-
sented in Tables 2 and 3. As a comparison, the recognition rate calculated by linear
discriminant analysis (LDA) is also presented.

Table 1 The number of atoms in Deye and Dbackground used in this paper

Method keye kbackground
MOD 370 347
k-SVD 367 355
fast_sc [11] 340 439
NN-k-SVD 105 597
NNSC 275 500

Fig. 2 Dictionaries learned by MOD: a dictionary with 960 atoms, b eye dictionary with 370
atoms, and c background dictionary with 347 atoms

Table 2 The recognition rate for the training samples

Method True positive rate (%) True negative rate (%) Recognition rate (%)

MOD 97.713 92.460 94.229
k-SVD 95.599 94.310 94.745
fast_sc 98.471 88.730 92.012
NN-k-SVD 89.912 84.037 86.016
NNSC 92.471 88.095 89.569
LDA 92.811 87.826 89.506
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Some results for testing images are shown in Fig. 3. Firstly, we apply Sobel
detector to find all the edge points in a given image. Since the computational cost is
too large if we test all the edge points, we only randomly choose 3000 detected
edge points to test whether they locate on the eye or not. Then we calculate the
difference of the reconstruction error from the chosen 3,000 points of interest. We
discard all the interesting points with R(xl, Deye)—(xl, Dbackground) larger than −4, as
a result, enough points located on eyes are saved and almost all the points not
located on eyes are washed out. Here, the chosen dictionary training method is
MOD. The results shown in Fig. 3 demonstrate that our method achieves high eye
detection accuracy on face image captured under varying lighting conditions,
general poses and viewpoints.

Table 3 The recognition rate for the testing samples

Method True positive rate (%) True negative rate (%) Recognition rate (%)

MOD 97.746 92.097 94.000
k-SVD 95.086 94.561 94.738
fast_sc 98.589 88.430 91.853
NN-k-SVD 89.247 83.997 85.766
NNSC 91.469 88.035 89.192
LDA 91.469 86.873 88.421

Fig. 3 The test images have a size of 613 × 407. None of these test images were used to
generate training sample patches
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4 Conclusion

In this paper, we apply the method of sparse representation to solve the problem of
human eye detection in color images under variable lighting conditions, general
poses, and unconstrained background condition. The highest recognition rate is
given by k-SVD, which demonstrates that sparse representation is accurate in
human eye detection.
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Infrared and Visible Image Fusion Based
on Tetrolet Transform

Xin Zhou and Wei Wang

Abstract Tetrolet transform has a better directionality of the structure and can
express texture features of image precisely in dealing with high-dimensional signal.
This paper introduces tetrolet transform into infrared and visible images for fusion
to obtain a greater amount of information. First, the tetrolet transform was per-
formed on the images which are fused to obtain high-pass and low-pass subbands
on different scales. Then, a method based on local region gradient information was
applied to low-pass subbands to get the low-pass fusion coefficients. Finally, the
inverse tetrolet transform was utilized to obtain fused image. Using a variety of
images to perform fusion experiment, all the results have shown that the fused
image has more abundant features and more amount of information by using tetrolet
transform. Compared with the traditional fusion algorithms, the fusion algorithm
presented in this paper provides better subjective visual effect, and the standard
deviation and entropy value would be somewhat increased.

Keywords Infrared image ⋅ Visible image ⋅ Image fusion ⋅ Tetrolet trans-
form ⋅ Multiscale directional analysis

1 Introduction

The information contained in the infrared image and the visible image is quite different
and forms a complementary relationship, since the infrared image sensor’s approach
of acquiring the target information’s band range and imaging mode is different from
the visual one [1]. Through the fusion of the infrared image and the visible image,
combing the complementary information and the redundant information of the two
kinds of images, the fused image of the target has clear outline, rich information and
the perception ability of the image sensor can be largely extended.
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Wavelet has become an important means in image fusion for its well-known
time frequency localization analysis properties. However, the advantages of the
wavelet transform primarily are embodied in the analysis and process towards the
one-dimensional segmentation smooth and function of bounded variation. When it
has been applied in two-dimensional or higher dimensional case, the separable
wavelet formed by one-dimensional wavelet has limited direction, and then cannot
optimally represent line singularity or face singularity high-dimensional function
[2]. Therefore, the wavelet transform can only reflect the point singularity of the
signal, and can not reflect the two-dimensional image’s marginal, linear,
characteristics.

Tetrolet transform is a geometric adaptive transform having tetromino support
and the potential to adapt to the directional features of an image, it can be better
applied in the image fusion [3].

2 Tetrolet Transform

A new adaptive Haar wavelet transform, called tetrolet transform provides efficient
image representation. Tetrolet is wavelet based efficient and effective transform,
whose supports tetrominoes which are shapes are made by connecting four
equal-sized squares. The corresponding filter bank algorithm is simple but enor-
mously effective. In every level of the filter bank algorithm the low-pass image is
divided into 4 × 4 blocks. Then in each block a local tetrolet basis is determined,
which is adapted to the image geometry in this block. In discrete wavelet trans-
formation (DWT), horizontal and vertical directions only preferred, which fails to
achieve optimal results with images that contain geometric structures in other
directions. To improve the treatment of orientated geometric image structures,
tetrolet transform is introduced [4–9].

In the Haar filter bank, the low-pass filter and the high-pass filters are just given
by the averaging sum and the averaging differences of each four pixel values which
are arranged in a 2 × 2 square. Then we can determine the low-pass part

al = al½i, j�� �N
2 − 1
i, j=0 with

al½i, j�= ∑
i′ , j′ð Þ∈ Ii, j

∈ 0, L i′, j′
� �� �

a i′, j′
� � ð1Þ

as well as the three high-pass parts for l = 1, 2, 3, w1
l = w1

l i, j½ �� �N
2 − 1
i, j=0 with

w1
l ½i, j�= ∑

i′ , j′ð Þ∈ Ii, j

∈ l, Lði′, j′Þ� �
a i′, j′
� � ð2Þ

where the coefficients ∈ [l, m], l, m = 0, …, 3 are entries from the Haar wavelet
transform matrix
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W = ða½l,m�Þ3l,m=0 =
1
2

1 1
1 1

1 1
− 1 − 1

1 − 1
1 − 1

1 − 1
− 1 1

0
B@

1
CA ð3Þ

The decomposition algorithm of tetrolet transform is processed by four ways,
which are as follows:

(1) Divide the image into 4 × 4 blocks.
(2) Find the sparsest tetrolet representation in each block.
(3) Rearrange the low- and high-pass coefficients of each block into a 2 × 2

block.
(4) Store the tetrolet coefficients (high-pass part).
(5) Apply Steps 1 to 4 to the low-pass image.

Input image is considered as a0 = a i, jj jð ÞN − 1
i, j=0 with N =2J , J ∈N then J − 1

levels can be applied. In the rth level, r1, …, J − 1, the following computations are
performed.

Step 1: Divide the low-pass image ar− 1 into blocks Qi, j of size 4 × 4,
i, j=0, . . . , N

4r − 1.
Step 2: In each block of Qi, j there are 117 admissible tetromino coverings are

considered, i.e., c=1, . . . , 117. For each tiling c Haar wavelet transform is

applied to the four tetromino subsets IðcÞs , s=0, 1, 2, 3 In this way, four
low-pass coefficients and 12 Tetrolet coefficients are obtained for each
tiling of c. More precisely, in Qi, j we compute analogously to (1) and (2)
the pixel averages for every admissible tetromino configuration
c=1, . . . , 117 by ar, ðcÞ = ðar, ðcÞ½s�Þ3s=0 with

ar, ðcÞ½s�= ∑
ðm, nÞ∈ IðcÞg

∈ ½0, Lðm, nÞ�ar− 1½m, n� ð4Þ

as well as the three high-pass parts l = 1, 2, 3, wr, ðcÞ
l = ðwr, ðcÞ

l ½s�Þ3s=0 with

wr, ðcÞ
l ½s�= ∑

ðm, nÞ∈ IðcÞg

∈ ½l, Lðm, nÞ�ar− 1½m, n� ð5Þ

where the coefficients ∈ ½l, Lðm, nÞ� are given in (3) and where L is the

bijective mapping, which relating the four index pairs (m, n) of IðcÞg with
the values 0, 1, 2, and 3 in descending order. That means, by the
one-dimensional indexing J (m, n) the smallest index is identified with the
value 0, while the largest with 3.
Then the covering c* is chose such that the l−1-norm of the 12 Tetrolet
coefficients becomes minimal
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c* = argmin
c

∑
3

i=1
wr, ðcÞ
l

���
���
1
= argmin

c
∑
3

l=1
∑
3

g=0
wr, ðcÞ
l ½s�

���
��� ð6Þ

Hence, for every block Qi, j we get an optimal Tetrolet decomposition

[ar, ðc*Þ,Wr, ðc*Þ
1 ,Wr, ðc*Þ

2 ,Wr, ðc*Þ
3 ]. By doing this, the local structure of the

image block is adapted.
The best covering c* is a covering whose tetrominoes do not intersect an
important structure like an edge in the image ar−1. Because the tetrolet
coefficients become as minimal as possible a sparse image representation
will be obtained. For each block Qi,j the covering c* is stored such that has
been chosen, since this information is necessary for reconstruction. If the
optimal covering is not unique, then the tiling c* has taken that already
chosen most frequently in the previous blocks. Thus, the coding of the
used coverings becomes cheaper.

Step 3: In order to be able to apply further levels of the tetrolet decomposition

algorithm, the entries of the vectors ar, ðc*Þ are arranged and Wr, ðc*Þ
l into

2 × 2 matrices using a reshape function R,

arjQi, j
=Rðar, ðc*ÞÞ= ar, ðc*Þ½0� ar, ðc*Þ½2�

ar, ðc*Þ½1� ar, ðc*Þ½3�
� 	

ð7Þ

and in the same way wr
ljQi, j

=Rðwr, ðc*Þ
l Þ for l = 1, 2, 3. For an efficient

representation in the next level, a suitable arrangement of the low-pass
values is essential. That means, the order of labeling the tetrominoes of c*
in each block Qi, j by s = 1, 2 and 3 is very important. The labeling
should be done in a way, such that the geometry of the tiling is suitably

mapped to
0 2
1 3

� 	
. Therefore the four shapes of the chosen partition c*

are labeled by comparing with the square case.
Step 4: After finding a sparse representation in every block Qi, j for

i, j=0, . . . , N
4r − 1, the low-pass matrix is stored.

ar = ðarjQi, j
ÞN
4r − 1
i, j=0 ð8Þ

and the high-pass matrices

wr
l = ðwr

ljQi, j
ÞN
4r − 1
i, j=0 ð9Þ

L = 1, 2, 3, replacing the low-pass image ar−1 by the matrix

ar wr
2

wr
1 wr

3

� 	
ð10Þ
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After a suitable number of decomposition steps, a shrinkage procedure to
the Tetrolet coefficients in order to get a sparse image representation is
applied.

SλðxÞ= x, xj j≥ λ
0, xj j≥ λ



ð11Þ

For the reconstruction of the image, low-pass coefficients are needed from the
coarsest level and the Tetrolet coefficients as usual. Additionally, the information
about the respective covering in each level and block is necessary.

3 The Infrared and Visible Image Fusion Algorithm
Based on Tetrolet

The paper introduced the tetrolet into fusion of the infrared and visible image. The
characters of the tetrolet can be better used in extracting the geometric features of
the source image and provide more information for the fused image. When the
fusion is processing, the different scales and different directional subbands can
adopt different fusion rules. The better fused effect can be achieved through suffi-
ciently digging original multi-source image’s visual information.

The high frequency subband after the tetrolet decomposition contains a lot of
high frequency information of the image. The bigger coefficient’s absolute value
corresponds to the certain directional interval’s significant characteristic, for
example: marginal, linear, regional boundary, etc. The coefficients can better depict
the image’s structure’s information, and have great influence upon human’s vision.
The low frequency subband contains most of low frequency information of the
image, and is the primary perception part of the human’s eyes to the image content.
The paper judges and processes the fusion according to the characteristics of the
low frequency subband and the high frequency subband with corresponding fusion
rules, and the subband coefficient would thereby acquired.

According to the human visual system’s characteristics, we can know that the
human’s eyes are not sensitive to the individual pixel’s gray value. The distinctness of
the image is decided by the all pixels in certain region. To improve the fused image’s
clearness, the pixel’s regional feature should be considered in the design of fusion
algorithm. Therefore, the coefficient with the bigger regional variance value should be
adopted as the fused image’s high frequency subband coefficient in tetrolet transform.

The specific fusion rules are show in the following:

(1) Tetrolet decomposition is applied in the visible image V and the infrared
image I in the level L. the high frequency subband Vk

l and
Ikl k=1, 2 . . . , 2nl, l=1, 2, . . . ,L
� �

and the low frequency subband V0
L and I0L.

L is the value of the largest possible decomposition level. 2nl is the directional
value of each level’s decomposition.
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(2) The coefficient of the low frequency subband remains constant. The paper
chooses two images’ average value of the coefficient of the low frequency
subband as the fused image’s low frequency subband coefficient.

(3) As for the high frequency subband’s coefficient, in the largest decomposition
level L, the largest value of the two images which corresponds to decompo-
sition scale values has been adopted as the fused image’s coefficient.

(4) As for other L− 1 level high frequency coefficient, the maximum principle of
the local variance has been adopted, that is to say, in the transform domain,
calculating the corresponding point N ×N neighborhood’s local variance
Ck
X(X as V or I), and choosing the highest coefficient of the variance as the

fused image’s corresponding point’s coefficient.

At last, tetrolet inverse transformation has been applied to the fused image’s
coefficient, and we get the fused image F.

4 Experiments

The paper has adopted several different approaches to fuse the two registrated
infrared and visible images. The Fig. 1 presents a group of image fusion experi-
mental results which is based on multi-image fusion approach. The Fig. 1a, b are
infrared and visible image respectively. The Fig. 1c is the fused image based on the
contrast pyramid decomposition. Figure 1d is the fused image based on the
Laplacian pyramid decomposition. Figure 1f is the fused image based on the
paper’s approach (Tetrolet). Among these, the approaches CP, DWT and LP have

Fig. 1 Comparison of image fusion based on different rules. a Infrared image. b Visible image.
c Fusion image using CP. d Fusion image using LP. e Fusion image using DWT. f Fusion image
using Tetrolet
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adopted the same fusion rule as this paper. In calculating the local variance, the
N ×N = 3 × 3; LP, CT, DWT and tetrolet decomposition are all 3 levels.

From Fig. 1a–f are all much clearer than the infrared image (a), and contains the
information of the visible image. But the Fig. 1c is a little obscure. There are some
noisy spots in Fig. 1d. Compared with the figure (f), the figure (e) is much more
obscure in the marginal part of the letter. Therefore, the fused figure (f) which is
based on tetrolet transform has better visual effect.

To quantitatively evaluate the performances of the fusion approaches applied in
the infrared and invisible image, we adopted many evaluation parameters to eval-
uate the approach mention in this paper and other approaches quantitatively. As the
Table 1 shows, if the entropy and standard deviation acquired by a certain fusion
approach is relatively larger, but the cross entropy is relatively smaller, and then we
can say that the fusion approach is better. From the Table 1, as far as the infrared
and the visible image are concerned, the tetrolet fusion approach which is put
forward by the paper is better than LP, DWT and CP fusion approaches.

5 Conclusions

The paper put forward an infrared and visible fusion algorithm which is based on
the tetrolet transform. Compared with the traditional wavelet transform, tetrolet has
anisotropy and translation invariance. The tetrolet transform can preserve the
infrared and visible image’s feature information, enhance the fused image’s space
detail representation ability, and improve the fused image’s information.

Acknowledgment The authors are grateful to the anonymous referees for constructive comments.
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Image Quality Assessment via Adaptive
Pooling

Zhong Zhang, Shuang Liu and Ao Li

Abstract The pooling operation is the key to image quality assessment (IQA), but

the traditional pooling treats local quality map equally. In this paper, we propose a

novel method named adaptive pooling for image quality assessment, which explic-

itly considers importance of different local regions. The adaptive pooling operation

assigns different weights to local quality map according to the variance of local

regions. The proposed method is verified on two challenging IQA databases (CSIQ

and TID 2008 databases), and the results demonstrate that it achieves better results

than the state-of-the-art methods.

1 Introduction

Image quality assessment (IQA) is an important issue in many fields, such as image

acquisition, transmission, compression, restoration, and enhancement. Generally,

there are three kinds of IQA models in terms of the availability of a reference image,

full reference (FR) models, reduced reference (RR) models, and no reference (NF)

models. This paper only discusses FR-IQA models. FR-IQA models can be classi-

fied into two types. The first one is built under a bottom-up framework [1], which

simulates the various processing stages in the visual pathway of human visual system

(HVS), including just noticeable differences [2], visual masking effect [3], etc. The

second one is constructed in a top-down framework [4, 5] which designs to model
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Fig. 1 The common flowchart of FR-IQA models

the overall function of HVS according to some global assumption. Recent stud-

ies [4, 5] have demonstrated the effectiveness of this kind of methods, and thus many

approaches follow the top-down framework. The structural similarity (SSIM) [6], as

a representative approach of top-down model, is based on the assumption that HVS

is highly adapted to extract the structural information from the visual scene, and thus

a measurement of SSIM should provide a good approximation of image quality.

From another point of view, many FR-IQA models consist of two stages [7] as

shown in Fig. 1. The first step is local similarity computation. Considering the com-

putational complexity, many approaches adopt image gradient as a measurement fea-

ture [8, 9] due to effectively capturing image local structure. Most gradient based FR-

IQA models [4, 5] are inspired by SSIM [6]. They compute the similarity between the

gradients of reference image and destroyed image. The second stage is the pooling

operation which obtains a single overall quality score calculated from local similarity

computation. The pooling operations, which aggregate similarity map or vectors into

a single score or one vector, are widely used in many fields, such as image classifica-

tion [10], human action recognition [11, 12]. The common used pooling operation

is the average pooling, i.e., calculating the average of all local quality values as the

final quality score. However, the average pooling treats each local region in an image

equally, which neglects the local contrast information of the reference image.

In this paper, we propose a novel pooling operation namely adaptive pooling for

image quality assessment. Natural images usually have diverse local structures which

reflects the degree of importance of different local regions. Based on the consider-

ation, the adaptive pooling assigns different weights according to the variance of

local regions. Our method is verified by two challenging IQA databases, and the

experimental results demonstrate that the proposed method achieves higher predic-

tion accuracy than that of previous methods on image quality assessment.

2 Gradient Magnitude and Adaptive Pooling

2.1 Similarity

Many gradient based FR-IQA approaches utilize a similarity function to calculate

gradient similarity [4, 8]. In addition to gradient magnitude, these approaches also

adopt other similarity features, for example, luminance similarity and structural
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similarity. Zhang et al. [4] combined phase congruency, which is a dimensionless

measure of the significance of a local structure, with gradient magnitude. However,

the computation of phase congruency is time consuming. In this paper, we adopt

Roberts operator, and then calculate the similarity map.

2.2 Adaptive Pooling

The final quality score can be obtained from SSM via pooling operation. The most

commonly used pooling operation is average pooling, i.e. averaging all the SSM val-

ues as the final quality score. However, this pooling operation equally treats each

SSM value, i.e. each SSM value is assigned the same weight 1 regardless of what

the local structure is. It fails to capture the local contrast information in the refer-

ence image. Figure 2 shows the reference image and its variance map of the 3 × 3
region. From this figure, we can see that the local regions with high contrast contain

much structure information and therefore they should contribute more to evaluate the

image quality. In order to exploit the local contrast information of reference image,

we define the variance of a local region as a weight in the pooling stage

a(m, n)2 = 1
(2R + 1)2

m+R∑

p=m−R

n+R∑

q=n−R
(ri(p, q) − v(m, n))2 (1)

where v(m, n) = 1
(2R+1)2

∑m+R
p=m−R

∑n+R
q=n−R ri(p, q) is the mean value of reference image

ri at location (m, n), and R is the radius of local region. Here, we set R to 1, i.e., we

calculate the weight in a 3 × 3 local region. Furthermore, the pooling weight a should

be normalized using the maximum value of a.

There are two advantages about the variance pooling. First, different local regions

show different variance which considers microscopic structures of reference image.

Specifically, when a local region is flat, its variance is low, while the variance is

high at the boundaries of different regions. Second, the pooling weight a and SSM

Fig. 2 Reference image and its variance map of the 3 × 3 region
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are complementary. Their joint distribution can better characterize the difference

between reference image and transmitted image. The final quality score is computed

by

score = 1
M × N

M∑

m=1

N∑

n=1
a(m, n)SSM(m, n) (2)

Note that the higher quality score, the higher image transmission quality.

3 Experimental Results

3.1 Experimental Setup

We verify the proposed algorithm on two publicly available databases: CSIQ, and

TID2008 databases [13, 14]. The CSIQ database consists of 886 destroyed images

and 30 reference images. The destroyed images contains six types of distortions

at five different distortion levels. Concretely, the six types of distortions involve

JPEG compression, JPEG 2000 compression, Gaussian blur (GB), additive white

noise (AWN), additive pink Gaussian noise (APGN), and global contrast decrements

(GCD). The TID 2008 database has 1700 destroyed images and 25 reference images

with 17 kinds of distortions at 4 levels. Note that each images in IQA databases has

been assessed by human beings under controlled conditions, and then assigned a

quantitative quality score: mean opinion score (MOS) or difference MOS (DMOS).

For fair comparison, we employ three commonly used criteria to evaluate the pro-

posed method. The first criterion is the Person linear correlation coefficient (PLCC)

between MOS and the objective scores after nonlinear regression. The second cri-

terion is the Spearman rank-order correlation coefficient (SROCC) which measures

the prediction monotonicity of an IQA approach. The last one is the root mean square

error (RMSE) between MOS and the objective scores.

3.2 Performance Comparison

Table 1 shows the comparative results on the CSIQ database according to PLCC,

SROCC, and RMSE. We show the top three methods in boldface for each evaluation

criterion. From this table, we can see that the proposed method achieves the best

results based on all three criteria, because it explicitly considers the local structure

contribution.

We also test the performance of the proposed algorithm on the TID2008 database.

The results are shown in Table 2. The proposed algorithm achieves better results in

all criteria. Once again, we prove the effectiveness of our algorithm through this

database.
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Table 1 Performance of the proposed method and other methods on the CSIQ database

PLCC SROCC RMSE

SSIM [6] 0.861 0.876 0.133

GS [8] 0.896 0.911 0.116

MAD [13] 0.950 0.947 0.082
FSIM [4] 0.912 0.924 0.108

GMSD [9] 0.954 0.957 0.079
Ours 0.958 0.961 0.071

Table 2 Performance of the proposed method and other methods on the TID2008 database

PLCC SROCC RMSE

G-SSIM [5] 0.760 0.731 0.873

SSIM [6] 0.773 0.775 0.851

GS [8] 0.842 0.850 0.723

MAD [13] 0.829 0.834 0.751

FSIM [4] 0.874 0.880 0.653
GMSD [9] 0.879 0.891 0.640
Ours 0.8732 0.883 0.631

4 Conclusion

This paper proposes a novel FR-IQA approach to overcome the limitation of tradi-

tional average pooling operation. We explicitly consider the local contrast informa-

tion of reference images in the pooling stage. To this end, the variance of a local

region is defined as a weight which is utilized to reflect the importance of local

regions. The experimental results on CSIQ and TID 2008 databases show that the

proposed algorithm achieves better results than previous approaches.
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Human Abnormal Behavior Detection
Based on RGBD Video’s Skeleton
Information Entropy

Ziyang Bian, Tingfa Xu, Chang Su and Xuan Luo

Abstract Conventional human abnormal behavior detection is mostly done in
videos taken by visible-light cameras, and it is usually designed for a certain task. In
order to solve the human abnormal behavior detection problem in general situation,
this paper proposes a detection algorithm based on skeleton information entropy, by
using the information from RGBD videos. In this paper, we assume that abnormal
behavior is disordered. To sample the accurate features of human, we use RGBD
cameras to get the skeleton information. Then, we analyze the information entropy
of the angles of the skeleton, and find that the values of the information entropy are
significantly higher in abnormal videos than in normal videos. The methods are
tested in our database taken by Kinect in our lab and we present superior results
whose recall is 92 % and precision is 95.83 %, and accuracy is 94 %.

Keywords Human abnormal behavior detection ⋅ RGBD video ⋅ Information
entropy

1 Introduction

Security problems receive growing attention in recent years, especially in China.
Video cameras could help people watch and record important information. But the
growing data of video need more and more people to monitor. An auto-abnormal
human behaviors detection system is in need to help security guard work efficiently.

The media lab in MIT has developed a human tracking and behaviors recog-
nition system named Pfinder [1]. And IBM has developed an intelligent monitoring
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system especially for airport security. And several Chinese companies like HKvi-
sion and Dahua have developed some product for specific security application.

Kinect is a new and widely available commodity sensor platform that incorpo-
rates a structured light based depth sensor. Using an on-board ASIC a 11-bit
640 × 480 depth map is generated at 30 Hz. And the quality of this depth map is
generally remarkable given the cost of the device. Some start-up companies like
DeepGlint are taking the advantage of the depth sensor to make security monitoring
accurate and stable [2].

In data mining, anomaly detection is the identification of items, events or
observations which do not conform to an expected pattern or other items in a data
set [3]. Anomalies are also referred to as outliers, novelties, noise, deviations and
exceptions [4].

Three broad categories of anomaly detection techniques exist. Unsupervised
anomaly detection techniques detect anomalies in an unlabeled test data set under
the assumption that the majority of the instances in the data set are normal by
looking for instances that seem to fit least to the remainder of the data set.
Supervised anomaly detection techniques require a data set that has been labeled as
“normal” and “abnormal” and involves training a classifier. Semi-supervised
anomaly detection techniques construct a model representing normal behavior from
a given normal training data set, and then testing the likelihood of a test instance to
be generated by the learnt model [5, 6].

In this paper, we assume that abnormal behavior is disordered [7]. We use
RGBD cameras to get the skeleton information to sample the accurate features of
human. Then, we analyze the information entropy of the angles of the skeleton, and
train the classifier.

2 Human Detection and Skeleton Extraction
in RGBD Video

2.1 The Skeleton Tracking Using NITE Middle
Ware and Kinect

Skeletal Tracking allows Kinect to recognize people and follow their actions. Using
the infrared (IR) camera and, Kinect can get the depth information. Depth acqui-
sition is enabled by “light coding” technology. The process codes the scene with
near-IR light, light that returns distorted depending upon where things are. The
solution then uses a standard off-the-shelf CMOS image sensor to read the coded
light back from the scene using various algorithms to triangulate and extract the 3D
data. Finally, we can get RGBD data from Kinect.

Skeletal tracking is based on the RGBD data by machine learning (ML). First,
depth image is used to identify whether each pixel belongs to the user, in order to
segment the contour profile of human body and remove the back ground. Second,
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different part of human body is classified from the contour profile. Finally, 20 joints
are located from the human parts. The algorithm above is integrated in the middle
ware named NITE. After we connect Kinect into computer and set up the NITE
middle ware, we can recognize up to 15 users in details in the field of view of the
sensor with frame rate of 30 fps. The application can locate the joints of the tracked
users in space and track their movements over time.

As shown in Fig. 1, using Kinect and NITE middle ware, we can track human
skeleton C based on RGB image A and depth image B. Specifically, in the depth
image, the pixels’ color close to blue means that they are close to the camera. On the
contrary, the pixels’ color close to red means that they are away from the camera.

(a) (b)

(c)

Fig. 1 The skeleton tracking using NITE middle ware and Kinect
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2.2 The Feature Extraction of Joint Angles

To sample features in an efficient way, we can extract the joint angles as features,
which is invariant in transition and rotation. In this way, the human pose in each
frame can be represented by a vector A of angles as follows:

A= ða1, a2, a3, . . . , anÞ ð2:1Þ

where n denotes the number of joint angles, and a denotes the value of joint angles.
On this basis, the behavior of a person in the video can be represented by a matrix
B of angles as below:

B= ðA1,A2,A3, . . . ,AmÞT ð2:2Þ

where m denotes the number of frames in the video.
The study finds that 15 joints have significant relation with human pose, which

are denoted by letters from A to O as shown in Fig. 2.
And the corresponding relation of different letters and body joins is shown in

Table 1.

C

BD

E

F

G

H

I

A

J

K
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M

N

O

Fig. 2 Fifteen body joints
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As shown in Table 2, 25 joint angles which have significant relation with human
pose are extracted from the 15 joints.

In Table 2, angles from 1 to 4 and from 16 to 25 are angles between vectors.
And angles from 5 to 13 are angles between vector and axis Y. Besides, angles 14
and 15 are angles between vector and axis X. The coordinate system is based on
Kinect as its original point. And the axis X points to the left side of Kinect. And the
axis Y points to the top of Kinect. And the axis Z points to the users in the view of
Kinect. To simplify the model, all the angles are 2 dimensional in the image plane.

3 Abnormal Detection Based on Information Entropy

3.1 The Concept of Information Entropy

In information theory, entropy is the expected value of the information contained in
each message received. It is a measure of unpredictability of information. In dis-
crete system, the entropy H of a discrete random variable X with possible values
{x1, …, xn} and probability mass function P(X) can explicitly be written as:

HðXÞ= ∑
n

i=1
PðxiÞIðxiÞ= − ∑

n

i=1
PðxiÞlogbPðxiÞ ð3:1Þ

Table 1 Name of fifteen body joints

ID Name ID Name ID Name

A Torso F Right hand K Right knee
B Neck G Left shoulder L Right feet
C Head H Left elbow M Left hip
D Right shoulder I Left hand N Left knee
E Right elbow J Right hip O Left feet

Table 2 Name of 25 joint angles

ID Description ID Description ID Description

1 (ED, EF) 10 (IH, axis + Y) 19 (MN, MA)
2 (HG, HI) 11 (LK, axis + Y) 20 (DB, DE)
3 (KJ, KL) 12 (ON, axis + Y) 21 (GB, GH)
4 (NM, NO) 13 (BC, axis + Y) 22 (AN, AK)
5 (ED, axis + Y) 14 (DG, axis + X) 23 (AO, AL)
6 (HG, axis + Y) 15 (JM, axis + X) 24 (JD, JK)
7 (KJ, axis + Y) 16 (DC, DE) 25 (MG, MN)
8 (NM, axis + Y) 17 (GC, GH)
9 (FE, axis + Y) 18 (JK, JA)

Human Abnormal Behavior Detection Based on RGBD Video’s … 719



Here I is the information content of X. I(X) is itself a random variable. And b is
the base of the logarithm used. Common values of b are 2, Euler’s number e, and
10, and the unit of entropy is shannon for b = 2, nat for b = e, and hartley for
b = 10. When b = 2, the units of entropy are also commonly referred to as bits.

Information entropy is one of several ways to measure diversity. Entropy is
defined in the context of a probabilistic model. Independent fair coin flips have
entropy of 1 bit per flip. A source that always generates a long string of B’s has
entropy of 0, since the next character will always be a ‘B’. The example shows that
the bigger the entropy is the more disordered the system.

3.2 The Abnormal Detection Algorithm Based
on Information Entropy

Most abnormal behaviors like fight, robbery and chaos have a common feature that
they are disordered. On the contrary, normal behaviors like walk and greeting are
less disordered than abnormal behaviors. So to calculate the information entropy of
skeleton can be a good method to distinguish abnormal behaviors.

18 clips of videos which have 300 frames per clip are taken in our lab using
Kinect. Half of them are abnormal and the other half of them are normal. After we
get the skeleton information using NITE, we discretely sample the joint angles in
the interval of 5°. Then, each joint angle’s information entropy in each video is
calculated. When more than one person shows up in one clip, we will choose the
highest entropy of each joint. Finally, we get the mean information entropy of all
the joint angles in each video. The results are shown in Fig. 3. The symbols of plus
denote the values of entropy of abnormal videos, and the symbols of circle denote
the values of entropy of normal videos. The results show that the abnormal
behaviors have higher value if entropy than the normal ones, and that using a

1 2 3 4 5 6 7 8 9
1.5

2

2.5

3

3.5

4

4.5

In
fo

rm
at

io
n 

E
nt

ro
py

Video Clips

Threshold

Abnormal Behaviors
Normal Behaviors

Fig. 3 The information
entropy of different video
clips of different type
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threshold of entropy H = 3.4 can distinguish abnormal behavior well. Further
studies have been done, and we find that the change of discrete interval and frames
only impact the threshold but have no influence on the relative value of entropy. So
when we keep the discrete interval as 5°, and the total frames as 300, the threshold
of entropy H = 3.4 will still work.

4 Experimental Evaluation

4.1 Data Set

Because there is no common data set of abnormal behaviors in RGBD video, we
have to make it ourselves. 100 clips of videos which have 300 frames (10 s) per clip
are taken in our lab using Kinect. 50 of them are abnormal and the other 50 of them
are normal. The number of person shown in the same video is from 1 to 4. And
abnormal behaviors include fight, robbery and chaos. And normal behaviors
include walk, hug and greeting.

Kinect is connected to MATLAB and all the sampling and calculating scripts run
in MATLAB. Besides, Open Natural Interaction (OpenNI), an open source software
project focused on certifying and improving interoperability of natural user inter-
faces and organic user interfaces for Natural Interaction (NI) devices, are set up to
connect Kinect to computer. And the NITE middle ware is also set up to enable
skeleton tracking. The software environment makes kinect able to track up to 15
users at the same time.

The typical frames of video data set are shown in Fig. 4. The pictures A and B
on the top show abnormal behaviors like fight and robbery, and the pictures C and
D on the bottom show normal behaviors like greeting and walking.

4.2 Results

The results are shown in Table 3. True Positive (TP) means that our classifier
classifies the abnormal ones as abnormal ones. And False Positive (FP) means that
our classifier classifies the normal ones as abnormal ones. And True Negative
(TN) means that our classifier classifies the true normal ones as normal ones. And
False Negative (FN) means that our classifier classifies the abnormal ones as normal
ones.

For different threshold, we find that if we reduce the threshold, the recall rate will
rise. In abnormal behavior detection, the recall is more important than precision or
accuracy. So threshold T = 3.0 performs better than T = 3.4.

Human Abnormal Behavior Detection Based on RGBD Video’s … 721



5 Conclusion

The availability of commodity depth sensors such as Kinect and Xtion has the
potential to revolutionize the field of security and monitoring. In this work we have
taken a step towards bringing the ability to detect human abnormal behaviors which
are disordered in general. The key concept in our abnormal behaviors detection
algorithm is that the information entropy of skeleton angles in the video clips can
distinguish abnormal behaviors with an excellent performance.

(a) (b)

(c) (d)

Fig. 4 The abnormal behavior and normal behavior RGBD video data set

Table 3 Results of test data set

Threshold TP FP TN FN Precision (%) Recall (%) Accuracy (%)

T = 3.4 46 2 48 4 95.83 92 94
T = 3.0 50 7 43 0 87.72 100 93
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There are several ways in which the algorithm could be extended. First, the data
set is still small. And a bigger data set can make the algorithm more reliable.
Second, the algorithm needs the NITE middle ware and OpenNI environment, so
that it can only run on personal computer. More work remains to be done to make it
run in real-time embedded systems such as DSP or FPGA.

The final interesting direction is to perform abnormal human behaviors detection
in common area and in real time.
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Image Restoration Using the Alternation
Direction Method Based on the Gradient
Cepstrum Analysis PSF Estimation
Strategy

Mingzhu Shi

Abstract Image restoration is a highly ill-posed problem and usually be regular-
ized by alternating estimating point spread function (PSF) and recovering blur
image, which lead to high complexity and low efficiency. In this paper, we propose
an efficient PSF estimation algorithm based on gradient cepstrum analysis (GCA).
Then, to verify the accuracy of the strategy, estimated PSFs are used to image
deconvolution step, which exploits a novel total variation model coupling with a
gradient fidelity term. We also adopt an alternating direction method (ADM) nu-
merical algorithm with rapid convergence and high robustness to optimize the
energy function. Experimental results show that our scheme can estimate PSF
rapidly and produce comparable results without involving long time consuming.

Keywords Point spread function (PSF) ⋅ Gradient cepstrum analysis ⋅ Total
variation (TV) ⋅ Image restoration

1 Introduction

Image restoration has long been a fundamental research problem in many science
and engineering areas. Assuming that the imaging system is linear space-invariant,
the image degraded process can be modeled as convolution of a latent image with a
blur kernel. The progress is described as

gðx, yÞ= f ðx, yÞ⊗ hðx, yÞ+ nðx, yÞ ð1Þ

where ðx, yÞ denotes the pixel coordinate in spatial domain. gðx, yÞ, f ðx, yÞ and
nðx, yÞ represent the observed blur image, the latent image, and the additive noise,
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respectively. ⊗ denotes the convolution operator, and hðx, yÞ is the blur kernel,
which often be described as a point spread function (PSF).

Recent state-of-the-art PSF estimation algorithms tend to deploy effective priors
about the statistics of natural images for single image deblurring. Fergus [1] use a
zero-mean mixture-of-Gaussian model for natural image gradients distribution
Krishan [2] models the heavy-tailed distribution by hyper-Laplacian priors and
adopts an alternating minimization scheme, which is fast optimized by a lookup
table (LUT) algorithm. Levin et al. [3] also propose an efficient marginal likelihood
optimization method based on the maximum a posteriori (MAP). Yet it involves a
challenging marginalization over latent images and computational complexity.
Although above algorithms obtain good results, they are often time consuming. In
this paper, we propose a novel efficient gradient cepstrum analysis (GCA) strategy
into the single blurred image for PSF estimation.

The rest of this paper is organized as follows. In Sect. 2, we make a description
of the proposed GCA strategy. Section 3 describes our novel TV-based image
restoration model and the ADM numerical algorithm. Experimental results are
shown in Sect. 4. Finally, a conclusion is made in Sect. 5.

2 PSF Estimation by Gradient Cepstrum Analysis
Strategy

In this section, we focus on the PSF estimation process and the details are described
in the following subsections.

2.1 PSF Estimated from the Blurred Image Gradient
Cepstrum

The linear space-invariant degrade process is described as Eq. (1). In the case of
ignoring the additive noise, it is formulated in frequency domain as

Gðu, vÞ=Fðu, vÞHðu, vÞ ð2Þ

where ðu, vÞ represents the index in frequency domain, Gðu, vÞ, Fðu, vÞ and Hðu, vÞ
denote the discrete Fourier transform of the blurred image, PSF, and latent image,
respectively. In image restoration technology, cepstrum of the image gðx, yÞ is
defined as

Cgðp, qÞ=FFT − 1 log ðGðu, vÞj jj j½ � ð3Þ
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where ðp, qÞ and Cgðp, qÞ indicate the index in cepstrum domain and the cepstrum
of image gðx, yÞ, respectively. FFT − 1 denotes the inverse Fourier transform. In
practical applications, to avoid the ill-posed problem caused by Gðu, vÞj j=0,
Cgðp, qÞ is often defined as

Cgðp, qÞ=FFT − 1 log 1+ ðGðu, vÞj j½ �f g ð4Þ

The cepstrum of degrade progress is described as

Cgðp, qÞ=Cf ðp, qÞ+Chðp, qÞ ð5Þ

where Cf ðp, qÞ and Chðp, qÞ represent the cepstrum of the latent image and the PSF.
Obviously, the convolution in spatial domain is translated into the additive form,
which is easy to separate the information of the PSF.

Considering that the laplace operator is isotropic and rotation invariant, we
choose it as a gradient operator. It can reflect second-order differential properties of
the image, thus extracting points, lines, and boundaries for the image. It is also
known as a boundary extraction operator and defined ∇2 = ∂

2
∂̸x2 + ∂

2
∂̸y2. There is

∇2gðx, yÞ=∇2f ðx, yÞ⊗ hðx, yÞ. We get C∇2g =C∇2f +Ch. In this paper, C∇2f is
proved to be approximate to a delta function in the following experiment, then

C∇2g≈Ch ð6Þ

It means that we can estimate the PSF by analyzing the cepstrum of the gradient
of the blur image, just as the above-mentioned strategy, gradient cepstrum analysis
(GCA).

2.2 Phase Retrieval

The PR [4, 5] technique is adopted here to derive the phase of the PSF. It recovers
the phase just from the magnitude of a signal’s Fourier transform, which is the
iterative Fourier transform algorithm. The iterative process includes three con-
straints, i.e., positivity, compact support, and module constraints. To be exact,
positivity and compact support constraints are spatial domain constraints and the
module belongs to the frequency domain constraints. The flow chart for the algo-
rithm is shown in Fig. 1.

In general case, iterative Fourier transforms for the image PR technique will take
a long computing time, but in this paper, the PSF size is much smaller than that of
the image and constrained by the module and the compact support. Therefore, the
weakness of long time consuming is not exposed in our PSF estimation.
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3 Proposed Model and Numerical Algorithm

In this section, we propose a total variation regularized model coupling with an
image gradient fidelity term to evaluate the accuracy of our PSF estimation strategy
and an alternating direction method (ADM) [6] with rapid and stable convergence is
used to optimize the energy function.

3.1 The Proposed Model

Total variation image restoration has advantage of suppressing ringing effects and
preserving sharp edges. However, it still has a potential shortcoming that does not
meet the morphological principle of image processing, which is often referred to the
staircase effect in the recovered image [7, 8]. In order to use the unique advantage
of TV regularization and avoid its disadvantage,we propose a novel TV-based
regularized model coupling with a gradient fidelity term to recover the latent image
from the single blurred image.

The model is defined as

minΦregðf Þ+ βΦfidðf , gÞ+ γΦfidð∇f ,∇gÞ ð7Þ

whereΦregðf Þ regularizes the solution by TV norm, and TVðf Þ= ∑i Difk k, i indexes
pixels in the image. D is the first-order finite difference operator Dx = 1, − 1½ �,Dy

= 1, − 1½ �T .Φfidðf , gÞ called the energy fidelity term is to measure the violation of the
relation between f and the observation g. It is constrained by the noise and based on
the assumption that noise random variables for all pixels are independent and iden-
tically distribute and each of them follows a Gaussian distribution. We define
Φfidðf , gÞ= f ⊗ h− gk k2 ̸2.Φfidð∇f ,∇gÞ is the gradient fidelity term that constraints
the gradient of the recovered image to be similar with the gradient of the latent image.
It plays an important part in maintaining image smoothing and suppressing the

Initialize:

[ ]FFT ( , )( , )= ( , ) kj u v
k kH u v H u v e ϕ

Frequency constraint

( , )'
0( , )= ( , ) kj u v

kH u v H u v e ϕ' ( , )kh p q

Spatial constraint

0 ( , )=0u vϕ

+1( , )kh p q

1[ ]FFT −

Fig. 1 Flow chart of the
iterative Fourier transform
algorithm
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staircase effect. And then, we get Φfidð∇f ,∇gÞ= ∇f −∇gk k2 2̸. β and γ are con-
straint coefficients chosen as constants. Then, we obtain the energy function

Eðf Þ= ∑i Difk k+ β

2
f ⊗ h− gk k2 + γ

2
∇f −∇gk k2

� �
ð8Þ

3.2 Numerical Algorithm

In this paper, we use the ADM to optimize the energy function and realize fast
image deconvolution with the purpose of not covering the fast advantage of our
PSF estimation strategy.

We introduce an auxiliary variable w= ðw1,w2ÞT , where w1 =Dxf , w2 =Dyf and
the iterative parameter λ. Let ∇f ≈Dif and the augmented Lagrangian function of
the Eq. (8) is expressed as

LAðf ,w, λÞ= ∑i wik k− λTi ðwi −Dif Þ+ α

2
wi −Difk k2

h
+

γ

2
wi − ð∇gÞi

�� ��2i

+
β

2
f ⊗ h− gk k2

ð9Þ

We fix f k , λk and optimize w. Equation (9) is transformed to minimizing

LAðf k,w, λkÞ= wik k+ α

2
wi − ðDif k +

1
α
ðλkÞiÞ

����
����
2

+
γ

2
wi −∇gk k2. ð10Þ

By solving its Euler-Lagrange equation, we obtain the solution that is given
explicitly by the two-dimensional shrinkage [9]

wk+1
i = shrink Dif k +

1
α
ðλkÞi +

γ

α
ð∇gÞi,

1 + γ

α

� �
ð11Þ

Then, fix λk , wk+1 and optimize f . Equation (11) is transformed to minimizing

LAðf ,wk+1, λkÞ= ∑i ðλTi Dif +
α

2
wi −Difk k2Þ+ β

2
f ⊗ h− gk k2 ð12Þ

The minimization of Eq. (12) with respect to f is a least squares problem and its
corresponding normal equation is

ðDTD+
β

α
hThÞf =DTðwk+1 −

1
α
λkÞ+ β

α
hTg ð13Þ
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The ADM numerical algorithm can be described as follows.

(i) Initialization: f = g, λ= λ0, α>0, β>0, γ >0;
(ii) Iteration:

• Compute wk+1 for given ðf k, λkÞ .
• Compute wk+1 via Eq. (13).
• Update λk+1 via λk+1 = λk − αðwk+1 −Df k+1Þ.

(iii) Repeat (ii) and stop until f k+1 − f k
�� �� m̸ax f k

�� ��, 1� �
≤ tol. Here tol is set to

10−3.

4 Experimental Results

In order to evaluate the performance of our scheme, we carry out a series experi-
ments and compare with some state-of-the-art algorithms. First, we carry out the
experiment on the synthetic blurred image from [3] and their corresponding PSFs.
The size of the tested kernel is 27 × 27 and results are shown in Fig. 2. Figure 2a
and b are the cepstrum of the PSF itself and the cepstrum of the gradient of blur
image. Figure 2c is the real PSF and Fig. 2d is the estimated PSF by our scheme. It
can be seen that our estimated PSF is extremely similar to the true PSF.

It should be noted that original result might be a mirrored or shifted version of
the true PSF, because all of them have the same cepstrum function. However, it is
easy to validate and correct since wrong PSFs give very different deblurred result.
Experimental results on other tested PSFs are shown in
We take the estimated PSFs to image deconvolution and adopt signal to noise
(SNR) of restored images to evaluate the accuracy of our proposed PSF estimated
method, as shown in the bottom-right of images in Fig. 3. Figure 3a is a clear image
and degraded by convolving with the mentioned 13 × 13 PSF shown in the
bottom-right in Fig. 3b. Figure 3c and d are results by Fergus and Levin’s methods,
respectively. Figure 3e provides the result by Hu’s method that using gradient

Fig. 2 The GAC of the blur image. a The cepstrum of the PSF itself. b The cepstrum of the
gradient of blur image. c The true PSF. d Our estimated PSF
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domain correlation based on a patch-based image degradation model. Figure 3f
shows our result. Compared with other three state-of-art algorithms, it is evident
that our scheme can also get the ideal restoration in visual although the SNR is
slightly lower.

We also test other PSFs and SNRs between original images and recovered
images using different estimated PSFs and computation time are listed in Table 1.
As can be seen from the result data, our scheme can not only obtain a good recovery
result, but also shortens the compute time remarkably.

(a) (b) (c)

(d) (e) (f)

Fig. 3 Estimated PSFs and corresponding restored images by different algorithms. a The clear
image. b Blurred image and the degrade PSF (SNR = 10.47). c Ref [1] (SNR = 15.76). d Ref. [3]
(SNR = 18.90) e Ref. [4] (SNR = 16.04) f Our result (SNR = 17.58)

Table 1 Processing time using different algorithms for PSFs in each size

PSF size Time (s) Time (s)
Ref. [1] Ref. [3] Ref. [4] PSF

estimation
Image
restoration

Total

13 × 13 30.52 127.80 6.32 1.45 2.57 4.02
17 × 17 33.93 138.57 7.69 1.57 3.76 5.33
21 × 21 44.03 146.95 8.73 1.69 4.41 6.10
23 × 23 53.47 154.20 8.91 1.78 4.45 6.23
27 × 27 56.20 155.79 9.48 1.89 5.38 7.27
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5 Conclusions

In this paper, an efficient PSF estimated strategy has been proposed based on image
gradient cepstrum analysis. PSF power information is obtained from cepstrum
properties of the blur image gradient and its phase information is retrieved by PR
technique. To verify the accuracy of the strategy, the estimated PSF is used for
recovering image with a novel total variation image restoration model that is
coupling with a gradient fidelity term. An alternating direction method
(ADM) numerical algorithm with rapid convergence and high robustness is adopted
to optimize the energy function. Both synthetic and real blur experiments show that
our scheme can rapidly produce comparable results with some state-of-the-art
algorithms and greatly shorten the computing time.

Acknowledgments We thank the reviewer for helping us to improve this paper. This work is
supported by National Science Foundation of China (Grant No.61501328) and Doctoral Found of
Tianjin Normal University (Grant No.52XB1406).
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Image Denoising via Modified
Multiple-Step Local Wiener Filter
and Quaternion Wavelet Transform

Xiaobo Zhang

Abstract This paper proposes an image denoising algorithm via the modified
multiple-step local Wiener filter in the quaternion wavelet transform domain. The
multiple-step local Wiener filter has shown good performance on removing the
Gaussian white noise. The quaternion wavelet transform (QWT) can provide a
richer scale-space analysis when compared with wavelet transform or complex
wavelet transform, and which is an efficient multiscale geometric analysis method.
So the combination between them can remove noise more effectively and effi-
ciently. Experimental results verify that the proposed method improves the
denoising performance significantly and is very efficient in computation time.

Keywords Image denoising ⋅ Multiple-step local Wiener filter ⋅ Quaternion
wavelet transform (QWT)

1 Introduction

Image quality is often degraded by noise since the imperfection of image acqui-
sition and transmission channels. So the denoising became an essential step in
image analysis. The aim of image denoising algorithms is to reconstruct the original
image from its noisy observation as accurately as possible when reducing the noise
level. Over the past several decades, many denoising techniques have been
developed. Transform domain methods by using wavelets do well in removing the
noise of images. Due to the sparsity of wavelet coefficients, noise is uniformly
spread throughout the coefficients in the wavelet domain, while image information
is mainly concentrated on the few largest ones. So, noise can be effectively removed
by using different coefficient shrinkage methods, including BayesShrink [1],
ProbShrink [2], BiShrink [3] and SUREShrink [4] and so on.
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Although wavelet transform has been widely used in the design of image
denoising, wavelets are only very efficient in dealing with point singularities. So,
many new wavelets are proposed and used in image processing. They include
contourlets, ridgelets, curvelets, shearlets, etc. However, these developed wavelets
are a little expensive in computational time. The quaternion wavelet transform
(QWT) proposed by Corrochano [5, 6] is an effective multiscale analysis tool in the
process of image processing. It is designed by employing the advantages of discrete
wavelet transform (DWT) and dual-tree complex wavelet transform (DT-CWT) [7].
So, the QWT attracted researcher’s attention.

Recently, in [8], Shan et al. proposed a new image denoising algorithm via
bivariate shrinkage based on QWT (QWT-Bishrink). Although this method is very
simple, it did not produce the impressive denoised results. At this time, we noted
that the diffusion scheme has been introduced into wavelet domain for image
denoising unlike traditional wavelet shrinkage strategy. The iterative scheme based
on diffusion has show good ability of removing noise.

So, in this paper, we also proposed an image denoising algorithm. It operates in
the QWT domain. The multiple-step local Wiener filter [9] is modified to shrinkage
the noisy coefficients. We also compare the proposed method with other related
image denoising methods. In view of the combination between QWT and
multiple-step local Wiener filter, our research is original.

The paper is organized as follows: Sect. 2 presents the proposed method.
The QWT, modified multiple-step local Wiener filter and the algorithm structure are
shown in turn. Section 3 provides the numerical simulation results. The good
performance of the proposed method is demonstrated. Finally, Sect. 4 concludes the
paper.

2 The Proposed Method

In this section, the denoising of an image corrupted by white additive independent
white Gaussian noise with zero mean and variance σ2 will be considered. Now, we
describe the proposed algorithm in detail.

2.1 QWT

The QWT was invented in [5, 6] and is an extension of real wavelet transform and
complex wavelet transform. It has one magnitude and three phase angles. Two
phases represent local image shifts, and the third phase captures the image texture
information.

Suppose ϕðx, yÞ is a real separable scaling function, and ψDðx, yÞ, ψVðx, yÞ and
ψHðx, yÞ are mother wavelets, respectively. The 2D QWT is written in terms of
separable products as follows:
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ϕðx, yÞ=ϕhðxÞϕhðyÞ+ IϕgðxÞϕhðyÞ+ JϕhðxÞϕgðyÞ+KϕgðxÞϕgðyÞ
ψDðx, yÞ=ψhðxÞψhðyÞ+ IψgðxÞψhðyÞ+ JψhðxÞψgðyÞ+KψgðxÞψgðyÞ
ψV ðx, yÞ=ϕhðxÞψhðyÞ+ IϕgðxÞψhðyÞ+ JϕhðxÞψgðyÞ+KϕgðxÞψgðyÞ
ψHðx, yÞ=ψhðxÞϕhðyÞ+ IψgðxÞϕhðyÞ+ JψhðxÞϕgðyÞ+KψgðxÞϕgðyÞ

8
>>>><

>>>>:

ð1Þ

In above, ϕgðxÞ = HϕhðyÞ and ψgðxÞ = HψhðyÞ (H represents Hilbert Trans-
form). The I, J, and K obey the following rule: I2 = J2 =K2 = − 1, IJ = − JI =K,
IK = −KI = J and JK = −KJ = I.

The QWT can be implemented with separable filter banks and is carried out by
using a dual-tree algorithm with linear computational complexity [9]. Compared to
wavelet transform, QWT is shift invariance and has good directional selectivity.
Compared to complex wavelet transform, QWT has abundant phases capturing the
geometric structure of the nature images.

2.2 Modified Multiple-Step Local Wiener Filter

Since the QWT is linear transform, the problem can be formulated as:

υði, jÞ = sði, jÞ + nði, jÞ ð2Þ

where υði, jÞ is the noisy quaternion wavelet coefficient, sði, jÞ is the true coeffi-
cient, and nði, jÞ is the noise which is Gaussian distribution with zero mean and
variance σ ̂2 which is estimated by using Monte–Carlo technique and independent of
sði, jÞ.

In [9], the multiple-step local Wiener filter scheme is formulated by multiple
successive steps, and the output for one step is used as the input for next step.

Let D is QWT, D− 1 inverse QWT, wμ local Wiener filter used in every high
frequency subband at the μth step, I0 original noisy image, and Iλ the estimate of
noise-free image.

Iλ = D− 1ðwλ⋯wμ⋯w2w1ðDI0ÞÞ, ðμ = 1, 2, . . . , λÞ ð3Þ

In above, DI0 = υ.
Let sμ and σ

2
μ represent the signal to be restored and noise variance at the μth step

Wiener filter, respectively. So, at the μth step, the form of the optimal Wiener filter
is as follows:

wμði, jÞ =
Efs2μði, jÞg

Efs2μði, jÞg+ σ2μ
ð4Þ
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The Efs2μði, jÞg must be estimated since it is unknown. Because of the inde-
pendence of the signal and the noise, and let υ0 = υ, we can write

Efs2μði, jÞg = Efυ2μ− 1ði, jÞg− σ2μ ð5Þ

In Eq. (5), the expected value Efυ2μ− 1ði, jÞg needs to be estimated. We assume
that these estimates are computed by averaging the squared values of υμ− 1ði, jÞ in a
window centered at ði, jÞ, according to the formula:

qμði, jÞ = 1
M

∑
R

k= −R
∑
R

l= −R
υ2μ− 1ði− k, j− lÞ,M = ð2R+1Þ2 ð6Þ

After approximation of the expected value Efυ2μ− 1ði, jÞg by a sample’s mean,
Efυ2μ− 1ði, jÞg ≈ qμði, jÞ, the expected value Efs2μði, jÞg can be re-expressed as

Efs2μði, jÞg≈ qμði, jÞ− σ2μ ð7Þ

Inserting Eq. (7) into Eq. (4), the Wiener filter is turned into

wμði, jÞ=
maxðqμði, jÞ− σ2μ, 0Þ

maxðqμði, jÞ− σ2μ, 0Þ+ σ2μ
ð8Þ

The estimated value υμ of the restored coefficient sμ at the μth step is then
computed from the relation:

υμ =wμυμ− 1 ð9Þ

The multiple-step local Wiener filter is presented by taking noise variance σ2μ as

ð1 λ̸Þσ2̂. It has been successfully implemented in DT-CWT domain. To effectively
use the multiple-step local Wiener filter, we modify noise variance σ2μ of every

wiener filter as ðη λ̸Þσ2̂. The η control the denoising amount of each step Wiener
filter. The modified multiple-step local Wiener filter is turned into original
multiple-step local Wiener filter in [9] when η = 1.

2.3 Algorithm Structure

We summarize the algorithm as follows:

(1) Perform QWT on the original noisy image.
(2) Modify the QWT coefficients by using modified multiple-step local Wiener

filter.
(3) The noise-free image is finally estimated by computing the inverse QWT.

736 X. Zhang



3 Experimental Results

In this section, the performance of the proposed algorithm will be demonstrated.
Since the SURE-LET method armed with Stein’s unbiased risk (SURE) and linear
expansion of thresholds (LET) is very efficient. Furthermore, in term of [4], the
SURE-LET method outperforms some state-of-the-art wavelet-based denoising
methods, such as BayesShrink, ProbShrink, BiShrink, etc. For this, in this paper,
we focus on the comparison between the proposed method and SURE-LET method.

For the proposed method, the QWT with five-level decomposition is used. The
local window sizes are 5 × 5, 3 × 3, 1 × 1, 1 × 1, and 1 × 1 from the finest
scale to the coarsest scale. The η and λ is taken to 1.05 and 2, respectively. As for
the SURE-LET approach, the parameters have been set according to the values
given in [4]. The corresponding Matlab code is provided on author’s websites.

Table 1 presents the PSNR comparison of the SURE-LET approach and pro-
posed method. Under all cases, the proposed method obtains higher PSNRs.
Figure 1 presents the visual comparison of the SURE-LET approach and proposed
method. The noisy Barbara image with σ = 10 was processed with two methods. We
can see that the proposed method better preserve the image features, such as edges
and details, and so on when removing noises well. Table 2 presents the comparison
of the running time between two methods. Compared to the SURE-LET approach,
the proposed method can save more time. In a word, the proposed method is more
efficient and effective when dealing with noisy images.

In addition, QWT-Bishrink method based on QWT and bivariate shrinkage is
also used to compare since this simple and effective method is carried out in QWT
domain. But, we only present the reported PSNRs results since we have no source
code. From Table 3, it is obvious that the proposed method is superior to
QWT-Bishrink.

Table 1 Comparison of SURE-LET approach and proposed method in term of PSNR (dB)

σ 5 10 15 20 5 10 15 20

Method Peppers House
SURE-LET 37.17 33.18 30.91 29.33 37.88 34.29 32.32 30.93
Proposed 37.38 33.52 31.29 29.70 38.46 34.62 32.54 31.08
Method Al Bridge
SURE-LET 38.43 34.90 32.97 31.64 35.06 30.22 27.84 26.36
Proposed 38.83 35.30 33.35 31.95 35.20 30.44 28.02 26.48
Method Barbara Boat
SURE-LET 36.71 32.18 29.66 27.98 36.70 32.90 30.85 29.47
Proposed 37.41 33.35 31.03 29.41 36.94 33.26 31.28 29.88
Method Cowd Goldhill
SURE-LET 34.86 29.77 27.11 25.38 36.53 32.69 30.76 29.52
Proposed 34.93 29.93 27.33 25.62 36.81 33.04 31.07 29.76
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Fig. 1 Comparison of the restoration results from SURE-LET and proposed method. Zoom into
file three times for a better view. a original Barbara (512 × 512) image. b noisy image (σ =10).
c−d shows restored Barbara images using QWT-Bishrink and proposed, respectively

Table 2 Computational burdens (second) for SURE-LET and proposed method

Method SURE-LET Proposed

Unite of time 0.64 (256 × 256) 0.21 (256 × 256)
1.42 (512 × 512) 1.25 (512 × 512)

Table 3 Comparison of QWT-Bishrink and proposed method in term of PSNR (dB)

σ 10 15 20 10 15 20 10 15 20

Method Lena Barbara Boat
QWT-Bishrink 29.82 29.89 29.93 29.02 28.11 27.48 28.03 26.23 24.14
Proposed 35.03 33.12 31.72 33.35 31.03 29.41 33.26 31.28 29.88
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4 Conclusion

In this paper, an efficient image denoising algorithm is proposed. It is based on an
integration of the multiple-step local Wiener filter and QWT. This method can be
considered as extension and supplementary of diffusion-based Wiener filter. The
effectiveness of multiple-step local Wiener filter is further embodied.
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Adaptive Multiscale Block Compressed
Sensing with Texture Information
and Orientation Estimation

Donghong Gao, Haixia Wu and Wei Gao

Abstract The multiscale block compressed sensing algorithm gives an unreason-

able resource distribution. This is because it deploys the same subrate within each

decomposition level of a wavelet transform of an image. A novel adaptive sam-

pling method applying the prior information is proposed to ameliorate the algorithm

performance. Taking the importance differences of the wavelet coefficients of each

decomposition level into account, texture information and directionality obtained

by low frequency coefficients are combined. They are used to deploy the subrate

adaptively into each image block of each subband of each level, realizing adaptive

multiscale block compressed sensing. Experimental results reveal that, at each total

subrate, the proposed algorithm significantly improves both the reconstruction qual-

ity and the visual effect with the maximum PSNR gain up to 1.38 dB.

Keywords Multiscale block compressed sensing ⋅ Wavelet transform ⋅ Image

entropy ⋅ Orientation estimation ⋅ Adaptive sampling

1 Introduction

Compressed sensing (CS) theory shows that, if a signal which has a sparse repre-

sentation in some orthonormal basis or tight frame, sampled at a rate significantly

below the Nyquist rate, it can be reconstructed from several linear projections with a

high probability [1]. This process achieves the purpose of simultaneous sampling and

compressing. Currently, CS has already had a notable impact on several applications

such as medical imaging, optics, pattern recognition, image compressing and super
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resolution [2–5]. One of the primary challenges for CS is the large computational

cost in both sampling and reconstruction. The block CS with smoothed projected

Landweber reconstruction (BCS-SPL) [6] significantly reduced the computational

burden and the memory space, but at the cost of the reduced quality of image recon-

struction. Flower et al. proposed another algorithm which named multiscale block

compressed sensing with smoothed projected Landweber reconstruction (MS-BCS-

SPL) [7]. This algorithm deploys block-based compressed sensing sampling within

each subband of each decomposition level of a wavelet transform according to their

different importance in different decomposition level and achieves good results.

In essence, not only the coefficient blocks between each level have different impor-

tance but the blocks within each level have because of the difference of their amount

of information contained. It is worth mentioning that in MS-BCS-SPL, the low

frequency coefficients of wavelet decomposition are completely ignored. However,

the low frequency coefficients contain much useful prior image information. Under

the framework of MS-BCS-SPL, we propose a texture-orientation-based adaptive

sampling method using the prior information to ameliorate the reconstruction qual-

ity. The resulting technique, texture-orientation-based multiscale block compressed

sensing (TO-BCS-SPL), illustrates in experimental results that at the same subrate,

the proposed method gives a significant gain in reconstruction quality over MS-BCS-

SPL.

2 Background

CS theory overcomes the limits of Nyquist rate meaning that if a vector x ∈ Rn
is

sparse in some orthonormal basis or compressive in some tight frame, measured by

a M × N matrix,

y = Ax (1)

where y is an M × 1 vector with M measurements, A is an M × N matrix, although

M ≫ N, x is still able to be reconstructed accurately.

In terms of the whole image, measurement matrix A is too large to be feasibly cal-

culated and stored. An approach proposed in [6] solved this problem. This approach

breaks the image intoB × B nonoverlapping blocks and measures them with matrixes

of corresponding size independently. Assume that xj is a vector representing of block

j of input image,

yj = 𝛷Bxj (2)

where 𝛷B is an MB × B2
measurement matrix. Then for the whole image, A is con-

strained to have a block-diagonal structure in the following formula. Therefore, only

a measurement matrix 𝛷B needs to be stored, process burden is much mitigated.



Adaptive Multiscale Block Compressed Sensing with Texture Information . . . 743

A =
⎡
⎢
⎢
⎢
⎣

𝛷B 0 ⋯ 0
0 𝛷B ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0 𝛷B

⎤
⎥
⎥
⎥
⎦

(3)

3 Proposed TO-BCS-SPL Algorithm

In the wavelet domain, coefficients of each level consist of three subbands depicting

the horizontal, vertical, diagonal details separately [8]. We deploy a 3-level DWT

to be in accordance with MS-BCS-SPL. After that, calculate the inverse wavelet

transform of the low frequency coefficients to obtain the estimated image and divide

it into blocks.

3.1 Texture Information of Image Blocks

After dividing the estimated image, each block has variant texture information. In

this paper, image entropy is applied to measure the amount of the texture informa-

tion [9]. Let pi represents the probability associated with gray level i which can be

calculated by the gray histogram, the image entropy is defined as

H = −
255∑

i=0
pi log2 pi (4)

Compute the image entropy of each image block and transform them to the prelimi-

narily adaptive subrates. Steps of the process are as follows:

Step 1. Calculate the 3-level DWT of the original image I and get the estimated

image I0.

Step 2. Divide the estimated image I0 into h(in this paper, h = 64) nonoverlapping

blocks with size B × B.

Step 3. Use Formula (4) to calculate the image entropy Hj of block j(j = 1, 2,… , h),
and the total image entropy.

Step 4. Use Formula (5) to calculate the preliminarily adaptive subrate rj.

rj = (S − Smin) ⋅ h ⋅ Hj∕
h∑

j=1
Hj + Smin (5)

where S represents the target subrate, Smin is a minimum subrate threshold set to

avoid too low values of the preliminarily adaptive subrates, shown in Formula (6).
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Smin =
{

S∕2, 0 < S ≤ 0.1
0.05, 0.1 < S ≤ 1 (6)

3.2 Orientation Estimation of Image Blocks

Every image has a certain directionality. An image transformed to wavelet domain

also has its directionalities reflected in the wavelet subbands of each decomposition

level. The gradient vectors in an image block is on average orthogonal to the dom-

inant orientation of the image pattern. So orientation estimation can be formulated

as the task of finding the gradient information [10]. Steps are as follows.

Step 1. Determine the gradient matrix G and compute the SVD of G.

G = USVT = U
[
s1 0
0 s2

]
[
v1 v2

]T = U
[
s1 0
0 s2

] [
v11 v12
v21 v22

]

(7)

where v1 represents the dominant orientation of the gradient field, v1 is

orthogonal to v2 and v2 represents the dominant orientation in the image

block.

Step 2. The difference between the singular value s1 and s2 is used to measure the

accuracy or dominance of the estimate.

R =
s1 − s2
s1 + s2

[10]
(8)

R ∈ [0, 1], the larger the value of R, the more accurate the directivity of

the image blocks is. R ≥ 𝜏 (note that 𝜏 is the threshold value and usually

is an experimental value) illustrates that the image block has an accurate

dominant orientation.

Step 3. For image blocks with accurate dominant orientation, compute their domi-

nant orientation angles.

𝜃 = 180∕𝜋 ⋅ arctan(v22∕v21) (9)

Step 4. Determine the dominant orientations according to the angles.

𝜃 =
⎧
⎪
⎨
⎪
⎩

(−30◦, 30◦] ∶ horizontal
(−60◦,−30◦] ∪ (30◦, 60◦) ∶ diagonal
(−90◦,−60◦] ∪ (60◦, 90◦) ∶ vertical

(10)
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3.3 TO-BCS-SPL

The low frequency coefficients of wavelet domain image Ĩ are set to full sampling.

Each subband of each level is divided into h non-overlapping blocks to be consistent

with the block number of the original image. Assume that the block sizes of each

level are Bl(l = 1, 2, 3), there exists a proportional relationship between Bl and the

original image block size B and that is B1 ∶ B2 ∶ B3 ∶ B = 1 ∶ 2 ∶ 4 ∶ 8. The whole

steps of deploying the preliminarily adaptive subrate rj to each image block of each

subband of each level according to their dominant orientation are as follows. The

flow chart of the process is shown in Fig. 1.

Fig. 1 The flow chart of the TO-BCS-SPL algorithm
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Step 1. Calculate the subrate of the image block j of each subband of level l, rep-

resented by the symbol Sl,j. Set rj as the target subrate of each level of the

corresponding image block. Apply the following formulas to determine Sl,j.

rj =
1
64

S0,j +
3
64

S1,j +
3
16

S2,j +
3
4
S3,j (11)

Sl,j = WlS′ = 16L−l+1S′ (12)

Step 2. Calculate the final subrate of the the image block j of subband s(s ∈ H,V ,D)
of level l, represented by the symbol Sl,s,j. It is determined by Sl,j and the

dominant orientation. Assume that the dominant orientation of the image

block j is horizontal, then we set the subrates as

Sl,h,j = 1∕2 ⋅ Sl,j ⋅ 3, Sl,v,j = 1∕4 ⋅ Sl,j ⋅ 3, Sl,d,j = 1∕4 ⋅ Sl,j ⋅ 3 (13)

Step 3. Calculate the measurement matrix of the image block j of subband s of level

l, represented by the symbol 𝛷l,s,j. Compute the number of adaptive mea-

surements, Ml,s,j = Sl,s,j × B2
l . 𝛷l,s,j consist of Ml,s,j row vectors randomly

chosen from a Bl × Bl random orthogonal matrix 𝛷Bl×Bl
, which is orthogo-

nalized by the random matrix generated by the Gaussian distributionN(0, 1).
Step 4. Measure the blocks with 𝛷l,s,j to obtain the measurement vector yl,s,j.

yl,s,j = 𝛷lx̃l,s,j (14)

where x̃l,s,j represents the image block in wavelet domain.

Step 5. Reconstruct the image. The stage applies the SPL [7] method. First acquire

the image in wavelet domain from yl,s,j and 𝛷l,s,j. Compute the inverse

wavelet transform and reduce the blocking artifacts by Wiener filtering.

Then repeat the projection and filtering steps until the iteration termination

condition is satisfied. Finally, the optimal solution is acquired.

4 Experimental Results

We now evaluate the performance of the TO-BCS-SPL algorithm described above

on six grayscale images of size 512 × 512, they are Lena, Peppers, Barbara, Goldhill,

Couple, and Airplane. TO-BCS-SPL uses 9/7 wavelet transform to compute a 3-level

DWT of the test images with the block sizes of each level Bl = 8, 16, 32(l = 1, 2, 3).
The block size of the original image is B = 64, the directivity threshold 𝜏 = 0.1.

Figures 2 and 3 shows the preliminarily adaptive subrate and orientation estimation

of each block of Pepper. In Fig. 3, N indicates that the corresponding block has no
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Fig. 2 Preliminarily adptive

subrates of the blocks
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accurate dominant orientation, H, V and D indicate that the dominant orientations

of the blocks are horizontal, vertical and diagonal separately.

We compared TO-BCS-SPL to algorithm MS-BCS-SPL, BCS-SPL and MS-

GPSR [11]. Table 1 presents the reconstruction performance of the various algo-

rithms of the images. All the results are the average value of three independent runs.

To make it convenient for comparison, large PSNR values are highlighted by bold.

As is introduced, texture information and orientation both have their influences to

the reconstruction quality, TO-BCS-SPL combines these two ideas and deploys them
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Table 1 PSNR of each reconstructed image

Image Algorithm Subrate

S = 0.3 S = 0.4 S = 0.5 S = 0.6
Lena TO-BCS-SPL 36.75 37.99 39.19 40.68

MS-BCS-SPL 36.68 37.87 38.97 40.19

BCS-SPL 33.52 35.21 36.74 38.29

MS-GPSR 35.37 36.31 37.81 39.40

Peppers TO-BCS-SPL 35.91 36.88 37.81 38.92
MS-BCS-SPL 35.92 36.85 37.75 38.80

BCS-SPL 33.75 35.14 36.39 37.67

MS-GPSR 33.02 34.27 35.87 37.32

Barbara TO-BCS-SPL 26.00 27.18 28.77 30.65
MS-BCS-SPL 26.06 27.26 28.66 30.57

BCS-SPL 25.28 26.88 28.54 30.27

MS-GPSR 26.09 27.53 29.64 32.34
Goldhill TO-BCS-SPL 32.91 34.07 35.30 36.71

MS-BCS-SPL 32.78 33.72 34.68 35.81

BCS-SPL 30.38 31.70 33.02 34.40

MS-GPSR 32.11 32.94 34.25 35.78

Couple TO-BCS-SPL 31.61 32.99 34.37 35.98
MS-BCS-SPL 31.50 32.57 33.63 34.88

BCS-SPL 28.63 30.12 31.57 33.12

MS-GPSR 30.54 31.64 33.14 35.01

Airplane TO-BCS-SPL 36.41 38.29 40.55 42.66
MS-BCS-SPL 36.35 38.27 39.78 41.28

BCS-SPL 32.32 34.47 36.44 38.40

MS-GPSR 32.37 34.41 37.15 39.91

within the domain of a wavelet transform. As a consequence, at most subrates, TO-

BCS-SPL achieves a significant gain with the maximum PSNR gain up to 1.38 dB.

But it is not that perfect for Barbara which has too many details to deal with. It is

because the adaptive sampling method is more effective to those images with dis-

tinguished smooth and complex regions. Anyway, compared to MS-BCS-SPL and

BCS-SPL which use the same reconstruction method, TO-BCS-SPL achieves much

better results except at extremely few subrates.

Figures 4 and 5 depicts the visual effects of the reconstruction images apply-

ing BCS-SPL, MS-BCS-SPL and TO-BCS-SPL at variant subrates. As is seen, the

reconstructed image of our algorithm are clearer and smoother. Each figure also

shows the PSNR and SSIM. As can be seen in all the figures, the reconstruction

quality of the proposed algorithm has a significant advantage over the other algo-

rithms.
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(a) (b) (c) (d)

Fig. 4 S = 0.5, The reconstructed image of Airplane. a Original image of Airplane. b BCS-SPL,

PSNR = 36.44 dB, SSIM = 0.95509. c MS-BCS-SPL, PSNR = 39.77 dB, SSIM = 0.97282. d TO-

BCS-SPL, PSNR = 40.56 dB, SSIM = 0.97822

(a) (b) (c) (d)

Fig. 5 S = 0.6, The reconstructed image of Barbara. a Original image of Barbara. b BCS-SPL,

PSNR = 30.27 dB, SSIM = 0.90798. c MS-BCS-SPL, PSNR = 30.57 dB, SSIM = 0.89698. d TO-

BCS-SPL, PSNR = 30.70 dB, SSIM = 0.9364

5 Conclusion

TO-BCS-SPL provides two other ideas in the framework of MS-BCS-SPL. Based on

the idea that decomposition coefficients within each level has different importance to

reconstruction quality, it combines the different importances of texture information

and directivity. This results in a more effective adaptive sampling method. TO-BCS-

SPL improved the PSNR as well as the visual effect of the reconstructed image while

remains the approximate time complexity. The next work is to attempt to modify the

reconstruction algorithm and complete the whole compressed sensing process and

achieve further advances in the reconstruction quality.
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A Robust Tracking Combined
with Texture Feature
and Background-Weighted Color
Histogram

Liang Chen, Qingquan Huang, Liang Pang and Fenglong Su

Abstract This paper proposed an adaptive tracking combined background weight
with color-texture histogram on the basis of mean shift algorithm to achieve
accurate tracking in complex scenes and similar background. Experimental results
show that the proposed method is more efficient in dealing with complex back-
ground and occlusion than the traditional mean shift algorithm and corrected
background-weighted mean shift algorithm with good computational efficiency.

Keywords Mean Shift ⋅ Color-texture histogram ⋅ Background-weighted

1 Introduction

Moving target tracking has been a hot issue in the field of computer vision and
emerged various tracking algorithms [1, 2]. Mean shift (MS) algorithm [3] is
applied to pattern recognition and image segmentation by Cheng [4] in 1995 for the
first time and has been widely used in object tracking owing to its’ easy imple-
mentation, fast iterations and less adjustment parameters. However, Mean shift
algorithm using a single color histogram to indicate the target characteristics, and
rectangular target template contains background information, the target feature
cannot be accurately distinguish and describe in complex scenes.

In order to improve tracking accuracy in complex scenes, Comaneci [5] put
forward BWH-MS (Background-Weighted Histogram MS) algorithm, integrate the
local background information into the target color histogram to reduce the influence
of background. Ning [6] proved BWH-MS does not realize the background
information into the target model and raised a corrected background-weighted
histogram (CBWH) MS algorithm, improved the robustness in complex scene.
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Texture information is a stable feature which can be used to improve the tracking
robustness for it is not affected by light and background colors. Local Binary
Pattern (LBP) descriptor [7] and its variants [8] (center symmetric local binary
pattern (CS-LBP), local ternary pattern (LTP)) has applied to the target tracking due
to the strong description ability and efficiency in computing texture feature
extraction [9]. Literature [10] combined target texture with color histogram has
improved tracking capabilities. These adaptive tracking algorithms based on color
texture and Mean shift, although to some extent, improved the tracking perfor-
mance in complex scenes, but did not consider background interference.

In this paper, an improved tracking which uses color histograms mixed with
LBP texture to describe the target and compromises background-weighted based on
CBWH-MS algorithm is proposed to solve the above problems effectively.
Experiments show the improved method herein not only tracking more accurately
in large background noise, but also more robust in complex scenes, and has better
computational efficiency.

2 Mean Shift Tracking

Mean shift algorithm delineate a rectangle containing the interested object at the
beginning frame by the mouse, the rectangular area called a target area, calculate
the probability of each eigenvalue in the feature space of all the pixels in the target
area for establishing the target model; establish target candidates model in possible
candidate target region in subsequent frames; then measure Bhattacharyya coeffi-
cient between the target model and the target candidate models, seek to current
position which obtain the maximum value of Bhattacharyya coefficient, thus
achieving the target tracking.

2.1 Target Model

The target model based on weighted kernel function expressed as:

q ̂u =C ∑
n

i=1
k

y0 − xi
h

���
���2

� �
δ bðxiÞ− u½ �u=1, 2, ...,m ð1Þ

wherein: qû are value of histogram component u; m is component number; h is
window width of kernel function kðxÞ; δðxÞ is Kronecker Delta function; generally
m value 32 or 16; bðxÞ is color index of histograms corresponding to pixel xi;
constant C is Normalization factors with constraints: ∑m

u=1 qû =1, so get:

C=1 ∑̸n
i=1 k

y0 − xi
h

�� ��2
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2.2 Candidate Target Model

The probability density function of candidate target model expressed as:

pû =Ch ∑
nk

i=1
k

y− xi
h

���
���2

� �
δ bðxiÞ− u½ �u=1, 2, ...m ð2Þ

wherein: Ch =1 ∑̸nk
i=1 k

y0 − xi
h

�� ��2 is Normalization factors with constraints:
∑n

u=1 pû =1.

2.3 Similarity Measure Target Model and Candidate Models

In order to determine the target location in the new frame, similarity between target
histogram and candidate target histogram often using Bhattacharyya coefficient:
ρ ̂ðyÞ= ∑m

u=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pûðyÞqû

p
. Expansion by Taylor formula:

ρ p ̂ðyÞ, q ̂ð Þ≈ 1
2
∑
m

u=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pûðy0Þqû

p
+

Ch

2
∑
nk

i=1
ωik

y− xi
h

���
���
2

� �
ð3Þ

where weighting factor is:

ωi = ∑
m

u=1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
qû

pû y0ð Þ

s
δ b xið Þ− u½ � ð4Þ

Candidate model in different candidate area in the current frame is calculated, so
the candidate region that has the smallest Bhattacharyya coefficient is the position
of the target. MS algorithm is to determine the position of a candidate who making
maximum Bhattacharyya coefficient in the new frame.

3 Background-Weighted Color-Texture Histogram
Tracking

3.1 LBP Texture

LBP feature is an efficient local texture characteristic, because it has rotational
invariance and local gray invariance, have been widely used in texture classifica-
tion, feature identify, and other fields. LBP feature calculate the gray value of each
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pixel and its adjacent pixel in picture, and use the binary pattern representing the
comparison result to describe the texture. The Calculating formula is:

LBPP,R xc, ycð Þ= ∑
P− 1

p=0
sðgp − gcÞ2p ð5Þ

wherein: gc is gray value of center pixel xc, ycð Þ; R is distance between the center
pixel and adjacent pixels, P is the number of pixels in the field; gp are gray values of
P pixels in neighborhood whose center is xc, ycð Þ and radius is R. Function sðxÞ
defined as:

sðxÞ= 1, x≥ 0
0, x<0

�
ð6Þ

But the LBP get from formula (5) does not have rotational invariance, so it is not
apply to the character modeling while the target posture is altering. For this
problem, literature [11] gives a consistent pattern of LBP expansion:

LBPriu2P,R =
∑
P− 1

p=0
sðgp − gcÞ, UðLBPP,RÞ≤ 2

P+1, UðLBPP,RÞ>2

8<
: ð7Þ

wherein:

UðLBPP,RÞ= sðgP− 1 − gcÞ− sðg0 − gcÞj j+ ∑
P− 1

p=1
sðgp − gcÞ− sðgp− 1 − gcÞ
		 		 ð8Þ

3.2 Combined Color-Texture Histogram

According to the definition of a consistent pattern of LBP expansion, each pixel of
the target object can be calculated as a corresponding LBPriu2P,R, when P = 8, R = 1,
it ranging from 0 to 9, then calculated texture histogram of the target object, so
combined three color channels R, G, B with one-dimensional texture channel to
define joint color-texture histogram.However, experimental results show that the
combination in this way does not improve tracking performance compared to the
use of color histogram, especially do not have a strong ability to distinguish when
the target is similar to the background. In order to establish joint color-texture
histogram which can identify the background and target zones preferably and
reduce interference in the flat areas of image, literature [8] retain only five kinds of
uniform pattern in nine patterns. In addition, so as to enhance noise immunity of
LBP for flat areas, add an interference factor r, the greater the absolute value of r is,
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the greater tolerance for gray value volatility. So in this paper using the following
definitions:

LBPriu2P,R =

∑
7

p=0
sðgp − gc − rÞ,UðLBPP,RÞ≤ 2

∑
7

p=0
sðgp − gc − rÞ∈ f2, 3, 4, 5, 6g

0, others

8>>>>><
>>>>>:

ð9Þ

Such texture description only consider severe pixels change severely, eliminate
most flat elements of the background and target area, can make up the deficiencies
of color histogram. Combine three color channels R, G, B and LBPriu28, 1 , define the
joint color-texture histogram as:

qû =C ∑
n

i=1
k x*i

�� ��2� �
δ½binðxiÞ− u�

u=1, 2, ...,m
ð10Þ

wherein, binðxiÞ represent area of color-texture histogram of pixel xi, δðxÞ is
Kronecker Delta function; C is Normalization constant, with ∑m

u=1 qu =1, so get:

C=
1

∑n
i=1 k x*i

�� ��2� � ð11Þ

Select the dimension, the algorithm has m=8× 8× 8× 5, the previous three
dimension represent three color channel R, G, B, the fourth dimension represent
selected five kinds of texture patterns in LBPriu28, 1 .

3.3 The Probability Distribution of Color-Texture Feature
Based on Background Weights

Due to the target is usually represented by rectangular region which inevitably
contains some background information, in order to reduce the interference of
background information, the paper introduce background weights to the definition
of color texture, redefine the target model, and candidate target model:

New target model:

q ̂′u =C′vu ∑
n

i=1
k x*i
�� ��2

 �

δ bðx*i Þ− u
�  ð12Þ
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New candidate target model:

p ̂′uðyÞ=C′

hvu ∑
nh

i=1
k

y− xi
h

���
���2

� �
δ bðxiÞ− u½ � ð13Þ

wherein: vu =min o*̂ o̸ ̂u, 1

 �� �

u=1, ...,m are background weights; o ̂uf gu=1, ...,m

∑m
i=1 oû =1


 �
are background models, three times size of the target model; o*̂ is

nonzero minimum of oûf gu=1, ...,m. Calculating weight of candidate target area pixel
xi calculation according to background-weighted histogram:

ω′

i = ∑
m

u=1

ffiffiffiffiffiffiffiffiffiffiffi
q ̂′u

p ̂′uðyÞ

s
δ b xið Þ− u½ � ð14Þ

In the first frame, the target is initialized to give its initial position and the
background feature model oûf gu=1, ...,m ∑m

i=1 oû =1

 �

. Compute background
characteristics of the current frame o ̂′u

� �
u=1, ...,m and v′u

� �
u=1, ...,m; then, calculate

Bhattacharyya coefficient between it and the previous background model
oûf gu=1, ...,m, just as:

ρ= ∑
n

u=1

ffiffiffiffiffiffiffiffiffi
oûo ̂′u

q
ð15Þ

If ρ< ε, background show large changes, update background model:

oûf gu=1, ...,m← o ̂′u
� �

u=1, ...,m, vuf gu=1, ...,m← v′u
� �

u=1, ...,m

Calculating target model using v′u
� �

u=1, ...,m and formula (12).
Else, do not update background model.

3.4 Color-Texture and Background-Weighted
Histogram MS Algorithm

The procedure of the adaptive algorithm is:

Step1: Initialized, obtain the initial target position y0. Calculating q ̂ of target
model and oûf gu=1, ...,m of background model according to Eq. (10);
Calculating vuf gu=1, ...,m and q ̂′ according to Eq. (12);

Step2: Assigning k←0;
Step3: Calculating p ̂ y0ð Þ of candidate target model in the current frame according

to Eq. (13);
Step4: Calculating ω

0
i according to Eq. (14);
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Step5: Calculating new location y1 according to Eq. (3);
Step6: Assigning d← y1 − y0k k , y0←y1, k←k+1; ε1←0.1, maximum of iteration

is N.

if d< ε1 or k>N, computing the current background characteristics of
o ̂′u

� �
u=1, ...,m and v′u

� �
u=1, ...,m; if ρ< ε2, update background model:

oûf gu=1, ...,m← o ̂′u
� �

u=1, ...,m vuf gu=1, ...,m← v′u
� �

u=1, ...,m, update the target

model: q ̂′u
� �

u=1, ...,m. Go to step2 for tracking of the next frame.
Else, k←k+1 and go to step3.

4 Results and Discussions

To test the proposed algorithm, select a few standard test video sequence to conduct
tracking experiment while comparing with traditional Mean shift tracking algorithm
(MS) based only on the color histogram and tracking algorithm (CBWH-MS) based
on the background-weighted color histogram. From top to bottom, MS,
CBWH-MS, improved algorithm in this paper, respectively.

As Fig. 1, select video of pedestrians passing through the pole to test robustness
under occlusion of the improved algorithm. After the pole, for the target is blocked,
MS algorithm and CBWH-MS algorithm cannot distinguish target from occlusion
environment, resulting in poor tracking performance. Improved algorithm track
well, indicating that the improved algorithm have robustness in occlusion compared
with the above two algorithms.

As Fig. 2, select video of fast shaking toy cat to test robustness in complex
background and computational efficiency of the improved algorithm. In the process

#100  #130 #150

Fig. 1 Occlusion pedestrian
tracking
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of rapid movement of the toy cat, MS algorithm affected by complicated back-
ground, it is difficult to distinguish the target from the environment, CBWH-MS
method added the background information, but slightly worse than improved
algorithm with fusion of texture features in tracking, indicating that the improved
algorithm improved the robustness in complex environments. At the same time, it is
possible to track fast-moving target, show that the real-time performance of the
improved algorithm is to meet the requirements.

Finally, computing performance of three algorithms were compared, as shown in
Table 1, the computational efficiency of the proposed method is less efficient than
the classic MS algorithm, but almost the same with CBWH-MS algorithm, to meet
the real-time requirements.

5 Conclusions

This paper presents improved color-texture and background-weighted histogram
MS algorithm, in the feature selection, chosen a blend of traditional RGB color
histograms and texture features based on LBP. To reduce the influence of back-
ground on targeting updated background-weighted information selectively to
accommodate larger changes of the background and complex environment.

  #60 #100   #240 

Fig. 2 Complex background
tracking

Table 1 Algorithm
performance comparison

Algorithm Average per frame processed/s

MS 0.13
CBWH-MS 0.19
Improved Algorithm 0.21
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Compared to traditional mean shift tracking algorithm (MS) based only on the color
histogram and tracking algorithm (CBWH-MS) based on the background-weighted
color histogram, the improved algorithm is possible to target more accurately and
tracking more effectively in complex scenes, and has good computational
efficiency.
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Throat Polyp Detection Based
on the KPCA and Neural Network Pattern
Recognition

Wei Wang, Shan Qin, Shu Jiang, Dan Wang and Lei Xue

Abstract In this paper, we apply a new combination mode to detect throat polyp
auxiliary. The Kernel principal component analysis is employed to extract char-
acteristic value of the voice, and neural network pattern recognition to classify the
voice data. This method can help diagnosis of throat polyps. As is known, In the
modern clinical application, it is not widespread to use electronic laryngoscope.
More cases need cutout, clamp or puncture to do pathological examinations, which
is very hurt and it takes a long time to wait for the result that may delay the best
treatment time. The results of pattern recognition show a beneficial correct rate of
prediction under different number of samples and different random measurement
matrices.

Keywords Kernel principal component analysis ⋅ Neural network pattern
recognition ⋅ Probability and statistics

1 Introduction

It is common to have throat polyps and to be completely unaware of them, par-
ticularly if they are fairly small. The clinical symptoms are hoarseness and
oropharyngeal discomfort. Traditionally, the methods of diagnosis are indirect
laryngoscope, video-laryngoscope, and stroboscope light [1]. These polyps then
break off and disappear inside the body or clear up by themselves. However, throat
polyps can increase in size to the extent that they affect a person’s ability to speak.
Furthermore, most of these methods need special instrument, and mainly depend on
the experience of the pathologists. Also, the patients will feel uncomfortable pain
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usually. It would be desirable if throat polyps could be detected based on the patient
vowel voices only [2].

Pattern recognition techniques, such as Bayesian classifier, known as the optimal
classifier, could be used if the voice samples follow certain distribution, and this
belongs to model-based statistical processing. In [3], the statistical characteristic
root-mean square-delay spread and standard deviation were employed to describe
the speech frequency domain characteristic and used as two antecedents. The Fuzzy
logic system was used to make polyp patients’ diagnosis. The results demonstrated
that the proposed method could detect the throat polyps with low prob-48 ability of
miss detection and 0 % false alarm rate. In [4], some methods of speech analysis for
the diagnosis of the laryngeal function have been discussed. In humans’ voices, the
voice amplitude is highly bursty, and we believe that no statistical model can really
demonstrate the uncertain nature of the voice.

Because of the complexity and diversity of voice, the data and information inmany
aspects, such as analysis, making decisions are nonlinear connection and complex. As
an important branch of artificial intelligence, Neural network pattern recognition
implements a mapping function from the input to the output, which is proved by
mathematical theory that three layers neural network can approximate any nonlinear
continuous functionwith arbitrary precision [5]. Thismakes it particularly suitable for
solving complex problems, namely that has strong nonlinear mapping ability.

The remainder of this paper is organized as follows: Sect. 2 introduces KPCA
and formulates the KPCA Sect. 3 briefly introduces pattern recognition. Experi-
mental results are presented in Sect. 4 and conclusions are drawn in Sect. 5.

2 Kernel Principal Component Analysis

Principal component analysis is an appropriate model for data that are generated by a
Gaussian distribution, or data that are best described by second-order correlations. In
fact, PCA is based only on second-order correlations without taking higher-order
statistics into account. It iswell known, however, that the distribution of the actual data
is highly non-Gaussian, and that the majority of the available information in data such
as in-dependency or distances between different clusters cannot be described by
second-order correlations [6]. So, when PCA is employed, the contribution of the
index maybe scattered, and a comprehensive ability index can not be found.

2.1 Theory of the KPCA

When it comes to KPCA, the original variable space is mapped into a high
dimensional feature space Ϝ by a nonlinear transformation Φ, and the do linear PCA
in F, via the kernel trick, it only needs a dot product t between two input examples
x and y in the original space,
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kðx, yÞ=ΦðxÞ ⋅ΦðyÞ ð1Þ

It shows that, if k is a positive definite kernel, then there exists a map Φ into a dot
product space F such that formula holds. Without knowing the concrete form of Φ,
as long as selecting the proper kernel function, it can make the first principal
component contribution rate reach more than 90 %, which is an advantage of
KPCA. The space F then has the structure of a so-called Reproducing Kernel
Hilbert Space (RKHS).

Express the implicit of the data for the feature space using a kernel [3], which
make it possible for training a linear classifier in this feature space. With this kernel
function, decision rules can be realized through [7] the kernel function:

f ðxÞ= ∑
l

i=1
∂iyikðxi, xÞ+ b ð2Þ

Samples of input space are x1, x2, . . . xl transform into the samples of feature space
is Φðx1Þ,Φðx2Þ, . . . ,ΦðxlÞ [8]. Then, using principal components analysis in the
feature space analysis, i.e., to solve eigenvalue problem:

λiui =Cui, i=1, 2, . . . , l ð3Þ

In which C= 1
l ∑

l

i=1
ΦðxiÞΦðxiÞT , is the sample covariance matrix of the feature

space, and λi ≠ 0, ui is the feature vector. The formula (3) can be converted into the
kernel eigenvalue problem:

ηi∂i =K∂i, i=1, 2, . . . , l ð4Þ

In which K = ðkijÞi× j is kernel matrix, kij =ΦðxiÞ ⋅ΦðxjÞ, and ηi ≠ 0, ∂i is the feature
vector. when reconstruct data, we use the fellow formula (5):

stðiÞ= uTi ΦðxtÞ= ∑
l

j=1
∂iðjÞKðxj, xtÞ, i=1, 2, . . . , l ð5Þ

If a function meets the Mercer conditions, it can be used as kernel function. The
common kernel function includes linear function, polynomial function, the radial
basis function, Sigmoid function and compound function [4].

2.2 Characteristics of the KPCA

The data that cannot be linear classified in a low dimensional space, will be very
good in a high dimension space. The kernel function make it possible to transform
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the original data from low dimensional space to high dimension space, then to
analysis the principal component and to classify in high dimension space.

For the selection of kernel function, there is a lack of guidelines. Various
experimental observations indeed show that some problems is well with some kernel
function effect, but with some is very poor, in addition, generally speaking, the radial
basis kernel function is a preferred one, which will not cause a too big deviation.

3 Pattern Recognition

Pattern recognition is a subject that researches identifying things by computer
instead of human. It not only reduces the human physical and mental labor, but also
improves the recognition ability, and accomplishes a lot of recognition which can
not be completed by human before [9].

The intention of pattern is perfect specimens for imitating, so the pattern recog-
nition is to identify a given thing with which specimen. In other words, the pattern
recognition is a pattern classification. The feature variables of object of study consist
of the spatial patterns, and according to the view of ‘Like attracts like’ to analysis the
data structure, and to identify each pattern class [10]. Because of the computer, pattern
recognition can deal with a lot of information withmany influencing factors, decide to
choose the characteristic variables of classification, and make the best decision.

It is a fundamental problem to recognize patterns in data. Applications in which
the training data comprises examples of the input vectors along with their corre-
sponding target vectors are known as supervised learning problems. In other pattern
recognition problems, the training data consists of a set of input Vectors x without
any corresponding target values. The goal in such unsupervised learning problems
may discover groups of similar examples in the data, which is called clustering, or
determine the distribution of data in the input space.

The most successful model of pattern recognition is the feedforward neural
network. It is an alternative approach that fix the number of basis functions in
advance but allow them to be adaptive, in other words, to use parametric forms for
the basis functions in which the parameter values are adapted during training, it is
also known as the multilayer perceptron.

When choose feedforward networks as pattern recognition networks, we can
train to classify inputs according to target classes [11]. The target data for pattern
recognition networks should consist of vectors of all zero values except for a 1 in
element i, where i is the representative of the class.

3.1 Elementary Decision Theory

When it comes to class, we use Bayes decision rule to discrimination. We have an
observation vector and we wish to assign an object to one of the C classes based on

766 W. Wang et al.



the measurements x [12]. A decision rule based on probabilities is to assign x to
class wj if the probability of class wj given the observation x, that is, pðωjjxÞ, is
greatest over all classes ω1,ω2, . . . , ωC. That is, assign x to class wj if

pðωjjxÞ > pðωkjxÞ k=1, 2, . . . ,C k≠ j ð6Þ

And according to Bayes’ theorem:

pðωijxÞ= pðxjωiÞpðωiÞ
pðxÞ ð7Þ

3.2 The Process of Neural Network Pattern Recognition

Below is a picture of the flow chart of neural network pattern recognition. Trainscg
is a network training function that updates weight and bias values according to the
scaled conjugate gradient method [13] (Fig. 1).

Fig. 1 The flow chart of neural network pattern recognition
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4 Experiment

There are 33 samples of voice data, each sample has the two different vowels /a:/
and /i:/, each utterance has two sampling records. First, data normalization, and
adjustment the ranks of matrix. Then use kernel principal component analysis to
new data sample X, because of the use of nuclear techniques, The contribution rate
of the first two principal components is up to 90 % or more, such as (Table 1):

We can calculate the contribution rate, in Normal 8 /a:/-2, the first two value is
about 88.9 % of the total, and in sick 2 /a:/-2, the first two value is about 90.0 % of
the total.

So, each group of data only need the first two principal components, and each
sample has 4 parameters /a:/-1, /a:/-2,/i:/-1, and /i:/-2, each parameter has two
values. We assume that the target output of sick is 1, the output of normal is 0, and
then, the data will be processed by pattern recognition.

After the recognize, we obtain the final results as follows (Fig. 2):
According to the proportion to decide the numbers of each matrix, the proportion

of training is 60 %, the proportion of validation is 10 %,and the proportion of test is
30 %.

Set the first picture on the upper left corner as an example, when training the
samples, the green part is the correct number, that is to say, if the real value is 1, and
the output also is 1. The red part is the error number, which means that the actual
should have 1, but after judging is 0. The blue part is the total correct rate.

Here give a brief introduction of validation confusion matrix in Fig. 3. The
validation confusion matrix is to verify the training network, at the beginning of
training, the error rate will be reduced, then there will be a turning point, then the
error rate will be increased. The validation matrix is to find the inflection point,
and to stop training at the inflection point, then we achieve the best effect of training
net.

Figure 4 is the two dimensional, visual result of pattern recognition. Figure 5 is
the result of neural network classifier. By calculating in Fig. 5, It can be drawn that
the correct rate of sick reaches 70 %, and the accuracy of normal is up to 60 %. So,
the total accuracy is about 67 %. Compared with two result of test, obviously, the
rate of correct of pattern recognition is higher.

Table 1 The principal component of two samples

Normal 8 /a:/-2 Sick 2 /a:/-2

The first principal components 3.186143238 2.516873502
The second principal components 2.402175274 2.286803172
The third principal components 0.727210583 0.533577761

768 W. Wang et al.



0 1

0

1

7
35.0%

1
5.0%

87.5%
12.5%

1
5.0%

11
55.0%

91.7%
8.3%

87.5%
12.5%

91.7%
8.3%

90.0%
10.0%

Target Class

O
u

tp
u

t 
C

la
ss

Training Confusion Matrix

0 1

0

1

1
33.3%

0
0.0%

100%
0.0%

0
0.0%

2
66.7%

100%
0.0%

100%
0.0%

100%
0.0%

100%
0.0%

Target Class

O
u

tp
u

t 
C

la
ss

Validation Confusion Matrix

0 1

0

1

4
40.0%

0
0.0%

100%
0.0%

1
10.0%

5
50.0%

83.3%
16.7%

80.0%
20.0%

100%
0.0%

90.0%
10.0%

Target Class

O
u

tp
u

t 
C

la
ss

Test Confusion Matrix

0 1

0

1

12
36.4%

1
3.0%

92.3%
7.7%

2
6.1%

18
54.5%

90.0%
10.0%

85.7%
14.3%

94.7%
5.3%

90.9%
9.1%

Target Class

O
u

tp
u

t 
C

la
ss

All Confusion Matrix

Fig. 2 The result of pattern recognition
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5 Conclusion

The experiment get the representative characteristics value by using the kernel
principal component analysis, it provides a good precondition for pattern recog-
nition classification, which promote the accuracy of classification.
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The result illustrates that the correct rate of prediction is high under different
number of samples and different random measurement matrices. However, more
numbers of samples are needed to experiments, if we want to apply this approach in
real life in the future.
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Dielectric Property Study of Bacillus
cereus Spores at Microwave Frequency
Region

Haiyun Wu, Yong Wei, Xiaoying Guo, Hua Liu, Ruokui Chang,
Huiyong Shan and Yueming Zuo

Abstract Study on the dielectric phenomena of cells is critical to the further
understanding of electromagnetic effect on cells. The dielectric properties of
Bacillus cereus spores were measured for frequencies ranging from 500 to
8500 MHz using coaxial-line probe technology. The influence of Bacillus cereus
spores concentration on the dielectric spectroscopy was explored at microwave
frequency region. The results showed that the dielectric constant of the sample with
Bacillus cereus spores and blank decreased with increasing frequency, especially at
higher frequencies. The loss factor had a minimum of about 3420 MHz. What is
more, when the frequency was lower than 3420 MHz, the dielectric constant of
Bacillus cereus spores was lower than that of blank. While the loss factor and loss
tangent were higher than that of blank. There was a more significant change for the
loss factor than the dielectric constant between the Bacillus cereus spores and
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blank. Thus, the dielectric constant can be an indicator in Bacillus cereus spores
qualitative analysis.

Keywords Bacillus cereus spores ⋅ Dielectric constant ⋅ Loss factor ⋅
Microwave frequency ⋅ Qualitative analysis

1 Introduction

Milk can provide rich nutrient while it also can be a potential source of chemical
and biological hazards. The presence of spores in raw milk could produce toxins
which may be lethal to the consumer, and they can compromise shelf life and
quality of the final product. Hence, development of methods for the detection of
spores in milk has attracted considerable interest.

Since traditional methods for detection of spores are time-intensive, costly, and
are often specific to the genus and species of the spore itself, requiring differential
media, various growth conditions, as well as, enrichment procedures [1]. Several
rapid detection methods such as PCR technology [2, 3] and spectroscopy
methodologies have been developed to detect spores. For example, Farquharson
et al. Farquharson [4] designed a simple vacuum system to collect Bacillus cereus
spores and detected it using Raman spectroscopy. Reynolds [5] used hyperspectral
reflectance signatures with post-processing to differentiate live (viable) from dead
(nonviable) endospores.

It is necessary to study the dielectric phenomena of cells for further under-
standing of the electromagnetic effect on cells. Open-ended coaxial-line probe
method associated with network analyzers or impedance analyzers is a useful
technique to determine dielectric properties, according to the reflection coefficient at
the material–probe interface [6]. Dielectric measurement can be directly related to
changes in cell behaviors [7]. Recently, dielectric measurement has been used to
detect the movement of spores [8]. Also, researchers have verified that dielectric
measurement can be directly related to viable biomass concentration [9–12] and
spore growth [13]. But, most of the dielectric study about the dielectric phenomena
on cells focused on the radio frequency range. There has been little study to explore
the dielectric property at microwave range up to now.

In this work, coaxial-line probe method associated with network analyzers was
used to determine dielectric properties, i.e., dielectric constant, dielectric loss factor,
and loss tangent, of Bacillus cereus spores at microwave frequency region. The
relationship between permittivity and spores concentration was explored.
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2 Experimental Section

2.1 Reagents

Peptone, NaCl, Agar, Beef extract, and KCl were obtained from Solarbio Science &
Technology CO., Ltd. (Beijing, China). The buffers and solutions used in this study
were prepared as follows: PBS buffer (10 mM, pH 7.4) and Bacillus cereus culture
media (10 g Peptone, 5 g NaCl, and 20–25 % Agar in 1000 mL Beef extract). All
solutions were prepared with deionized water in a Heal Force water purification
system (Smart Series, 18.2 MΩ cm, Hong Kong, China).

2.2 Instruments

The dielectric properties measurements were performed with an Agilent Tech-
nologies N5241A vector network analyzer and Agilent Technologies 85070E slim
form coaxial probe (Agilent Technologies, Inc. USA). In order to eliminate cable
instability and system drift errors, the slim form coaxial probe used in the experi-
ment was calibrated with open (air), short circuit, and deionized water at 25 °C
sequentially before experiment. The Agilent Electronic Calibration module
microwave ports were connected in line between the probe and the network ana-
lyzer test port cable.

2.3 Preparation of Microbial Sample

Bacillus cereus was purchased from Beina Biotechnology Research Institute
(Beijing, China). A 10 μL loop of Bacillus cereus isolate was grown in Bacillus
cereus culture media at 28 °C for 40 h to make a stock culture. The stock cultures
were serially diluted with PBS buffer (10 mM, pH 7.4). A conventional spread
plating method was used for bacterial counts.

2.4 Measurement Procedure

A volume of 10 mL sample for test was applied to the beaker. Measurements were
made by simply immersing the slim form coaxial probe into sample. Sample size
required minimum 5 mm insertion and 5 mm around tip of probe.

For dielectric properties measurements, settings were made to provide 201
measurements on a logarithmic scale from 500 to 8500 MHz. All experiments were
carried out at room temperature. Complex permittivity in a variety of formats,
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including dielectric constant, dielectric loss factor, loss tangent, or Cole–Cole was
recorded with three replications. Between replications, the probe was washed with
deionized water and wiped dry. The average of the three replications was used in
analysis.

To observe the permittivity change of samples with bacterial cells compared to
blank, a calibration curve for normalized permittivity change (NPC) and concen-
trations of Bacillus cereus was drawn based on the difference of magnitude of
permittivity with respect to blank. The value of NPC was given by the following
Eq. (1):

NPC=
εsample − εblank

εblank
ð1Þ

where εblank is the magnitude of permittivity for blank sample, and εsample is the
magnitude of permittivity for a sample containing Bacillus cereus spores. An
average of three readings and their standard deviation was calculated and analyzed
for each concentration of bacteria.

3 Results and Discussion

3.1 The Permittivities of Bacillus cereus Spores

The permittivities of Bacillus cereus spores pure culture at the concentration of
3.8 × 107 CFU/mL and the blank solution (PBS buffer (10 mM, pH 7.4) at the
frequency range from 500 to 8500 MHz are shown in Fig. 1. As shown in Fig. 1a,
the dielectric constant of the pure culture decreased with increasing frequency.
Especially at the high frequency, the dielectric constant decreased sharply. Figure 1b
shows the dielectric loss factor of the sample with Bacillus cereus spores and blank
solution decreased lineally with increasing frequency, and reached a minimum at
about 3420 MHz. When the frequency was higher than 3420 MHz, the dielectric
loss factor increased with increasing frequency. The same trend can be observed as
the loss tangent which is shown in Fig. 1c.

Theoretically, the measured loss of material can actually be expressed as a
function of both dielectric loss due to dipole rotation (εrd

′′ ) and conductivity (S),
which is shown in Eq. (2).

ε′′r = ε′′rd +
σ

ωεo
ð2Þ

where σ is ionic conductivity of a material; ω is the frequence of excitation sources,
and εo is the permittivity of free space. At low frequencies, the overall conductivity
can be made up of many different conduction mechanisms, but ionic conductivity is
the most prevalent in moist materials. εr

′′ is dominated by the influence of
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electrolytic conduction caused by free ions which exist in the presence of a solvent.
Ionic conductivity only introduces losses into a material. At low frequencies, the
effect of ionic conductivity is inversely proportional to frequency and appears as a
1/f slope of the εr

′′ curve. Therefore, the measured dielectric loss factor decreased
lineally with increasing frequency at the frequency lower than 3420 MHz.

3.2 The Influence of Bacillus cereus Spores Concentrations
on Permittivities

In order to study the influence of Bacillus cereus spores concentrations on per-
mittivities, a calibration curve for normalized permittivity change (NPC) between
Bacillus cereus pure culture at the concentration of 3.8 × 107 CFU/mL and the
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Fig. 1 The frequency
dependent permittivities of
Bacillus cereus pure culture at
the concentration of
3.8 × 107 CFU/mL (a) and
the blank (b). a Dielectric
constant versus frequency.
b Dielectric loss factor versus
frequency. c Loss tangent
versus frequency
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blank was shown in Fig. 2. The dielectric constant of Bacillus cereus spores was
observed to be lower than that of blank when the frequencies were less than about
3240 MHz, and were a little higher than that of blank over the frequency range
more than 3240 MHz. Compared to dielectric constant, there was a significant
change for dielectric loss factor and loss tangent, especially at the low frequencies.
The dielectric loss factor and loss tangent of Bacillus cereus spores were observed
to be higher than that of blank when the frequencies were less than about
3240 MHz. That was by the dielectric property of the cell suspensions. At low
frequencies, the dielectric loss factor is dominated by the influence of electrolytic
conduction. The cells increased the conductivity.

Figure 3 shows the loss factor changes of Bacillus cereus pure culture at serial
concentrations from 3.8 × 107 to 3.8 × 109 CFU/mL. While the frequencies were
less than about 3240 MHz (9.5 log scales), the dielectric loss factor of Bacillus
cereus spores at concentrations of 3.8 × 108 and 3.8 × 109 CFU/mL was
observed to be higher than that of blank too.

Fig. 2 The permittivity changes of Bacillus cereus pure culture at the concentration of 3.8 × 107

CFU/mL from 500 to 8500 MHz

Fig. 3 The loss factor changes of Bacillus cereus pure culture at serial concentrations:
(a) 3.8 × 107 CFU/mL; (b) 3.8 × 108 CFU/mL; (c) 3.8 × 109 CFU/mL
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4 Conclusions

The dielectric properties of Bacillus cereus spores at microwave frequency region
were explored from 500 to 8500 MHz. The dielectric constant of Bacillus cereus
spores decreased with increasing frequency, especially at higher frequencies. The
loss factor reached a minimum at about 3420 MHz (9.5 log scales). When the
frequency was lower than 3420 MHz, dielectric constant of Bacillus cereus spores
was lower than that of blank. While the loss factor and loss tangent were higher
than that of blank. There was a significant change for loss factor than the dielectric
constant between the Bacillus cereus spores and blank. Therefore, the loss factor
could be an indicator in predicting whether the sample is contaminated by Bacillus
cereus spores or not. Measurements are nondestructive and can be made in real
time. It provides some useful information for developing a fast spore sensor.
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Improving Consensus Hierarchical
Clustering Framework

Ashis Kumer Biswas, Baoju Zhang, Xiaoyong Wu and Jean X. Gao

Abstract Consensus clustering has been widely accepted in recent years as an effec-

tive alternative to the individual clustering. Individual clustering results may contain

noise inherent to the original dataset that introduces instability and inconsistency

during the interpretation. Consensus clustering strategies focus on combining dif-

ferent individual clustering results from a dataset and generates a single clustering

result overcoming the inconsistencies that otherwise could not be avoided. Consen-

sus partitional clustering has been thoroughly studied over the past decade, but only a

few contributing research on the consensus hierarchical clustering domain has been

done. In this paper, we present an improved and simplified consensus hierarchical

clustering framework that is capable of producing a consensus aggregated hierarchi-

cal cluster given a set of individual hierarchical clustering results, denoted as den-

drograms. Moreover, we propose an additional dendrogram descriptor matrix which

is ultra-metric, and improves the consensus clustering performance to some extent

than the others. We applied our framework on three generic datasets from the UCI

machine learning repository to solve the consensus hierarchical clustering problem

and the experimental results demonstrate the effectiveness of our framework.
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1 Introduction

Ensemble clustering became the de facto standard used by the researchers now-a-

days to remedy instability in individual clustering results. It refers to the retrieval of

a consensus clustering from a given set of individual clustering results obtained from

various sources and methods with different parameter settings. There have been a fair

amount of researches published to introduce effectiveness of the ensemble clustering

strategies over the past decade [1, 3, 8].

Most of the ensemble clustering methods are introduced to build consensus out

of partitional clustering results. Very few researches have been published for the

consensus hierarchical clustering problem, for example [2, 5, 7, 9]. The results of

the hierarchical clustering algorithms cannot be represented as a global objective

function, thereby solution to the ensemble hierarchical clustering is even more chal-

lenging.

In this paper, we propose a consensus hierarchical clustering framework, where

the input is a set of hierarchical clustering results, represented by dendrograms. The

output is the consensus hierarchical clustering. The overall strategy of our framework

can be described in the following three steps:

∙ Use a dendrogram descriptor measure to generate an ultra-metric dendrogram dis-

tance for each input dendrograms (Sect. 2.1.1).

∙ Aggregate the ultra-metric dendrogram distances (Sect. 2.2).

∙ Construct the final Hierarchical clustering from the aggregated distance matrix

(Sect. 2.2).

Previous ensemble hierarchical clustering frameworks have considered finding

the closest ultra-metric distance matrix from the aggregated distance matrix [9].

However, in this paper we argue that the step is not necessary, rather adapting it

increases the computational complexity of the overall framework.

2 Materials and Methods

2.1 Dendrogram Descriptor

A hierarchical clustering result can be easily encoded as a binary tree, which explains

the hierarchy of the individual data points (i.e. the leaf nodes), how they progres-

sively merge together to form the clusters, as well as illustrate pairwise similarity

between the leaf nodes in a cluster through appropriate scaling of the heights of the

two hands emanating from the parent cluster representative node to the child nodes

corresponding to the measured distance values. Such tree is called a dendrogram.

Given only a dendrogram of a certain hierarchical clustering result without any

pairwise distance matrix of the leaf nodes, one can define an ultra-metric matrix

encapsulating the pairwise distances among the leaf nodes. Here, an ultra-metric
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distance function d ∶ 𝛺 ×𝛺 → ℝ between a set of leaf nodes from 𝛺 is defined as

d(x, y) ≥ 0, ∀x, y ∈ 𝛺 (1)

d(x, y) = 0, if x = y, ∀x, y ∈ 𝛺 (2)

d(x, y) = d(y, x), ∀x, y ∈ 𝛺 (3)

d(x, y) ≤ max{d(x, z), d(y, z)}, ∀x, y, z ∈ 𝛺 (4)

Equation 4 is known as the “strong triangle condition”, also the “three-point condi-

tion”. Such matrix is denoted as the dendrogram descriptor from which the given

dendrogram can be reproduced and characterized [4].

In the following sub-section, we first define our proposed dendrogram

descriptor—Nodal Hop Distance (NHD) and the next sub-section with few existing

dendrogram descriptors. We will refer to Fig. 1 to explain the definitions.

2.1.1 Nodal Hop Distance

Nodal Hop Distance (NHD) is the number of hops required to reach from one leaf

to the other in a dendrogram. For the dendrogram in Fig. 1, NHD(b, d) = 4, because

there are 4 hops required to go from leaf node b to the leaf node d, which are: b → N2,

N2 → N4, N4 → N3 and N3 → d.

Fig. 1 A dendrogram representing hierarchical clustering of six data items, namely a, b, c, d, e, f .
Nodes e and f are joined at height 10 at intermediate node N1. Then, the nodes a and b merged at

the intermediate node N2 at height 15, c and d at height 40 merged at the intermediate node N3. The

two intermediate nodes N2 and N3 are merged at height 55 forming another intermediate node N4.

Eventually, N4 is merged to the intermediate node N1 at height 60 spawning the top-level node N5.

We can see that there are 5 levels of in this dendrogram and each of the merge operation increases

the level of the dendrogram
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2.1.2 Existing Dendrogram Descriptors

We have used the five existing dendrogram descriptors to compare results with our

proposed descriptor. The five dendrograms were defined in earlier work by Podani

et al. [6].

Cophenetic Difference (CD) is the lowest height of internal nodes in the dendro-

gram where the two given leaf nodes are merged. The Cluster Membership Diver-

gence (CMD) between two leaf nodes denotes the number of leaf nodes of the small-

est cluster in the dendrogram containing the two leaf nodes. The Maximum Edge

Distance (MED) between two leaf nodes is recursively defined as the depth of the

intermediate nodes containing the two, where depth of a leaf node is zero, and depth

is incremented by one for every bottom-up recursive traversal. The Partition Mem-

bership Divergence (PMD) is the number of partitions of the dendrogram where

the two given leaves do not belong to the same cluster. Finally, the Subdendrogram

Membership Divergence (SMD) is the number of sub-dendrograms where the two

given leaf nodes will not be in the same cluster.

Referring to Fig. 1, CD between the leaf nodes b and d is 55, and CD (c, f ) =

60, CMD between b and c is 4, since the smallest cluster would contain the leaves

a, b, c, d. Since MED is recursively defined, to calculate MED between b and d we

solve it in a bottom-up fashion:

MED(b, d) = depth(N4) = max(depth(N2), depth(N3)) + 1
= max(max(depth(a), depth(b)) + 1,max(depth(c), depth(d)) + 1)
= max(max(0, 0) + 1,max(0, 0) + 1) + 1 = max(1, 1) + 1 = 2

Again, PMD between the nodes c and d is 3, because there are three possible par-

titionings where c, d are not in the same cluster, which are: {a,b}{c}{d}{e, f }, {a}

{b} {c} {d} {e} {f } and {a}{b}{c}{d}{e, f }. Finally, the SMD between the nodes

a and d is 3. Because, in the subdendrograms rooted with N1, N2 and N3, both a and

d are not present at the same time.

Table 1 illustrates the six dendrogram descriptor matrices for the dendrogram pre-

sented in Fig. 1.

2.2 Dendrogram Combination and Final Clustering

Given a set of k ultra-metric dendrogram descriptors 𝔻 = {D1
,D2

,⋯ ,Dk} of the

data objects in the dataset, the associated consensus distance matrix Dcon
can be

computed using Eq. 5.

Dcon = 1
k

k∑

i=1
Di

(5)



Improving Consensus Hierarchical Clustering Framework 785

Table 1 Six Dendrogram descriptors for the example dendrogram presented in Fig. 1

CD =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐚 𝐛 𝐜 𝐝 𝐞 𝐟
𝐚 0 15 55 55 60 60
𝐛 15 0 55 55 60 60
𝐜 55 55 0 40 60 60
𝐝 55 55 40 0 60 60
𝐞 60 60 60 60 0 10
𝐟 60 60 60 60 10 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

CMD =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐚 𝐛 𝐜 𝐝 𝐞 𝐟
𝐚 1 2 4 4 6 6
𝐛 2 1 4 4 6 6
𝐜 4 4 1 2 6 6
𝐝 4 4 2 1 6 6
𝐞 6 6 6 6 1 2
𝐟 6 6 6 6 2 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

MED =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐚 𝐛 𝐜 𝐝 𝐞 𝐟
𝐚 0 1 2 2 3 3
𝐛 1 0 2 2 3 3
𝐜 2 2 0 1 3 3
𝐝 2 2 1 0 3 3
𝐞 3 3 3 3 0 1
𝐟 3 3 3 3 1 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

PMD =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐚 𝐛 𝐜 𝐝 𝐞 𝐟
𝐚 0 2 4 4 5 5
𝐛 2 0 4 4 5 5
𝐜 4 4 0 3 5 5
𝐝 4 4 3 0 5 5
𝐞 5 5 5 5 0 1
𝐟 5 5 5 5 1 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

SMD =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐚 𝐛 𝐜 𝐝 𝐞 𝐟
𝐚 2 2 3 3 4 4
𝐛 2 2 3 3 4 4
𝐜 3 3 2 2 4 4
𝐝 3 3 2 2 4 4
𝐞 4 4 4 4 3 3
𝐟 4 4 4 4 3 3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

NHD =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐚 𝐛 𝐜 𝐝 𝐞 𝐟
𝐚 0 2 4 4 5 5
𝐛 2 0 4 4 5 5
𝐜 4 4 0 2 5 5
𝐝 4 4 2 0 5 5
𝐞 5 5 5 5 0 2
𝐟 5 5 5 5 2 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

That is, the (i, j)th entry of the Dcon
matrix indicates the average of the distance

entries defined in all the k ultra-metric dendrograms. Then, the aggregated dendro-

gram was used to perform the final hierarchical clustering.

3 Results and Discussions

3.1 Evaluation Criteria

In order to evaluate clustering algorithms with respect to the applications of different

dendrogram descriptors, we use one intrinsic and three extrinsic evaluation criteria.

Cophenetic Correlation Coefficient (CPCC), being the intrinsic evaluation metric for

a clustering result denotes how accurately the result reflects the input dataset. It is

in-fact the normalized correlation coefficient among the distances between the leaf

nodes and the corresponding lowest common ancestors. A CPCC score is bounded

within the range [0,1] and the score close to 1 is desirable. CPCC is defined in Eq. 6.

CPCC =
∑

i<j(dij − d̄)(hij − h̄)
√

[
∑

i<j(dij − d̄)2][
∑

ij(hij − h̄)2]
, (6)
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where dij is the distance obtained from the given dendrogram between the ith and

jth leaf-node, hij being the height of the lowest common ancestor of the leaf nodes,

d̄ and h̄ are the mean values of dij and hij over all the pairs respectively.

Since all the dataset we used in this study have ground truth, clustering solutions

can be assessed using the external criteria: F1, Rand Index (RI) and the Adjusted

Rand Index (ARI), as defined below:

F1 =
2a

2a + b + c
,

RI = a + d
a + b + c + d

, and ARI =
a −

(n
2

)
(c + a)(b + a)

1
2
(2a + b + c) −

(n
2

)
(c + a)(b + a)

,

where a is the number of pair of objects which are both in the same clusters seen in

the predicted and ground truth partitions, b denotes the number of pairs in the same

cluster seen in ground truth, but not in the predicted partition, c denotes the number

of pairs in the same cluster seen in the predicted partitioning result, but not in the

ground truth, and d denotes the number of pairs in the same cluster seen neither in

the ground truth nor in the predicted partitioning result.

The F1,RI are bounded within the range [0,1], but ARI is bounded within the

range [−1, 1], and higher score indicates better performance. In order to accomplish

the external validation on the hierarchical solutions, we generate partitional clusters

from the obtained dendrograms, and then compute the performance metrics using

the respective ground truth partitions.

3.2 Datasets

We used three datasets to evaluate our consensus hierarchical clustering framework.

These are from UCI machine learning repository. Each of the datasets have labels

which were used in the external validation of the clustering results. The datasets and

their characteristic features are summarized in Table 2.

All the experiments were conducted on Ubuntu platform in a CPU with Intel core

i5-2400 3.10 GHz processor, with 12 GB of RAM.

Table 2 The source and characteristics of the datasets used in the experiments

No. Name # of instances # of features # of classes

1 Libras movement 360 90 15

2 Wine 178 13 3

3 Parkinson’s disease 197 23 2
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3.3 Results

We generated 9 input dendrograms for each of the dataset using various hier-

archical clustering methods on different distance metrics. The clustering meth-

ods include: single-link, average-link and complete-link. And the distance metrics

include: Euclidean, Cosine and the city-block distance. For each of the dendro-

gram, we first computed the six ultra-metric dendrogram descriptors (as defined in

Sect. 2.1).

Table 3 illustrates both internal and external evaluation performance of our con-

sensus framework on the libras movement dataset. Overall the average-link and

complete-link agglomerative clustering performance are superior than the single-

link consensus clustering. The Sub-dendrogram Membership Divergence (SMD)

and our proposed descriptor Nodal Hop distance (NHD) are the two ultra-metric

descriptors performed better than the other descriptors.

Table 4 illustrates both internal and external evaluation performance of our con-

sensus framework on the wine dataset. We can see that in terms of CPCC score, CD

and CMD are the best descriptors when average-link and complete-link agglomera-

tive clusterings have been employed. Although the SMD and NHD were not the best

in this scenario, but in terms of the external evaluation criteria (F1, RI and ARI),

SMD and NHD are showing consistently good scores.

Table 5 illustrates both internal and external evaluation performance of our con-

sensus framework on the Parkinson’s disease dataset. Here, all the ultra-metric den-

drogram descriptors show good performance except MED. Again, we see that the

average-link and complete-link agglomerative clustering performance are superior

than the single-link consensus clustering.

4 Conclusion and Future Research Direction

In this paper, we presented a simplified framework for consensus hierarchical clus-

tering problem. In this framework, each input dendrogram is first represented by a

ultra-metric dendrogram descriptor matrix. Then, we combined the descriptor matri-

ces using simple averaging aggregator. We investigated six dendrogram descrip-

tor matrices, including a proposed descriptor matrix namely Nodal Hop Distance

(NHD). Experiments were performed on three generic machine learning datasets to

evaluate our framework and underline the effectiveness of the proposal. There are

several future research scopes that can begin from this study. First, scaling up the

aggregation process to large-scale and distributed datasets. Second, the study shows

that average link and complete link based consensus clustering is better. But, in terms

of other agglomerative clustering methods, this avenue is yet to be investigated.
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A Resistor Loaded Bow-Tie Antenna Fed
by Gaussian Pulse

Jun Zheng, Jia-Wei Li and Ning-Ning Yan

Abstract A resistor loaded bow-tie antenna fed by Gaussian pulse which is gen-
erated by avalanche transistor Marx circuit is proposed in this paper. The Marx
circuit generates very short pulse with high peak voltage and the width of the
Gaussian pulse is 0.5 ns. The antenna has dimensions of 10 cm by 9 cm and is
based on a dielectric substrate. The antenna with discrete exponential resistive
loading minimizes the duration of the radiation pulse. The antenna has opposed
structure whose two monopoles are separately placed on the top and bottom sur-
faces of the dielectric substrate that makes the antenna bear high voltage. The
technical parameters of the antenna (such as fidelity, time-domain pattern, etc.) are
optimized so that the antenna has good fidelity and wide time-domain pattern.

Keywords Gaussian pulse ⋅ Marx circuit ⋅ Resistor loaded bow-tie antenna ⋅
Fidelity ⋅ Time-domain pattern

1 Introduction

Nanosecond and subnanosecond pulse power generators are important in variety of
applications, such as ground-penetrating radar (GPR) [1], see-through-wall
(STW) radar technology [2], survivor detection, material processing, and medical
treatment [3, 4]. The key point of all these technologies depends on the suitable
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pulse generators. Several technologies exist for generation of nanosecond pulses
such as spark gas [5], draft-step-recovery diode (DSRD) [6], semiconductor
opening switch (SOS) [7] and fast-ionization device (FID) and all of them rely on
fast high power switches. Avalanche transistor may be an ideal candidate as a
high-speed switching device.

The GPR system is an effective tool for nondestructively sensing subsurface
environment. Antenna is one of the most critical hardware components for the
performance of the GPR system. The system demands an antenna with fewer
multiple reflections of the input signal from different parts of the antenna [8]. There
are only a few types of antennas that are widely used in GPR systems, such as
resistively loaded cylindrical monopoles, TEM horns [9], resistor loaded bow-tie
antennas [10, 11], and spiral antennas [12]. As ultra-wideband electromagnetic
pulse is usually used in the system, the antenna should be wideband and couple
electromagnetic from air to ground, which is lossy and dispersive medium [8]. In
order to distinguish the scattered signal of the target from the clutter, it is very
essential that the antenna should be able to transmit the input signal with subtle
distortion. The late-time ringing of the signal should be reduced. Therefore, the
resistively loaded bow-tie antenna with compact structure, flat input impedance for
minimal antenna ringing, and stable radiation patterns for minimal impact on the
shape of radiated waveforms is adopted in GPR system.

In this paper, a 15 classes Marx pulse generator is designed which could gen-
erate zero order Gaussian pulse with 1 kV peak voltage, 500 ps pulse width and
10 kHz repeat frequency. We present the design, simulation results, and experi-
mental results of the antenna. The exponential resistive loading profile is an
effective mode while most GPR antennas use resistive loading to terminate the
reflections at the end of antenna [13] or they are linearly loaded [14]. The antenna is
also manufactured more facilely than the continuous resistive loading antenna [15].

2 Typical Avalanche Transistor Waveform and Marx
Circuit

2.1 Typical Avalanche Transistor Waveform

Figure 1a shows a typical circuit of avalanche transistor. The collector-to-emitter
voltage EC is very near to the breakdown voltage. As RL ≫RC, RC mainly
determines the current supplied to charge capacity C. As capacity charges, the
collectors-to-emitter voltage approximately remains to EC. The emitter junction
becomes forward biased and junction into the base begins. It is the time that the
transient shown in Fig. 1b (stimulated by Pspice) takes place.
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2.2 Marx Circuit Based on Avalanche Transistor

In order to achieve high peak voltage, Marx circuit was used [16]. By connecting
avalanche transistor in series, the peak voltage of pulse could be multiplied
effectively.

The capacity C1-15 was charged by VCC at the same time, until the first transistor
was triggered. As the trigger input, avalanche transistor breaks down in sequence
causes stored charges discharged though RM and RL. Regardless of leak current, the
peak voltage of Marx circuit can be written as

Vpeak =
NVCCRL

RL +RM
ð1Þ

where N is the class number of Marx circuit, VCC is supply voltage.
Measured result is shown in Fig. 2 that the original falling edge of the pulse is

not a perfect RC discharging curve. As we discussed before, each single avalanche
transistor of 15 classes of the Marx circuit has an oscillation after capacity C1-15

begins to discharge.
Since the oscillation is inevitable and the occurring time is mainly determined by

transistor, we can make the oscillation move out of the falling edge. We gradually
reduce capacitance of charging capacity. In this way, the waveform of the pulse is
more symmetrical with less tailing. Experiment in Fig. 3 shows the gradual
reduction in capacitance of charging capacity of the last six classes.

Figure 3a shows the comparison of the original measured pulse and the modified
measured pulse. The output waveform in Fig. 3b is measured by Agilent digital
oscilloscope with 6 GHz sampling bandwidth and 20 GS/s sampling rate via a
60 dB high-voltage attenuator. The pulse is with 200 ps rise time, 250 ps fall time,
500 ps (10–10 %) pulse width, and 1 kV amplitude (measured on 50 Ω load).This
method can accelerate the discharging progress so that the oscillation of the pulse
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Fig. 1 a Avalanche transistor circuit b Typical waveform of the pulse
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moves out of the falling edge. Taking on-resistance into consideration, RM should
be smaller than RL and to reduce reflections from loading (normally 50 Ω).

3 Antenna Design and Antenna Results

3.1 The Design of Antenna

The geometry of the antenna illustrated in Fig. 4a indicates that it has a planar
structure with the dimensions of only 10 cm by 9 cm which have been found
optimal for the transmission of the abovementioned Gaussian pulse. The antenna is
realized as a printed antenna on a dielectric substrate. The thickness and relative
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Fig. 3 a Comparison waveform of original and modified b Experimental final result
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Fig. 2 The waveform of the pulse changes with lost six capacity gradually deduced
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dielectric constant is 4 mm and 4.4, respectively. For suppression of late-time
ringing, the monopoles of the antenna are loaded with chip resistors soldered across
the gaps as indicated in Fig. 4a. The photograph of the manufactured antenna is
shown in Fig. 4b and the proposed antenna is fed by a 50 Ω SMA connector. The
resistive value increases exponentially from the position y0 (the starting position of
resistive loading along the dipole) to the end. The resistor profile is given as

R=R0exp½k y− y0ð Þ l̸� ð1Þ

where, R0 is the resistor value of the starting position, k is optional coefficient, y is
the position along the resistive monopole, l is the total length of the resistive
monopole.

Figure 5 shows the 0.5-ns Gaussian pulse and the frequency spectrum of the
pulse. The antenna fed by the pulse is designed, simulated, and optimized (Fig. 6).

3.2 The Simulated and Experimental Results

The performance parameter of each antenna is obtained by the simulation software
of CST 2011. In order to transmit short duration time pulses and distinguish the
scattered signal of the target from the clutter, it is very essential that the antenna is
able to transmit the input signal with little distortion. It demands an antenna with
broadband input impedance characteristics and fewer multiple reflections of the
input signal from different parts of the antenna. Figure 7 shows the simulated and
measured S11(dB) of the antenna and we can see the S11 is about less than -10 dB
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l
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o
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Fig. 4 a Geometry of the antenna: length = 10 cm, width = 9 cm, flare angle = 100°,
y0 = 1.2 cm, d1 = 0.2 cm, d2 = 0.6 cm; Resistors are the same in each gap; R0 = 27 Ω,
R1 = 56 Ω, R2 = 120 Ω b Top and bottom view of the manufactured single antenna
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when frequency is higher than 0.85 GHz. It indicates that the measured results are
in good agreement with the simulated results with acceptable tolerance.

The distance r between transmitted and received antennas along the axial
direction needs to meet the time-domain far-field Fraunhofer condition as
following:

r≥ 2L2 c̸T ≈ 0.13m ð2Þ

where, L is the maximum size of the antenna, c is light velocity, and T is width of
the excitation pulse. Taking r = 1 m to meet the far-field condition (r greater than
0.13 m) as shown in Fig. 7a. The simulated and measured time domain waveforms
transmitted by the antenna are shown in Fig. 7b. The clutter signals shown in
measured waveforms are partly carried out by the circuit radiation of the pulse
generator, the reflections of the ground and the experiment environment. From the
results, shown in Fig. 7b, it can be seen that the waveform has short duration time
and the experiment and the simulation results have little difference.

Additionally, Fig. 3a presents the measured waveforms received by antenna in
different directions in E plane. We can see there is a little change in the waveforms
and it indicates that the antenna has high fidelity. The simulated and measured
time-domain radiation patterns in E plane of the proposed antenna are shown in
Fig. 3b. The simulated and measured half power beamwidth (HPBW) in E plane are
about ±43, ±36°, respectively, which demonstrates the good directivity of the
antenna. The trends between the simulated and measured time-domain radiation
patterns are the same and they are accorded with each other (Fig. 8).
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4 Conclusion

The Marx pulse generator can produce very short pulse with high peak voltage and
the final experiment pulse is much similar to the standard Gaussian pulse. Expo-
nential loaded bow-tie antenna can be designed for large bandwidth, and trans-
mitting the input signal with little distortion and high fidelity. The characteristic of
the pulse generator and antenna in time domain behavior demonstrates that they can
be used in GPR systems very well.
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A Cavity-Backed Time-Domain Oval
Dipole Antenna Designed for Application
in Anti-stealth Radar

Jun Zheng, Ya-Hua Ran, Zhi Liu and Yi Wang

Abstract A high peak power time-domain oval dipole antenna is designed for
application in anti-stealth radar and high-power microwave system. A kind of
Blumlein Reflection Line (BRL) is integrated with photoconductive semiconductor
switches (PCSS) to generate monocycle pulse with 2 ns pulse width to feed the
antenna. Opposed structure is adopted to make the antenna able to withstand high
peak voltage. An idea of impedance load and adding back cavity for antenna is
further proposed to get directed radiation signal with desirable front-to-back (F/B)
ratio. Antenna is optimized and simulated with computer simulation tool
(CST) Microwave Environment software. The experimental results show the per-
formance parameters of the antenna radiation electromagnetic pulse is with about
3:1 front-to-back ratio in the amplitude scale which is practically measured as 2.2:1.

Keywords High peak power ⋅ Time-domain ⋅ Oval dipole antenna ⋅ Opposed
structure ⋅ Impedance load ⋅ Back cavity

1 Introduction

Time domain antenna can efficiently solve the problem of frequency band that is
being increasingly cramped as the traditional technology of frequency domain has
grown-up. Time-domain antenna is also customized for anti-stealth radar.
Time-domain antenna is required to feature high power, high fidelity, high radiation
efficiency, wide bandwidth, and good directionality to apply in anti-stealth radar.
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Based on the conventional design of time-domain antenna, F/B ratio among these
properties is considered as the main merit of the proposed antenna.

Many methods have been proposed to control direction and improve F/B ratio of
time-domain antenna such as structure optimization [1–3], Fresnel zone plate
(FZP) lens focusing [4, 5], organizing array [5], compensation of distance traveled,
and adopting dielectric director [6]. Structure optimization is popularly used to
improve F/B ratio. FZP lens focusing is a novel idea which can more efficiently
help in obtaining desirable F/B ratio. However, it is difficult to design and manu-
facture the lens because the low centre frequency of time-domain antenna causes
the large dimension of the antenna and then the lens should be designed with
relatively apposite size. Most of the time-domain array antennas obviously show
disadvantage for its large dimension. Literature [6] shows the adoption of dielectric
director to improve F/B ratio. High permittivity is the common feature of FZP lens
and dielectric director, so both manufacture of FZP lens and dielectric director cost
much. Taking these in consideration, conventional design is further proposed.

In this paper, photoconductive semiconductor switches are applied for signal
source because of its fast response, low jitter, and high peak power. Opposed
configuration is further adopted to make the dipole antenna able to withstand high
peak voltage to realize high peak power. The BRL is designed to transform the
Gaussian pulse generated by PCSS into monocycle pulse to improve the radiation
efficiency [7]. CST is used to simulate the radiation pulse and calculate the
parameters of the antenna. In order to keep current on antenna distributed as
travelling wave, a method of loading resistance of 200 Ω on the corner of the
antenna is proposed to decrease the amplitude of noise and guarantee high fidelity
[8, 9]. In addition mirror effects are taken into consideration and then a rectangle
back cavity with 200 mm height and the same length and width with the substrate is
designed to improve radiation performance. Simulation results show that the
parameter of the antenna is with about 3:1 front-to-back ratio in the amplitude scale.
The experimental results are consistent with the simulation results so it’s reliable to
apply the proposed antenna in anti-stealth radar and high-power microwave system.

2 Antenna Design and the Proposed Directional
Transceiver Models

2.1 Antenna Design

The configuration of the time-domain oval dipole antenna with a metal rectangular
back cavity with opposed surface structure is illustrated in Fig. 1. In Fig. 1a, the
optimized dimensions of the singular time-domain oval dipole antenna are pre-
sented as below: a = 57.722 mm, b = 41.173 mm, c = 5.781 mm, d = 1 mm,
r = 75.5 mm. The size of FR4 epoxy substrate is 200.233 × 200.233 × 1 mm3

with dielectric constant εr = 4.4. In general, the time-domain oval dipole antenna in
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free space radiates bidirectional patterns with the maximum gain in the normal
directions of the antenna plane. Bidirectional patterns are not suitable for of the
most wireless communication systems because the polarization senses of the two
beams are opposite. To generate unidirectional patterns, the antenna is devised with
a back cavity or reflector. As shown in Fig. 1a, a rectangular cavity of length CL,
width CW, and height CH is placed underneath the antenna and connected to the
ground plane of the PCB. In practice, the cavity of length and width is slightly
greater than the size of the oval dipole antenna so as to spare enough space for the
margin for manufacturing and assembling. In order to decrease the reflection from
the end of the oval dipole antenna and the backward radiation, four end-loaded
resistors are symmetrically attached between the top of the oval dipole and the top
of the metal rectangular reflector.

The dimensions of the design antenna are decided by the central frequency of the
feeding electric pulse. Some parameters which have effects on the impedance
matching, radiation waveform or its’ power spectrum are discussed in following
contents.

Figure 2 demonstrates the simulated results of the radiated waveforms and its
power spectrum as the height CH of the back cavity increases. It shows, when CH is
less than 200 mm, the waveform’s peak is significantly reduced and the power
spectrum’s amplitude is also significantly reduced, when CH > 200 mm, although
the waveform peak is little different and the amplitude of trailing signal has been
reduced, the number of rings increases and the power spectrum’s amplitude is
significantly reduced. After comprehensive analysis, 200 mm is the optimal height
of the metallic back cavity to realize more power radiation and compact con-
struction of the antenna.

Resistance parameters including the location of resistors, the number of load
resistance, and the resistance value have influences on the antenna performance.
Compared to Fig. 1a, the location of the load resistors, shown in Fig. 1b, is close to

(a) (b) (c)

a

b

c
d

r

CH

CW

CL

R R R R R1 R2R1R2

Fig. 1 The configuration of the time-domain oval dipole antenna with a metal rectangular back
cavity. a The simulation model of the antenna. b The load resistors is close to middle position of
the antenna. c The load eight resistors with two kinds of R1 and R2
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middle position of the antenna, but the resistance is still 200 Ω. In Fig. 3, the input
impedance bandwidth, as the resistance, located on the corner of the antenna is
wider than the input impedance bandwidth as the resistance is set away from the
corner of the antenna. The reason is shown by Fig. 3b, that a larger dish current
density is distributed on the corner edge of antenna. So loading resistors on the
corner edge of antenna is naturally a proper way to decrease the antenna reflection.

The next study is the influence on antenna performance as the number of loading
resistors changes from 2 to 4 and 8. As shown in Fig. 1c, resistor R1 = 330 Ω and
R2 = 470 Ω are symmetrical loaded at the side ends of the antenna. The resistor at
each side of the antenna is equivalent to a parallel resistance, and the total resistance
keeps 200 Ω. After abundant simulation, it is concluded that the number of load
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Fig. 2 Influence of parameter CH. a The radiated waveform. b The power spectrum of the
radiation waveform
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resistor has nothing to do with input impedance and radiation waveform of the
antenna. Therefore, we choose to load four resistors.

Figure 4 demonstrates the simulation results of the impedance changing and the
different radiation waveforms as the value of the loaded resistor R increases.
Figure 4a shows the loaded resistance of the antenna can significantly affect the
input impedance when frequency is low. The input impedance of the antenna
increases as the loaded resistance increases. Figure 4b shows the radiation wave-
form and amplitude of trailing signal are larger as the total resistance increases.
When R varies from 150 to 250 Ω, the amplitude of noise signal is small and
waveforms fidelity is good. The final values for the parameters are given in Table 1.

2.2 The Proposed Directional Transceiver Models

The proposed three directional transceiver models are shown in Fig. 5a. The
transmitting and receiving antennas are placed in the air-filled box face to face. The
distance between transmitting antenna and receiving antenna is 2 m. The boundary
conditions in the CST MWS are set as “open (add space)”. The transient solver
module is used in our simulation. The feeding pulse is a monocycle with 3 ns
peak-peak duration. Figure 5a demonstrates the simulation results of the received
waveforms from back and front. As show in Fig. 5b, front-to-back ratio in the
amplitude scale of waveform which is received by the front antenna to that received
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Fig. 4 The loaded different resistance. a The input impedance. b Waveforms of radiation

Table 1 The final values for
the parameters

Parameters A1 B1 C1 D1

Value (mm) 125.369 14.397 14.397 2.45
Parameters r CL CW CH

Value (mm) 40 320 210.998 202.4
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by the back one is 3 to 1. Figure 5c, d show the simulated normalized frequency
patterns with 2.76 dB practical gain at 0.528 GHz and simulated normalized energy
pattern (NEP) with about ±25°, respectively. It is indicated that the proposed
antenna generates unidirectional patterns.
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Fig. 5 Co-simulation. a The simulated model. b Waveforms of the monocycle pulse.
c Waveforms accept by the receiving antennas in Co-simulation. d The normalized frequency
patterns at 0.528 GHz. e Normalized energy pattern (NEP)
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3 Experiment of the Proposed Antenna

Figure 6 shows the fabricated prototype of the designed antenna with the same
dimensions as indicated in Table 1. Figure 6b shows the prototype of the PCSS
Blumlein line and BRL. The PCSS produces Gaussian pulse, so BRL is designed to
transform the Gaussian pulse into a monocycle pulses with duration of 3 ns (central
frequency of 0.528 GHz). In this letter, the PCSS fabricated on GaAs material
which can output voltage 10 kV, pulse width 1.8 ns, trigger jitter root mean square
value of 65 ps of high power transient electrical pulse. Figure 8a shows the
experiment monocycle pulses generated through BRL, when the experiment PCSS
and Blumlein line produce about 3 ns Gaussian pulse, and this Gaussian monocycle
pulse is used to employ the antenna radiation.

Figure 7 shows simulation and experimental results of the proposed antenna.
The measurement was performed with an Agilent E5071C network analyzer. The
simulated −8 dB S11 bandwidth (0.265–0.458 GHz), and the measured bandwidth

(a) (b)

Resistor

Coaxial Shorted line

PCSS

Fig. 6 a Prototype of the proposed antenna. b Prototype of the PCSS Blumlein line and BRL
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with a return loss (RL) 8 dB is achieved from 0.21 to 0.59 GHz. The antenna can
operate in the set bandwidth of the monocycle pulse spectrum.

In the experiment, we use the Agilent 54855A oscilloscope to collect the
time-domain signals of the receiving antenna which is same with the transmitting
antenna. The feeding pulse is a monocycle of 3 ns peak-peak duration. Figure 8a
shows the measured feeding pulse with 3 ns peak-peak duration. The second and
following periodic pulses shown in the measured waveform curve are reflected by
the ground. Figure 8b shows the measured waveform which is received by the front
antenna and the back antenna. The experimental results show that both the wave-
form is in good agreement with the simulation curves except for the ringing, which
may come from multipath coupling and reflection from the surrounding. The
measured amplitude front-to-back ratio is 2.22:1 while the simulated is 3:1. It
indicates that the scheme to realize directional detection by the two proposed
directional antennas is practicable.

4 Conclusion

In this paper, a cavity-backed time-domain oval dipole antenna has been proposed.
The experimental results which are in good agreement with the simulation results
show the performance parameters of the radiation electromagnetic pulse is with
about ±25° time-domain amplitude pattern at half peak amplitude, and about 3:1
front-to-back ratio in the amplitude scale which is practically measured as 2.2:1. It
is indicated that the proposed is good candidate for application in anti-stealth radar.
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Improvement of Errors-and-Erasures
Algorithm for JTIDS

Zengshan Tian, Liang Li, Mu Zhou and Wei He

Abstract The Joint Tactical Information Distribution System (JTIDS) is the com-

munication terminal of Link-16. In this work, an improvement on the errors-and-

erasures decoder (EED) is proposed for the JTIDS receiver to replace the original

EED. Based on the analysis of every two adjacent pulses in JTIDS double pulses

mode, we determine the current output symbol, and then reduce the symbol error

rate, as well as improve the performance of JTIDS receiver in the complex elec-

tromagnetic environment. The simulation results show that as the additive white

Gaussian noise and pulsed-noise interference exist, the JTIDS receiver with the pro-

posed improved EED is featured with better anti-interference performance.

Keywords Joint tactical information distribution system ⋅ Errors-and-erasures

decoder ⋅ Probability of symbol error ⋅ Pulsed-noise interference

1 Introduction

The Joint Tactical Information Distribution System (JTIDS) is system integrated

with communications, navigation and identification, which has been widely used

in the United States and North Atlantic Treaty Organization forces. The JTIDS is a

time division multiple access (TDMA) system with the characteristics of the direct

sequence spread spectrum, frequency hopping, and Reed–Solomon (RS) encoding.

The performance of symbol error rate (SER) of JTIDS using various modula-

tion schemes under different types of interference and fading have been investigated

in [1–7].The analytical expressions for the performance of SER of the coherently

detected JTIDS-type were first given in [1]. The performance of JTIDS receiver using
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the errors-and-erasures decoder (EED) for both the single- and double-pulse struc-

tures with Additive White Gaussian Noise (AWGN) and pulsed-noise interference

(PNI) was investigated in [2]. The results in [2] showed that the EED outperforms

the errors-only decoding as the PNI exists. The probability of symbol error with

respect to the JTIDS/Link-16-type waveform transmitted over the slow and flat Nak-

agami fading channel was studied in [3].The results in [4] proved that the JTIDS

receiver with the noise normalization combining (NNC) [5] and EED outperforms

the conventional JTIDS receiver under the PNI in the aspect of SER. In [6, 7], the

performance of the JTIDS-compatible waveform which uses the 32-ary orthogonal

codes to replace the cyclic code shift keying (CCSK) was examined for errors-only

RS decoding and EED, respectively.

The existing EED algorithms only focus on the situation that once a symbol is

erased, it cannot be corrected. Based on this, the high symbol error rate is generally

resulted after the CCSK decoding. To enhance the antijamming capability of JTIDS

receiver, an improved EED approach is proposed to be used in the JTIDS receiver

by replacing the conventional EED with the double-pulse structure. This approach

relies on the characteristic that every two JTIDS pulses contain the same information

to reduce the symbol error rate in the complex electromagnetic environment. In this

paper, the performance of SER of the conventional EED and improved EED are

compared under the AWGN and PNI by assuming that the modules of frequency de-

hopping, MSK demodulation, pulse synchronization, and descrambling in JTIDS

receiver work well.

2 System Model Description

The block diagram of the JTIDS receiver using the improved EED is shown in Fig. 1.

As seen from figure, after the demodulation, descrambling of the 32-chip sequence

is obtained, and then the cross-correlation value of the 32-bit sequence with all the

32 possible local sequences is calculated. After that, the 5-bit channel symbol can be

recovered based on the 32 cross-correlation values. The decision is made by choosing

the 5-bit channel symbol with the maximum cross-correlation value [2]. After the

32-ary CCSK symbol demodulator, EED processing, and symbol de-interleaving,

the information are recovered by the RS decoder.

Modified 
EED RS 
Decoder

Symbol 
De-inteleaver

CCSK 32-ary 
Symbol 

Demodulator

32-Chip PN 
Sequence De-

scrambling

MSK Chip 
Demodulator

Frequency 
De-hopping

Link-16 
message

Fig. 1 JTIDS receiver using the improved EED



Improvement of Errors-and-Erasures Algorithm for JTIDS 815

If the JTIDS receiver uses the conventional EED, a channel symbol will be erased

as the largest CCSK cross-correlation value is smaller than the erasure threshold,

which means a 5-bit channel symbol is erased and replaced by the symbol erasure

when Ri < T , 0 ≤ i ≤ 32 , where Ri is the cross-correlation value with respect to the

ith local sequence and 32-bit sequence after the de-scrambling, and T is the erasure

threshold. After EED processing, the CCSK symbol demodulator yields 33 possible

outputs corresponding to the symbols 0, 1, 31, and symbol erasure.

In the improved EED, every two adjacent pulses contain the same Link-16 mes-

sage as the JTIDS-type waveform is transmitted into the double pulses. Therefore,

after the CCSK symbol demodulates, every two 5-bit channel symbols should be the

same, and then we can merge these two same symbols into a group. Furthermore,

a channel symbol is not immediately replaced by the symbol erasure as its CCSK

cross-correlation value is smaller than the erasure threshold, but replaced by another

channel symbol in the same group. The flowchart of the improved EED is shown in

Fig. 2.

The steps of the improved EED are described as follows. First of all, we compare

the largest CCSK cross-correlation value with the erasure threshold. If the largest

CCSK cross-correlation values are not smaller than the erasure threshold, we output

the 5-bit channel symbol directly. Otherwise, we examine whether this pulse is the

first pulse or second pulse in the double pulses mode. If it is the first pulse, we delay

Fig. 2 Flowchart of the

improved EED
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Get channel 
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correlation value
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NO YES
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the output by a cycle, and then replace the current result by the next one. If it is the

second pulse, we examine whether the first pulse has been erased. If first pulse has

been erased, we output the symbol erasure, otherwise we output the first pulse.

By using the improved EED, the joint decision of the two channel symbols in the

same group is required to determine whether a channel symbol is erased. Based on

this, the erased symbol could be corrected by another symbol in the same group. The

symbol erasure is set as the output only when the correlation values of the two pulses

in the same group are both smaller than the erasure threshold.

3 Performance Analysis

3.1 JTIDS Receiver Using Conventional EED

In this subsection, the performance of SER of JTIDS receiver using the conventional

EED with AWGN and PNI is investigated. For the RS code, up to t symbol errors

can be corrected in each block of n symbols. In the conventional EED, a block error

does not occur under dmin ≥ 2i + j + 1, where i and j stand for the number of symbol

errors and number of symbol erasure, respectively, in a symbol block, and dmin is the

minimum hamming distance. A block error occurs under i > t or j > dmin − 2i − 1.

Based on this, the probability of block error using the conventional EED [8] is cal-

culated by

PE =
n∑

i=t+1

(
n
i

)

psi
n−i∑

j=0

(
n − i
j

)

pejpon−i−j

+
t∑

i=0

(
n
i

)

psi
n−i∑

j=dmin−2i

(
n − i
j

)

pejpon−i−j (1)

where ps is the average probability of channel symbol error for the output of the

CCSK symbol demodulator, pe is the average probability of channel symbol erasure,

and po is the average probability of channel symbol correct. The values of ps, pe, and

po are given in [2]. Given the probability of block error, the probability of symbol

error, PS, is defined as

PS = P{symbol error|block error}PE (2)

As there are i error symbols and j erased symbols, the conditional probability of

symbol error [9] is approximated by

P{symbol error|block error} ≈
i + j
n

(3)
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By substituting (1) and (3) into (2), the probability of symbol error,PS, is obtained

as

PS ≈
1
n
[

n∑

i=t+1

(
n
i

)

psi
n−i∑

j=0
(i + j)

(
n − i
j

)

pejpon−i−j

+
t∑

i=0

(
n
i

)

psi
n−i∑

j=dmin−2i

(i + j)
(
n − i
k

)

pejpon−i−j (4)

After that, substituting ps, pe, and po into (4), we can easily obtain the SER of the

JTIDS receiver using the conventional EED under the AWGN and PNI.

3.2 JTIDS Receiver Using Improved EED

For the JTIDS receiver using the improved EED, the channel symbols to be erased

are determined by not only their own correlation values at the CCSK decoder, but

also the other pulses containing the same Link-16 information. Since the improved

EED algorithm has no impact on the characteristics of the channel symbols, the

values ps, pe, and po selected in [2] can be used to evaluate the performance of the

JTIDS receiver using the improved EED under the AWGN and PNI. In this case, the

probability of block error, PEM , by using the improved EED is calculated by

PEM =
n∑

i=t+1

(
n
i

)

psi
n−i∑

j=0

(
n − i
j

)

pef jpecn−i−j

+
t∑

i=0

(
n
i

)

psi
n−i∑

j=dmin−2i

(
n − i
j

)

pef jpecn−i−j (5)

where pef is the probability of channel symbol error (or erasure) when the cross-

correlation value is smaller than the erasure threshold. pec is the probability of chan-

nel symbol correct by using the improved EED.

Under the improved EED, as the cross-correlation value of a channel symbol is

smaller than the erasure threshold, there are three possible outputs, the correct output

channel symbol, error channel symbol, and erased channel symbol. The error channel

symbol occurs as its cross-correlation value is smaller than the erasure threshold,

while the other symbol in the same group is also an error channel symbol. The erased

channel symbol occurs as the cross-correlation values of the two pulses in the same

group are both smaller than the erasure threshold. Based on this, the value of pef is

calculated by
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pef = pepe + peps

=
L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃pe|𝜃

L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃pe|𝜃

+
L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃pe|𝜃

L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃ps|𝜃 (6)

where the values of ps and pe are given in [2], and 0 < 𝜌 ≤ 1 is the ratio of time

with the PNI. In (6), the first and second terms on the right-hand side stand for the

probabilities of the erased and error channel symbols as the output, respectively.

Furthermore, the correct channel symbol can be selected as the output by using

the improved EED under two cases. The first one is that the original channel symbol

is correct, while the second one is that as the cross-correlation value of a channel

symbol is smaller than the erasure threshold, whereas the other symbol in the same

group is a correct channel symbol. Based on this, the value of pec is calculated by

pec = po + pepo

=
L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃po|𝜃

+
L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃pe|𝜃

L∑

𝜃

(
L
𝜃

)

𝜌
𝜃(1 − 𝜌)L−𝜃po|𝜃 (7)

In (7), the first and second terms on the right-hand side stand for the probabilities

for the first and second cases, respectively. By substituting (5) and (3) into (2), the

probability of symbol error, PS, is calculated by

PS ≈
1
n
[

n∑

i=t+1

(
n
i

)

psi
n−i∑

j=0
(i + j)

(
n − i
j

)

pef jpecn−i−j

+
t∑

i=0

(
n
i

)

psi
n−i∑

j=dmin−2i

(i + j)
(
n − i
j

)

pef jpecn−i−j] (8)

Then, by substituting ps, pe, and po into (6) and (7), the values of pef and pec can

be easily calculated. Finally, based on pef , pec, and ps in (8), the SER of the JTIDS

receiver using the improved EED under the AWGN and PNI is obtained.
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4 Simulation Results

In this section, we will compare the SERs achieved by the JTIDS receiver using the

improved and conventional EED, respectively, under the AWGN and PNI. By select-

ing the erasure threshold T = 14 which is the optimal threshold has been demon-

strated in [2], we obtain the simulation results in Figs. 3, 4, and 5. In these figures,

NI and No stand for the one side power density spectrum of the PNI and AWGN,

respectively, and Eb′ is the average power of each bit in a pulse.

Figure 3 shows the results under the AWGN, while Figs. 4 and 5 show the results

under the AWGN and PNI. As shown in Fig. 3, the improved EED outperforms the

conventional EED in the aspect of the average power per bit per pulse, Eb′ . For exam-

Fig. 3 SERs of JTIDS
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Fig. 5 SERs of JTIDS

receiver under

Eb′ ∕N0 = 15 dB

0 2 4 6 8 10 12
10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

E
b'

 /N
I
(dB)

P S

Conventional EED ρ=0.2
Conventional EED ρ=0.5
Conventional EED ρ=0.8
Improved EED ρ=0.2
Improved EED ρ=0.5
Improved EED ρ=0.8

ple, to achieve PS = 10−5, the Eb′∕N0 required by the conventional EED is about

3.6 dB, whereas the Eb′∕N0 required by the improved EED is only about 2.7 dB.

Figure 4 shows the results under Eb′∕N0 = 10 dB. For simplicity, only three pos-

sible values of 𝜌 (𝜌 = 0.2 , 0.5, and 0.8) are considered in the simulations. 𝜌 = 0.8
represents that the PNI exists for 80 %. As seen from Fig. 4, we observe that: (i) given

the same value of 𝜌, the JTIDS receiver using the improved EED outperforms the

one using the conventional EED in the aspect of Eb′∕NI . For example, under 𝜌 = 0.8
and PS = 10−5, the Eb′∕NI required by the improved EED is about 3.7 dB, whereas

the Eb′∕NI required by the conventional EED is about 4.9 dB; and (ii) given the

same value of PS, the improved EED outperforms the conventional EED by a greater

margin as the value of 𝜌 decreases. For example, given 𝜌 = 0.2 and PS = 10−5, the

improved EED outperforms the conventional EED by 2.2 dB and increase of 1 dB

compared to when 𝜌 = 0.8.

Similarly, under Eb′∕N0 = 15 dB, the results of SERs are shown in Fig. 5. From

Fig. 5, we observe that: (i) first of all, based on the results in Figs. 4 and 5, the prob-

ability of symbol error decreases as Eb′∕N0 increases as expected; and (ii) given the

same value of 𝜌, the JTIDS receiver using the improved EED outperforms the one

using the conventional EED in the aspect of Eb′∕NI . For example, under 𝜌 = 0.2 and

PS = 10−5, the Eb′∕NI required by the JTIDS receiver using the improved EED is

2 dB lower than the Eb′∕NI required by the one using the conventional EED.

5 Conclusion

In this paper, an improvement of EED algorithm is proposed for JTIDS, and mean-

while the probability of symbol error under the AWGN and PNI has been signifi-

cantly investigated. By using the improved EED, the channel symbol can be replaced
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by another channel symbol that contains the same message in the same group as the

CCSK cross-correlation value is smaller than the erasure threshold. To verify the

performance of the proposed improved EED, we compare the probabilities of sym-

bol error with the conventional EED. The simulation results demonstrate that the

performance of SER of the JTIDS receiver using the improved EED is much better

than the one using the conventional EED.

References

1. Wang H, Kuang J, Wang Z et al (2005) Transmission performance evaluation of JTIDS. In:

Proceedings of the IEEE military communications conference, pp 2264–2268

2. Kao C, Robertson C, Kragh F (2009) Performance of a JTIDS-type waveform with errors-and-

erasures decoding in pulsed-noise interference. In: Proceedings of the IEEE military communi-

cations conference, pp 1–7

3. Kao C, Kragh F, Robertson C (2008) Performance analysis of a JTIDS/Link-16-type waveform

transmitted over Nakagami fading channels with pulsed-noise interference In: Proceedings of

the IEEE military communications conference, pp 1–6

4. Kao, C Robertson C (2011) An improved link-16/JTIDS receiver in pulsed-noise interference.

In: Proceedings of the IEEE military communications conference, pp 341–346

5. Kao C, Robertson C (2010) Performance of a JTIDS-type waveform with noise-normalization

combining in pulsed-noise interference. In: Proceedings of the IEEE military communications

conference, pp 1690–1694

6. Lekkakos D, Kragh F, Robertson C (2009) Performance analysis of a Link-16 compatible wave-

form using errors-and-erasures decoding when corrupted by pulse-noise interference. In: Pro-

ceedings of the IEEE military communications conference, pp 1–6

7. Lekkakos D, Robertson C, Lekkakos D et al (2009) Performance analysis of a LINK-16/JTIDS

compatible waveform transmitted over a channel with pulse-noise interference. In: Proceedings

of the IEEE pacific rim conference on communications, pp 29–34

8. Sargrad D, Modestino J (1990) Errors-and-erasures coding to combat impulse noise on digital

subscriber loops. IEEE Trans Commun Process 1145–1155

9. Joiner L, Komo J (2003) Errors and erasures decoding of BCH and Reed-Solomon codes for

reduced M-ary orthogonal signaling. IEEE Trans Commun Process 57–62



An X Band 40 W High Power Amplifier
Based on Internally Matched

Zhengbo Yang, Fei Liang, Ping Yang and Jing Liu

Abstract An X band high power amplifier which is based on internally matched
single chip 5 mm GaN on SiC high electron mobility transistors (HEMTs) is
successful simulated and tested. LCL network and microstrip circuits are directly
used to match the impedance of the 5 mm GaN on SiC HEMTs to 50 Ω with using
two-way power combiner. The internally matched circuit structure is optimized and
calculated using ADS software, designed with this method of working from 8.5 to
9.5 GHz, and tested in the labs. We use microwave signal source, DC power
supply, attenuator, power meter, and the spectrum analyzers to test the high power
amplifier, with the bias condition of Vds = 30 V and Vgs = −3.6 V, in the range of
8.5−9.5 GHz, the test results are as follows: power gain (G) > 11 dB, the input
VSWR < 1.8 and the output VSWR < 2.2, the output power (Pout) > 36.65 dBm
and power added efficiency (ηPAE) > 30 %.

Keywords Internally-matched ⋅ High power amplifier ⋅ GaN HEMTs ⋅ Power
divider

1 Introduction

With the continuous development of the microwave solid-state high power
amplifiers, high power devices are not only widely used in radar technology and
wireless communication technologies, but also enable us to improve the output
power and the power additional efficiency of the microwave solid-state high power
amplifier. Therefore, the power synthesis technology becomes one of the most
simple and effective means to improve radar and wireless communication system
output power. It not only has high research value, but also plays an important role in
practical applications. Throughout the course of the microwave solid-state high
power amplifiers in recent decades, microwave power synthesis technology is the
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direction of high-frequency, multichannel and broadband. Such as, based on hybrid
designs and internally matched GaN HEMTs technology, 23 W at X band [1], and
500 W at 3.5 GHz [2] were achieved, respectively. And at X band, the reported
internally matched GaN HEMTs amplifiers have demonstrated 45.2 W [3].

The project is mainly researching on X band (8.5−9.5 GHz) internally-matched
in synthesis technologies of microwave solid-state high power amplifiers, such as
the transistor matching technology, power divider/combiner technology and the DC
bias technology. According to the input and output impedance of HEMT die and
the characteristics of the output power, we design a high power amplifier based on
the two-way matching synthesis technology using theoretical analysis and practical
method of combining the microwave circuit simulation. Then the schematic sim-
ulation, layout, schematic co-simulation, processing and packaging, and debugging
are also proceeding.

Based on these requirements that the high output power, the high power effi-
ciency and the high gain of microwave solid-state high power amplifier, we first
introduced the working principle of matching technology, detailed description the
matching components and design process of the amplifier, and then tested it. By
using the internally matched technology, the two-way internally matched GaN
HEMTs die with 5 mm total gate width demonstrated a very high output power of
40 W at 8.5−9.5 GHz under the condition of continuous wave (CW), with a power
added efficiency of 38.0 % and power gain of 9 dB with a drain voltage of 30 V
and source voltage of −3.6 V. Finally, we test on the bias condition of Vds = 30 V
and Vgs = −3.6 V, in the range of 8.5 GHz−9.5 GHz, the test results are as fol-
lows: power gain (G) > 11 dB, the input VSWR < 1.8 and the output VSWR <
2.2, the output power (Pout) > 36.65 dBm, and power added efficiency
(ηPAE) > 30 %.

2 Simulation

2.1 Principle of Matching Technology

With the increase in the gate width, the input impedance value of the FET dies by
getting lower and lower, the device of the unloaded Q value will becomes higher
and higher, the amplitude and phase unbalance problem of the feeding signal will
be more serious. Therefore, it is difficult to use the external circuit for a certain
width-band matching directly, but match the transistor in the packaging can solve
this problem.

Internally-matched technology is a kind of technology which is to balance
between the inside of a transistor die and each other transistor die on signal
amplitude and phase, it can not only increase the input and output real part
impedance of the transistor die, but also becomes part of power divider/combiner.
Its design principle is, matching structure is respectively matched to the input and
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output end of the transistor die. This means that we can change the port impedance
values, offset the imaginary part impedance of transistor die, and improve its real
impedance to the impedance values of a particular (the specific value of this project
is 30 Ω).

In addition, the project requirement of devices power is very high, a single chip
(called single cell) of the power output capacity always cannot meet the require-
ments. Therefore, we often use a plurality of chips (called multicellular) for power
combiner to achieve the technical requirements. So, we design the two-way syn-
thesis microwave solid-state high power amplifier circuit by using a plurality of
chips in this project. Figure 1 is the one-way of structure block diagram of the
internally-matched. It mainly consists of the bias structure, the “T”-type power
divider/combiner network structure, the structure of the input and output matching,
LCL filter network structure, and the matching circuit structure of HEMT die.

2.2 Matching Components

Based on the impedance and characteristics of transistor die, we choose the
appropriate circuit structure to design the internally matched to meet the design
requirements. One of the main structure is the matching components, which include
banding wire, capacitance, resistor, and microstrip in the internally matched circuit.

Matching circuit often adopts the “T” type LC low pass filter network. Among
them, the bonding wire inductance (L) and the MIM capacitance (C) are the most
commonly used matching components. Bonding wire diameter (D) is commonly
used for 20, 25, 30 μm, etc. Length l (cm) n roots of bonding wires inductance L
(nH) is calculated by the following formula:

Fig. 1 Structure block diagram of the internally matched
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The inductance value calculated by the formula (1) is too small to design
because formula (1) is not accurate enough, the banding wire and microstrip leads
impact on each other. So, we design the “T” type LC low pass filter network
according to the actual circuit.

High dielectric constant ceramic, Al2O3, SiO2, Si3N4, or GaAs are commonly
used as capacitor. a is the length of the capacitor, b is width, and t is the capacitor
dielectric thickness, the capacity C (pF) of capacitor is calculated by the following
formula:

C=
kεrε0ab

t
ðpFÞ ð2Þ

In the general capacitance range, the correction constant k is generally within the
range of 1.2−1.8, a and b are smaller, t greater, k value is usually greater.

2.3 Power Divide and Combiner

Power divider and combiner are developed on the basis of the tee joint. Hence, they
are in the same circuit topology. When used as input circuit in high power
GaN FET, the microwave input power can be assigned to each unit cell of FET, so
it is called power divider. When used as output circuit in high power GaN FET, the
respective units of the FET cell output power combiner as a large output power, so
it is called power combiner. As a result, power divider and combiner is one of the
most commonly matching components.

However, the impedance value of large gate width of the transistor die is very
low, if the impedance transformation network upgrades directly to 50 Ω, a high Q
value of the circuit, signal amplitude, and phase imbalance are very serious. So, it
also caused a very narrow band in this matching and the outer circuit is also difficult
to match. In power divider design, which synthesis the multicellular to the inter-
nally matched power output, we often use Wilkinson power divider forms which is
different from the traditional Wilkinson power divider, as shown in Fig. 2; on the
one hand, it is the role of impedance transformation to complete the transistor
impedance through an impedance transformation network upgrade to 50 Ω, which
is contributed to connect with the peripheral circuit, whereas, on the other hand, it is
also subjected to the package size and the power divider is not large than the size of
package.

In this kind of structure, the RF signal inputs from the left port while the power
outputs from the right ports. If the right port is exactly in match state, there are
electric current flows through the resistor R. If one of the right ports is in mismatch
state, the current can through it and generate the extra power. When the power is
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absorbed by the isolation resistor R, the “T” type power divider/combiner play the
role of balancing or isolating. From the optimization results, we can get a good
power divider/combiner.

2.4 Process of Simulation

For high-frequency mixed integrated circuits at X band, the main problems need to
solve are reducing the parasitic reaction brought by the various connections, and
reducing the microwave signal transmission path loss. Parasitic reaction of inter-
connect components not only makes the broadband characteristic degrade the
device, but also brings additional losses and lower gain.

At 9 GHz, we designed the input and output matching circuits based on GaN
HEMTs small signal S-parameters and load pull data. When the gain gets to the
biggest matching in the input matching circuit of small signal and the transmission
circuit gets the best efficiency, the output matching circuit for large signal optimal

Fig. 2 Structure block diagram and result of power divider/power combiner
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load matching obtains maximum output power. In matching circuit, we use
microstrip line and bonding wire to match, so that the device of input and output
impedance value can match to 50 Ω. Bonding wire is not only used for transistor
die and microstrip circuit connection, but also as part of the matching circuit. The
input and output of the microstrip matching circuit are manufactured by the relative
dielectric constant 9.5, the thickness of Al2O3 ceramic substrate is 0.5 mm, the

Fig. 3 Topology schematic diagram of the designed power amplifier
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thickness of gold layer is 3 microns and the diameter of the bonding wire is 25
microns. Packaging shell is made of oxygen free copper, and its size is
15.2 mm * 13 mm. Transistor die and ceramic substrate will be packaged in the
package shell through sintering and bonding.

By looking for GaN HEMTs small signal S-parameters and testing the load pull,
the input and output impedance value calculated by the relevant formula is
approximately 1 and 5 Ω, so two kinds of different impedance matching circuit can
be designed by different circuit structure.

When using the λ/4 of the impedance conversion line, the drain of GaN HEMTs
can be connected directly by a bonding wire impedance conversion line, in order to
make the output characteristic impedance value reach to 30 Ω; while the source of
GaN HEMTs must be use the “T” type of LC low pass filter network to make the
source of impedance values raised to a certain value, and the bonding wire connected
to the impedance transformation line, in order to make the output characteristic
impedance value reach to 30 Ω; finally, by connecting “T” type power divider and
power synthesizer the impedance of the specific value (30 Ω) changes to 50 Ω.
Figure 3 shows the topology schematic diagram of the designed power amplifier.

3 Test

3.1 Test Procedure

When designing and simulating the high power amplifier is finished, we produced
it. The high power amplifier mainly includes the external cavity structure, bias
circuit structure, input and output of the “T” type power divider/combiner, input
and output matching section, and so on. Internally matched structure and cavity
structure of the high power amplifier are shown in Fig. 4.

Fig. 4 Internally matched structure and cavity structure of the high power amplifier
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As is shown in Fig. 5, we use microwave signal sources, DC power supplies,
attenuators, power meters, and the spectrum analyzers to test the high power
amplifier, with the bias condition of Vds = 30 V and Vgs = −3.6 V, in the range of
8.5−9.5 GHz, the test results are as follows: power gain (G) > 11 dB, the input
VSWR < 1.8 and the output VSWR < 2.2, the output power (Pout) > 36.65 dBm,
and power added efficiency (ηPAE) > 30 %.

3.2 Analysis of Test Result

From the above test results, we can analyze, with the bias condition of Vds = 30 V
and Vgs = −3.6 V, in the range of 8.5 GHz−9.5 GHz, the linear gain fluctuation
range is bigger, but not less than 11 dB, and the measured output power is
36.65 dBm, all the test results do not reach the design requirements.

The bad test results are caused by the following reasons:

(a) The defect of design

As the matching module size is very small and the ceramic substrate heats faster,
isolation resistor should be designed in the internally matched structure, rather than
being welded after the assembly, this may cause the impact on the human factors
in the process of welding; The difference between the large signal model based on
ADS simulation design and the material object is mainly caused by the transistor
processing technology.

(b) The error of the assembly process

The error of the assembly process greatly influenced the results of the design, such
as the height and length of the bonding wire, the coupling effect between gold; also,

Fig. 5 The power gain and
output power of the power
amplifier test pattern
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circuit connection and the wastage of the joint will cause great error and cannot
reach the design requirements.

(c) Heat dissipation

Although we have considered the heat dissipation on the design of cavity and the
selection of material, but high temperature will have great influence to the overall
performance of the transistor die and disturbs the test results when we test.

4 Conclusions

Microwave power amplifier is a kind of device which can realize high output power
and high power added efficiency. It is widely used in radar technology and wireless
communication technology.

In order to achieve high output power and high power added efficiency, we
adopted the matching technology of the transistor die to produce higher power
output, it can make the inside of a transistor die and each other transistor die
implementation on signal amplitude and phase equilibrium. By testing and ana-
lyzing, with the bias condition of Vds = 30 V and Vgs = −3.6 V, in the range of
8.5 GHz−9.5 GHz, the linear gain is greater than 11 dB, the input VSWR is less
than 1.8, the output VSWR is less than 2.2, and the maximum output power is
36.65 dBm. But on the whole, due to insufficiency of design experience and pro-
cess technology and the limitation of test conditions, we failed to test the scheduled
early indicators, but when compared with other design, our design structure is
relatively simple and effective. Because in the case of high frequency and high
power, we can inhibit the generation of self-excitation, heat dissipation problems,
and deal well with stability, this is a very difficult thing to do well.
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A Virtualization Testbed Framework
for Networked Information System

Lixin Zhu and Shuanghua Zhu

Abstract After a review on the existing testbed frameworks for networked
information system, we proposed a new virtualization testbed framework which had
the merits of scalability, configurability, security, programmability and efficiency.
The testbed framework is defined with function components and running view in
detail in this paper. The implementation methods for virtualization testbed frame-
work are described and experimental results showed the advantage of virtualization
testbed framework.

Keywords Networked information system ⋅ Virtualization testbed ⋅ Testbed
framework

1 Foreword

The networked information system, which has features in network-centric topology
and service oriented architecture, has become the mainstream of military infor-
mation system development. To address the challenges proposed by networked
information system development, many system architectures, concepts, services,
protocols, and algorithms have been proposed in order to meet the technical
requirements. The SOA-based and cloud computing-based system framework have
been successful examples [1]. Nevertheless, before a new system architecture or
protocol has been put into application, we must build testbed to do full-scale and
rigorous experiments. By now, there are three types of testbed framework for
networked information system [2].

The first one is simulation-based testbed framework. In simulations, models of
real-world components (such as ICT infrastructure) are created, and these models
are then made to interact [3]. Simulation has the advantage of being highly scalable
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since a large number of host and device models can be run on a single physical
machine (assuming simple models). However, a disadvantage is that because these
models are often high level abstractions of the real-world objects, the test results
can lack fidelity and may not reflect reality. Developing models which capture the
complex, dynamic, and stochastic nature of networked information system requires
a significant effort.

The second one is overlay network-based testbed. The overlay network testbed
operates on top of production networks. The overlay network can dynamically
change the topology of the network for applications under test, while the underlying
network remains static. It therefore provides flexibility in configuring testbeds for
different experiments. Overlays are very common method for adding functionality
to an existing service, for example the internet overlays the telephone network.
Other networks such as peer-to-peer or cloud services now overlay the internet.
FEDERICA project [4] funded by EU has interconnected the separated network
widely distributed in Europe to build a specific testbed for next generation network.
With this overlay testbed, the cybersecurity, protocol, and application for future
Internet could be verified. Using overlays for test networks provide size, cost, and
fidelity advantages compared to other approaches. This is because testing can be
performed at the same scale as the production network it overlays, real hardware is
used for high fidelity, and they avoid the additional cost of building a separate test
network or laboratory. However, a disadvantage is the difficulty in performing
formal testing including repeatability and experiment control (since the underlying
network cannot always be controlled). Another disadvantage is the potential
adverse impact of the experiment on the production network.

Recently, the emulation testbed for networked information system was proposed
[5], that uses a standalone physical testbed to emulate any number of different
experiment configurations. Emulation is the process of mapping a desired experi-
mental networked information system topology and software configuration onto the
physical infrastructure of the testbed. While the actual infrastructure may consist of
a cluster of machines, the emulation component can configure the cluster to behave
as per the desired experiment topology including routing, services and C3I appli-
cations. It supports experimentation with scientific rigor. Fidelity is high due to the
use of real hardware and having total control of background traffic, workloads, and
general events. This contrasts with simulations where it is not always easy to know
which parts of the model can be abstracted without influencing the test results.
Fidelity is also higher than with overlay networks where experiments are not always
repeatable due to the shared infrastructure. Virtualization is commonly used as a
tool for flexible emulation. However, the lack of a united platform was the main
difficulty to build a emulation testbed for networked information system, which
could allocate, deploy, control, and manage this kind of virtualization testbed and
its resource.
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2 Virtualization Testbed Functional Requirements

The networked information system has features in complex topology, large scale,
and technology diversity, which lead to the new functional requirements for the
virtualization testbed. In addition, the virtualization testbed should afford to hold
cybersecurity test that probably induces physical damage to testbed infrastructure.
Based on above analysis, we propose the functional requirements for virtualization
testbed, including

• Scalability, the testbed infrastructure could scale its capability and the physical
resources could extend on demands;

• Configurability, the testbed and its resource could be reconfigured according to the
specific task and user’s demand while keeping the physical infrastructure static;

• Security, the simultaneous experiments could not affect each other; the damage
caused by disruptive test could be separated from the testbed infrastructure; the
contaminated resource in the experiments could be refreshed and reused in next
experiments;

• Programmability, the virtualization testbed resource could be reallocated and
redeployed to build a new test object system; the physical production network
could be logically reprogrammed to form a new topology;

• Efficiency, the reproduction of object system and its running environment could
be executed time efficiently with the help of a suit of automated testbed tools.

To meet all above functional requirements, we propose a virtualization testbed
framework, in which the management of testbed running and resource allocation are
unified by the virtualization platform. The virtualization framework also brings the
merit of enabling disruptive cyber attack tests.

3 Virtualization Testbed Functional Requirements

3.1 The Virtualization Framework Levels

The framework of the virtualization testbed was illustrated in Fig. 1. It could be
divided into three levels including testbed infrastructure, virtualization testbed
service, and reproductive testing environment.

The reproductive testing environment is the mapping of a real networked
information system consistent with test design. The nature attributes and lifecycle of
a test would be described with a set of formal syntax first and the recurrence of real
scene would hold in this level. The virtualization testbed service level is the test
service provider, which unified the management of LVC test resources and was
responsible for reallocate, deploy, configure test resources to reproduce an object
system. It has separated the testbed infrastructure from reproductive testing envi-
ronment, which would lead to disruptive effect in a cybersecurity test probably.
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The data also is collected by the testbed virtualization platform efficiently. Testbed
infrastructure is the real test capability supplier, which remains under cover the
heterogeneous test resources and provides a unified access to them.

The running view of virtualization testbed is illustrated in Fig. 2.

Fig. 1 The virtualization testbed framework
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Fig. 2 Testbed running view
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Step1. The user abstracts the intrinsic characteristics of test object and forms the
configuration scripts. The nature characteristics are the most important fea-
tures andmodels of the object system to be tested, including system structure,
function components, running behavior, and configuration attributes;

Step2. The user puts out the requests of reproducing object system and allocating
related resource to virtualization testbed service level, which would allocate
resources and organize the test procedure. The virtualization testbed service
level would reproduce the object system according to the configuration
scripts that described the object attributes and deployment structure;

Step3. After the reproduction of object system had finished, the testing environ-
ment for specific task level would load emulation implies to drive the object
system running. The resources in the testbed infrastructure level would have
been logically occupied by this test and burden the actual computing;

Step4. The virtualization testbed service level records all the test data and events,
and it makes preparation for evaluation;

Step5. The virtualization testbed service level organizes the cleaning and call-
backing the test resource allocated in the test.

3.2 The Implementation of Virtualization Testbed Platform

The core function of virtualization testbed platform is the implementation of allo-
cation, deployment, configuration and management all kinds of resources.
The difficulties lie in three aspects, including the creation of basic test resources, the
cybersecurity assurance of virtualization platform, the unified deployment and
configuration of LVC resources.

The creation of basic test resources has great difficulty because of the diversity of
networked information system components. Each characteristic to be reproduced is
quiet different, which leads to the need of applying different way to emulate each

Table 1 The test resource emulation methods

Resource type Emulation methods

Network resource Router Linux container-based router emulation
Link Link emulation based on traffic shaping
Traffic Traffic emulation based on logical network behaivor

mapping
Computing
resource

Computer
device

Server virtualization method

Operation
system

Platform virtualization method

Service resource System service Interface encapsulation and message agent method
Application
resource

Sensor Radar and ESM system emulation
Weapon Aeroplane movement emulation
C2 System Real C2 system image
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basic test resource. All kinds of methods applied in our test resource emulation are
illustrated in Table 1.

Among these, the Linux container based router emulation would reproduce large
scale network with a great number of emulated routers based on Qugga [6]. The
server virtualization is implemented through VMware ESX software and OpenVZ.
All above test resource emulation methods are not proposed by us originally and we
cite them here to describe our implementation in detail.

The cybersecurity assurance of virtualization platform is an important merit of
our framework. This is implemented by three kinds of logical seperations form
testbed infrastructure and reproductive test environment, including testbed infras-
tructure, testbed services, and test data, as illustrated in Fig. 3.

(1) Testbed infrastructure security. In a destructive experiment, the malwares from
the object system would probably penetrate residence and attack testbed
infrastructure. In order to make sure of the cybersecurity, we have deployed
firewall to avoid unlicensed access and misuse. After each test, we have
cleaned and polymerized the resource to avoid the negative effect to next test.

(2) Testbed virtualization platform security. When carrying a test on virtualization
testbed platform, we have assured the security by validating user’s authority
through certificate and key. We have also supervised the testing procedure to
avoid exceptional behavior that would induce damage.

(3) Test data security. We proposed an agent based test data collection method to
avoid the malware promulgated stealthily and to validate the correctness of
them.

Fig. 3 The cybersecurity design of testbed
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The unified deployment and configuration of LVC resources is another impor-
tant merit of our testbed platform. It is implemented through port mapping and
router redirection, as illustrated in Fig. 4.

(1) The port mapping was applied to interconnect virtual and real resources. The
promiscuous mode was set on the virtual machine network interface first, and
then all outstreams from the virtual machine was mapped onto the host net-
work interface.

(2) The router redirection was applied in interoperating emulation and real
resources. All emulation result flow would be redirected into real network and
make the interoperation possible.

(3) The interoperation between virtual and emulation resources could be inter-
acted directly because both kinds of resource are running on the same
infrastructure level.

4 Experiments

With the virtualization testbed platform above, we have built a virtualization testbed
prototype with ten servers (IBM M3 series) and one high performance router. On
this testbed, we have reproduced a networked information system with 218 nodes
(including sensors, routers, computers, and C3I nodes) and have validated the five
merits of our testbed.

Fig. 4 Test resource virtualization management model
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In Fig. 5a, we showed a networked information system topology that was
visually configured by user. All available test resources are listed on the left side of
this software and could be used to define a object system. Figure 5b showed testbed
resource changing profile in a test. The left part of the profile indicted by dashed
line is denoting the callback of memory resource and the right part showed the
reallocation process of memory resource in the next test. This profile showed us the
programmability of testbed.

The time cost in the reproduction of networked information system with 218
nodes is listed in Table 2, which is less than 30 min and quiet efficient.

5 Conclusion

This paper has analyzed the requirements of networked information system testing
and proposed a new virtualization testbed framework, which has the merits of
scalability, configurability, security, programmability, and efficiency. The imple-
mentation methods for virtualization testbed framework are described and experi-
mental results show the advantage of virtualization testbed framework. Next, we
will get further research in networked information system driving methods.

Fig. 5 Virtualization testbed running information a Object information system topology
b Testbed resource changing profile

Table 2 Time on object
system reproduction

Reproduction content Results

Topology reproduction time 2 s
Network reproduction 2 min and 30 s
Computing device reproduction 12 min and 30 s
Applications deployment time 7 min
Test driver loading time less than 10 s
Test resource callback time 6 min and 50 s
Total time less than 29 min and 2 s
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Fixed-Frequency Sliding Mode Control
of Buck Converter Based on Differential
Geometry Theory

Li Kai, Li Jianbing, Zhou Dongfang and Kai Zheng

Abstract The paper establishes the state feedback accurate linearization model of
buck converter by differential geometry theory. Based on the model, PWM
fixed-frequency slidingmode controller is designed with the method of approach law.
Experiment indicates that comparedwith PID control, newmethod has better dynamic
and steady-state feature.

Keywords PID control ⋅ State feedback accurate linearization ⋅ Fixed-frequency
sliding mode control

1 Introduction

With the development of controlling criterion and precision, new controlling
method has amore important role in the research of modern converter. Compared
with other methods, sliding mode control [1] is featured with its robustness and fast
response, which can improve the dynamic and steady-state quality under wide
range of disturbance in parameters, such as input voltage and load.

Ideal sliding mode control calls for infinite frequency. Sliding mode control
based on hysteresis modulation reduces the frequency. The frequency is not stable
and this goes against the design of the filter. Fixed-frequency sliding mode control
[2] based on equivalent control not only reduces the frequency, but also guarantees
the advantage of sliding mode control.

The paper takes buck converter as an example. The nonlinear system model of
buck converter is transformed into linear system model with the method of state
feedback accurate linearization [3, 4]. Then the fixed-frequency sliding mode
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control is designed based on the linear system model of buck converter. The new
method combines the advantages of fixed-frequency sliding mode control and state
feedback accurate linearization, which has good dynamic and steady-state feature
and is convenient to determine the parameters.

2 The State Feedback Accurate Linearization Model

2.1 The Affine Nonlinear Model of Buck Converter

First, the working principal of buck converter is illustrated in Fig. 1 as follows:
The state space equations are established by state space averaging method as

follows:

L diLdt = UindðtÞ−UO

C duo

dt = iL − UO
Ro

(
ð1Þ

where d(t) is a function varying with time, also represents system control variable.
Inductance current iL (t) and capacitor voltage Uc (t) are chosen as two-dimensional
state variables as follows:

X tð Þ = x1 x2½ �T = iL tð Þ Uc tð Þ½ �T ð2Þ

The affine nonlinear model of buck converter can be established as follows in
formula (3):

X = f X tð Þð Þ+ g X tð Þð Þu
y = h X tð Þð Þ= x2

�
ð3Þ

where f X tð Þð Þ =
− x2
L

x1
C − x2

RoC

� �
, g X tð Þð Þ =

Uin
L
0

� �

Fig. 1 Basic circuit of buck
converter
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2.2 Requirements of State Feedback Accurate Linearization

First we should confirm whether the model above meets the requirements of state
feedback accurate linearization before coordinate transformation [5].

According to the law, the necessary and sufficient conditions are expressed as
follows (the relation degree is set as r, and the system dimension is set as n):

1. The rank of the matrix g Xð Þ Lf g Xð Þ½ � equals to system dimensions 2;
2. The vector field D= g Xð Þ,Lf g Xð Þ� �

are involutions at X = X0.

When both conditions are met, the nonlinear system can be turned into Bru-
novsky standard, which is a firmly anchored linear system.

The formula (4) can be calculated with Li function as follows:

Lf g Xð Þ= ∂g Xð Þ
∂X

f Xð Þ− ∂f Xð Þ
∂X

g Xð Þ= 0
Uin
LC

� �
ð4Þ

The rank of matrix g Xð Þ Lf g Xð Þ½ � (the rank is 2) equals to the system
dimensions. At the same time vector field D meets condition 2. So the affine
nonlinear model of buck converter can be turned into controlled linearity system
(Brunovsky model).

2.3 Coordinate Transformation

New coordinates can be set as follows:

Z = z1 z2½ �T =φ Xð Þ= h Xð Þ Lf h Xð Þ½ �T

z1 =φ1 Xð Þ= x2
z2 =φ2 Xð Þ= x1

C − x2
RoC

�
ð5Þ

Through coordinate transformation [6], nonlinear system can be turned into
Brunovsky model as follows:

z1 = z2̇
z2 = α Xð Þ+ β Xð Þu

�
ð6Þ

The controlled variable under new coordinate can be set as v:

v= α Xð Þ+ β Xð Þu ð7Þ
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Formula (8) can be attained from (5):

x1 =Cz2 + x2
Ro

x2 = z1

�
ð8Þ

Then

X ̇= Cz2̇ + ż1
Ro

z1
h iT

= − x2
L Lf h xð Þ� �T + CLgLf h xð Þu 0½ �T ð9Þ

Comparing between (7) and (9), (10) can be obtained as follows:

α xð Þ= − x2
L

x1
C − x2

RoC

h iT

β xð Þ= Uin
L 0

� �T

8<
: ð10Þ

Combining (5) and (9), the relation of controlled variable under new and old
coordinate system can be attained as follows in formula (11):

u=
v+ Lf h xð Þ

RoC
+ h xð Þ

LC

LgLf h xð Þ =
v− L2f h Xð Þ
LgLf h Xð Þ ð11Þ

3 Fixed-Frequency Sliding Mode Control Based on State
Feedback Accurate Linearization Model

Under the new coordinate system, controlled variable is set as v, output variable is
turned into z1 = x2 =Uc tð Þ. When system tends to be stable, the steady-state output
voltage is Uc tð Þ= z1ref . The error variable is set as e = z1ref − z1.

Linear switching function is selected as follows:

s= αe+ e ̇ = α z1ref − z1
	 


− z2 ð12Þ

In other words,

s= α z1ref − z1
	 


− v ð13Þ

Specific sliding mode controller is designed by approaching law.

ṡ= − εsgn sð Þ− ks ε, k>0 ð14Þ
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Formula (15) can be obtained from (12) and (13) as follows:

v= − αz2 − ε sgn sð Þ− ks ð15Þ

Through coordinate transformation, the relation between v and equivalent con-
trolled variable u is expressed as follows in formula (16):

u=
LC
Uin

−
1

R2
oC2 −

1
LC

� �
x2 +

1
RoC

x1 + v
� �

=
LC
Uin

−
1

R2
oC2 −

1
LC

� �
x2 +

1
RoC

x1 − αuc tð Þ+ εsgn sð Þ+ ks
� � ð16Þ

4 Simulation Experiment

4.1 Simulation Model

In this paper, Simulink tool is used for simulation experiment, specific parameters
are shown as follows: Uin =12 V, Uc =Uref =5 V, L=500 μH, Ro =40Ω, C=1
μH, f =100 KHz.

From all the formulas above, ueq can be obtained as follows in formula (17):

ueq =KiiL tð Þ+KuUc tð Þ+ LC
Uin

εsgn sð Þ+ LCK
Uin

s ð17Þ

where

Ku = −L
UinR2

oC
+ 1

Uin
+ Lα

UinRo

Ki = L
RUinC

− Lα
Uin

s= α 5−Uc tð Þð Þ− 1
C iL tð Þ+ 1

RoC
Uc tð Þ

8><
>:

Specific parameters can be concluded as follows: Ku = − 0.0741,Ki =2.3633.
Controlled parameters can be attained by optimizing as follows:

α=5500000, ε=2.56 × 109, K= 7.2 × 108. ð18Þ

Figure 2 shows the simulation model established by Simulink tool. Simulation
time is set to 0.02 s, load changes between 40 and 80 Ω for each 5 ms.
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4.2 Simulation Results

Figure 3 shows the output voltage under the load mutation between 80 and 40 Ω
based on fixed-frequency sliding mode control with the state feedback accurate
linearization method.

It is indicated from Fig. 3 that almost no overshoot exists and system can transit
to steady state quickly, in the meantime, the accommodation reflex time and
oscillation time is short, the new control method has good dynamic response fea-
ture. When load does not change, its steady-state voltage seems to be stable, so it
has good static characteristic, too.

Figure 4 shows the output voltage under the load mutation between 80 and 40 Ω
based on traditional PID controller. Overshoot is about 0.3 V with PID controller,
the accommodation reflex time is about 200 us. Compared with Fig. 3, it is

Fig. 3 Load mutation with new sliding mode controller

Fig. 2 The circuit simulation model
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significant that new method has better dynamic performance, the accommodation
reflex time is shorter and overshoot is smaller.

5 Conclusions

The paper combines nonlinear variable structure control theory and fixed-frequency
sliding mode control, then designs a new fixed-frequency sliding mode controller for
buck converter based on state feedback accurate linearization method. Simulation
experiment indicates that new controller has better dynamic performance, the
accommodation reflex time is shorter and overshoot is smaller. Moreover, new con-
troller based on fixed-frequency sliding model control overcomes the disadvantages
of sliding mode control based on hysteresis modulation. Compared with traditional
controller, new controller has great effect and is convenient to be designed.

Otherwise, new method also has disadvantages that it is not very effective during
light load.
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The Pre-application System of Real Estate
Registration

Zhiqing Wang and Hao Luo

Abstract With the increase in network speed and the expansion of intelligent
equipment, the establishment of real estate registration center is increasing year by
year. The current model cannot meet the requirements of the registration center.
Instead, there are some problems such as wastage of resources and time. To
improve the efficiency of registered office and service levels, we want to establish
“The Tianjin real estate trading center of registration and certification online
pre-qualification platform”. The purpose is to establish information, standardiza-
tion, intelligent, all-weather network service platform. The system is adopting B/S
operation mode and using Silverlight and related to the client. It can be applied for
multiple subsystems such as examine and verify as a complete solution. System
innovation is mainly for business. It will upload all the processing requirement by
the Internet and it will do a preliminary application, then submit formal approval
process.

Keywords Real estate registration ⋅ Preliminary application system ⋅ B/S
structure operation mode

1 The Introduction

Tianjin real estate trading center of registration and certification (hereinafter
referred to as center) is used for registration of the state land with the initiative
registration of real estate [1], pre-sale registration of the commodity house, land
mortgage registration and so on. It is an important window of national territory and
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housing administration industry and it is the national construction system of the
national civilized unit. At present, there are some issues with such as the standard
strictly, high social awareness, heavy working intensity and others [2], they already
set up nine business windows in the registration center in bureau of administrative
service hall. The businessmen and people are eager to establish a convenient and
efficient information platform in the center to improve the efficiency of operations
[3]. This platform can give the demands of the masses satisfaction and can promote
the office efficiency and service level of the real estate registration. It is the only
way for the long-term development.

According to the actual research situation and development trend in the future,
we should make sure the project construction should be a high starting point. The
overall project goals can be summarized as follows: (1) We will achieve the online
application of registration center for all of the real estate registration project
gradually [4]. We will realize the online application [5] (network or mobile phone
APP) of the development enterprise and masses. We will achieve the database
management of the real estate registration information [6] and archives, which will
enhance the level of real estate registration information based on the realization of
online office and paperless office. (2) We will realize the visual control in the whole
process of the business registration based on the current real estate registration
mode and explore a set of combined with ISO 9001:2008 management system,
suitable for the real estate registration model of modern. (3) We will realize all
kinds of registration and the summary of relevant information, query, statistics of
intuitive visual and automatic generation and establish cooperative office platform.
(4) We will realize the intelligent release of real estate registration information and
cooperate with financial institutions and large real estate development enterprises.
Thus, we can enhance the level of real estate registration management. (5) We will
realize online publishing of the notification, announcement and related advocacy
work and answer the various related consulting of the public by intelligent robot.
We can realize the window service network of the real estate registration infor-
mation and satisfaction survey of service network, etc. (6) We will realize the
interconnection with utilization of archives system, realize the resource intensively
and information standardization. System is divided into three parts: the real estate
registration pre-application subsystem, real estate business subsystem and real
estate registration service subsystem. The paper is organized as follows. In Sect. 1,
we described the research status of real estate registration system, the research
target and content. In Sect. 2, we introduced the development of national territory
and housing administration application system in Tianjin. In Sect. 3, we introduced
the research results of benefits. In Sect. 3, we addressed the application of research
results. In Sect. 4, we are testing the system and obtained result. In Sect. 5, a
summary is made for this paper.
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2 The Development of National Territory and Housing
Administration Application System in Tianjin

2.1 System Overall Design

There are three ways of application of software with current development [2, 7]:
Independent development of completely independent; Pure secondary development
based on commercial software platform; On independent programming language
platform, use software to provide the basis of component integrated secondary
development. This system is composed of four layers, respectively, and they are the
Client Tier and WebTop Tier, Application Tier and the Database Tier.

According to the above analysis, the center of pre-registration system provided
by our company will be established in the database based on the B/S application
and it will pay attention to the compatibility and expansibility. The development
environment is using Microsoft Visual Studio 2010, oracle10g database, using the
c # development language and using Silverlight 3.0. In client running environment,
the operating system are Microsoft Windows XP, Microsoft Windows 2003,
Microsoft Windows 7 and so on. The customers will use browser IE 6.0 and above.

This system background is a new technology of Microsoft’s Silverlight [8], and
it is crossing platform and browser. Its generation has brought a lot of powerful
tools for the Internet in the computer industry and it also improving the working
efficiency. In this paper, we are relying on the composition and properties of
Silverlight, discussing its actual application in related industries and development
prospects.

Web development platform is a kind of trend. When many programmers were
tired with the programming work, they are looking for highly efficient and different
development methods. Thus, they will go into the development platform.

The system framework is as follows in (Fig. 1).
The system development environment and running environment is as follows:

(1) The development environment (Table 1)
(2) The operating environment (Table 2)

2.2 System Development of Key Technology

Microsoft Silverlight is a cross-browser, across the client platform technology. It
can design, develop and launch a multimedia experience with rich interaction (RIA,
Rich Interface Application) network interactive program. Silverlight provides a
powerful platform. It not only can develop Web application with professional
graphics, audio and video, but also enhance the user experience. Thus Silverlight
attracted the attention of designers and developers.
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Silverlight can create a highly artistic application, it has the following charac-
teristics: (1) A cross-browser, cross-platform technology. It can run in all popular
browsers, including Microsoft Internet Explorer, Mozilla Firefox, Apple Safari and
Opera. It also can run on Microsoft Windows and Apple Mac OS X. (2) No matter
where to run, it can provide the same user experience. (3) The system is needed to
download a small file to install to support, just a few seconds. (4) The user can be
controlled directly in your browser and you can drag, flip, zoom pictures. (5) It
reads the data and update the appearance but not interrupted by refresh the whole
page to the user operation. Silverlight combines multiple technologies into a
development platform, in which you can choose to conform to the requirements of
the appropriate tools and programming languages.

2.3 System Implementation

The system is according to the requirement analysis [4]. In the early development of
the system, we carried out preparation, project design work, organize relevant
technical personnel for the requirements analysis and overall design of the system
and we have determined the technical architecture, development platform and tools
of the system. In the middle of the research and development, we are conducting the
project implementation, achievement test to perfect and project promotion.
According to the requirements of function and system architecture design, we
formed a integrated application system which meet the requirements of end users.
In the latter part of the system, we prepared reports and maintained the project.
After a half-year of the system development, testing, modification, promote the use,
the system function has been improved. And it has been applied to the daily work.

System implementation process as follows (Fig. 2).

Table 1 The development
environment of hardware
environment

Hardware environment

CPU Intel® Pentium® 4 Processor 2.8 GHz
RAM 4 GB
Hard disk 120 GB Hard disk
Display 1600*900 Pixel true color LCD

Table 2 The hardware
environment of running
environment

Hardware environment

CPU Intel® Pentium® 4 Processor 2.4 GHz
RAM 1 GB
Hard disk 100 GB Hard disk
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The requirements analysis and research

The overall design–Determine the system framework, development methods,
platforms, tools, etc. 

Detailed design–Determine the development requires the functions

solve the key technical points

Code

Software testing

N 

Software modify

Y 

Promote the use of software

Fig. 2 The system development process
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3 The Benefits and Application of Research Results

The development and application of national territory and housing administration
application system in Tianjin has produced clear economic benefits [9]. Direct
economic benefits include the following aspects: (1) The system has adapted to the
working characteristics of the network, carried on the front of the government’s
service function, reduced the cost of the applying for personnel management,
improved the work efficiency, reduced the service cost. (2) The system is integrated
with the scanning system, reduced the amount of digital archives scanning, saved
labor costs and equipment investment.

The system not only generates good economic benefits but also generates good
social benefits, its main features are the following: (1) The system brings a change
in the work way, improves the work efficiency, reduces the run time, and the
number of the applicant to the hall for work, improves the user experience. (2) The
system will provide good environment to the society and reduce social friction.
(3) After the completion of this platform, it will greatly improve the soft envi-
ronment, can effectively enhance the user quality and skill, reduce the overall cost,
improve the image of the department. In order to speed up the construction of
strong talent, build Tianjin development advantages to provide powerful guarantee.

4 The Test of the System

The test team from January 2014 began, based on the development of the report and
user manual of “pre-application system of real estate registration” and based on the
real estate registration procedures [10], we have conducted a comprehensive test to
the system according to the following procedure. (1) The system customization. In
the system of real estate surveying and mapping management, the system is the
basis of real estate surveying and mapping management. In the test, the metering
personnel authority and individual information will be truthfully recorded and
classified according to the web access to personnel authorized. (2) The test of
business process. The business flow is used in the pre-application management
system is the core content, through entry the actual database on the basis of
comprehensive consideration, give full consideration to the system. According to
the set of permissions to log in the system and test. (3) The test of network
environment. We can test according to the function of the frequently used in daily
work, carry on the real data entry and reference to the daily work for testing. (4) The
test of internal management environment. Through, entry the actual data and ref-
erence to the daily work for testing.

The conclusions of the system: the system interface esthetics, interface style
friendly and easy operation; The system can meet the needs of the registration
center of the daily work, fully functional, running accuracy; The system advanced
design concept, high safety, easy to update maintenance and daily management.
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5 Summary

We have completed the Tianjin national territory and housing administration
application system research by our group. The system is based on the existing
business registration of national territory and housing administration center of
Tianjin and forming a set of system of efficient operation which the computer as
support tools. The system uses modern methods to replace the traditional operation
mode, achieves automation, standardization of the work window, improves the
level, speed and efficiency of daily work, and enriches the work, provides the
direction of the innovation and development for the national territory and housing
administration work.

The research project have fully exercised the team members’ independent
innovation ability, research ability and accumulated valuable experience in scien-
tific research project. We will make greater contribution according to the use of
existing innovation platform, innovation environment. The development of this
system is completed, just only one passage of the research. It is still demanded in
further perfect and make it be more practical.
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Research on Testing the Ultrasonic Wind
Sensors in Circuit Wind Tunnel

Min Huang, Huiguo Lu, Baoqiang Wang and Yong Lu

Abstract Ultrasonic anemometer is suitable of a variety of industries which have
wind demand because of the small start of wind speed, no moving parts, not
destroying the wind farm and high accuracy. However, ultrasound test procedures
related to wind measurements has not formalized in china. This article selected speed
test point drawing on the wind cup test procedures and tests each point at different
angles in the HDF-720 low-speed wind tunnel loop. The test results found that the
ultrasonic wind sensor can be installed in a large wind tunnel for testing, but in the
same wind speed, results of the measurement are slightly different at different angles
due to the existence of wind instrument sensor shadow effect. Moreover, for different
wind speeds, the differences are also different. Combined with the above test anal-
ysis, we must correct the measurement following the ultrasonic sensor installation
angle when using ultrasonic anemometer to measure wind speed in real time.

Keywords Test ⋅ Ultrasonic anemometer ⋅ Circuit wind tunnel ⋅ Error
analysis

1 Introduction

In the measurement of surface wind, the main test methods are mechanical, hot
bulb, laser, ultrasonic, etc. [1], which are widely used to measure the surface wind.
Mechanical sensors are subject to wear due to rotation, low measurement, large
rotating inertia, and there are start-up wind speed. The mechanical moving parts of
the ultrasonic sensor [2–6] are from the influence of the start wind speed and the
inertia, having the advantage of fast response speed and high measurement accu-
racy. The main methods for measuring the velocity of ultrasonic sensors are vortex
street method, correlation function method, Doppler method, time-difference
method [1]. Vortex street method can only measure wind speed in one direction.
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Correlation function method has high accuracy, strong anti-interference ability, but
it is only suitable for measuring air flow in a single direction. Doppler method
calculates wind speed mainly by frequency offset, but this method is greatly
influenced by environment and temperature. Due to the low development level of
ultrasonic sensors in the domestic, a large number of ultrasonic sensors rely on
imports, so ultrasonic wind measurement instrument testing technology is
approximately blank. The methods of wind speed and direction detection based on
ultrasonic time-difference are applied in the paper and test in the loop wind tunnel,
and the result is discussed in this paper.

2 Principle of Ultrasonic Wind Which Is Based
on the Time-Difference Method

The time-difference method [7, 8] uses one pair of 20 cm apart and high sensitivity
ultrasonic probe which can be send and receive signal, a 90° angle layout, the
overall height of 420 mm ultrasonic probe. The shape structure of two-dimensional
ultrasound probe is as shown in Figs. 1 and 2.

Fig. 1 Ultrasonic probe
structure shape

4

3

1 2

Fig. 2 Two-dimensional
ultrasound probe principle
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The distance of two ultrasonic sensors is d, When the ultrasonic wave spread
between No. 1 and 2 probes, the propagation time of downwind and headwind is
respectivelyt12, t21. The frequencies are f12, f21, frequency difference is Δfx; Simi-
larly, when the ultrasonic wave spread between No. 3 and 4 probes, the propagation
time of downwind and headwind are respectively t34, t43. The frequencies are
f34, f43, frequency difference is Δfy. The spread of ultrasonic wave is vc under the
condition of no wind speed, wind speed is v, winds from the east–west direction is
vx and from the north–south direction is vy, so:

t12 =
d
v12

=
d

vc + vx
; t21 =

d
v21

=
d

vc − vx
ð1Þ

By (1), the wind speed vx in east–west direction is deduced:

vx =
d
2

1
t12

−
1
t21

� �
=

d
2
ðf12 − f21Þ= d

2
Δfx ð2Þ

Similarly, the wind in east–west direction is vy:

vy =
d
2

1
t34

−
1
t43

� �
=

d
2
ðf34 − f43Þ= d

2
Δfy ð3Þ

By (2), (3), we can get the actual wind speed and direction as follows:

v=
d
2
½ðΔfxÞ2 + ðΔfyÞ2�

1
2; θ= arccosΔfx ½̸ðΔfxÞ2 + ðΔfyÞ2�

1
2 ð4Þ

3 Ultrasonic Anemometer Test Based on Wind Tunnel

3.1 Wind Speed Detection Device

3.1.1 Wind Tunnel

This experiment adopts the HDF—720 wind tunnel [9] with the diameter of
720 mm, which is suitable for large size ultrasonic probe test. The device has wide
range of wind speed, from 0.05 to 61.5 m/s, the uniformity of velocity’s deviation
is less than 0.5 % and the stability of velocity’s deviation is less than 0.2 %. Wind
speed verification device is made of wind tunnel body piercing, differential pressure
gauge, Frequency converter, fan, computer software, wind and other parts.
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3.1.2 The Pitot Tube

The main measurement standard device is the second-class pitot tube [10–12] at
low-speed wind tunnel, L-type pitot tube is the most perfect kind of pitot. The Pitot
tube has two inlet pressures, at the top of the probe is inlet total pressure, at the side
of probe is static import. Total pressure and static pressure are tethered through soft
rubber tube and DP-CALC, thus pitot tube differential pressure gauge measurement
system is formed and we can read the differential pressure differential pressure
gauge measuring velocity.

3.2 Standard Wind Measurements

Bernoulli equation [13] derived fluid velocity at work segment is as follows:

V =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
ρ
ðP−P0Þ

s
=

ffiffiffiffiffiffiffiffiffiffi
2
ρ
ΔP

s
ð5Þ

wherein, the calculation formula for air density [14] is ρ= P0 − 0.378Hew
Rdðt+273.15Þ, among them,

t is the temperature of the flow field, the unit is °C; H is the relative humidity of the
flow field, the unit is %RH; P0 is the ambient atmospheric pressure, the unit is Pa;
ew is the saturation vapor pressure when the flow field temperature is t °C, the unit
is Pa; Rd is the gas constant of dry air, and generally Rd = 287 J/(K ⋅ kg).

4 The Testing Process and Data Analysis

In test experiments, Thies Clima ultrasonic wind measurement instrument made in
Germany was used to test data, which can get real-time wind speed, wind direction
and the actual temperature, the measured values are in the form of digital and
analog output. This ultrasonic anemometer has the advantage of wide wind speed
measurement range which can reach 0 ∼ 65 m/s, high resolution, when wind speed
is 0−5 m/s, the accuracy is ±0.1 m/s, when wind speed is greater than 5 m/s, the
accuracy is ±2 %v m/s, high measurement precision (0.1 m/s), etc.

4.1 Obtaining Test Data

In the process of testing, reference the cup verification regulation [14, 15] to chose
the wind test points for ultrasonic anemometer, which test data under the condition
of 2, 5, 10, 15, 20, 30 m/s. Because the shape of the structure characteristics of
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ultrasonic anemometer, the above test points are tested at intervals of 10° from 0° to
90° (Table 1).

Because of numerous test data, choose a different wind speed as the data rep-
resent when the anemometer and wind direction of 10° as well as data of different
angles when 10 m/s.

From Table 2, when the wind speed is close to the standard test wind speed,
there exists errors between the instruments measured wind speed and the standard
wind speed. In addition, there error is different in the same wind at different angles,
the error source is the probe and has the shadow effect [9] caused by.

4.2 Data and Error Analysis

Absolute error expression [16] is

δx = x− x0 ð6Þ

In the formula, δx represents the absolute error (m/s); x represents the wind
measurement instrument of wind speed; x0 represents the standard wind speed.
According to (6), it can be calculated that the absolute error between the wind
anemometer’s speed value and the standard value is shown in Table 3.

The distribution chart of absolute error between the measured wind speed and
the standard speed under the same standard wind speed and different angles
(Fig. 3).

The absolute error is minimum when the standard wind speed is 5 m/s, the
absolute error of 10, 15, 20, 30 m/s increase gradually. The change of the absolute

Table 1 The standard wind and the anemometer’s test wind when the angle is 10° m/s

Test point Standard wind Anemometer test wind

2 2.04 2.05 2.04 2.00 2.00 2.00
5 5.00 5.00 5.03 5.10 5.10 5.10
10 10.00 10.01 10.01 10.20 10.25 10.20
15 15.00 15.00 15.01 15.35 15.20 15.25
20 19.97 19.97 19.98 20.30 20.30 20.30
30 29.97 29.97 29.97 30.35 30.30 30.35

Table 2 Wind measurements test wind speed at different angles when the standard wind speed is
10 m/s V/m/s

Angle θ/° 10 20 30 40 50 60 70 80 90

The wind speed 10.01 10.1 10.08 10.1 10.07 10.05 10.12 10.07 9.98
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error is the largest and fastest when 30 m/s, and reaches a maximum. The distri-
bution map generally showed a trend of first increasing and then decreasing.
According to the measurement performance requirement of wind cup sensor [14,
15], the maximum permissible error is ±(0.5 + 0.03v) m/s.

The expression for the relative error [13] is

E=
δx
x0

����
����×100% ð7Þ

In the formula, δx absolute error and x0 represents the standard wind speed. The
relative error between the instruments measured value and the standard wind speed,
as shown in Table 4.

Shown in the table, in the standard wind speed of 20, 15, 10 and 5 m/s relative
error value is smaller; Wind speed of 2, 30 m/s relative error is relatively large.

Table 3 The absolute error between the wind anemometer’s speed value and the standard value
V m/s

Wind speed Angle θ/°
10 20 30 40 50 60 70 80 90

2 −0.04 −0.05 −0.14 −0.15 −0.27 0.06 −0.06 −0.25 −0.38
5 0.09 0.02 −0.10 0.15 0.17 0.09 0.11 0.01 0.00
10 0.20 0.17 −0.06 0.12 0.31 0.24 0.22 0.13 0.02
15 0.27 0.26 0.23 0.21 0.31 0.32 0.30 0.26 −0.09
20 0.33 0.33 0.40 0.39 0.45 0.49 0.42 0.27 0.22
30 0.36 0.99 1.25 1.26 1.20 0.82 0.81 0.45 0.16

Fig. 3 The distribution chart of absolute error
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5 The Absolute Error Curve and Its Correction Equation
of Different Speed in All Direction

From Figs. 4 and 9, respectively, to draw the error curves and its correction
equation at different angles in different wind speeds. According to the influence of
the shadow effect [17] on different angles from 0 to 90°. So the error is corrected by
quadratic polynomial, the correction equation is shown in the figure. From the
figure, it can be found, the error rule is not too obvious when at 2, 5, 10 m/s, But
error rule gradually approaches the shadow effect change rule when the wind is at
15, 20, 30 m/s, that also verified the size of the wind speed impact the shadow effect
[17] (Figs. 5, 6, 7, 8).

The main factors that caused different errors at different angles is the shadow
effect, second, also include the stability and uniformity of the wind field, the
reflection interference of the ultrasonic in the tunnel wall, the wind energy loss in
the process of transmission, etc.

Table 4 The relative error between the instrument measured value and the standard wind speed

Standard
wind speed
(m/s)

Angle θ/°
10 20 30 40 50 60 70 80 90

2 1.96 2.44 6.86 7.09 13.04 2.94 3.06 12.20 18.27
5 1.80 0.40 2.00 2.97 0.00 1.80 2.20 0.20 3.10
10 0.20 1.69 0.59 0.90 3.10 2.20 2.20 1.30 2.00
15 1.80 1.73 1.53 1.40 2.06 2.13 2.00 1.73 0.60
20 1.65 1.65 2.00 1.95 2.24 2.45 2.10 1.35 1.10
30 1.20 3.3 4.18 4.20 4.00 2.73 2.70 1.50 0.53

Fig. 4 The error
correction curve at 2 m/s
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Fig. 5 The error
correction curve at 5 m/s

Fig. 6 The error
correction curve at 10 m/s

Fig. 7 The error
correction curve at 15 m/s
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6 Conclusion

This study choose German Thies Clima ultrasonic anemometer as instrument to be
tested in the low-speed wind tunnel HDF-720. According to the verification reg-
ulation of wind speed sensor, set the test point and test in different angles.
According to the analysis of the actual testing process and data statistics, conclu-
sions are obtained as follows:

(1) Loop wind tunnel is used to analyze the ultrasonic anemometer verification
test method is feasible;

(2) Ultrasonic anemometer should make use of the program testing, not only
should be in accordance with the requirements for the wind sensor

Fig. 8 The error
correction curve at 20 m/s

Fig. 9 The error correction
curve at 30 m/s
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measurement procedures, select a specific set of test wind speed, and must,
according to the different aspects of ultrasonic sensor placement test data for
the corresponding correction

(3) The main factors that caused different errors at different angles is the shadow
effect, second, also include the stability and uniformity of the wind field, the
reflection interference of the ultrasonic in the tunnel wall, The wind energy
loss in the process of transmission, etc.

Based on the wind tunnel condition, the verification test study of the ultrasonic
sensor is carried out in the paper. Due to the limited test conditions and test object,
the above conclusion is hard to avoid has certain limitation, it is useful for further
improve and deepen to the follow-up study.
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The Experiment and Analysis of Image
Acquisition System Based
on the Hardware Platform

Baoju Zhang, Lei Xue, Shan Qin, Dan Wang and Yulong Gu

Abstract This paper introduced the hardware platform of image measurement
reconstruction which is based on the theory of the compression sensing and its
working process, the hardware platform consists of two parts, front-end acquisition
circuit and rear reconstruction port. Acquisition port uses the Complementary Metal
Oxide Semiconductor(CMOS) image sensor, it can achieve the real-time image
acquisition, deposit the image in memory which is acquired in real time through a
peripheral interface, to generate the corresponding gray level matrix. Then com-
pleting the transplantation of image reconstruction algorithm and the debugging of
program through the hardware platform of the image measurement and the
reconstruction system, achieving the reconstruction of Chinese characters and the
complex image quiet clearly.

Keywords Compressive sensing ⋅ Image acquisition ⋅ Image reconstruction

1 Introduction of Image Acquisition System

The hardware platform of image acquisition system is shown in Fig. 1, it includes
power supply unit, complementary metal oxide semiconductor (CMOS) image
sensor [1], storage unit, central processing unit, image display screen, and com-
munication unit, and its overall structure is shown in Fig. 1. The working voltage of
power supply unit for other units to provide appropriate. The working process of
image acquisition system is as follows:

(1) CMOS image sensor, which is in the front-end of the system [2], is responsible
for the image acquisition in real time, the generated RGB image matrix vis-
iting the access controller DMA through direct memory of the processor in
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central processing unit [3], can be stored in the storage unit directly, have no
need to occupy the resource of central processor unit CPU;

(2) The RGB image, which is stored in the storage unit, make it a gray one by
processor to generate a corresponding two-dimensional matrix of the gray
image, and then observing and reconstructing the two-dimensional matrix of
the gray image by reconstructing image observation program;

(3) Finally, displaying the reconstructed gray-scale image through the image
display screen;

(4) The whole working process is controlled by the upper machine through the
communication module.

1.1 The Introduced of Processor OMAPL138

The embedded application processor with Da Vinci architecture of TI company
started to use the combination of DSP [4] and ARM, which has the asymmetric
nuclear structure [5], OMAPL138, as a classic processor, is a dual-core processor
with low consumption. Dual-core architecture in OMAPL138, combined the
advantages of high-speed digital signal processing performance in DSP and
Reduced Instruction Set Computer (RISC) [6] in ARM, used TMS320C674xDSP
kernel and ARM926EJ-S kernel which both have high performance. The internal
resources structure of OMAPL138 is shown in Fig. 2.

2 Image Signal Measurement and Display Unit

Image signal acquisition unit, which used OV2640 image sensor, connected the
processor OMAPL138 through the VPIF interface.

Fig. 1 Structure chart of image acquisition system
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2.1 The Profile of Image Sensor OV2640

OV2640 is a CMOS image sensor [7], the first video sensor with 0.25 inches size
and 2-million pixels, is a new image sensor with the architecture of 2.2 micron
OmniPixel2. It can be assembled into mm-scale socket products, which is currently
one of the miniature camera module. OV2640 uses high-tech and advanced
OmniPixel2 architecture, with a richer color and zero-gap micro-lens structure, to
increase the fill factor and quantum, and form a sensitive 2.2 micron pixel,
improving the efficiency and effect of display [8]. Besides the benefits that
OmniPixel2 architecture has brought, OmniVision integrates the advanced image
signal processing module (OmniQSP), greatly improving the performance of the
image. OV2640 has five units, including the analog signal processing unit, 10-bit
A/D converter, digital signal processing unit, output format specification unit, and
compression unit, it also has microcontroller, SCCB peripheral interface, and digital
video output interface, Fig. 3 shows its internal structure function. It has the fol-
lowing features:

(1) Supporting 2-million pixels;
(2) Resolution can be as high as 1632 × 1232, as well supporting 320 × 240,

640 × 480, 800 × 600, 1024 × 768 [9];
(3) The refresh rate can be 30 frames/s, the rate is accessible in the highest yield

60 frames/s.

Fig. 2 The resource structure of OMAPL138
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2.2 Image/Video Peripheral Interface VPIF

Image sensor OV2640 is connected to the processor OMAPL138 through VPIF
interface, VPIF interface can capture and display the digital video.
OMAPL138 VPIF interface includes two video input channels and two video
output channels. Input channel 0 and input channel 1 share the same receiving
structure, and output channel 2 and output channel 3 share the same transmission
structure. Input and output channels of VPIF are as shown in Fig. 4. It has two input
and output channels with embedded time code for 8-bit standard definition video
signal, one input and output channel with embedded time code for 16-bit high
definition video signals, and one input channel for 16-bit original video signal.

VPIF interface has four clock input pins and 2 clock output pins. Each channel
has one clock input pin [10], can achieve the control of clock edges through the

Fig. 3 The internal functional structure of image sensor OV2640

Fig. 4 The figure of input and output channels of VPIF
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CLKEDGE which is in the register CnCTRL, 1, 2, 3 (n = 0), which is corre-
sponding to each channel. VPIF interface can provide clocks for external devices
through channels 2 and 3, and accomplish the setting of devices through the
CLKEN digit in C2CTRL and C3CTRL registers which is corresponding to
channels 2 and 3. The clock frequency produced by VPIF interface has the same
frequency with input clock signal.

In this system, the image sensor OV2640 connect with OMAPL138 through
VPIF interface, configuring VPIF interface as raw capture mode, in this mode, the
output signal of image sensor can be transmitted to the processor directly. Processor
can access controller DMA through direct memory to deposit data in the storage
unit directly, do not take up the resource of CPU. In general, the format of the
output signal which is produced by image sensor is RGB (sometimes can be
RGrGbB). The format of the signal has the following characteristics:

(1) Storing the pixel data directly;
(2) Data bit width can be 8-bit pixels, 10-bit pixels or 12-bit pixels;
(3) Having selections of horizontal and vertical pixel signal polarity;
(4) Storing fields separately and crosswise.

2.3 LCD Display Unit

The image display unit adopts the AT070TN83 display screen made by INNOLUX
Corporation. AT070TN83 is a 7-inch TFT-LCD screen, whose color-depth format is
16-bit RGB565, resolution with 800 × 400 pixel units, satisfies the need of display-
ing. AT070TN83 connects with the processor OMAPL138 through VPIF interface.

3 Experiments on the Hardware Platform

There are two sets of experiment in this paper. Experiment 1 used GPSR recon-
struction algorithm combining with polynomial measurement matrix based on gram
matrix. Experiment 2 used SAMP algorithm combining with Hada code mea-
surement matrix based on pseudo-random sequence.

3.1 Experiment 1: GPSR Reconstruction Algorithm
Combining with Polynomial Measurement Matrix Based
on Gram Matrix

The GPSR algorithm adopted in the experiment combining with polynomial matrix
measurement which based on gram matrix, the experiment was divided into three
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groups. Each test adopted different measurement ratios, respectively, 20 %, 30 %,
and 40 %. Two of these tests were simple Chinese character’ images, “天” and
“津”; the third group test is for the typical and quietly complex Lena image.

3.1.1 The Experimental Data

Figure 5 shows the corresponding reconstruction rendering of word “天” under
different measurement ratios, Fig. 6 shows the corresponding reconstruction effect
of word “津” under different measurement ratios, and Fig. 7 shows the corre-
sponding reconstruction effect of the Lena image under the different measurements
ratios. Table 1 shows the reconstruction time in each group under the different
measurement ratios.

Fig. 5 The reconstruction effect chart of word “天”. a Ratio is 20 %. b Ratio is 30 %. c Ratio is
40 %

Fig. 6 The reconstruction effect chart of word “津”. a Ratio is 20 %. b Ratio is 30 %. c Ratio is
40 %
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3.1.2 The Experimental Analysis

It can be concluded from Figs. 5, 6, and 7 that under the same measurement ratio,
the reconstruction effect of simple Chinese character images is superior to the
quietly complex Lena image. By analyzing the data in Table 1, that for the same
target image, along with the increase of the measurement ratio, the reconstructed
image has a more clear effect, and the reconstruction time is in continual increase.
Under the same measurement ratio, the Lena image needs the longest reconstruction
time. Therefore, coming to a conclusion that GPSR reconstruction algorithm
combining with polynomial measurement matrix based on gram matrix, along with
the increase of the complexity of the image, the reconstruction time will increase.

Fig. 7 The reconstruction effect chart of the Lena image. a Ratio is 20 %. b Ratio is 30 %. c Ratio
is 40 %

Table 1 The reconstruction time under different measurement ratios of word “天”, word “津”,
and the Lena image

Target image Measurement ratio (%) Reconstruction time (s)

The image of word “天” 20 13.75
30 27.35
40 43.56

The image of word “津” 20 13.87
30 28.58
40 44.54

The Lena image 20 56.56
30 65.43
40 75.54
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3.2 Experiment 2: SAMP Algorithm Combining with Hada
Code Measurement Matrix Based on Pseudo-random
Sequence

3.2.1 The Experimental Data

SAMP reconstruction algorithm adopted in this experiment was combining with
Hada code measurement matrix based on pseudo-random sequence, was divided
into three groups. Figure 8 shows the reconstruction effect of word “天” under
different measurement ratios, Fig. 9 shows the corresponding reconstruction effect
of word “津” under different measurement ratios. Figure 10 shows the recon-
struction effect of the Lena image under the different measurements ratios. Table 2
shows the reconstruction time in each group under the different measurement ratios.

Fig. 8 The reconstruction effect chart of word “天”. a Ratio is 20 %. b Ratio is 30 %. c Ratio is
40 %

Fig. 9 The reconstruction effect chart of word “津”. a Ratio is 20 %. b Ratio is 30 %. c Ratio is
40 %
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3.2.2 The Experimental Analysis

Observing from Figs. 8, 9, and 10, it can be concluded that, under the same
measurement ratio, the reconstruction effect of simple Chinese character images is
superior to the quietly complex Lena image. By analyzing the data in Table 2, for
the same target image, along with the increase of the measurement ratio, the
reconstructed image has a more clear effect, and the reconstruction time is in
continual reduce. Under the same measurement ratio, the Lena image needs the
longest reconstruction time. Therefore, it can come to a conclusion that SAMP
reconstruction algorithm combining with polynomial measurement matrix based on
gram matrix, along with the increase of the complexity of the image, the recon-
struction time will increase.

Fig. 10 The reconstruction effect chart of the Lena image. a Ratio is 20 %. b Ratio is 30 %.
c Ratio is 40 %

Table 2 The reconstruction time under different measurement ratios of word “天”, word “津”,
and the Lena image

Target Image Measurement ratio (%) Reconstruction time (s)

The image of word “天” 20 23.75
30 22.35
40 21.56

The image of word “津” 20 22.87
30 21.58
40 20.54

The Lena image 20 37.54
30 36.43
40 35.54
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3.3 The Compare and Analysis of the Results of Experiment
1 and Experiment 2

Analyzing the results of the two experiments, comparing Fig. 5 with Fig. 8, Fig. 6
with Fig. 9, and Fig. 7 with Fig. 10, the reconstruction effect of experiment 2 is
superior to the experiment 1. Comparing Table 1 with Table 2, only when mea-
surement ratio is 20 %, the reconstruction time of experiment is longer than
experimental 1; and when measurement ratio is 30 % or 40 %, the reconstruction
time of experiment is less than experimental 1. For the same target images, along
with the increase of the measurement ratio, reconstruction time of experimental 1
become longer, reconstruction time of experimental 2 is reduced gradually.

As has been analyzed above, we can conclude that SAMP reconstruction
algorithm combining with Hada code measurement matrix based on pseudo-random
sequence is superior to GPSR reconstruction algorithm combining with polynomial
measurement matrix based on gram matrix.

4 Conclusions

In this paper, two algorithms in image acquisition system based on compressed
sensing on the hardware platform is introduced, and the results of the two groups of
experimental data show that these two algorithms provide a viable option for the
design of the image acquisition system based on the compressed sensing. SAMP
reconstruction algorithm combining with Hada code measurement matrix based on
pseudo-random sequence has a very important significance in designing the
practical-value image acquisition system based on the compressed sensing.
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Kinematics Parameters Identification
for IRB 1400 Using Improved Quantum
Behaved Particle Swarm Optimization

Fengliang Wang, Yali Wang, Jie Li and Wei Fang

Abstract This paper presents an improved quantum behaved particle swarm
optimization (IQPSO) algorithm to identify the robot kinematics parameter errors to
improve the absolute accuracy of serial robots. The IQPSO algorithm is based on
the quantum behaved particle swarm optimization (QPSO) algorithm. To improve
the convergence speed, in the IQPSO algorithm, each dimension of the global best
position is kept to be the best at each iterative process by comparing each
dimension with the pre-value in the last iterative process. Comparing the IQPSO
algorithm with least squared algorithm, the absolute accuracy of the robot can be
improved 200 %. And compared with the standard particle swarm optimization
(SPSO) algorithm and QPSO algorithm, the convergence speed is improved about
200 %. So the proposed algorithm can effectively identify the robot kinematics
parameter errors.

Keywords Kinematics parameter errors ⋅ Quantum behaved particle swarm
optimization ⋅ Robot positioning accuracy

1 Introduction

Knowledge of the stringent value of the robot end-effector pose is necessary in
several industrial applications such as macroscopic structure measurement and
assemblage. However, industrial robots cannot meet this challenge because of
numerous errors. Five error sources are known to lead to robot inaccuracy, such as
errors in kinematics parameters, environment, measurement, calculation, and use.
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The kinematics parameter errors are the dominant error source which account for
95 % of the errors [1]. So the robot positioning accuracy can be improved by
identifying the error correction parameters.

Robot end-effector pose is usually obtained by kinematics models such as the
D-H, the MD-H, or the S-model [2, 3]. Numerous robot calibration methods were
proposed based on kinematics models with various parameter identification meth-
ods [4]. Wu et al. developed a linear Cartesian error model from the kinematics
equations of an open-loop manipulator [5]. Most of the time, it is difficult to identify
the kinematics parameters just by linear error models exactly. Optimizations are
used to get more precise kinematics parameter errors. Gatti and Danieli proposed an
effective and ready-to-apply computational approach using a nonlinear least-square
optimization to estimate kinematics error parameters [6]. Gong investigated the
methods to attain the errors in kinematics and non-kinematics parameters [7].
Meggiolaro et al. described a technique for determining kinematics and elastic
deformation errors using polynomial approximations [8]. Lightcap et al. addressed a
two-level optimization method to improve robot positioning accuracy by calibrating
robot kinematics and flexibility parameters [9].

For most conventional optimization methods, least squared algorithm based on
quadratic error functions whose iterative initial values have a great contribution to
the results [10]. That means that the optimization results are not the global optimum
but the approximate extreme points in the solution space. Now that the traditional
methods cannot deal with nonlinear systems effectively, some new methods drawn
from the field of biology are proposed to be the alternation. Genetic algorithms
(GA), artificial neural networks, and particle swarm optimization algorithm are used
to identify parameters to improve the robot accuracy [11, 12]. It has been proved
that the particle swarm optimization algorithm had better optimization capability
than other algorithms [13].

Though the PSO algorithm can solve some problems efficiently, it has disad-
vantage that it does not guarantee the global optimum. In the paper, an improved
algorithm is proposed to overcome the shortcoming. The proposed approach is
applied to the IRB 1400 robot kinematics parameter error identifying, and the
parameter errors are identified efficiently.

2 The Algorithms

The kinematics model of the robot is usually expressed using Denavit–Hartenberg
(DH) parameters [2]. IRB 1400 is an articulated serial robot with all of the rotary
joints. There are six links and 24 kinematics parameters for the IRB 1400 robot.
Because of the reasons of manufacturing, mounting or using, the kinematics
parameters are disagree with their true value, making the robot positioning inac-
curacy. To improve the robot accuracy, the correct kinematics parameters are need
to obtained.
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Due to the complexity of the robot kinematics system, it is difficult to determine
kinematics parameter errors by gradient and differentiable information. Particle
swarm optimization (PSO) which is a population-based stochastic optimization
algorithm can achieve the work [14]. At first, the initial particles are generated in
the searching space randomly. Then the particles as their personal best positions are
used to evaluate the fitness function. Next, the swarms adjust their own velocities
and positions dynamically based on the personal best positions and global best
positions. Every swarm continuously updates itself through the above mentioned
best positions. In this way, the particles tend to reach better and better solutions in
the searching space.

In the PSO algorithm, the particles will follow a particular course after several
iterations. And then the particles will be trapped into local optima. So the global
convergence cannot be guaranteed [15]. To make sure the particles escape from a
local minimum, QPSO optimization algorithm is proposed [16]. In the QPSO
algorithm, the particle position is described not by the velocity but by the particle’s
appearing probability density function. There is no fixed orbit for the particles, and
the particles can appear at any position in the feasible solution space with certain
probability. So the QPSO has been proved to guarantee the global convergence
[17].

The particle position updating equations are as follows:

Cj = ðC1,C2, . . .CDÞ= 1
M

∑
M

i=1
Pi = ð 1

M
∑
M

i=1
Pi, 1,

1
M

∑
M

i=1
Pi, 2, . . .

1
M

∑
M

i=1
Pi,DÞ ð1Þ

pi, j =φ ⋅Pi, j + ð1−φÞ ⋅Gi, j φ∼Uð0∼ 1Þ ð2Þ

xi, j = pi, j ± α ⋅ Cj − xi, j
�� �� ⋅ ln½1 u̸�, u∼Uð0∼ 1Þ ð3Þ

where D is the dimension of the problem space; M is the population size;
xi = ðxi1, xi2, . . . xiDÞ are the particle current positions; Pi = ðPi, 1,Pi, 2, . . .PiDÞ are
the personal best positions; Gi = ðGi, 1, Gi, 2, . . . GiDÞ are the global best positions;
α is the Contraction–Expansion coefficient which is the only parameter in QPSO
algorithm which is depicted as

α= ð1− 0.5Þ*ðMAXITER− tÞ M̸AXITER+0.5 ð4Þ

where t is the current iterative number, and the MAXITER is the maximum iterative
number.

To improve the searching ability of the QPSO algorithm, a local search operator
around the global best position is obtained in a particular search area [18, 19].
Introduced an improved QPSO with the method that substituting every dimension
of the best position for each particle with the corresponding element of the whole
particle swarm, and reference [20] proposed a cooperative QPSO with five particles
cooperate to find the personal best position for each particle. The approaches
mentioned above can enhance the searching ability greatly, but they are time
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consuming. In order to improve the convergence speed while reduce the time
consuming, a new improved QPSO (IQPSO) algorithm is proposed. Figure 1 gives
the IQPSO algorithm flow chart.

As shown in Fig. 1, at each iteration procedure, the previous global best position
obtained in the last iteration procedure is remembered. After the new global best
position attained, each dimension of the new global best position is substituted
separately by the corresponding element of the former global best position, and the
new positions are used to evaluate the objective function. If the replaced position’s
fitness value is better, substitute the global best position with the new position.

In the proposed algorithm, each dimension of the global best position is kept the
best for every iteration procedure. The algorithm can improve the convergence
speed greatly, while it is not time consuming.

Calculate the fitness values 
of particles 

Generate new particles 
according to equations 4-6

Select pbest(T+1) and 
gbest(T+1), i=1

Select the personal best position (pbest(T)) and 
the global best position(gbest(T))

Remember fitness of gbest (T+1) as f_gbest_min 
Remember gbest(T+1) as gbest_min

Substitute ith dimension of the gbest (T+1) with 
gbest(T), i=i+1

Calculate the fitness value of 
gbest(T+1) as f_gbest

f_gbest<f_gbest_min

f_gbest_min=f_gbest
gbest_min=gbest

f_gbest=f_gbest_min
gbest=gbest_min

i<numer of dimension

T<numer of iteration

end

Initialize particles, T=1

Yes No

Yes

No

Yes

No

Fig. 1 Algorithm flow chart
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3 Experiments

The experimental system consists of a six degree-of-freedom (DOF) serial robot
IRB 1400 manufactured by ABB Inc., a laser tracker AT901-B manufactured by
Leica Geosystems AG, and a personal computer (PC) manufactured by Lenovo.
The laser tracker can obtain the Cartesian position in the laser tracker frame and has
an accuracy of 0.015 mm. The system is shown in Fig. 2.

For the sake of measuring the robot end-effector positions conveniently using
laser tracker, a precise extend pole is used, which is shown in Fig. 3. One end of the
extend pole is fixed on the robot end-effector, and the other end can fix the laser
tracker probe. The distance from the probe spherical center to the robot end-effector
is known as l. The frame in the probe spherical center can be created having the
same pose with the robot end-effector frame. When the robot axes are moved, the
laser tracker probe positions are measured by the laser tracker at the same time. If
the kinematics parameters are accurate, the distance of any two positions calculated
by the robot kinematics model should be the same with the distance measured by
the laser tracker. So the objective functions can be written as

FðΔθ1, . . . , Δθ6, Δα1, . . . , Δα6, Δa1, . . . , Δa6, Δd1, . . . , Δd6Þ

= ∑
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j
r Þ
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i
l , Z

i
lÞ− ðX j
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where, ðXi
r, Y

i
r, Z

i
rÞ and ðX j

r , Y
j
r , Z

j
r Þ are the ith and jth position coordinates in the

robot base frame, which are calculated using the robot kinematics model.

Fig. 2 Measurement system
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ðXi
l , Y

i
l , Z

i
lÞ and ðX j

l , Y
j
l , Z

j
l Þ are the ith and jth position coordinates in the laser

tracker frame measured by the laser tracker.
Δθ1, . . . , Δθ6,Δα1, . . . , Δα6,Δa1, . . . , Δa6, Δd1, . . . , Δd6 are the robot

kinematics parameter errors, which are the global best position of the populations in
the algorithm. n is the number of the calibration positions.

3.1 Application of the Proposed Algorithm

The joint angle of axis one is divided at intervals of 1 % of the whole range. The
axis one is moved to those angles, while the rest axes stay zero. The positions of the
probe measured by the laser tracker are recorded and the distance of any two
positions are calculated.

The corresponding angle data supplied by the robot controller are recorded.
Together with other kinematics parameters provided in Table 1, there are 100 group
kinematics parameters. The same operation is carried out for the axis two to axis
six. And 600 group kinematics parameters are obtained, which are considered as the

Fig. 3 The extend pole

Table 1 IRB1400 robot kinematics parameters

No. Joint angle
range θ(°)

Link joint
offset d / mm

Link
length a / mm

Link twist
angle α(°)

1 -170 ∼ 170 475 150 -90
2 -70 ∼ 70 0 600 0
3 -65 ∼ 70 0 120 90
4 -150 ∼ 170 720 0 -90
5 -115 ∼ 115 0 0 90
6 -300 ∼ 300 85 0 0
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initial parameters. For each group, there are 24 kinematics parameters need to be
identified. The positions of the probe measured by robot kinematics model can be
obtained with the identified kinematics parameters. So the distance of any two
positions can be calculated too. The identifying procedure is as follows:

Step 1. Setting the parameters of the algorithm. In the identifying process, the
population size is set 100, the dimension is 24, the maximal iteration number is 600,
the range of joint angle error is (−0.5, 0.5) rad, and the range of length parameter
error is (−10, 10) mm.

Step 2. 100 group populations with 24 dimensions are generated in the range
mentioned in Step 1, which are considered as the personal best positions of the 100
group populations. Each group population are added to the 600 group kinematics
parameters, and then substituted to the robot kinematics model. The probe positions
can be obtained and the distances between any two positions can be calculated. The
min fitness value of all the 100 group populations is the global fitness value, and the
corresponding population values are the global best position.

Step 3. New 100 group populations are generated using the QPSO algorithm.
New personal best positions and new global best position can be obtained.

Step 4. According to the proposed method in the paper, each dimension of the
global best position is substituted with the corresponding one of the global best
position attained in the last iteration. Compare the fitness values of them, and the
global best position of the iteration can be obtained.

Step 5. The number of iteration increases, if the number is less than the maximal
number and the repeat number of the global best position is smaller than 200, steps
3–5 are repeated. Otherwise, this procedure is halted.

3.2 Results and Discussion

The robot is moved to 260 positions randomly and the relative kinematics
parameter nominal values are obtained. Then the corrected parameter values are
obtained by the nominal values plus the identified errors, and the corrected position
values are attained by Eq. (5) with the corrected parameter values. The distance of
two positions is denoted as

Dij
r = ðXi

r, Y
i
r, Z

i
rÞ− ðX j

r , Y
j
r , Z

j
r Þ

�� ��Z ð6Þ

The probe positions are measured by the laser tracker when the robot moves.
The distance of two positions is denoted as

Dij
l = ðXi

l , Y
i
l , Z

i
lÞ− ðX j

l , Y
j
l , Z

j
l Þ

�� �� ð7Þ

The errors between the distances are used as verification set for the identify
results. The kinematics parameter errors are identified using SPSO algorithm and
QPSO algorithm with the same kinematics parameters and the same algorithm
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setting. The distance errors are obtained by applying the corrected parameters, and
the results are shown in Figs. 4, 5 and 6. For the sake of displaying simple, the
results after 400 iterations are not displayed.

From Figs. 4, 5 and 6, we can see that the error is descending as the iterative
number increase. After 218 iterations, the SPSO algorithm is trapped into local
optima. The mean error of the SPSO algorithm is 1.648159 mm, the RMS error is
3.037922 mm, and the max error is 6.459807 mm.

After 400 iterations, the mean error of the QPSO algorithm is 0.214945 mm, the
RMS error is 0.072696 mm, and the max error is 1.504699 mm. Of course, the
error is descending as the iterative number increase. At the 764 iteration, the mean
error of the QPSO algorithm is 0.079793 mm, the RMS error is 0.008972 mm, and
the max error is 0.406252 mm. For the sake of displaying simple, the results after
400 iterations are not displayed.
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After 105 iterations, the mean error of the IQPSO algorithm is 0.068603 mm, the
RMS error is 0.007774 mm, and the max error is 0.414081 mm. From the com-
parison, we can see that the IQPSO algorithm has high convergence speed.

The results applying nonlinear least squared (NLS) algorithm are displayed to
compare with the SPSO, QPSO and IQPSO algorithms, as shown in Table 2.

From Table 2 we can see that the errors without any optimization are very large,
and the results of the IQPSO algorithm are the best.

4 Conclusions

A new Improved QPSO algorithm is proposed to identify the robot kinematics
parameter errors. Compared with the SPSO algorithm and QPSO algorithm, the
results show that the IQPSO algorithm has a high convergence speed. Compared
with the traditional nonlinear least squared algorithm, the results show that the
IQPSO algorithm has a good accuracy. The robot positioning accuracy is improved
to be close to the robot repeatability level using the IQPSO algorithm. In addition,
the proposed algorithm is general, and it has broad applications including numerous
other kinds of serial robots and other parameter identifying applications.

Table 2 The results of the accuracy comparison

Kinematics model NLS SPSO QPSO IQPSO

Mean Error (mm) 2.8057 0.2342 1.6482 0.0798 0.0733
RMS Error (mm) 12.0907 0.0579 3.0379 0.0090 0.0087
Max Error (mm) 18.9690 1.2915 6.4598 0.4063 0.4470
Min Error (mm) 0.2145 0.1703 0.1147 0.0712 0.0684
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Research and Design
of the Communication Response
Among Intelligent Cars

Haomeng Tong, An Zhao and Jie Li

Abstract The architecture of coordination is the basis of the coordination of
multiple intelligent vehicles, as well as the framework for integrated control and
decision-making. By analyzing the multiple intelligent vehicle coordination prob-
lems, the parallel coordination architecture based on the multiagent systems coor-
dination model has been designed by considering the composition and operating
characteristics of the local intelligent transportation system. This coordination
architecture integrates the behavior coordination and the task coordination, and can
meet the requirements of the multiple intelligent vehicle coordination in local
transportation system. Refer to the above-mentioned coordination architecture, a
multiple intelligent vehicle coordination system for the local intelligent trans-
portation has been realized.

Keywords Intelligent vehicles ⋅ Wireless module ⋅ AVR microcontroller ⋅
Communication response

1 Introduction

Collaboration of multiple intelligent vehicles is a complex problem of distributed
system, which involves intelligent vehicle technology, collaborative behavior
among intelligent vehicle, task coordination, coordination architecture design,
collaborative communication problems, etc. [1].

Collaboration of multiple intelligent vehicles has been researched from 1980s.
As the practical degree intelligent vehicle is being increasingly improved,
researching on the collaboration of multiple intelligent vehicles in the real trans-
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portation environment, especially environment of the plant facilities and urban road
is becoming a research hotspot [2]. This paper mainly studies the design of the
architecture of multiple intelligent vehicle cooperation, behavior coordination, and
task coordination [3]. The purpose of research on the task coordination is to solve
the problem that how multiple intelligent vehicle can finish the task under dynamic
and random transportation conditions [4].

Coordination of intelligent vehicles requires communication among them. One
intelligent vehicle sends its information to other vehicles in a self-organizing
wireless network to spread its information in a certain region [5]. Communication
enables vehicle to perceive the driving status and behavior potential of other
vehicles in a large region, it can help the vehicle to acquire more information which
is hard to acquire for conventional onboard sensors. Furthermore, it can take the
place of some onboard sensors and achieve coordination of vehicles with more
safety, effectiveness, and economization [6].

The operation of this system is that every two vehicles will send real state
information between each other like speed, distance, etc., which in order to adjust
the distance for ensuring there are no collision and friction. In term of the state of
the small vehicles operating condition, if varies or faults, the vehicle will com-
municate with the main controlling system and send signals to let it intervene.

There is real communication that happened in the small vehicles, while there is
interrupted communication between the small vehicles and the main controlling
system. The real communication covers simple and inflexible information, while the
interrupted covers flexible and changeable information according to different fea-
tures of ways of communication, dealing with the different information, which
assigns the resource of system communication reasonably, and improves the sta-
bility and reliability of the system as well at the same time.

Figure 1 shows the schematic of one testing field to simulate the vehicle func-
tions. In this test, vehicle A should be at the position next to the start line and
vehicle B should be next to the field boundary. Then they start simultaneously and
at same direction, to test the overtaking function.

The hardware design includes design of the MEGA 16 basic module, driver
module, and wireless module. The software involves route program, anti-off-field
program, and wireless communication program. There is one control panel with
three buttons in the vehicle. Button 1 enables the vehicle to run for one lap. Button
2 can activate the fore-vehicle program, which enables the fore-vehicle to be
overtaken by the rear-vehicle at the first lap and overtake rear-vehicle at the second
lap, and to continue this pattern. Button 3 can activate the rear-vehicle program,
which enables the rear-vehicle to overtake the fore-vehicle at the first lap and also
follow the same pattern with button 2. There are 3 infrared photoelectrical sensors
and an infrared obstacle sensor to acquire essential data. The software controls the
two vehicles to follow the test pattern automatically.

The two vehicles are both Atmega 16 microcontroller core, using PWM ports to
control the velocity, serial communication to control the wireless module, and
driver module to control the motors. Novel type of infrared photoelectrical sensors
controlled by Atmega 16 were used to eliminate disturbs. A special algorism is
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adopted to improve the stability of vehicles. When the sensors detect the boundary
line, wheel of the inner side will stop until it is fixed to the right direction, and
wheels of the outer side will stop for half of the stop time of the inner side wheels,
to adjust the running direction and achieve route optimization [7].

2 Principle and Schematic of the System

The schematic of the system is shown in Fig. 2. Where the main control module
and motion control module are responsible for scheduling of the entire system, and
other modules achieve corresponding operations. Motion control module is to
control the behaviors of the motors. Infrared photoelectrical sensors acquire the
position information and send it to the motion control module through IO ports.
After receiving this information and calculating the vehicle position, the control
module will operate the motors by sending PWM signals to follow the trace [8].

The main control module is responsible for controlling the entire system,
including processing of the obstacle information and turning line information, and
wireless module communication [9], as well as the communication with the motion
control module through the I/O ports, to achieve more running modes.

Fig. 1 Schematic of testing
field
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3 System Design

AVR microcontroller is adopted in this design. Its main features are: Harvard
architecture; reduced instruction set computer (RISC); fast access registers,
single-cycle instruction; the same as PIC HI/LOW when works as output, and can
be set as tri-state high-impedance input or pull-up resistor input when works as
input, and has the ability to sink current of 10–20 mA; multifrequency RC oscil-
lators are integrated, automatically reset, watchdog, startup delay, and other func-
tions, the external circuit is easier, the system is more stable and reliable; most of
AVR chips have abundant resources: with EEPROM, PWM, RTC, SPI, UART,
TWI, ISP, AD, Analog Comparator, WDT, etc.

In this design, the L298 N DC/stepper motor driver is adopted for motion
control module, which has the following characteristics: motor reversing and speed
adjustment; good starting performance with high starting torque; operating voltage
up to 36 V, 4A; ability to drive two DC motors; suitable for robot design and
intelligent vehicle design.

This design uses L298 to drive two DC geared motor. Pin A, B can be used for
PWM control. If the robot project requires only straight ahead, IN1, IN2 and IN3,
IN4 two pairs of pins should be connected to high and low, respectively, only using
two ports of the microcontroller sending PWM signals to control A, B, to achieve
running straight, turning, acceleration/deceleration, etc.

Tracked vehicle chassis is adopted instead of the traditional tricycles or
four-wheel vehicles chassis. With the constraints of the test field, the tracked vehicle
chassis performs more stably. This design chooses high-power RP5 tracked vehicle
chassis which has high torque 280 motor, helical + metal teeth gear set. This
chassis has strong power, high stability, ability of in situ steering, turning flexibility,
and low noise at the same time. It is a very good embedded control platform.

It requires vehicle to detect many marker lines in the running process, e.g.,
turning lines and field boundary lines, which needs infrared photoelectrical sensor

Fig. 2 Schematic of the system
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to achieve the detection. Sharp GP2A200 infrared photoelectrical sensor is used as
its high precision and sensitivity. Infrared obstacle sensor is applied to acquire the
position of the fore-vehicle in the overtaking procedure. When it detects the
information, it will send a high signal to I/O port of the microcontroller.

Wireless communication is needed when the overtaking occurs. RF1100SE
wireless communication module is selected in this design. This module adopts the
CC1100 wireless communication chip from Chipcon, with the maximum data rate
500 kbps, changeable baud rate, maximum transmission distance of 300 meters,
wireless wake-up function, sensitivity to −110 dBm, high reliability, and can be
applied in many fields of short distance communication. This module is connected
to the RXD/TXD port of the MEGA 16.

The applied voltage needed for MEGA16 is 5 V, for L298 drive is 12 V. This
system uses the delay program to shift. Therefore, 7805 should be used to regulate
the voltage for microcontroller, and 7812 is also needed to regulate the voltage for
the L298 driver chip. To exceed 16 V as the power source of the entire system,
there is a need 5 16850 lithium-ion battery which has high operating voltage, high
energy density, light weight, small size, long life time, low self-discharge, no
memory effect, no pollution, environmental protection, and high security.

4 System Hardware

This design adopted the MCU controller of ATmega 16. It is a low-power 8-bit
CMOS microcontroller based on an enhanced AVR RISC architecture, which is
based on the AVR core with Harvard architecture, with independent data and
program bus. Program in the memory operates at the first level. While its advanced
instruction set and single clock cycle execution time make the data rate up to 1
MIPS/MHz, thereby allowing the system optimization between power consumption
and processing speed.

As shown in Fig. 3, it is the MEGA16 minimum system schematic for an
ATmega16 microcontroller core, which is surrounded by some common interface
circuit, including an external crystal oscillator circuit, reset circuit, 5 V power
supply circuit, JTAG download interface, and serial communication interface cir-
cuits. It can be linked to a number of sensors through I/O ports.

L298 chip is used to achieve driving the motor, as shown in Fig. 4, the motor is
connected to the L298 chip through photocoupler using four 4140 diode. Eight
LEDs are used to detect the driving signal which is the input to the motor. Four pins
OUT1, OUT2, OUT3, and OUT4 are connected to the four connectors of two
motors. L298 inputs and PWM ports are connected to the microcontroller
(PD4.PD5), to constitute the driver circuit.

Infrared photoelectric sensors are used in this system. The I/O port will be high
when it scans the black line, otherwise will be low, which are connected to the PC0,
PC1, PC2 three I/O ports, and then using LED to determine whether the sensor
signal is detected, as shown in Fig. 5.

The flow chart and the practice product of this system are shown in Figs. 6 and 7.
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Fig. 3 Minimum system

Fig. 4 L298 driver circuit

Fig. 5 Sensor module circuit
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5 Conclusions

Transport task allocation is an important factor that affects the system efficiency,
service levels, and the transport costs. A closely related issue is to determine the
transport routes, namely the vehicle routing problem. Mathematical programming
or heuristic methods are commonly used to solve the centralized task allocation
problem. Mathematical programming method takes transportation amount and costs
as the objective function, vehicle loading, number of tasks, and time consumption
as the constrains, such as integer programming, 0–1 programming, branch and

Fig. 6 System flow chart

Fig. 7 Practice system
product
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bound, etc. Heuristic methods commonly used simulated annealing, genetic algo-
rithms, etc. Compared with mathematical programming methods, heuristic method,
although not always able to determine the optimal solution, can solve the problem
with high speed and in real time, therefore it is suitable for solving dynamic task
allocation problems. Problems of task allocation and vehicle routing in the dynamic
environment become a research hotspot in recent years.

In the area intelligent transportation systems, the collaborative task of intelligent
vehicles which is generated dynamically needs to be done, and the running routes of
vehicles also need to be corrected dynamically with transportation tasks. Thus, the
problem of tasks collaboration needs to be considered in the dynamic situation.

Design of the collaboration architecture should primarily consider how to inte-
grate collaboration and decision method, which is crucial for the realization of
cooperation among members within a system. Currently, in the multiple intelligent
robot systems, collaboration among intelligent robots generally adopts the dis-
tributed collaboration technology which is based on the multiple intelligent model.
Multiagent system is an important research direction in the field of distributed
artificial intelligence. Intelligent vehicle in the area intelligent transport systems can
also be treated as an intelligent robot, but as a transport system, the involved
collaboration in this system has its own features, it is more complex than con-
ventional robot and more types of collaborative problems should be considered.

Area intelligent transportation system also can be treated as a large system, and
as the intelligent vehicle has the abilities of independent control, decision-making,
and autonomous behavior, thus, it has the characteristics of collaborative distri-
bution. Combined with the characteristics of the area intelligent transport systems,
the large system control theory and multiagent collaborative theory can be taken as
reference for design of the collaborative architecture.

This research establishes the platform of multi-vehicles’ operating and com-
munication researching in smart vehicles. The passage is aimed at researching the
operation from the same direction in double vehicles, and the model of commu-
nication and methods in a condition of complex path programming and complex
tasks model in three vehicles or more on the platform as well.
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Research on Impact of AVC Control
Action Sequence via Optimization
Parameter System in Hebei Low Voltage
Grid

Xiao Yang, Nan Wang, Wenping Hu, Liang Meng and Peng Luo

Abstract Proposing the optimal AVC coordinating parameters and comparing
effects of different control action sequence in a scientific manner is one of the
functional characteristics of smart AVC. In this paper, Optimization Parameter(OP)
system is developed in Hebei low voltage grid for this purpose. The data are taken
from EMS. The state estimation is carried out periodically after obtaining real-time
data. Taking state estimation results as the basic power flow and simulating AVC
operations, the voltage variations and line loss analysis can be calculated for
comparison. The system can compare optimization parameters for the real grid or
for the virtual grid. It s depends on whether to consider the actual capacity of
reactive power compensation equipments. The structure, hardware configuration
and data exchange of the system are illustrated. And several analysis tools of the OP
system are introduced. The paper gives the formula of voltage fluctuation and
example in which evaluating effects of voltage fluctuation benefited from different
control action sequences. With the system, users can get the optimal AVC coor-
dinating parameters and the optimal control action sequence expediently.

Keywords Smart grid ⋅ Automatic voltage control ⋅ Control action sequence ⋅
Voltage fluctuation ⋅ Real-time data ⋅ Optimization parameter

1 Introduction

With the smart grid developing and voltage level upgrades, the researchers pay
more attention to the reactive power balance and voltage control. These control
actions lead to voltage fluctuation, which must be beared by the insulation of
transformation, transmission and consumer equipment, greatly affecting the safe
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operation and probably shortening the life of them [1–3]. Automatic Voltage
Control (AVC) system has been applied as a means for controlling voltage and
adjusting reactive power because it has many special excellences [4–8]. However,
in low voltage grid or rural grid, AVC system needs to control equipment of
different voltage levels at the same time, without considering optimal control action
sequences. Meanwhile there are few ways to compare effects of different control
action sequences on the voltage regulation. And it is a problem to evaluate effects of
voltage fluctuation when different voltage level operations in one AVC control
action strategy.

The main function of AVC system for smart grid can be described usually as
follows: (a) It can check whether the available AVC coordinating parameters are
optimization. (b) It can evaluate reducing line loss benefited from the operations.
(c) It can provide the decision-supporting function for planning new power
capacitors or on-load regulating transformer of substation, which can adjust the
layout of reactive power compensation equipments [9–12]. The Optimization
Parameter (OP) system has all these functions, and has another important function
in addition. (d) It can evaluate voltage fluctuation benefited from the optimal
operation sequences.

The main motive of this paper is to provide the purpose, system structure,
hardware configuration and data exchange of the OP system. Blueprint of devel-
oping OP system to smart AVC system is shown. Furthermore, a number of
important concepts about the coordinating priority, such as the voltage-capacitor
sensitivity and the voltage-tap sensitivity, are also given. Finally, the formula of
voltage fluctuation is introduced. And the example of control action sequences for
Hebei low grid is given.

2 The Optimization Parameter System

With the real-time data from EMS, the OP system is the on-line monitoring and
analyzing system for Hebei low voltage grid. The state estimation is carried out
periodically after obtaining real-time data. Taking state estimation results as the
basic power flow, the theoretical voltage variations and line loss analysis can be
carried out within the virtual equipments such as capacitors and transformers. It can
calculate the voltage-capacitor sensitivity, which is voltage variation of one key bus
dividing the reactive variation when regulating a unit of capacitor. Also the OP
system can calculate the voltage variation of one key bus while regulating the
transformer tap, which is voltage-tap sensitivity. These sensitivities decide the
coordinating priority of capacitors or transformers. All the voltage variations can be
viewed with Hebei grid geographical diagram.

The OP system in Hebei grid contains five subsystems. The flowchart of it is
illustrated in Fig. 1.
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2.1 Planning Grid Subsystem

The planning grid subsystem can establish and save different planning grid models.
The planning grid models include actual grid model and virtual equipment models
(transformer, line, bus, generator, capacitor, etc.). Based on two data sources
(real-time data and historical data), the virtual equipment models can be added via
user interface. The subsystem can splice actual grid model and virtual equipment
models by obtaining measurement value of actual grid model and carrying state
estimation with the planning grid model. If establishing the virtual equipment
models is not needed, the subsystem only obtains measurement value and carries
state estimating with actual grid model. The models deposit in virtual database.

2.2 AVC Servers Simulation Subsystem

It is used to build AVC control models and save different AVC coordinating
parameters such as capacitors coordinating velocity and minimum capacitors
amount by one operation. They can affect the reactive power controlling and
voltage coordinating. Every AVC control model can deposit a number of parameter
schemes.
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Fig. 1 Flowchart of OP system
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2.3 Operation and Voltage Analysis Subsystem

It is used to simulate the AVC operations. First users should define whether the
operations are taking place in one day or in any time segment. And via the sub-
system users can use real-time EMS data or historical EMS data for simulation. The
operations include switching of capacitors or adjusting on-load regulating trans-
former taps. Then the accurate results of power flow and voltage variations are
calculated. These data are stored in virtual database for the line loss analysis sub-
system. If the AVC servers parameters cannot match the coordinating requirements,
the next step will go to viewing subsystem and propose the incompetent parameters
in the form of table. Otherwise, go to line loss analysis subsystem. The analysis of
voltage fluctuation and the optimal control action sequence will use subsystems B
and C.

2.4 Line Loss Analysis Subsystem

It can calculate line loss of the actual grid or the planning grid. First users should
establish line loss models and parameters. It can define or modify range of line loss
statistics areas via user interface. The line loss models and parameters of added
virtual equipments are stored in database and initialized automatically if updated.
According to the aforesaid power flow stored in virtual database, the integral cal-
culation for line loss can be carried out. The results can be shown with Hebei grid
geographical diagram. This subsystem is usually used for planning new transformer
substation with the Planning grid subsystem.

2.5 Viewing Subsystem

It is used to provide analysis tables and comparison curves for users. It also shows
bus voltage or line loss with the geographical diagram of low voltage grid.

3 Hardware Configuration and Data Exchange

The hardware configuration of OP system is shown in Fig. 2. The EMS server,
EMS workstation, and EMS database are built in power dispatch or control center
of county in Hebei province. A data receiving server in Hebei Electric Power
Research Institute is configured to receive models, graphics, and data of Hebei low
voltage grid. Two network cards are used in data receiving server. One network
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card connects with the EMS server to get power system data. The other one con-
nects with OP system.

Two OP servers are configured for storing five subsystems and the virtual
database, they are used for calculation and analysis functions. And the system has
data backup and recovery function. The files of it can be automatically forwarded to
other storage facilities for data mirroring, disaster recovery, or backup applications.
A workstation is used for monitoring and operating. With the workstation, users can
login OP servers, modify parameters and view the results.

Figure 3 shows data exchange between five subsystems and EMS server. After
state estimation, the EMS server sends correction value to OP system. As it is
shown, the virtual database is very important in the system. It not only receives
EMS real-time data or historical data, and stores voltage analysis and line loss
results.

Broken line means the data is sent from OP system to AVC system. With control
orders via AVC system, the purpose is sending the optimization coordinating
parameters and optimal control action sequence to AVC severs in substations.
Moreover, it could modify AVC coordinating parameters on-line when large load
variation happened or structure of low voltage grid changed. This is one of the
functional characteristics of smart AVC [10–14], and it is still in research.

EMS server

Receiving server

Fire wall

EMS database

OP servers

The VPN of integrated
Services network

EMS workstation

OP workstation

Fig. 2 Hardware
configuration
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4 The Introduction of Analysis Tools and Applications

4.1 Sensitivity and Priority Calculator

It can calculate the voltage-capacitor sensitivity. The reactive variation of switching
one unit of capacitor in one substation is first defined. Then the system calculates
reactive output and voltage variation of different key points. Using the same
reactive output variation, the tool simulates every substation with different load
situations. The load situations include spring load, summer load, and winter load,
for their distinct load characteristics in Hebei low voltage grid. When all
voltage-capacitor sensitivities are given, users can define capacitor coordinating
priority for some key point in different load situations. Capacitors with bigger
voltage-capacitor sensitivity have higher coordinating priority. The process of
providing voltage-tap sensitivity and on-load regulating transformer coordinating
priority is similar.
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Fig. 3 Data exchange of OP system
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4.2 Comparison Curve

The main function of the tool is to show comparison curves for different types of
data. A series of comparison curves have built in system such as active power,
reactive power, voltage, line loss, and so on. Users can display these comparison
curves easily. Through the comparison, it is illustrated which planning new
capacitors of substation or new on-load regulating transformers have better effects
on controlling voltage or reducing line loss. The system also provides a
user-defined interface for comparison curve. Users can define various comparison
curve schemes according to their requirements.

4.3 Table Report

The main function of table report is to provide customization reports for users. The
stored data in system can be proposed in the tables such as sensitivities data,
priorities data, capacitors data, on-load regulating transformers data, integral time
section of line loss, line loss, and so on. Via the report, better layout planning for
reactive equipment are revealed. The arithmetic of data in tables can be investigated
by users. The format of tables can be defined flexibly. The customization report can
be generated and published automatically.

5 Application on Impact of AVC Control Action Sequence

Different control action sequences lead to obviously different effect on voltage
fluctuation, which can be defined as follows:

V*
f = ∑

l

n=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
i∈ π

ðVn*2
i −Vn− 1*2

i Þ
r

ð1Þ

where Vn*
i is normalized value of bus i voltage after control action sequence n. V0*

i
is normalized value of the original voltage of bus i before control actions. And π is
ensemble of key points in the voltage control area. l is the final control action.
Because l ∈ N, certainly exist permutation lα, which makes α=minðV*

f Þ. For
existing different voltage levels in the voltage control area, the normalized value is
used. Users can get lα via subsystems B and C as describe above.

Table 1 shows schemes of control action strategy at one time in Hebei low
voltage grid. Bus A, B, C, and D constitute voltage control area 7. Table 2 shows
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different control action sequence and results of V*
f . And it reveals both C →

B→D → A and B → C→D → A lead to the least voltage fluctuation. Because
capacitors of bus B have higher coordinating priority, best control action sequence
is B → C→D → A, and α is 0.033.

6 Conclusions

In this paper Optimization Parameter system is developed. The structure, hardware
configuration, and data exchange of it are introduced. With the OP system, the
traditional reactive compensate equipments can be united and developed to smart
AVC system for rural grid. And via the OP system, the voltage fluctuation with
different control actions sequence can be researched. The system can propose
coordinating priority of capacitors or on-load regulating transformers. It can eval-
uate reducing line loss benefited from the AVC coordinating parameters or the
AVC operations. And it can provide the optimal AVC coordinating parameters and
the optimal control action sequence, which lead to better voltage controlling and
better power quality for users.

Table 1 Control strategy of voltage control area 7

Bus name Voltage level (kV) Coordinating priority Strategy (kV)

A 35 1 34.17 → 34.05
B 35 1 34.98 → 34.91
C 10 2 10.98 → 10.71
D 10 3 10.88 → 10.83

Table 2 Control action
sequence and results

Sequence V*
f Sequence V*

f Sequence V*
f

ABCD 0.037 BDCA 0.034 CDBA 0.036
ABDC 0.035 BDAC 0.036 CDAB 0.037
ACDB 0.038 BADC 0.037 DABC 0.035
ACBD 0.038 BACD 0.035 DACB 0.037
ADBC 0.037 CBAD 0.035 DBAC 0.036
ADCB 0.036 CBDA 0.033 DBCA 0.035
BCDA 0.033 CADB 0.037 DCBA 0.034
BCAD 0.034 CABD 0.037 DCAB 0.035
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A Study on Micro-Grid Power Quality
Management and Simulation Based
on RTW Toolkit

Zhiqiang Gao, Zhongji Sun, Liang Meng, Xiao Yang, Lingming Meng
and Peng Luo

Abstract For improving micro-grid power quality, this paper elaborates a method
of using energy storage system to stabilize power and active power filter (APF) to
govern harmonic. The control principle of energy storage system and APF is
introduced, and the simulation model of the micro-grid is established, which can
generate C code automatically through MATLAB real-time code generation tool
RTW (Real-Time Workshop). The code is applied to the running real micro-grid
system. By comparing APF simulation results and actual running results, the
effectiveness and practicability of the simulation based on RTW were verified. At
the same time, it shows that the application of APF has a positive role in micro-grid
power quality improvement.

Keywords Micro-grid ⋅ Power quality ⋅ Battery ⋅ Active power filter
(APF) ⋅ Real-time workshop (RTW)

1 Introduction

Micro-grid is increasingly attended in society as an effective means to achieve the
diversification of new energy utilization. For a mature micro-grid, the good power
quality is one of its essential characteristics [1]. However, due to the volatility of
distributed power factor and a large number of power electronics devices, micro-grid
power quality issues cannot be ignored [2]. For power fluctuations and harmonic
pollution, the energy storage system and APF are, respectively, used to stabilize
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power fluctuations and to compensate harmonic. Simulation in MATLAB can verify
compensation effect and provide help for the improvement of control strategy.

In order to carry out the further research, establishing accurate simulation system
is an urgent demand of the study technology. In order to build a more accurate
model, we use the RTW digital simulation tool as the actual system control system
uses a digital control system. The RTW tool generates real-time C code based on
the micro-grid simulation model which can be applied to the actual system control.
This method not only avoids the tedious process of hand-written programs, but also
ensures the accuracy and efficiency of the program code, and achieves the organic
combination of simulation and real control system [3–5].

2 Structure of the Micro-Grid

The micro-grid studied in this paper, shown in Fig. 1, consists of photovoltaic cells,
an energy storage system, an active power filter (APF), inverters, loads, and other
means. Among them, the energy storage system is a hybrid energy storage system
which is composed of a battery and super capacitor. As an energy storage device
with high energy density, the battery can achieve a large-capacity storage, but is not
suitable for frequent charging and discharging. On the other hand, the super
capacitor, as power-type energy storage device, has a high power density, long
cycle life, charging time is short, high reliability, and low energy density charac-
teristics. According to these characteristics, the energy storage system combined by
the two devices has complementary advantages, which can stabilize power in
micro-grid comprising intermittent power supply. The APF can compensate har-
monics and reactive power in micro-grid. Both of the energy storage system and the
APF is used to ensure higher power quality in micro-grid. The breaker K is used to
make the micro-grid run in grid operation or island operation.

Battery

Inverter

Photovoltaic
cell

Super
capacity

LoadAPF Inverter Inverter

K Main Grid

Fig. 1 The micro-grid system
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3 Control Principle of the Energy Storage System

Micro-grid has flexible modes of operation, it can work in grid operation and in
island operation. In different modes of operation, the control principle of the energy
storage system is different.

3.1 Control Theory of Grid Operation

The voltage and frequency is guaranteed by the grid when it operates in the
grid-connected mode. Both of the batteries and the super capacitors are controlled
with PI double loop control strategy which is composed by outer loop power
control and inner current control, as shown in Fig. 2.

As shown in Fig. 2, theACbus voltage (u) and current (i) of the outlet of the inverter
are collected. Via the Park transformation (as formula 1), they are divided into the
direct-axis component and the quadrature-axis component respectively. Then active
component (P) is obtained by multiplying the voltage direct-axis component and the
current direct-axis component. In the sameway,we can get reactive component (Q) by
the calculation of the quadrature-axis component of voltage and current. By calcu-
lating the difference between the measured value and the set value, i ref which is the
setpoint of inner current control is got after the adjustment of PI link and Park inverse
transformation. In the inner current control, i calculated by i ref minus i is put intoPWM
generator to control the inverter bridge after filtering, clipping, and other links.

P =
2
3

cos θ cos θ− 120◦ð Þ cos θ+120◦ð Þ
− sin θ − sin θ− 120◦ð Þ − sin θ+120◦ð Þ

1
2

1
2

1
2

2
4

3
5 ð1Þ

3.2 Control Theory of Island Operation

The voltage and frequency of the micro-grid need to be supplied by the energy
storage device, so the control method is different from the grid operation mode. In

Park

Park

PI
Park

inverter
PI

Id

Ud

Iq

P

Q

P_ref

Q_ref

Uq

ΔP

ΔQ

i_ref

u

i

iΔi
PWM
and

Inverter
bridge

Fig. 2 Principle of power−current control
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this paper, the voltage and frequency support are provided by the battery which is
controlled by outer loop voltage control and inner current control. Then the super
capacitors are still controlled by outer loop power control and inner current control.

The U-I double loop control strategy of the battery is shown in Fig. 3. The AC
output voltage of the inverter is decomposed into Ud and Uq after the Park trans-
form. Compare Ud and Ud ref which is the set value and input the difference into the
PI link, then the output is id ref . In the same way, iq ref can be calculated. Through
the calculation of the Park inverse transformation, id ref and iq ref are transformed
into i ref which is the setpoint of inner current control. Then achieve the control of
the battery after the current loop control.

4 Control Principle of the APF

The control strategy of APF is designed to compensate the harmonic according to
different harmonic orders. For example, to compensate the fifth harmonic, the APF
is controlled to output the reverse fifth current waves until the fifth harmonic is
disappear. For any other orders of harmonic, add the input to the control loop can
do it. The control diagram is shown in Fig. 4.

Park
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inverter

PI
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Uq_ref

ΔUd

ΔUq

i_ref

Id_ref

Iq_ref
Uq
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U PWM
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Inverter
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i

Fig. 3 Principle of voltage−current control
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Fig. 4 Principle of APF control
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Is is the high-order harmonic current, it can be decomposed into direct-axis
component Is d and quadrature-axis component Is q through conversion matrix TK

and low pass filter (LPF). Let set value (0) minus Is d and Is q, respectively, and
input the answers to the PI link, then the harmonic current signal is got after inverse
conversion matrix T− 1

K . After proportion and integral control link, this signal
controls APF to output compensation current. The function of the voltage control
loop is to stabilize the fundamental voltage.

TK =
2
3
⋅

cos kω ⋅ tð Þ cos kω ⋅ t− 2
3 kπ

� �
cos kω ⋅ t + 2

3 kπ
� �

− sin kω ⋅ tð Þ − sin kω ⋅ t− 2
3 kπ

� �
− sin kω ⋅ t + 2

3 kπ
� �

1
2

1
2

1
2

2
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3
5 ð2Þ

T− 1
K =
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� �
− sin kω ⋅ t− 2
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� �
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cos kω ⋅ t + 2
3 kπ

� �
− sin kω ⋅ t + 2

3 kπ
� �

1

2
664

3
775 ð3Þ

5 Establishment and Analysis of Simulation

According to the control theory, a micro-grid working in island mode of operation,
as an example, was established in MATLAB/Simulink environment which is shown
in Fig. 4. In this model, the Pv module consists of photovoltaic cells and inverter,
the battery module is a combination module which contains battery and inverter, the
EDLC module is a combination of super capacitors and inverter, the APF module is
active power filter and the load module is loads of the micro-grid. Design simu-
lation parameters are as follows: micro-grid bus voltage of 100 V, battery and super
capacitor DC voltage are both 700 V, super capacitor rated power 50 W, PV power
20 W, and parameters of loads depend on the specific set of simulations.

In addition, the simulation model can be compiled by using RTW into exe-
cutable C language code which can be accessed directly downloaded to the target

Fig. 5 Simulation model of micro-grid system
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machine and run in the actual system. It is of great meaning which will integrate the
control system simulation and practical system to achieve real-time semi-physical
simulation [4–7] (Fig. 5).

5.1 Simulation of Load Mutation

The value of phase resistance of the load which is connected in triangle connection
mode is 40 Ω. Run this simulation and test voltage dynamic characteristics of the
main inverter in AC side. In order to observe the dynamic process, this article will
invert direct-axis voltage through the DA per unit of output (at 100 V line voltage
direct-axis voltage DA output by 1 V). The load capacity is mutated In 0.304 s,
Figs. 6 and 7 show the simulation result.

In summary, when the load increasing suddenly, the main inverter output voltage
has dropped, but the energy storage system control strategy can achieve power
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Fig. 6 Simulation datas of increasing load a Simulation curves of increasing load (b) Collected
curves of increasing load in system
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tracking adjustment, the voltage returns to normal in about 0.01 s; when load
reduction, the direct-axis voltage sudden rise can be dropped to normalcy in 0.01 s
in a very short time. In addition, the simulation is highly consistent with the
experimental results, proving the accuracy and practicality of RTW toolkit directly.

5.2 Simulation of Harmonic Compensation

The loads consist of the rectifier and DC load, a DC load RL series impedance,
where R is 40 Ω and L is 0.66 mH. To compensate the five-order harmonic and the
seven-order harmonic current, for example, simulate the APF harmonic current
compensation effect in micro-grid. According to the control principle of the APF,
the simulation model shown in Fig. 8, where “5 modules” and “7 modules” are the
five-order harmonic and the seven-order harmonic current calculation module.
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Fig. 8 Simulation model of APF

Fig. 9 Simulation without APF compensation a Simulation curves without APF compensation
b Collected curves without APF in system
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Figures 9 and 10 show the simulation current waveform. Visibly, the
non-sinusoidal grid current becomes a sine wave after the APF compensation. FFT
analysis data of the current waveform is shown in Table 1, the five-order harmonic
and the seven-order harmonic wave components are close to zero. In a word, the

Fig. 10 Simulation with APF compensation a Simulation curves with APF compensation
b Collected curves with APF in system

Table 1 FFT analysis of actual test in micro-grid

Five-order harmonic (%) Seven-order harmonic (%)

Without APF 21.56 18.02
With APF 0.23 0.03
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simulation shows the accuracy of the APF control strategy. Comparing the simu-
lation waveforms and waveforms measured in practical micro-grid, the results are
almost identical, proving once again the accuracy and usefulness of RTW toolbox.

6 Conclusion

As an essential part of the promotion micro-grid, the energy storage system plays a
crucial role in promoting power quality. The multiple energy storage device used in
this paper which consists of batteries and super capacitors can enhance the
micro-grid dynamic performance, keep the system power being balance in the load
mutation and maintain the normal operation of bus voltage stability. The analysis
and simulation verify that the control strategy is effective and practical. Then
harmonic pollution is a major threat to the micro-grid power quality, the active
power filter (APF) described in this paper can compensate harmonic current
effectively and stably which improves the micro-grid power quality. At last, the
Real-Time Workshop (RTW) simulation can be achieved in practice micro-grid,
which is easy to use, and avoids the manual code written and improves efficiency. It
provides feasible and effective research methods for the future micro-grid simula-
tion study.
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Design and Analysis of Coil with Ferrite
Core for Wireless Power Transfer Systems

Xiu Zhang and Xin Zhang

Abstract The key of wireless power transfer technology rests on finding the most
suitable means to improve the power transfer efficiency when the transfer distance
is extended. In this paper, a new shape of transmitter coil, which is developed as
part of a deep brain stimulator for stroke patients, is proposed. Because the receiver
coil to be implanted in the patients’ skull is very small, a ferrite core is inserted into
the coils to improve the performance of the wireless power transfer system. In this
paper, the finite element method (FEM) is used to analyze the system. The relative
positional relationship between the transmitter coil and receiver coil is optimized.
The length of ferrite core inserted into the transmitter coil is also analyzed. The
optimal shape of the transmitter coil is also derived and reported.

1 Introduction

Since the new century, the technology of wireless power transfer has received
increasing attentions from all over the world because of its intrinsic safety and
convenience characteristics. Compared with the far-field wireless power transfer
system, the near-field wireless system has high power transfer efficiency but short
power transfer distance and hence such systems are mainly exploited in electric
toothbrushes. When the power transfer distance is up to centimeters, the power
transfer efficiency of near-field systems is only about 1 % [1–3].

To extend the power transfer distance, the magnetic resonant coupling method
(also called mid-distance field mode) has become the most popular method. In
2007, the MIT research team published their findings in Science, and since then,
this method has become the hottest methodology to realize wireless power transfer

X. Zhang ⋅ X. Zhang (✉)
College of Electronic and Communication Engineering, Tianjin Normal University,
Tianjin, China
e-mail: ecemark@mail.tjnu.edu.cn

X. Zhang
e-mail: zhang210@126.com

© Springer-Verlag Berlin Heidelberg 2016
Q. Liang et al. (eds.), Proceedings of the 2015 International Conference
on Communications, Signal Processing, and Systems, Lecture Notes
in Electrical Engineering 386, DOI 10.1007/978-3-662-49831-6_95

921



system. In this method, the receiver coil and the transmitter coil must have the same
resonant frequency which is also the same as that of the power source. The
transmission distance of wireless power transfer system with this method can be
significantly extended with no undue reduction on power transfer efficiency [4].

With the advent of power electronics, various implanted medical devices, such
as deep brain stimulator, nerve stimulator, and cardiac pacemaker, are widely used
in the medical field [5, 6]. These devices can effectively prolong the patients’ lives.
In order to alleviate the patients’ financial burden and their suffering, the technology
of wireless power transfer has become popular in biomedical engineering.

As an electromagnetic problem, the wireless power transfer system can be
analyzed using Maxwell’s electromagnetic field equations. Indeed, numerical
methods for solving the Maxwell’s equations have been applied successfully to
study a wealth of problems in science and engineering [7, 8]. In this paper, the
numerical method of electromagnetic field computation, such as finite element
method (FEM) is applied to appreciate and analyze, quantitatively, the performance
of wireless power transfer systems [9, 10].

In this paper, the ferrite material is employed as the core to be applied into the
wireless power transfer system to extend the power transfer distance. According to
the application of the system, a new shape of the transmitter coil is proposed to
improve the performance of the system.

2 Structure of Wireless Power Transfer Systems

Unlike other studies analyzing common structures, thewireless power transfer system
with ferrite core is analyzed in this paper. As shown in Fig. 1, the transmitter coil and
receiver coil in the common structure have the same axis. In the new structure, the axes
of the transmitter coil and the receiver coil are parallel to each other and a ferrite rod is
inserted into the coils to reduce the magnetic reluctance. Thus, the receiver coil can
pick upmoremagnetic flux linkagewhich induces voltage in the receiver coil. Indeed,
the current in the coil with ferrite core can generate about 50 times stronger magnetic
field intensity than the coil without core [11]. The longer core length is, the larger is
magnetic flux density in the secondary core.

Transmitter 
Coil

Receiver
Coil

C2
RLoad

C1

Vs

Transmitter
Coil

Receiver
Coil

Core

C2
RLoad

C1

Vs

(a) (b)

Fig. 1 a Wireless power transfer system without a core. b Wireless power transfer system with a
core
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In this paper, the wireless power transfer system is applied to the deep brain
stimulator which is implanted inside the skull of patients. Transmitter coil with a
novel shape as shown in Fig. 2 is proposed. In this system, the transmitter coil with
a ferrite core has an arc along with the shape of the human head.

For deep brain stimulator, the receiver coil should be as small as possible. In
order to obtain the maximum power transfer efficiency, the ferrite core inserted into
the transmitter coil needs to be optimized. As shown in Fig. 2, the angle θ repre-
sents the length of the ferrite core, while the angle α represents the relative position
of the transmitter coil and the receiver coil. In addition, the angle φ represents the
chord of the transmitter coil. The specifications of the system are listed in Table 1.

Transmitter
Coil

Receiver
Coil

Human 
Head

Core

Fig. 2 Novel shape of the
wireless power transfer
system with core applied to a
deep brain stimulator

Table 1 Specifications of the
wireless power transfer
system

Parameters Values

Angles α −40 ∼ 40°
θ 70 ∼ 180°
φ 70°

Diameter of wire 1 mm
Diameter of coil 4 mm
Length of receiver coil 5 mm
Number of stranded of
the wire

70

Turn number of
transmitter coil

10

Turn number of
receiver coil

5

Resonant frequency 3 MHz
Complementary
capacitance in
transmitter coil

2.33 nF

Complementary
capacitance in receiver
coil

4.23 nF

Saturation magnetic
flux density of NiZn
Ferrite core

0.3 ∼ 0.5 T
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In this paper, the resonant frequency of the coils is 3 MHz. The nickel–zinc
(NiZn) ferrite core is chosen as the core material which is inserted into the coils.
NiZn ferrite has higher resistivity which is more suitable for applications with
operating frequencies above 1 MHz.

3 Methods and Analysis

3.1 Finite Element Method

In order to reduce the AC resistances of the coils, the transmitter coil and the
receiver coil are fabricated using litz wires. According to the Maxwell Equations,
the two-dimensional (2-D) magnetic field equation in the regions of air, iron cores,
and stranded windings can be expressed as

∇ ⋅ ν∇Að Þ− σ
∂A
∂t

= − Js ð1Þ

where A is the magnetic vector potential; ν and σ are the reluctivity and the
conductivity of the material, respectively; Js is the given current density.

The basic equations of the transient magnetic field-circuit coupled problem can
be summarized as the following set of equations [7, 8]

Field equation:

∇ ⋅ ν∇Að Þ− σ
∂A
∂t

+
dpN
Sap

iad +
dpN
Sap

iw = − Js ð2Þ

Additional equation:

−
dpN
Sa

ZZ

Ω

∂A
∂t

dΩ+
Rdc

l
iad =0 ð3Þ

Electric circuit branch equation:

−
dpN
Sa

ZZ

Ω

∂A
∂t

dΩ−
Rdc

l
iw = −

1
l
uw ð4Þ

where dp is the polarity (+1 or –1) to represent the forward paths or return paths of
the windings, respectively; p is the symmetry multiplier which is defined as the ratio
of the original full cross-sectional area to the solution area; N is the total conductor
number of this winding; S is the total cross-sectional area of the region occupied by
the winding in the solution domain; a is the number of parallel branches in the
winding; Rdc is the d.c. resistance of the winding; iw and uw are the branch current
and voltage of the winding, respectively. The additional current iad is introduced in
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regions of solid conductors to ensure the last coefficient matrix of the field-circuit
coupled equations is symmetrical.

The induced voltage V2 in the receiver coil is

V2 =ωB̄2 xð ÞA2N2 ð5Þ

where ω is the angular frequency; A2 is the cross-section area of the receiver coil;
N2 is the number of turns of the receiver coil; B̄2 xð Þ is the average magnetic flux
density in the receiver coil determined by

B̄2 xð Þ= 1
lr

Z lr ̸2

− lr ̸2
B2 xð Þdx ð6Þ

where lr is the length of the receiver coil. The power transfer efficiency of the
system can be calculated by

η=
P2

P1
=

V2
2 R̸2

I21R1
=

ωB2 xð ÞA2N2
� �

I21R1R2
ð7Þ

where P1, P2 are the input power in the transmitter coil and the output power
induced in the receiver coil, respectively; R1 and R2 represent the resistance of the
transmitter coil and the receiver coil, respectively; I1 is the input current in the
transmitter coil.

Magnetic flux lines between the transmitter coil and the receiver coil are shown
in Fig. 3. It can be seen that the receiver coil can pick up the major bulk of the
magnetic fluxes generated by the transmitter coil.

Receiver 
Coil

Transmitter 
Coil

Core

Transmitter Coil

Receiver Coil

(a)

(b)

Fig. 3 Simulation result of the magnetic flux lines of the proposed coil configuration. a without
core; b with core
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3.2 Analysis

The angle α represents the positional relationship between the transmitter coil and
receiver coil. When the line connecting the centers of the transmitter coil and the
receiver coil is parallel to x-axis, the value of angle α is equal to zero. The curve of
power transfer efficiency varying with different α values is shown in Fig. 4a. It can be
seen that the power transfer efficiency is maximumwhen the angle α is equal to−10°.

The angle θ represents the length of the core inserted into the transmitter coil.
The initial value of the angle θ is equal to 70° when the lengths of the core and the
transmitter coil are the same. The curve of power transfer efficiency varying with
the different angle θ is shown in Fig. 4b. It can be seen that the power transfer
efficiency is maximum when the angle θ is equal to 120°.

4 Results

Practically, the core loss in the ferrite material will increase the temperature of the
coil, meanwhile, the higher temperature will decrease the saturation flux density of
the ferrite material. The NiZn ferrite material used in this paper has a saturation flux
density of about 400 mT at room temperature. Considering the temperature caused
by the core loss, the flux density in the core should not exceed 250 mT. For the deep
brain stimulator, however, the security of the system to the patients is the most
important problem that should be considered. According to the standard established
by the Minister of Public Works and Government Services of Canada, the maxi-
mum magnetic field strength should not exceed 2.05 μT [12].

In order to the guarantee the security of the system, the distribution of the
magnetic field strength in the human head is given in Fig. 5a. The curve of
the magnetic field strength from left to right is shown in Fig. 5b. It can be seen that

Fig. 4 a Power transfer efficiency varies with the angle α. b Power transfer efficiency varies with
the angle θ
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the maximum magnetic field strength in the human head if under 2 μT which meets
the above-mentioned standard. In this case, the input current in the transmitter coil
is about 5 mA. It indicates that the induced voltage in the receiver coil is above 3 V
when the input current in the transmitter coil is about 5 mA.

The magnetic flux density profile in the ferrite core when the input current is
about 5 mA in the transmitter coil is about 100 μT which is much less than 250 mT.

According to the above analysis, the wireless power transfer system will operate
with the best performance when the angle α is equal to −10° and the angle θ is
equal to 120°. The maximum power transfer efficiency of the system is about 60 %
when the frequency of the excitation is 3 MHz as shown in Fig. 6. When the
operating frequency deviates from the resonant frequency, the power transfer effi-
ciency of the system will have a sharp decline.
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5 Conclusion

In this paper, a transmitter coil with a novel shape is proposed for wireless power
transfer system in implanted medical devices. A ferrite core which is suitable for
high-frequency application is inserted into both the transmitter coil and the receiver
coil. The simulation results indicate that the receiver coil with the core can pick up
more magnetic fluxes when compared with receive coils without the core. In
addition, the relative positional relationship of the transmitter coil and the receiver
coil and the length of the ferrite core inserted into the transmitter coil are both
quantitatively analyzed. The power transfer efficiency of the system can reach as
high as 60 %. Such findings are instrumental for building a solid theoretical basis
for future work in wireless power transfer systems.
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Fiber Bragg Grating Arrays in All-Solid
Photonic Bandgap Fiber

Tingting Han and Jingping Yang

Abstract The fiber Bragg grating arrays are inscribed into the Ge-doped cladding
rods in an all-solid photonic bandgap fiber. Different resonance wavelengths and
widths are observed by launching light into different rods from two reverse
directions. The diverse resonance dips from different rods may have different
responses to the environment changes, hence the fiber Bragg grating arrays will
have good capacity to be employed as the multi-parameter sensor.

Keywords Photonic crystal fiber ⋅ Fiber Bragg gratings ⋅ Multi-parameter
sensor

1 Introduction

The photonic bandgap fiber (PBGF) as a specific photonic crystal fiber (PCF) [1, 2]
guides light in the low index core through photonic bandgap effect. In recent years,
many researchers pay more attention to the all-solid PBGFs [3], which are com-
posed of a two-dimensional periodic array of high-index rods embedded in a
low-index background and a low-index core formed by omitting one or more rods.
The all-solid PBGFs have more advantages of easy fabrication, convenience to
splice to the conventional single mode fiber (SMF) and no surface mode excited,
compared with the hollow-core PBGFs. Moreover, the fiber core and the fiber
cladding rods can be doped for fiber Bragg grating (FBG) inscription by UV
illumination. Jin et al. [4, 5] realized a fiber Bragg grating photoinscribed into the
Ge-doped cladding rods in an all-solid PBGF and observed the resonances between
the guided core mode and the guided LP01 supermode. Bigot et al. [6] realized the
fiber Bragg grating with reflectivity up to 25 dB, photo-written in the Ge-doped
core of a 2D all-solid PBGF. Cook et al. [7] demonstrated the successful inscription
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of Bragg gratings in the germanium rings of Yb3+-doped photonic bandgap fiber,
and reflection bands were observed from the guided modes of the concentric
annular rings, rather than from the core mode.

In this letter, the fiber Bragg grating arrays are realized by inscribing into the
Ge-doped cladding rods in an all-solid PBG hydrogen loaded fiber using the KrF
excimer laser. The resonance dips are observed only if the light is launched into the
Ge-doped cladding rods. When the light is launched into the all-solid PBGF and
then passed through the FBG, there will be two kinds of mode couplings. The one
kind is the coupling occurring between the adjacent rods of the all-solid PBGF
when light is traveling through the all-solid PBGF, and the other kind is the cou-
pling to the reversed guided supermode in the cladding rods of the PBGF when
light is traveling through the FBG. Then we launch the light into the Ge-doped rods
from two reverse directions, in other words, the light travels through different
lengths in the PBGF before passing through the FBG, different resonance wave-
lengths and the resonance width are observed.

2 Experimental Setup

The microscope image of the all-solid PBGF used in our experiment, which was
fabricated by Yangtze Optical Fiber and Cable Company Ltd of China, is shown in
the inset of Fig. 1b. Five layers high-index rods (germanium doped) with single rod
surrounded by an index depressed layer (fluorine doped) are embedded in the pure
silica background. The core is formed by omitting a high-index rod and a low-index
ring. The diameter of the fiber is 125 μm, and the distance between the adjacent
rods Λ is 10 μm. The outer diameters of the high-index rod and the low-index ring
are 0.3786 Λ and 0.7572 Λ, respectively. Compared with the pure silica back-
ground, the average refractive index difference of the high-index rods and the
low-index rings are 0.034 and −0.08, respectively.

A 1.5 m all-solid PBGF, with 3 cm section which is stripped the coating at the
distance of 9 cm from the beginning end, is loaded in a hydrogen atmosphere at
100 atm, 100 °C for 48 h to enhance its photosensitivity. Then the stripped section
is exposed by focused pulses from a 248 nm KrF excimer laser with average energy
of single pulse of 40 mJ at a repetition rate of 2 Hz for 2 min. The grating period is
593 nm. The FBG is fabricated, as shown in the right part of Fig. 1b. A broadband
source covering from 1520 nm to 1580 nm passing through the SMF is coupled
into the core and the Ge-doped rods of the all-solid PBGF. An ANDO Q8383
optical spectrum analyzer is connected to the other end of the all-solid PBGF for
measuring transmission spectrum of the FBGs, as shown in Fig. 1a. Figure 1b is a
blow up of the section circled by the dotted ellipse in Fig. 1a.
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3 Experimental Realization and Analysis

Figure 2a shows the transmission spectra when the light is launched into the core
and the six rods of the first ring (see the inset) of the all-solid PBGF after FBG
fabrication. It is obviously seen that no Bragg resonance dip appears when the light
is launched into the core of the PBGF. While Bragg resonance dips occur if the light
is separately launched into the six rods of the first ring of the all-solid PBGF. The
resonance wavelength of each rod is different. This is because each rod experienced
different pulse energies due to the different vertical distances from the phase mask
to the rod, and the index modulation for the rods is different resulting in different
effective indices of the coupled modes neff for the rods. Hence, according to the
fiber Bragg grating phase matching condition λres = 2neff Λ, where λres is the Bragg
resonant wavelength and Λ is the period of the FBG, the resonant wavelengths are
different. Since the above-mentioned experiment is based on that the light is first
passing through the shorter length of the all-solid PBGF (as shown in Fig. 1a), for
the convenience of description, we call the situation forward-launching.

Then, we launch the light into the core and the same rods from the right end of the
all-solid PBGF, i.e., the b point as shown in Fig. 1a, and theOSA is connectedwith the
left end. We call the situation back-launching. The transmission spectra are shown in

(b)

(a)

Fig. 1 a The schematic diagram of the experimental setup. b The schematic diagram of the blow
up of the section circled by the dotted ellipse in Fig. 1a. The right part is the fiber Bragg grating
inscribed into the high-index Ge-doped rods by UV illumination using phase mask. The left part is
the core of the SMF transporting the light from BBS into the individual rod of the cladding of the
all-solid PBGF
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Fig. 2 The transmission spectra of the FBGs from the core and the six rods in the first ring of the
all-solid PBGF after FBG fabrication for the two situations: a light forward-launching and b light
back-launching. c Comparison of the transmission spectrum of the FBG from the same rod for the
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Fig. 2b. Similarly, there is no resonance dip if light is coupled into the core of the
PBGF, andBragg resonance dipswith different resonancewavelengths and resonance
widths also occur if the light is launched into the six rods of the first ring of the PBGF.

For comparison, we depict the transmission spectra of the FBG from the same rod
for the two situations: forward-launching and back-launching, as shown in Fig. 2c.
We can observe the transmission spectra of the FBGs from the same rod for the two
situations have similar resonant wavelength. However, for the back-launching, the
curves are not enough smooth. This is because, for the back-launching, light is first
coupled into the rods of the longer length PBGF section, and the couplings between
the adjacent rods occur. Then the coupled light in some rods is traveling through the
FBG, and the transmission spectrum is not only simple Bragg resonance dips of the
single rod, and they consist of the resonance dips of the adjacent rods. On contrary,
for the forward-launching, the light is coupled into the shorter length PBGF section,
which is short enough to couple the light between the adjacent rods and the light is
restricted in the single rod. When the light travels through the FBG, the transmission
spectrum is formed by the Bragg resonance dips of the single rod. Hence its reso-
nance width is larger than the former situation (see the first figure in Fig. 2c). We
also observe the transmission spectrum of the FBG from the rods of the second and
the third ring, as shown in Fig. 3. The resonant dips from every rod are also
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Fig. 3 a The transmission
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third rings, respectively.
b The relative position of the
three rods
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obviously observed with different resonant wavelengths. In our experiments, the
resonance wavelength width is larger than the Bragg resonance width in ordinary
single mode fiber (SMF); this is because the mode couplings in the rods of the PBGF
occur between the rods-guided supermodes, not the simple guided fundamental
mode in the core of the SMF.

4 Conclusion

In conclusion, we realize the fiber Bragg grating arrays by inscribing into the
Ge-doped cladding rods of an all-solid PBG hydrogen loaded fiber using KrF
excimer laser. We launch the light into the Ge-doped rods from two reverse
directions, and different resonance wavelengths and resonance widths are observed.
The diverse resonance dips from different rods may have different responses to the
environment changes, hence the fiber Bragg grating arrays will have good capacity
to be employed as the multi-parameter sensor. If we control the length of the
all-solid PBGF before the FBG, we may realize diverse resonance dips, and
the fiber Bragg grating arrays can be used to be study the properties of the
supermode coupling in the rods. Still, there should be further research on the
specific mode couplings in the rods of all-solid PBGF and in the FBG.
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The Design of Temperature and Humidity
Measure Based on USB Interface

Yuchan Xie

Abstract To expand the using occasions, a kind of temperature and humidity
measurement based on USB interface has been completed in which SHT10 is used
as the temperature and humidity data collecting sensor, and the relative humidity is
compensated by temperature at the same time. The USB interface chip CH340T is
used to transfer the received data to PC for processing. In this paper, the system
is described in detail from two aspects, hardware and software. Experiment shows
the system has good measurement results.

Keywords Temperature measure ⋅ Humidity measure ⋅ USB interface

1 Introduction

Along with the social development, temperature and humidity measurements have
been applied in more and more industrial and agricultural scenes [1, 2]. For
example, in the warehouses for food or medicine or tobacco, etc., the temperature
and humidity need real-time monitoring. There are strict requirements in semi-
conductor production environment, too warm or too wet will lead to its perfor-
mance depressing. So temperature and humidity need to be strictly inspected and
controlled.

By traditional method, the temperature and humidity are measured separately,
the compatibility is poor among sensors, measurement process is disturbed easily,
and the measurement circuit is too complex. It already cannot satisfy the needs of
the development of modern science and technology [3].

At present most of the communications between the temperature and humidity
detection system and PC are through RS-232 serial port [4]. To catch up with the
trend of interface development, USB interface is used in the system, which makes

Y. Xie (✉)
College of Computer and Communication Engineering,
Northeastern University at Qinhuangdao, Qinhuangdao, China
e-mail: xieyuchan@neuq.edu.cn

© Springer-Verlag Berlin Heidelberg 2016
Q. Liang et al. (eds.), Proceedings of the 2015 International Conference
on Communications, Signal Processing, and Systems, Lecture Notes
in Electrical Engineering 386, DOI 10.1007/978-3-662-49831-6_97

935



it either as a disk to read and write or as a peripheral to communicate with a PC, so
as to achieve the ideal of intelligent temperature and humidity testing requirements.
In general the structure of the system is simple with higher intelligent degree and
higher measurement precision.

2 The Design Scheme

A STC89C52 chip is used as the core of the system to control the whole system as
shown in Fig. 1. SHT10 is used as the temperature and humidity sensor. DS1320
generates the time information. The liquid crystal display module LCD1602 dis-
plays temperature and humidity value. A set of temperature and humidity data is
stored in AT24C02 every 5 s, which is transmitted to PC by CH340T in USB
interface. PC can receive data with serial port assistant.

3 Hardware Design

The STC89C52 peripheral circuit is shown in Fig. 2.

3.1 Temperature and Humidity Sensor

SHT10 communicates with STC89C52 through two lines. P1.3 in STC89C52 is
connected with SHT10 to transmit DATA. P1.4 is connected with SCK to generate
the clock signal. VDD in SHT10 is connected with power and GND with
grounding. The connection between SH10 and STC89C52 is shown in Fig. 3.

Fig. 1 The system structure
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Memory chip AT24C02 connected with the main control chip is shown in
Fig. 4. Address line in AT2402 is used to determine the chip hardware address, they
are grounded in the system. SDA is connected with P2.1, the main control chip

Fig. 2 The STC89C52 peripheral circuit

Fig. 3 Connection between
SHT10 and STC89C52
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simulate data transmission by IIC bus communication. SCL is connected with P2.0,
the clock signal is generated by the main control chip. WP is grounding, which
allowing normal read and write operations.

Ch340T is connected with STC89C52 for serial communication by two lines, in
which P3.0 is connected with TXD and P3.1 with RXD is shown in Fig. 5.

Fig. 4 AT24C02 connects with control pins

Fig. 5 CH340T is connected with the main control pin
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4 Software Design

4.1 Temperature and Humidity Measuring

The main program related with the temperature and humidity sensor SHT10
includes: writing section, read bytes, temperature and humidity measurement,
temperature and humidity value scale transform, temperature compensation and so
on, which is shown in Fig. 6.

• Signal sampling: The control pins start transmission timing is shown in Fig. 6.
When the clock signal SCK changes from low level to high electricity, data line
becomes low. After the next high level of SCK, data line is changed to be high
level. A measure initialization is completed by now. A measurement course
begins after measuring instruction was set out. The measuring instruction and
measuring precision are different according to the measure time. The mea-
surement is end when DATA is low again. Signals have been read out when the
“data ready” come, which is shown in Fig. 7.

Fig. 6 Temperature and humidity measure flow chart

Fig. 7 Initiate transmit
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• Temperature measurement by SHT10 has good linear. Temperature T can be
obtained directly by equation:

T = d1 + d2 ⋅ SOT ð1Þ

In which, SOT is the output temperature data from SHT10. d1 and d2 are
constants, which can be obtained by looking up a handbook.

• Relative humidity RH can be obtain by the following equation:

RH =C1+C2 ⋅ SORH +C3 ⋅ SORH2 ð2Þ

In which, SORH is the output humidity data through SHT10, C1, C2, and C3 are
constants, which can be achieved by looking up a handbook too.

• The compensation for relative humidity temperature
If there is large difference between the measured temperature with 25 °C, the
humidity value needs to be correct by its temperature. The compensation for-
mula is shown as following:

HTRUE= ðT ◦C− 25Þ ⋅ ðt1+ t2 ⋅ SORHÞ+RH ð3Þ

T °C is the temperature data that comes from SHT10, whose unit is degree
centigrade. SORH is the output humidity data. RH is the relative humidity,
which has been transformed. t1 and t2 are constants, which can be achieved by
looking up the handbook.

4.2 Data Storage and Reading

• Writing process: There are 7 address codes in AT24C02. The 4 high address
codes are fixed, which are 1010. The other 3 low ones, which are A2, A1, A0 are
achieved according to their level. When the main control chip is in writing, its
(R/W) pin is set to 0. The 7 address codes are sending in the SDA line. The SDA
line is released after writing.

• Reading process: When reading, the “0” in pin (R/W) and 7 address codes are
sending in SDA line. After confirming the codes in SDA line is its address
information, AT24C02 generates response signals on line. Then, the first
address is sent to AT24C02, and then wait for the response signal. After its pin
(R/W) is set “1”, the control chip sending device address to AT24C02. After
receiving the device response, the data on line is reading.

• Data transfer: The measure system communicates with PC through CH340T.
After installing the drive program in PC, a serial port assistant can receive data.
An asynchronous communication is taken between the measure system and PC.
In order to guarantee the coordination in both transceiver side, the transmitting
device and receiving device with the same data format and transmission speed.
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It takes character as asynchronous communication unit. The time interval
between characters is arbitrary, but the bits in each character are transmitted at a
fixed time. That is, the distances between bits in the same character are the
integer times of the minimum interval.

5 Simulation Experiment

In the temperature and humidity measuring system, data acquisition was by SHT10,
data was processed in STC89C52. Temperature, humidity, and time were shown in
LCD1602. Data was stored in AT24C02 and was transmitted to PC through
CH340T.

The simulation exercise was based on proteus software tool. Its result was shown
in Fig. 8. In the LCD, time information was shown in the above line. Temperature
and humidity parameters were displayed in the following line. Every 5 s a set of
temperature and humidity data would be stored in AT24C02, and received by the
serial port assistants. Experiment shows each module in the temperature and
humidity measuring instrument work normally, realize basic functions. Actual test
result is shown in Fig. 9.

Fig. 8 Simulation result
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6 Conclusions

The temperature and humidity detecting system is composed of the new type of digital
integrated temperature and humidity sensor SHT10, large capacity memory chip
AT24C02, and the convenient and reliable USB interface, which are used to com-
municate with PC. According to these, the temperature and humidity can be acquired
and saved at any time without manual intervention. It can work at lots of occasions.
The testing system has a simple structure and reliable data and easy to use.
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The Demodulation System of Fiber Bragg
Grating Based on Edge Filter

Wenjie Shen, Jing Jiang, Yun Tian and Hao Sun

Abstract Fiber Bragg grating is used for monitoring various parameters. In this
paper, a set of demodulation system is built based on the principle of edge filter.
The system can realize static and dynamic demodulations for the Fiber Bragg
grating. Besides, in order to reduce the influence caused by temperature and strain
to the filtering device, the appropriate compensation and packaging are designed.
As a result, the temperature drift coefficient of the filtering device reduces from 112
to 45 pm/°C, and the stability of the system is improved obviously. The experi-
mental result shows that the wavelength resolution of the system is 0.01 nm and the
bandwidth can achieve to 3.5 nm. The error is less than 1 % when the system is
used for dynamic signal demodulation.

Keywords Fiber sensing technology ⋅ Fiber Bragg grating ⋅ Demodulation ⋅
Edge filter ⋅ Temperature drift coefficient

1 Introduction

Fiber Bragg grating (FBG) is one of sensing components. It has many ad vantages,
such as small size, good reliability, high sensitivity, anti-interference ability, and so
on. Because of so many advantages, the FBG has a good and wide application in
the sensing area. When the FBG is used to measure, the change of the central
wavelength is linear with the strain or the temperature. So how to extract the
information about the central wavelength is one of the core technologies in fiber
sensing area at present. In order to get better demodulation method of FBG,
researchers proposed many methods, include matching demodulation method for
FBG [1], tune optical fiber F-P filter demodulation method [2, 3], balance and
unbalance Michelson interference demodulation method [4], ring cavity fiber laser
lasing demodulation method, chirped grating detection method, and so on.
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According to the basic principle of edge filter demodulation methods [5, 6], the
system we mentioned is built. It can demodulate the central wavelength of FBG
using the long period grating (LPG) as the edge filter device. Because the system is
based on the detection of light intensity and only includes a set of simple photo-
electric detection circuit, it can reduce the influence to the demodulation frequency
caused by the mechanical device. And the system can achieve static and dynamic
demodulations of FBG. Besides, in order to improve the stability of FBG, the
appropriate temperature compensation and packaging technology are adopted.

2 Basic Principles of the System

The demodulation system is built based on the principle of edge filter and the
details are as follows. A beam of light emitted from the light source enters FBG by
through the 3 dB coupler. Then the light reflected from FBG is divided into two
channels evenly. One beam of light enters the photoelectric detection device
through a linear filter of LPG. And the other one enters the photoelectric detection
device with the same parameters as the reference beam. So we can get the signal of
measurement from a ratio. The ratio is got from the two voltage signals from the
photoelectric detection device. We determine the relationship between the ratio and
the central wavelength of the FBG in further.

The coupled principle of LPG is that, the coupling between the forward trans-
mission mode and the core of the optical fiber can lead to attenuation of the specific
wavelength [7], and it shows a broad bandwidth loss peak in the transmission
spectrum. The diagram of the demodulation system is showed in Fig. 1.

In our system, there are two sides of linear band in the transmission spectrum of
LPG. In the linear band, there is a linear relationship between the transmission and
the central wavelength of FBG. So we use the band as a linear filter. The intensity
of the light detected changes according to the central wavelength of the reflected

Fig. 1 The diagram of the
demodulation system

944 W. Shen et al.



light in FBG. We get the signals of measurement from the photoelectric detection
device.

Assuming that the filter transfer function of LPG is expressed by the normalized
spectral transmittance curve H (λ), the spectral density of the reflected optical light
is expressed by R (λ). So the optical power of the reflected light in the FBG which
is filtered by LPG can be expressed as follows.

IðλÞ=
Z +∞

−∞
Rðλ− λ′ÞHðλ′Þdλ′

According to the transmission spectrum of LPG, H (λ) is a linear function in the
band we chose and the spectral bandwidth of R (λ) is less than wavelength rang of
LPG, the optical power function I(λ) can be transformed into the following form.

IðλÞ=HðλÞ
Z +∞

−∞
Rðλ− λ′Þdλ′

The light power of the reference beam does not change with the changes of the
central wavelength of FBG, and it can be expressed as follows.

I1ðλÞ=
Z +∞

−∞
Rðλ− λ′Þdλ′

When the central wavelength changes, the ratio of I (λ)/I1 (λ) also changes in
linear form. So we can get the information about the central wavelength of FBG,
and realize the detection and demodulation to the signal of the central wavelength.

According to the mathematical relationship and the characteristics of LPG, the
optical power of the reflection spectrum which obtained by LPG can be simplified
to the following form.

IðλÞ= k*Δλ

Δλ is expressed as the changes of the central wavelength of the FBG, and k is a
constant only related to the characteristic of FPG.

Actually, the central wavelength of FBG can also be detected only by the signal
filtered by LPG, but so many unstable factors be found in the experimental process,
such as the micro-bending effect of the light path in the transmission process, the
changes of light intensity when reflected back in FBG, the distribution of the light
source, the ups and downs of the light power, and so on. All of these will affect the
measurement results. Therefore, when the system is built, we take the methods that
the information of the central wavelength is obtained by the ratio of the two kinds
of signals, one was filtered and the other one was without filtering. Experiment
shows that, with the method, the unfavourable factors can be eliminated effectively.
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3 The Packing of LPG and Temperature Compensation

The most important part of the demodulation system is LPG, but the LPG is very
sensitive to the external environment. The fluctuation of environmental temperature
will cause the drift of the central wavelength of LPG, and bring a bad impact on the
experimental results. In order to improve the stability and accuracy of the system,
we must take methods to package the LPG. Before, researchers have done a lot of
research and experiments on the temperature compensation of LPG, such as
packaging LPG by metal casing to compensate temperature drift [8], coating resin
in the surface of LPG to reduce the temperature drift [9], and so on.

According to the characteristics of the LPG chosen, that is the temperature
coefficient is positive and the strain coefficient is negative, we determine to package
the LPG using three kinds of materials with different coefficient of thermal
expansion. By analysis and comparison, the materials used to temperature com-
pensation and the method of packaging are selected. In experiments, LPG is pasted
on three kinds of material. They are the organic glass, the thin aluminum sheet, and
the copper plate. Then we make heating test and cooling test. Observing the
changes of the central wavelength with the temperature and comparing the exper-
imental data between uncompensated and compensated.

Figure 2 shows the temperature characteristic curve of LPG under different
packaging, which can be known that the brass plate make a good effect in tem-
perature compensation. The temperature compensation effect packaged by alu-
minum is weaker than packaged by copper. And due to the thermal expansion
coefficient of organic glass, the LPG is over stretched, so the waveform and 3 dB
bandwidth are unable to recover.

By comparing the experimental results of three kinds of packaging materials, we
choose the copper plate as the temperature compensated material. The experimental

Fig. 2 The temperature
characteristic curve of LPG
under different packaging

946 W. Shen et al.



data shows that the temperature drift coefficient of LPG uncompensated is
112 pm/°C, and it is 45 pm/°C when compensated with copper plate.

The packaging with the copper plate can not only effectively reduce the tem-
perature drift, but also avoid the appearance of bending in the grid of LPG. So the
method improves the stability of the demodulation system.

4 The Demodulation System and Experiment Analysis

The light source used in the system is ASE broadband light source with a better
flatness, which can ensure the stability of the light source power and advantage to
the demodulation of the FBG.

The transmission spectrum of LPG used in the system is showed in Fig. 3. As
we have said in the front of the page, there are two linear bands in the sides of the
central wavelength of LPG, and we choose one side of the band from 1548
to1554 nm as a filter in our system.

The system uses InGaAs PIN fiber couple output photodiode as a photoelectric
detector to convert the light intensity signal to electrical signal, and design the
circuit board to convert the current signal to voltage signal using some kinds of
chip, such as OP657, OP37 and INA 143. The circuit board can detect the weak
signal. The, the signal is sent to the computer by AD collector. And at last, the data
processing and display are realized using computer program.

The device supplying the signal of the sensing grating is a structure of equal
intensity beam. FBG paste along the central axis of the beam, and the displacement

Fig. 3 The transmission spectrum of LPG
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happens by the feed of screw micrometer head. Then we observe the central
wavelength of FBG using a spectrometer. The photoelectric detection converts the
optical power signal into the voltage signal with the sensitivity of 100 mv/nw. The
voltage signal is sent to the computer and processed by the computer.

Figure 4 shows the relationship between the ratio of the two voltage signal
detected by and the changes of the central wavelength of the FBG reflected wave.

From the figure, we can see that there is a good linear relationship between the
ratios of the two voltage signals to the central wavelength of FBG, the fitting degree
of the curve is 0.9962. Experimental data shows that the demodulation range of the
system is 3.5 nm, the wavelength sensitivity is 0.092 nm−1, and the wavelength
resolution is 0.01 nm.

The system is based on the detection of light intensity, and only using simple
photoelectric detection circuit. The designs effectively reduce the frequency limit
which is caused by the mechanical device. The system can realize static and
dynamic demodulation for FBG.

The vibration test experiment is made in equal strength beam vibration test
bench. The micro-motor is fixed in the free end of the beam, and send driving signal
as sine shape in order to drive the equal strength beam vibration. The speed of the
motor can be changed by adjusting the motor speed regulator. The FBG is pasted on
the central position of the equal strength beam, and the detected signal can be
observed using the computer program. The information about the central wave-
length of FBG detected at 50 and 100 Hz is shown in Fig. 5. The figure above is the
curve when the frequency is 50 Hz, and the figure below is the curve when the
frequency is 100 Hz.

The detected signal shows that the central wavelength changes with the signal
waveform and frequency sent by the micro-motor. The detection signal is stable and
the waveform has good quality. Experimental data shows that when the system is
used to dynamic measurement, the frequency error is less than 1 % t.

Fig. 4 The sensing curve of
the demodulation system
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5 Conclusions

In this paper, the FBG demodulation system based on the linear filter of LPG is
introduced. The linear demodulation range of the system can reach to 3.5 nm, the
wavelength sensitivity is 0.092 nm−1 and the wavelength resolution is 0.01 nm.
Due to the use of all optical fiber technology, the system can realize static and
dynamic demodulations of FBG. When used in dynamic demodulation, the signal is
stable and the frequency error is less than 1 %.

In order to solve the problems that the LPG is sensitivity to the changes of
temperature and strain, appropriate temperature compensation and packaging
technology is adopted. By taking measures, the temperature drift coefficient of LPG
is decreased from 112 to 45 pm/°C. It not only compensates the drift cased by
temperature changes, but also avoids the appearance of bending phenomenon in
grid and the stability of the system is improved. In a word, the demodulation system
has good performance.

Fig. 5 The waveform of detection at different frequency
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Convergence and Steady-State Properties
of the Affine Projection Mixed-Norm
Algorithms

Ling Liqian, Lin Bin, Wang Fei and Luo Lingling

Abstract The affine projection algorithm (APA) attracts a wide attention for its
advantages such as simple frame, fast convergence rate, and so on. This paper is
based on the AP algorithm to introduce nonlinear update equation for the weight
error vector. So the affine projection mixed-norm (APMN) algorithm is proposed.
In this paper, we use a new approach to analyse the APMN algorithm. In this thesis,
the stability and convergence rate of APMN algorithm are analyzed in theory and,
simulation and verification of theoretical analysis is also performed.

Keywords Adaptive filter ⋅ Steady-state analysis ⋅ Mean-square error ⋅
Convergence rate

1 Introduction

Adaptive filters have become a vital part of many modern communication and
control systems, which can be used in system identification, adaptive equalization,
echo cancelation, beam-forming, and so on [1, 2]. Adaptive signal-processing
algorithms are conventionally based on a single error norm, such as the established
last mean square (LMS) and the lesser known least mean fourth (LMF) algorithms.
[3] The LMF algorithm is particularly appropriate for applications in which the
measurement noise has a probability density function with short tails. However, its
convergence properties are very sensitive to the proximity of the adaptive weights
to the optimum Wiener solution. The least mean mixed norm (LMMN) adaptive
algorithm overcomes this sensitivity and reduces misadjustment performance [4, 5].
The normalized least mean square (NLMS) algorithm is a popular method used in
adaptive filtering. It is a simple, stable adaptation technique with low complexity.
However, NLMS convergence is sensitive to the spectral flatness of the reference
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input and may be very slow when the input signal is colored. By employing several
input vectors, APA provides faster convergence than NLMS, especially when the
reference input of the adaptive filter is highly colored [6–9]. APMN algorithm is
used find the error signal mixed power based on AP algorithm.

Adaptive-signal-processing algorithms are conventionally based on a single
error norm, for example the established Affine Projection Algorithm (APA) [6], the
Least Mean Mixed Norm (LMMN) adaptive algorithm [3] and the APMN adaptive
algorithm is proposed in this paper.

2 APMN Adaptive Algorithm

The input signal xn of the adaptive filter and the unknown system which was
assumed to be time invariant and have a finite impulse response (FIR) structure. The
objective is to minimize the difference between the desired signal dn and the output
of the adaptive filter according to some optimization criterion (Fig. 1).

APMN algorithm is used to regulate the error function based on AP algorithm.
So the weight update formula is

wn+1 =wn + μ
Xn

XT
nXn

f enð Þ ð1Þ

en = dn − dn̂ =XT
n wn+1 −wnð Þ ð2Þ

f enð Þ= δ+ δ̄ enj j2
� �

en ð3Þ

where

μ is step-size;
Xn = xn, xn+1, . . . , xn−Mð Þ is input matrix;
xn = xn, xn− 1, . . . , xn−N +1ð Þ is input vector;
w0 is unknown column vector that we wish to estimate;
wn+1 is weight vector, which is the estimation for w0, at time constant n;

Fig. 1 Adaptive-system
identification in additive
measurement noise
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We should find the weight w1
n so minimized that ∥w1

n −wn∥ is subject to
dn − xTnw

1
n =0. This solution is given by

w1
n =wn + μ0xn ð4Þ

where μ0 =
f enð Þ
xTn xn

and en = dn − xTnwn.

Then, the weight w2
n forces the a posterior estimation error an (n − 1) to zero,

while maintaining the zero a posterior estimation error at n, and keeping the norm
of the increment in weights to a minimum. That is, to find the weight w2

n minimize
∥w2

n −wn∥ that is subject to dn − xTnw
2
n =0 and dn− 1 − xTn− 1w

2
n =0. If the increment

in weights w1
n −w2

n

� �
is orthogonal to xn. Hence, it decomposes xn− 1 into a com-

ponent along xn and a component x1n that is orthogonal to xn. It increases the weights
along x1n so that the second constraint is satisfied. This solution is given by

w2
n =w1

n + μ1x
1
n =wn + μ0xn + μ1x

1
n ð5Þ

where μ1 =
f e1nð Þ
x1Tn x1n

and e1n = dn− 1 − xTn− 1w
1
n.

And so on wk+1
n =w1

n + μ0xn + μ1x
1
n + . . . + μkx

k
n

where μk =
f eknð Þ
xkTn xkn

, ekn = dn− k − xTn− kw
k
n and f ekn

� �
= δ+ δ ̄ ekn

�� ��2� �
ekn.

Thus the weight update that forces the most recent (M + 1) posterior estimation
errors to zero is given by

wn+1 =wn + μ0xn + μ1x
1
n +⋯+ μmx

M
n ð6Þ

where M + 1 is the number of input vectors used for adaptation, xn is the input
vector at the nth instant, xkn, for k = 1,2, …, M, is the component of xn− k that is
orthogonal to xn, xn− 1, xn− 2, … xn− k − 1ð Þ, and μk, for k = 0,1,…, M is chosen as in
the next formula.

μk =

en
xTn xn

k=0, ∥xn∥2 ≠ 0
ekn
xTn xn

k=1, 2, . . . ,M, ∥xn∥2 ≠ 0
0 others

8><
>:

where en = dn − xTnwn,

ekn = dn− k − xTn− kw
k
n, k=1, 2, . . . ,M

wk
n =wn + μ0xn + . . . + μk − 1x

k− 1
n

So the weight vector updating formula of affine projection mixed-norm adaptive
algorithms is
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wk
n =wn + μ0xn + μ1x

1
n, . . . + μmx

M − 1
n

The error in variable weight vector is w ̃n =w0 −wn, after pushing to get w̃n+1

w̃n+1 = w̃n − ∑
j∈ Jn

μ ̃f e jn
� �

xTn− jDxn− jD
xn− jD ð7Þ

3 Steady-State Performancee

In the stability analysis of AP adaptive algorithm is the use of calculation
cov ∥w̃n+1∥2

� �
. Steady state performance is obtained by analysis. In this paper, let Σ

denote any M ×M Hermitian positive-definite matrix, and define the weighted
priori and posteriori error signals:

eΣa n− jDð Þ= xTn− jDΣw̃n, eΣp n− jDð Þ= xTn− jDΣwñ+1

wñ+1 = w̃n − ∑
j∈ Jn

μ ̃f e jn
� �

xTn− jDxn− jD
xn− jD

ð8Þ

Multiplying both sides of the above equation by xTn− jDΣ and substituting (8) into
them, we have

eΣp n− jDð Þ= eΣa n− jDð Þ− μ ̃f e jn
� �

xTn− jDxn− jD
ð9Þ

The following equation concerning the energy conservation relation during an
equalizer update is used to solve the steady-state performance analysis for adaptive
algorithms

∥xn− jD∥2Σ∥w̃
2
n+1∥

2
Σ + ∥eΣa n− jDð Þ∥2 = ∥xn− jD∥2Σ∥w̃n∥2Σ + ∥eΣp n− jDð Þ∥2

Introducing (9) into the above equation and taking expectations, we get

E∥w̃n+1∥2Σ =E∥w ̃n∥2Σ +E
μ ̃2∥xn− jD∥2Σ

xTn− jDxn− jD

� �2 f e jn
� ��� ��2

2
64

3
75− 2μ̃E

eΣa n− lDð Þf e jn
� �

xTn− jDxn− jD

" #

E∥w̃n+1∥2Σ =E∥w ̃n∥2Σ + μ ̃2E SΣ f e jn
� ��� ��2h i

− 2μ ̃hRe E eΣa n− lDð Þf e jn
� �� �� �

ð10Þ

where SΣ =
∥xn− jD∥2Σ

xTn− jDxn− jDð Þ2 , h=E 1
xTn− jDxn− jD
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We adopt the following three assumptions

A:1: The noise sequence vn with zero-mean and variance σ2v ≠ 0 is statistically
independent and identically distributed of the regressor sequence is xn.

A:2: The priori estimation error ea n− jDð Þ with zero-mean is independent of xn.
And for complex-valued cases, it satisfies the circularity condition, namely,
Eea n− jDð Þ=0 and Eea n− jDð ÞeΣa n− jDð Þ=0.

A:3: The priori estimation error Eea n− jDð Þ and its weighted estimation error
eΣa n− jDð Þ are jointly circular Gaussian.

The error function f e jn
� �

is for the Fourier series expansion, deducing

E∥wñ+1∥2Σ =E∥wñ∥2Σ + μ ̃2E Cn− jD +Bn− jD ea n− jDð Þj j2
� �

SΣ − μ ̃E hAn− jD∥w ̃n∥2ΣRx

� �

E∥w ̃n+1∥2Σ =E∥wñ∥2Σ + μ ̃2E Cn− jD +Bn− jD∥w ̃n∥2Rx

� �
SΣ − μ ̃E hAn− jD∥w ̃n∥2ΣRx

� �

where An− jD =2E f 1ð Þ
e jn

vnð Þ
���

���, Bn− jD =E f 1ð Þ
e jn

vnð Þ
���

���
2
+ f 2ð Þ

e jn
vnð Þf e jn

� �
, Cn− jD = f e jn

� ��� ��2
Substituting Σ = I, we get

E∥w̃n+1∥2 =E∥w̃n∥2 + μ ̃2E Cn− jD +Bn− jD∥w̃n∥2Rx

� �
SI − μ ̃E hAn− jD∥w̃n∥2Rx

� �

ð11Þ

At steady-state, under the assumption E∥w̃n+1∥2 =E∥w̃n∥2, n→∞, which is
often used in the steady-state performance analysis, (11) can be rewritten as

An− jD − μ ̃Bn− jDημ
� �

ξ= μ ̃Cn− jDημ ð12Þ

where, ξ= ∥wñ∥2Rx
, ημ =

SI
h

Since μ ̃Cn− jDημ ≥ 0 and ξ≥ 0. If the following condition about the step-size is
satisfied,

0 < μ ̃<
An− jD

Bn− jDημ

The steady-state EMSE performance can be expressed by

ξ=
μ ̃Cn− jDημ

An− jD − μ ̃Bn− jDημ
ð13Þ

and the steady-state mean square error is given by MSE= σ2v + ξ.
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4 Simulation Results

In this section, the theoretical result is demonstrated by carrying out simulations in
the system FIR filter with 11 taps. The input signal is correlated and the
signal-to-noise ratio (SNR) is 20 dB. Each simulation results are obtained by
ensemble averaging over 200 independent trials.

Figure 2 compares the δ=0.01, δ=0.1, and δ=0.8 of convergence rate of the
APMN algorithm for σ =10− 2 and μ=0.1. The figure also shows that with the
increase of δ, the convergence rate is also increasing. Figure 3 compares the
μ=0.01, μ=0.1, and μ=0.5 of convergence rate of the APMN algorithm for
σ =10− 2 and δ=0.5. The figure also shows that with the increase of μ, the con-
vergence rate is also increasing.

Figure 4 compares the simulation and theoretical results of steady state MSE of
the APMN algorithm for σ =10− 2 and δ=0.5. It is seen in the figure that the
theoretical and experimental MSE are in good match. Figure 5 compares the
simulation and theoretical results of steady state MSE of the APMN algorithm for
σ =10− 2 and μ=0.1. It is seen in the figure that the theoretical and experimental
MSE are in good match.
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Fig. 2 Comparison of learning curves for the proposed algorithm with δ
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5 Summary

This paper is based on the AP algorithm to introduce nonlinear update equation for
the weight error vector and the APMN algorithm is proposed. The above simulation
results show the steady-state performance and convergence of the APMN algo-
rithm. The results of simulation and theoretical results of steady state MSE of the
APMN algorithm for σ and μ meet the requirements. The APMN algorithm retains
the advantages of AP algorithm and has better steady state.

References

1. Zhou D, DeBrunner VE (2006) Affine projection algorithm based direct adaptations for
adaptive nonlinear predistorters. In: Fortieth Asilomar conference on signals, systems and
computers, 2006. ACSSC’06, 29 Oct 2006–1 Nov 2006, pp. 144–147

2. Shubair RM, Jimaa SA (2007) Improved adaptive beamforming using the least mean
mixed-norm algorithm. In: 9th international symposium on signal processing and its
applications, 12–15 Feb 2007. ISSPA 2007, pp 1–4

3. Zerguine A, Cowan CFN, Bettayeb M (1997) Adaptive echo cancellation using least mean
mixed-norm algorithm. IEEE Trans Sig Process 45(5):1340–1343

4. Chambers JA, Tanrikulu O, Constantinides AG (1994) Least mean mixed-norm adaptive
filtering. Electron Lett 30(19):1574–1575

5. Tanrikulu O, Chambers JA (1996) Convergence and steady-state properties of the least-mean
mixed-norm (LMMN) adaptive algorithm. In: Vision, image and signal processing, IEEE
proceedings, vol 143, no 3, pp 137–142

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-21.5

-21

-20.5

-20

-19.5

-19

-18.5

M
S

E
 (

dB
)

simulation value

theory value

Fig. 5 Theory and simulation MSE versus δ

960 L. Liqian et al.



6. Joy J, Mathurakani M (2013) A switching variable step size affine projection adaptive algorithm
for acoustic echo cancellation. In: 2013 Annual international conference on emerging research
areas and 2013 international conference on microelectronics, communications and renewable
energy (AICERA/ICMiCR), 4–6 June 2013, pp 1–5

7. Bouchard M, Albu F (2003) The multichannel Gauss-Seidel fast affine projection algorithm for
active noise control. In: Seventh international symposium on signal processing and its
applications, proceedings, 1–4 July 2003, vol 2, pp 579–582

8. Ban SJ, Lee CW, Kim SW (2009) Adaptive regularization parameter for pseudo affine
projection algorithm. IEEE Sig Process Lett , May 2009, vol 16, no 5, pp 382–385

9. Gonzalez A, Ferrer M, Albu F, de Diego M (2012) Affine projection algorithms: evolution to
smart and fast algorithms and applications. In: Signal processing conference (EUSIPCO), 2012
proceedings of the 20th european, 27–31 Aug 2012, pp 1965–1969

Convergence and Steady-State Properties … 961



A Parameter-Free Gradient Bayesian
Two-Action Learning Automaton Scheme

Hao Ge, Yan Yan, Jianhua Li, Ying Guo and Shenghong Li

Abstract Reinforcement learning is one of the subjects of Artificial Intelligence

and learning automata have been considered as one of the most powerful tools in

this research area. A learning automaton (LA) is a learning machine that can learn

an optimal action through interacting with stochastic environments. However, its per-

formance highly depends on the selection of a configurable learning speed. Granmo

proposed a Bayesian Learning Automaton (BLA), which is reported to not rely on

such external parameters, to solve Two-Armed Bernoulli Bandit problem in 2010.

In this paper, we demonstrate the BLA algorithm from a learning automata perspec-

tive. Furthermore, we devote efforts to improving the convergence speed of BLA

by incorporating a gradient descent-like method and then proposed a novel Gradi-

ent Bayesian Learning Automaton (GBLA). It has been demonstrated by extensive

simulations that GBLA is faster than BLA and traditional algorithms such as DPRI ,

and outperforms the state-of-art SERI algorithm as well.

Keywords Learning automata ⋅ Parameter-free ⋅Bayesian estimation ⋅ Two-action

environment
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1 Introduction

Learning Automaton (LA) have been long used as a powerful tool for maximizing the

reward attained in stochastic environments [2, 5, 8, 9]. If we define the action with

the maximum reward probability as the optimal action, the automaton will converge

to the optimal action almost surely as long as a sufficiently large resolution parame-

ter (or sufficiently small learning speed) is set, which is also known as the 𝜀-optimal
property. Generally, a larger resolution parameter will lead to a more accurate con-

vergence but more interactions with the environment. For that reason, parameter

tunning is necessary to balance accuracy and convergence speed in practical appli-

cations. Typically, the resolution parameter varies from tens to hundreds in different

environments (see a comparison of various pursuit learning schemes [4], including

DPRI which will be discussed later). Worse still, the state-of-art algorithm (SERI [5])

has two such tunable parameters, making the scheme more flexible but harder to be

applied.

In this paper, we proposed a parameter-free scheme, which means the procedure

of manually choosing a learning speed can be omitted. Meanwhile, the accuracy is

ensured by a Bayesian inference method.

Our work presents a set of novel contributions that we summarize in the following:

1. We present the first parameter-free scheme in the field of LA, for learning in two-

action stochastic environments. The meaning of the terminology parameter-free
is twofold: (1) The resolution parameter does not need to be manually configured.

(2) Unlike other estimator based schemes, initializations of estimators are also

unnecessary in our scheme.

2. Most conventional LA algorithms employ a stochastic exploration strategy in lit-

eratures, on the contrary, we design a deterministic gradient descent like method

instead of probability matching as the exploration strategy to further accelerate

the convergence rate of the automaton.

3. Numeric simulations confirm that our scheme can converge correctly, and our

scheme also possesses a relatively fast convergence speed compared to SERI ,

which is reported to be the fastest scheme over the past decades. Moreover, our

scheme always has a higher accuracy with no more interactions than SERI , which

indicates that the proposed scheme can learn the environments better.

The rest of this paper is organized as follows. In Sect. 2, we introduce the Bayesian

learning automaton for solving Two-Armed Bernoulli Bandit (TABB) problem, and

present the BLA algorithm from a LA perspective. We point out its limitation and

propose a solution in Sect. 3. The results of extensive simulations are presented in

Sect. 4. Section 5 concludes the paper.
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2 Bayesian Learning Automaton

In [3], a Bayesian learning automation (BLA) is proposed for solving TABB prob-

lem. The TABB problem is a classical optimization problem that explores the trade-

off between exploitation and exploration in reinforcement learning. One distinct dif-

ference between learning automata and Bandit playing algorithms is the metrics used

for performance evaluation. Typically, the probability of selecting the optimal action

is used for evaluating LA algorithms while regret is usually used in bandit playing

algorithms.

We summarize the BLA proposed in [3] briefly as follows: The BLA maintains

two Beta distribution to estimate the reward probabilities of each arm. At each time

instance, two values are randomly drawn from the two Beta distributions. The arm

with the higher random value is selected, and the feedback is used to update the

parameter of the Beta distribution associated with the selected arm. One advantage

of BLA is that it doesn’t involve any explicit computation of Bayesian expression.

In order to construct an absorbing learning automaton counterpart, however, the

probability of each arm being selected must be explicitly computed to judge the

convergence of the algorithm. Now, we describe the corresponding BLA algorithm

from a LA perspective as below.

Algorithm 1 Bayesian Learning Automaton

1: initial 𝛼1 = 1, 𝛽1 = 1, 𝛼2 = 1, 𝛽2 = 1;

2: repeat
3: Compute the probability P1 = P(e1 > e2) where e1 and e2 are random variables that follow

distribution Beta(𝛼1, 𝛽1) and Beta(𝛼2, 𝛽2), respectively, and P2 = 1 − P1
4: Choose an action ai according to probability distribution P1, P2
5: Receive a feedback from the environment and update the parameter of Beta distributions:

𝛼i = 𝛼i + 1 if a reward is received and 𝛽i = 𝛽i + 1 if a penalty is received.

6: until max(P1,P2) > 0.99

The probability P1 of choosing action a1 can be calculated by

P1 =
∫

1

0 ∫

u

0

v𝛼2−1(1 − v)𝛽2−1

B(𝛼2, 𝛽2)
u𝛼1−1(1 − u)𝛽1−1

B(𝛼1, 𝛽1)
dvdu (1)

= 1
B(𝛼1, 𝛽1)B(𝛼2, 𝛽2)

𝛽2−1∑

i=0

(1 − 𝛽2)i
i!(𝛼2 + i)

B(𝛼1 + 𝛼2 + i, 𝛽1) (2)

where B(𝛼, 𝛽) is beta function with parameter 𝛼 and 𝛽, respectively, and the deno-

tation (x)i is a Pochhammer Symbol. e1 and e2 are Bayesian estimates of the reward

probabilities for the two actions. It is noted that the direct computation of P1 is

avoided in [3] by random sampling.
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As revealed in [3], the performance of Algorithm 1 does not rely on an external

parameter which must be manually configured in other algorithms. Besides, as it

employs a Bayesian estimate rather than a maximum likelihood estimate of reward

probability, the initialization of estimators can be omitted then.

However, Algorithm 1 suffers from one weakness that it needs more iterations to

get converged. Numeric support can be found in Sect. 4. To overcome this problem,

we proposed a gradient descent like method to accelerate the convergence. Algo-

rithm 1 and the proposed algorithm are experimentally verified and the results are

demonstrated in Sect. 4.

3 Gradient Bayesian Learning Automaton

As mentioned above, BLA algorithm takes more iterations to get converged, which is

undesired in most scenarios. On one hand, more iterations means more interactions

with the environment. In some applications, interacting with environments could be

expensive, such as drug trials, destructive tests or financial investments. On the other

hand, as claimed in [3], the computation time of Eq. (2) is unbounded, rising with

the number of actions being selected.

Considering the above two drawbacks of BLA, in this paper, we are dedicated to

accelerating the convergence by incorporating a gradient descent like method. First,

we shall present the Gradient Bayesian Learning Automaton (GBLA) algorithm.

Algorithm 2 Gradient Bayesian Learning Automaton

1: initial 𝛼1 = 1, 𝛽1 = 1, 𝛼2 = 1, 𝛽2 = 1;

2: repeat
3: Compute the probability P1 = P(e1 > e2) where e1 and e2 are random variables that follow

distribution Beta(𝛼1, 𝛽1) and Beta(𝛼2, 𝛽2), respectively, and P2 = 1 − P1
4: Choose the action according to Eq. (14).

5: Receive a feedback from the environment and update the parameter of Beta distributions:

𝛼i = 𝛼i + 1 if a reward is received and 𝛽i = 𝛽i + 1 if a penalty is received.

6: until max(P1,P2) > 0.99

Obviously, the major difference between Algorithms 1 and 2 lies in line 4. The

exploration strategy used in Algorithm 1 is the so-called probability matching. Prob-

ability matching occurs when an action is chosen with a frequency equivalent to the

probability of that action being the best choice. This sub-optimal behavior has been

reported repeatedly by psychologists and experimental economists [6]. While Algo-

rithm 2 adopts a gradient descent like method, which will be elaborated hereinafter.

As P1 and P2 can be perceived as functions with arguments 𝛼1, 𝛽1, 𝛼2, 𝛽2. The

partial derivatives with respect to 𝛼1, 𝛽1, 𝛼2, 𝛽2, respectively, are listed below:
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𝜕P1
𝜕𝛼1

= P1(𝛼1 + 1, 𝛽1, 𝛼2, 𝛽2) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) (3)

𝜕P1
𝜕𝛽1

= P1(𝛼1, 𝛽1 + 1, 𝛼2, 𝛽2) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) (4)

𝜕P1
𝜕𝛼2

= P1(𝛼1, 𝛽1, 𝛼2 + 1, 𝛽2) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) (5)

𝜕P1
𝜕𝛽2

= P1(𝛼1, 𝛽1, 𝛼2, 𝛽2 + 1) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) (6)

An intuitive way is to calculate the expected gradient 𝔼[∇P1] condition on each

action has been selected

𝔼[∇P1|a1 is selected] =
𝛼1

𝛼1 + 𝛽1

𝜕P1
𝜕𝛼1

+
𝛽1

𝛼1 + 𝛽1

𝜕P1
𝜕𝛽1

(7)

𝔼[∇P1|a2 is selected] =
𝛼2

𝛼2 + 𝛽2

𝜕P1
𝜕𝛼2

+
𝛽2

𝛼2 + 𝛽2

𝜕P1
𝜕𝛽2

(8)

However, as reported in [1], the recurrence relationships of P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) can

be shown as

P1(𝛼1 + 1, 𝛽1, 𝛼2, 𝛽2) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) = h(𝛼1, 𝛽1, 𝛼2, 𝛽2)∕𝛼1 (9)

P1(𝛼1, 𝛽1 + 1, 𝛼2, 𝛽2) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) = −h(𝛼1, 𝛽1, 𝛼2, 𝛽2)∕𝛽1 (10)

P1(𝛼1, 𝛽1, 𝛼2 + 1, 𝛽2) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) = −h(𝛼1, 𝛽1, 𝛼2, 𝛽2)∕𝛼2 (11)

P1(𝛼1, 𝛽1, 𝛼2, 𝛽2 + 1) − P1(𝛼1, 𝛽1, 𝛼2, 𝛽2) = h(𝛼1, 𝛽1, 𝛼2, 𝛽2)∕𝛽2 (12)

where h(𝛼1, 𝛽1, 𝛼2, 𝛽2) =
Beta(𝛼1+𝛼2,𝛽1+𝛽2)

Beta(𝛼1,𝛽1)×Beta(𝛼2,𝛽2)
.

Therefore, Eqs. (7) and (8) are always being zeroes. As a consequence, applying

gradient descent directly on P1 won’t work properly.

An alternative way is to choose action which will probably lead to a bigger

increase/decrease of the P1. In case of P1 > P2, action a1 is promising to be optimal

action. Hence, we will make trails that is possible to maximize P1 shortly. Simply,

we choose action a1 provided that max( 𝜕P1
𝜕𝛼1

,
𝜕P1
𝜕𝛽1

) > max( 𝜕P1
𝜕𝛼2

,
𝜕P1
𝜕𝛽2

) and choose a2 the

other way around.

ai =
⎧
⎪
⎨
⎪
⎩

argmaxi(
𝜕P1
𝜕𝛼i

,
𝜕P1
𝜕𝛽i

) whenP1 > P2

argmini(
𝜕P1
𝜕𝛼i

,
𝜕P1
𝜕𝛽i

) whenP1 < P2

randomly chosen whenP1 = P2

(13)

It is easy to know that h(𝛼1, 𝛽1, 𝛼2, 𝛽2) is (trivially) larger than zero, so
𝜕P1
𝜕𝛼1

and
𝜕P1
𝜕𝛽2

are (trivially) positive while
𝜕P1
𝜕𝛽1

and
𝜕P1
𝜕𝛼2

are (trivially) negative.
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So, Eq. (13) can be simplified as:

ai =
{

argmini(𝛼i + 𝛽i) whenP1 ≠ P2
randomly chosen whenP1 = P2

(14)

Intuitively, the action which has been tried less in previous iterations will be cho-

sen in the next iteration according to our exploration strategy. Particularly, if P1 = P2
or 𝛼1 + 𝛽1 = 𝛼2 + 𝛽2 holds, we just randomly choose one action from the two candi-

dates.

The above procedure is referred as gradient descent like method within this paper.

The learning process proceeds until the probability of hypothesis e1 > e2 or e2 >
e1 is greater than a threshold (typically 0.99).

4 Simulation Results

In this section, the proposed GBLA is compared to the deterministic estimator based

DPRI [7], stochastic estimator based SERI scheme [5] and BLA [3].

We start the experiments with four two-action environments and the actions’

reward probabilities for each environment are as follows:

E1 ∶ {0.90, 0.60}.
E2 ∶ {0.80, 0.50}.
E3 ∶ {0.80, 0.60}.
E4 ∶ {0.20, 0.50}.

E1 is the most simple environment, with low variance and a large difference

between the two actions. E2 keeps the same difference between the two actions but

with a larger variance. E3 reduces the difference thus forming a harder environment.

E4 is similar with E2 but more penalties will be received. E2 to E4 are also used to

compare continuous and discretized pursuit learning schemes in [4].

In all the tests performed, an algorithm is considered to have converged if the

probability of choosing an action is greater than or equal to a threshold T(0 < T < 1).
If the automaton converges to the action that has the highest reward probability, it is

considered to have converged correctly.

Before a large number of simulations being carried out, parameter tunning is nec-

essary to find the “best” external parameter for DPRI and SERI in each environment.

The resolution parameter is considered to be “best” provided that the automaton con-

verges correctly in a sequence of 750 experiments. And the value of “best parameter”

is averaged over 20 independent tunings to minimize the variance.

And after we get the “best” parameter, 250,000 independent simulations are per-

formed to get averaged iterations and accuracy. For DPRI and SERI , all actions are

sampled 10 times to initialize the estimator vector, and these extra 20 iterations are

also included in the iteration counts.

The iterations and accuracy (number of correctly converged/number of experi-
ments) of each algorithm is summarized in Table 1.
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Table 1 Performance comparison of DPRI , SERI , BLA and GBLA

DPRI SERI BLA GBLA

Env. Param. Itera. Acc.

(%)

Param.
a

Itera. Acc.

(%)

Itera. Acc.

(%)

Itera. Acc.

(%)

E1 n = 22 46 99.76 (15, 3) 43 99.84 80 99.93 42 99.99

E2 n = 29 61 99.78 (18, 3) 51 99.78 118 99.92 49 99.94

E3 n = 74 127 99.67 (38, 5) 99 99.73 231 99.55 99 99.79

E4 n = 18 64 99.83 (12, 3) 54 99.86 185 99.99 49 99.93

a
The parameter of SERI is represented by a 2-tuple which means (n, 𝛾)

Env. Environment, Param. Parameter, Itera. Iteration, Acc. Accuracy

From the table, we can obtain that GBLA improved
1

the convergence rate by

8.71 %, 19.67 %, 22.05 %, and 23.44 % in the four environments, respectively, com-

pared with DPRI .

To show the superiority of gradient descent-like method to probability matching

strategy, GBLA is also compared with BLA. GBLA dramatically improved the con-

vergence rate by 47.5 %, 58.47 %, 57.14 %, and 73.51 % in the four environments,

respectively. It confirms the effectiveness and efficiency of the proposed gradient

descent-like method.

Finally, GBLA is compared with the state-of-art learning algorithm—SERI . The

improvement of convergence rate is not so remarkable as it in the former two com-

parisons. From the table, we can infer that GBLA is as fast as SERI , further more, it

has a higher accuracy in the benchmark environments. So, we may safely draw the

conclusion that GBLA is better than SERI in two-action environments.

5 Conclusions

In this paper, we incorporate the Bayesian learning automata with a gradient descent-

like method. As a result, the Gradient Bayesian Learning Automaton is proposed.

Different from traditional LA algorithms, it does not rely on external manually con-

figured parameters and neither the initialization of estimators. Our simulation results

have shown that the proposed algorithm converges as fast as SEri algorithm in the

four two-action environments with a higher accuracy.

Nevertheless, our algorithm is still far from perfect, and it has its own limitations.

Our work aims to evoke researches on these limitations, such as reducing the compu-

tation complexity without compromising convergence speed and accuracy and how

the scheme can be extended to be applicable in multi-action environments.

1
The improvement of GBLA is obtained by calculating

Iterations{ComparedAlgorithm}−Iterations{GBLA}
Iterations{ComparedAlgorithm}

.
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An Adaptive Method of Signal Separation
Based on Spatial Filter

Biao Cheng, Hong-yi Yu, Zhi-xiang Shen and Yun-peng Hu

Abstract This paper addresses the problem of parameter estimation and adaptive
separation by antenna arrays. The technique of Sparse Bayesian Learning (SBL),
with remarkable performance in low SNR and limited snapshots, is introduced to
estimate Direction-of-Arrival (DOA), as no information about the statistical prop-
erty or deterministic property is known in advance. The spatial filter is designed
based on the DOA estimates to separate signals from different directions. It is
shown that the spatial filter can separate the signals with the noise power decreased.
To enhance the performance of separation, an iteration processing is utilized until
satisfying the convergence criterion. Experimental results are used to evaluate the
performance of the spatial filter.

Keywords Array signal processing ⋅ Sparse bayesian learning ⋅ Spatial filter ⋅
Diversity processing ⋅ Direction-of-Arrival

1 Introduction

As an important technique of signal processing, spatial filtering is widely applied in
communication system, biomagnetic source imaging [1], surface electromyography
[2], electroencephalogram analysis [3] and fiber transmission [4]. It is well-known
that it can obtain signal from certain direction and suppress unwanted signals from
other directions, with SINR increased and system performance improved. As the
electromagnetic environment becomes more congested, the effective spatial filtering
of communication signals seems to be necessary and essential. Consequently in this
paper we present a new method to spatially filter communication signals.

The existing spatial filtering techniques generally consist of two main structures:
classical spatial filter [5–7] and adaptive spatial filter [8, 9]. The former is computed
as an optimization problem and derives closed-form solution according to the prior
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information. A null phase-shift spatial filter (NPSF) in [5] is designed by subspaces
of target signal and interference which aims to cover a narrow band rather than a
single direction, and can avoid the amplitude and phase distortion caused by the
filters. A spatial filter is designed in an efficient manner by formulating the design
procedure as a rank-deficient linear least-squares problem in [6]. The combination
of the subspace-based bearing-estimation and spatial filter algorithms is capable of
resolving sources that are below the resolution limit. Spatial filter can also separate
the ultra-wideband signals. A spatial filter [7] is proposed for one-dimensional
time-of-arrival localization and its performance is comparable to basic time-reversal
systems.

The adaptive spatial filter is computed without prior parameters; however, it
needs to utilize the characteristics of signals. An adaptive blind spatial filter [8] is
proposed by utilizing a constant modulus criterion and Kalman filter without prior
information about the signals. An algorithm with less computational complexity [9]
is proposed to filter signals with cyclostationary characteristic and this subspace
projection-based method achieves better performance than the original algorithms.

In this paper, we propose a method to design adaptive blind spatial filter without
prior information or signal characteristic. The proposed method generally combines
direction estimation and spatial filter design. The direction can be estimated by
Sparse Bayesian Learning (SBL) and then spatial filter based on direction estimates
is proposed to separate the signals. Generally the algorithm can blindly separate the
signals and adaptively adjust filter parameter to changing directions.

This paper is organized as follows. Section 2 presents a review of the array
output model. Section 3 introduces the estimation of sparse matrix and exploitation
of spatial filters, and the overall scheme of proposed method is also illustrated in
Sect. 3. Section 4 contains numerical simulations to examine the performance of
the proposed method, and conclusions are given in Sect. 5.

2 Model Formulation

Suppose that K independent far-field stochastic and stationary signals impinge onto
an M-element array from directions of θ= θ1, . . . , θK½ � simultaneously, the array
output y tð Þ= y1 tð Þ, . . . , yM tð Þ½ �T at time t is

y tð Þ=A θð Þs tð Þ+υ tð Þ ð1Þ

where the array responding matrix to all the incident signals is denoted by
A θð Þ= a θ1ð Þ, . . . , a θKð Þ½ �, with each column being the array responding vector of the
kth incident signal a θkð Þ= ejφk, 1 , . . . , ejφk,M½ �T . φk,m is the phase shift of the kth signal
propagating from the reference antenna to the mth antenna. s tð Þ= s1 tð Þ, . . . , sK tð Þ½ �T
is the complex waveform vector of the signal. υ tð Þ∼N 0, σ2IMð Þ is the zero-mean
white Gaussian noise with power σ2. In the scenario of N snapshots, the array output
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formulation presented in (1) can be extended and rewritten as Y=A θð ÞS+V, where
Y= y t1ð Þ, . . . , y tNð Þ½ �, S= s t1ð Þ, . . . , s tNð Þ½ �, V= υ t1ð Þ, . . . ,υ tNð Þ½ �.

In fact, the signals only impinge on the array from limited directions. In order to
utilize the sparsity characteristics, we partition the potential space of the incident
signals with Ψ= θ1, . . . , θP½ � and the direction set is Φ= a θ1ð Þ, . . . , a θPð Þ½ �.
Generally, the cardinality of the direction set is much larger than the antenna
number and the dictionary is overcomplete. When substituting Φ for A θð Þ, (1) can
be rewritten as

Y=ΦX+V ð2Þ

where X= ρ t1ð Þ, . . . , ρ tNð Þ½ �∈CP×N is sparse matrix with K non-zero rows. Then
signal direction can be derived by scanning the location of non-zero rows in sparse
matrix. When P≫K the waveform matrix X presents sparsity characteristics which
can be solved by sparsity recovery.

3 Spatial Filtering for Signal Separation

3.1 Sparse Matrix Estimation

The likelihood function of ρ tnð Þ∈CP×1 is

P y tnð Þjρ tnð Þ, σ2� �
= 2πσ2
� �−M 2̸

exp −
1
2σ2

y tnð Þ−Φρ tnð Þð ÞH y tnð Þ−Φρ tnð Þð Þ
� �

ð3Þ

To complete the structure of hierarchical prior, we define the individual
hyperparameter αp p=1, . . . ,Pð Þ to independently moderate the strength of each
row in sparse matrix X. Suppose that the column ρ tnð Þ is Gaussian distributed, i.e.,
ρ tnð Þ∼CN 0,Γð Þ and Γ=diag α1, . . . , αP

� �
. Then the probability of X with respect

to Γ and σ2 can be derived by Bayesian criterion as follows

P XjY,Γ, σ2� �
= 2πð Þ−NP 2̸ Σj j−N 2̸exp −

1
2
∑
N

n=1
ρ tnð Þ−μnð ÞHΣ− 1 ρ tnð Þ−μnð Þ

� �

ð4Þ

where Σt = σ2I+ΦΓΦH , the posterior covariance and mean are, respectively

Σ= σ − 2ΦHΦ+Γ− 1� �− 1
=Γ−ΓΦHΣ− 1

t ΦΓ ð5Þ

Λ= μ1, . . . ,μN½ �=ΓΦHΣ− 1
t y1, . . . , yN½ � ð6Þ
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We regard posterior mean Λ as the sparse matrix estimate which is directly
influenced by Γ. SBL estimates Γ by maximizing the marginal likelihood known as
type-II maximum likelihood method. The EM algorithm is an iterative method to
implement the maximum likelihood estimation. The E-step step is derived by
calculating the conditional mean according to EX lnP Y,XjΓ, σ2ð Þ. The M-step is
expressed via the update rule [10]

α newð Þ
p =

1
N

Λp
�� ��2

2 +Σpp, ∀ p=1, . . . ,P ð7Þ

σ2
� � newð Þ

=
1
N Y−ΦΛk k2F

M −P+ ∑P
p=1

Σpp

α newð Þ
p

ð8Þ

where Λp is the pth row of Λ at last iteration and Σpp is the pth diagonal value of Σ.
Essentially the learning processing is composed of two steps. Firstly we calculate
posterior covariance and mean based on (5) and (6), then update parameters based
on (7) and (8). The iteration will stop when reaching the final convergence criterion.

3.2 Spatial Filters Design

The K spatial filters aim to separate the signals in space domain based on the DOA
estimates. Define the kth spatial filter by Tk k=1, . . . ,Kð Þ. The most intuitive
expression of output filtered by Tk can be written by

TkX=TkA θð Þ
s1 tð Þ
⋮

sK tð Þ

2
4

3
5+TkV=

sk tð Þ
⋮

sk tð Þ

2
4

3
5+TkV ð9Þ

From the above equation, we aim to obtain sufficient samples of signal sk tð Þ for
further processing. In this subsection, we utilize the subarray composed of K suc-
cessive antennas to filter each sample of the kth signal. Denote the partial
responding matrix consisting of the mth to (m + K − 1)th rows of the original
matrix A θð Þ by Am θð Þ m=1, . . . ,M −K +1ð Þ, and inverse matrix by
Bm θð Þ= Am θð Þ½ �− 1, with its kth row denoted by b kð Þ

m ∈C1×K , then

Bm θð ÞAm θð ÞS=
b 1ð Þ
m
⋮

b Kð Þ
m

2
4

3
5Am θð ÞS=S ð10Þ

where b kð Þ
m Am θð ÞS= sk , indicating that kth row of Bm θð Þ can filter kth signal from

the sources impinging onto array. Then the kth spatial filter Tk ∈C M −K +1ð Þ×M can
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be designed by ðTkÞm∙ = 01 × ðm− 1Þ,bðkÞm , 01× M −K +1−mð Þ
� �

. The kth spatial filter
output uk ∈C M −K +1ð Þ × N is

uk =TkA θð Þ
s1 tð Þ
⋮

sK tð Þ

2
4

3
5+TkV=

b kð Þ
1 A1 θð Þ

⋮
b kð Þ
M −K +1AM −K +1 θð Þ

2
4

3
5

s1 tð Þ
⋮

sK tð Þ

2
4

3
5+TkV=

sk tð Þ
⋮

sk tð Þ

2
4

3
5+TkV

ð11Þ

It can be inferred from the above equation that the output uk through kth spatial
filter Tk contains the kth signal and effectively eliminates the other signals. Fur-
thermore, each row in uk represents the identical kth signal sk tð Þ, indicating that
every subarray consisting of K successive antennas can spatially filter the signal. It
ends up with M − K + 1 identical signals and then we formulate the kth signal
estimation as

sk̃ tð Þ= 1
M −K +1

∑
M −K +1

j=1
ukð Þj ⋅ ð12Þ

where ukð Þj ⋅ is the jth row of the output uk. Similar to diversity processing, it can be
concluded that (12) can decrease noise power and improve filtering performance.

3.3 Overall Scheme of the New Method

During the above procedure, the design of the spatial filter relies on accurate matrix
estimate and directly influences the algorithm performance. Therefore, a refined
DOA estimation should be introduced to obtain the accurate value iteratively until it
satisfies the convergence criterion.

Remark 1 Denote the signal passed through the kth spatial filter in qth iteration by

s ̃ qð Þ
k tð Þ. The iteration satisfies the convergence criterion when the difference of signal
filtered in the qth iteration and (q + 1)th iteration is smaller than a fixed threshold
ε1. We set the convergence criterion as

∑
K

k=1
s ̃ q+1ð Þ
k tð Þ− s̃ qð Þ

k tð Þ
���

���
2
< ε1 ð13Þ

Remark 2 To obtain coarse DOA estimates, the potential space of the incident
signals is divided into P samples in the initialization step. However, the coarse
sampling cannot promise to include the actual DOA into the direction set which
results in inaccurate DOA estimates. In the simulation, the mismatch of direction set
leads to cluster peak emerging beside the real value. Therefore, we propose a
probabilistic method to redesign the direction set. Denote the DOA estimate of the
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kth signal in qth iteration by θ qð Þ
k and the direction set in (q + 1)th iteration is

updated by Ψ q+1ð Þ = β q+1ð Þ
1 , . . . , β q+1ð Þ

K

h i
. β q+1ð Þ

k ∼N θ qð Þ
k , σ2φ

	 

is a sub-dictionary

with σ2φ being the perturbation variance.

4 Simulation Results

Consider a uniform linear array with 16 half-wavelength spaced antennas and two
signals modulated with binary-phase-shift-keying (BPSK) arrive from 30° and 60°,
respectively. The carrier frequency is set to 5 MHz and the sampling frequency is
set to 15 MHz. The baud rates are 1 MHz and 0.6 MHz, respectively. In the
initialization step, the sparsity-inducing space is sampled form 0° to 180° with 2°
interval to obtain the direction set Ψ. The threshold ε1 and the perturbation variance
σ2φ are set to 0.01 and 0.05 respectively.

In the initialization, we sample the potential space uniformly to obtain the coarse
estimates and refine the dictionary set for the next iteration. The performance of
DOA estimates versus iteration index is demonstrated to prove the effectivity of
proposed method. 300 independent simulations are carried out. The average
root-mean-square-error (RMSE) in qth iteration is defined as

RMSE qð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
W

w=1
∑
K

k=1
θ w, qð Þ
k − θk

	 
2
K̸W

s
ð14Þ

where θ ̃ w, qð Þ
k is the DOA estimate in qth iteration and θk is the actual value. The

signal-to-noise ratio (SNR) is set to 0 dB for both of the signals. In Fig. 1, the
simulation result indicates that the estimation performance improves with respect to

1 2 3 4 5 6 7 8 9 10
0
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0.4

0.6
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1

1.2
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Iteration index

R
M

S
E

 /
D

eg
.

Fig. 1 DOA estimation
RMSE versus iteration index
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increased iteration index. The RMSE of DOA becomes stable when iteration index
reaches to 7.

Figure 2 demonstrates the spectrum of original signals and filtered signals when
satisfying the stop criterion. Figure 2b, c show two original signals that arrive at the
array and Fig. 2a is the sum of two original signals. From Fig. 2e, f, it is obviously
that the spatial filters based on final direction estimates can effectively separate two
signals and as a result of (12) the noise power is decreased distinctly.

The performance of signal separation by different algorithms is to be demonstrated.
The signal-to-interference-plus-noise ratio (SINR)of all the incident signals is used for
precision evaluation. In this subsectionSNR is changing from−30 to30 dB for both of
the signals. 75 snapshots are collected and 300 independent simulations are carried out
in each scenario.We define signal from θe =30◦ as expected signal se and signal from
θi =60◦ as interference si. Then we evaluate the performance of spatial filter Te

designed for expected signal. The SINR of the proposed spatial filter is defined as

SINR=
∑M −K +1

j=1 Te a θeð Þ se½ �j ⋅
���

���
2

∑M −K +1
j=1 Te a θið Þ si½ �j ⋅

���
���
2
+ ∑M −K +1

j=1 TeVð Þj ⋅
���

���
2 ð15Þ

Figure 3 demonstrates the performance of the proposed method based on the
spatial filter (SF), Stimulate Covariance Matrix Inversing (SMI) algorithm, and
Eigenspace-Based (ESB) algorithm. The SNR of expected signal and the interfer-
ence is identical in each scenario. The performance of SMI deteriorates because the
power of expected signal is high. The performance of ESB under high SNR sur-
passes SMI. However, the performance of ESB under low SNR is not satisfactory.
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Fig. 2 Power spectrum of signals: a original signals; b original signal 1; c original signal
2; d filtered signals; e filtered signal 1; f filtered signal 2
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By contrast, the spatial filter can increase SINR and outperforms the
subspace-based algorithms remarkably.

5 Conclusions

In this paper, we proposed a novel method to separate signals devised by the
combination of SBL algorithm and spatial filters. The SBL algorithm is utilized to
estimate the directions without any prior information or characteristic of signals.
We design spatial filters based on direction of each signal to achieve efficient
separation. The filtering outputs obtain sufficient samples which can be used to
calculate the mean values of each signal with the noise power reduced extremely.
The simulation results indicate that the proposed algorithm can spatially filter the
signals and outperform existing subspace-based algorithms.
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Function Optimization via a Continuous
Action-Set Reinforcement Learning
Automata Model

Ying Guo, Hao Ge, Fanming Wang, Yuyang Huang and Shenghong Li

Abstract Learning automata as a tool for machine learning, could search the opti-

mal state adaptively in random environment. Function optimization is a fundamental

issue and many practical models are ultimately the mathematical optimization prob-

lems. In this paper, we apply the basic continuous action-set reinforcement learning

automata (CARLA) model to function optimization. An application model called

equiCARLA is constructed by means of equidistant discretization and linear inter-

polation, and it presents a superiority over the existing algorithms not only in speed

but also in precision. The experimental results demonstrate the effectiveness and

efficiency of our model for function optimization.

Keywords Function optimization ⋅ CARLA ⋅ Equidistant discretization ⋅ Linear

interpolation

1 Introduction

Methods for function optimization have achieved a revival with the steepest descent

method, Newtons method, conjugate gradient method and quasi-Newton method

proposed in succession [1]. For all these methods there is a common requirement,
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that is, the gradient ∇f is supposed to be explicitly available. Usually in most real

situations, the lack of sufficient information concerning the structure of function

f makes optimization a challenging task. So does the complexity of mathematical

computation. In this case, a number of limitations are exposed when adopting these

classical methods.

Motivated by the shortcomings of the aforementioned algorithms, recent scholars

increasingly focus on modeling the optimization problem whose function expression

is unknown. Among the multiple solutions, learning automata-based algorithms are

one of the most promising means and attract extensive research efforts [2]. Learn-

ing automata, an adaptive decision device that interacts with an unknown random

environment, has a range of applications in past publications [3–5]. In this paper,

we are dedicated to applying the concept of learning automata to solve the function
optimization problems.

2 Related Work

Generally, LA can be divided into two types, i.e., finite action-set learning automaton

(FALA) and continuous action-set learning automaton (CALA) [6]. When FALA is

used for function optimization, one needs to discretize the parameter space
1

so that

actions of LA can be possible values of the corresponding parameter. The accuracy

of the solution is increased by choosing the finer discretization and hence increasing

the number of actions of LA. However, increasing the number of actions leads to

slow convergence of the learning algorithm [7]. A more satisfying solution would

be to employ CALA. And several CALA algorithms for function optimization have

been developed during past years.

The earliest CALA algorithm is given by Santharam et al. [8]. In his model, the

action probability distribution P(n) is a normal distribution with mean 𝜇n and stan-

dard deviation 𝜎n. Given a pair of initial parameters (𝜇0, 𝜎0), N(𝜇n, 𝜎n) eventually

converges to N(𝛼∗
, 𝜎l) after a period of time. 𝛼

∗
is the optimum of function f and

𝜎l is a sufficiently small number. However, the experiments with regard to func-

tion optimization reveal that the performance of CALA closely depends on its initial

parameters.

Beigy et al. presented a new CALA algorithm in 2006 [9]. The updating rules

of 𝜇n and 𝜎n are modified on the basis of Santharam’s algorithm. However, in [10]

the authors asserted that Beigy’s algorithm is unable to converge as expected when

programming to optimize a function, and they subsequently proposed a refined vision

called ASCALA to fill the flaw. But in this algorithm the function to be optimized

may get stuck in its local optimal area.

1
The parameter space is the scope where we search for an optimum.
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Another CALA algorithm is shown in [11], and we denote it as CARLA. The

author put forward this novel model, applying it to vehicle suspension control. Since

we believe LA is a fabulous tool to solve the optimization problems, we apply it to

function optimization in the following section.

3 Our Model

3.1 Basic CARLA Model

This section presents the exhaustive procedures of the basic CARLA model.

∙ Initialization. The initial probability p
𝛼
(0) is uniformly distributed.

p
𝛼
(0) = 1

𝛼l − 𝛼s
, ∀𝛼 ∈ (𝛼s, 𝛼l] (1)

∙ Action Selection. A normalized and uniformly distributed random number p∗ is

produced, then action selection at any instant 𝛼(n) is achieved via the cumulative

probability function.

p∗ =
∫

𝛼(n)

𝛼s

p
𝛼
(n)d𝛼 (2)

∙ Environment Feedback. The feedback by Env 𝛽(n) depends on the current and

previous function evaluations. From Eq. (3) we can see that if g(.) obtains its min-

imum, Env will trigger a feedback 𝛽 = 1 and reward the selected action to maxi-

mum extend. It could efficiently solve a minimizing problem.

𝛽(n) = max
{

0,
Gmed − g(n)
Gmed − Gmin

}

(3)

∙ Probability Updating.
2

The probability functionP
𝛼
(n) is changed based on the rule

in Eq. (4). Here 𝜆 and 𝜎 are parameters, which could be defined in terms of the

range of actions, namely 𝜆 = gh
𝛼l−𝛼s

and 𝜎 = gw(𝛼l − 𝛼s). 𝛾 is a normalization factor

to ensure the property of a standard probability density function.

p
𝛼
(n + 1) = 𝛾

{

p
𝛼
(n) + 𝛽(n)𝜆exp

{

−[𝛼 − 𝛼(n)]2

2𝜎2

}}

, ∀𝛼 ∈ (𝛼s, 𝛼l] (4)

2
Consider a minimizing problem here. G is a dynamic set containing function evaluations to be

minimized. Gmed and Gmin are median and minimum values in the set G. g(n) is the evaluation

of function g(.) at the time n. Due to the negative correlation between g(n) and 𝛽(n), min g(.) is

equivalent to max E(𝛽|𝛼). That is what the learning objective of LA is.



984 Y. Guo et al.

Now we make an intuitive explanation for the learning algorithm above. Since

the increasing component of P
𝛼
(n) is a Gaussian neighbourhood function centered

on the selected action 𝛼 = 𝛼(n), the selected action will get the largest increase in

its choosing probability. And the greater it is rewarded by Env, the greater it will

increase. On the other hand, an increased probability for the selected action means

more chances of being selected again in the next cycle. This repeated mechanism

eventually results in a convergence to the optimal action.

3.2 Application Model

In this section, we apply the basic CARLA model to function optimization and con-

struct an application model. Due to the inability for a computer to deal with infinite

datas on practical implementation, in this paper we utilize the technique of discretiza-
tion. Moreover, interpolation is adopted so as to keep the property of continuous

action-set. Therefore, the application model is a combination of discretization and

interpolation. There are mainly two ways of discretization: equidistance and equi-

frequency [12]. The former could maintain the original distribution of data, so we

choose equidistant discretization in our application model. Interpolation consists of

linear interpolation, quadratic interpolation, etc. [13], and the simplest one, i.e., lin-

ear interpolation is used in this paper.

Specifically, any continuous variable such as action-set A or probability function

P(t) is discreted into some points, whose distances to its neighbour are equal. We call

them the sampling points while others are denoted as non-sampling points. When

optimizing a function, the first step is to get the sampling points by discretizing.

Then we handle the sampling points in the same way as the basic CARLA model.

And for non-sampling points we obtain their values by means of linear interpolation.

A plain instruction about the application model is shown in Fig. 1.

Fig. 1 The application

model. We denote it as

equiCARLA where equi is

short for equidistant

discretization
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4 Experiments and Analysis

4.1 Experimental Environment

To test and verify our model, we consider the penalized Shubert function, which is

one of the benchmark problems to test global optimization algorithms. The func-

tion has 19 minima, but only three are global optimal points. The global minimum

evaluation is −12.8709.

F(x) =
5∑

i=1
icos((i + 1)x + 1) + u(x, 10, 100, 2) (5)

where

u(x, b, k,m) =
⎧
⎪
⎨
⎪
⎩

k(x − b)m, x > b
0, |x| ≤ b
k(−x − b)m, x < −b

(6)

Our model is aimed at modeling the optimization problems in the circumstances

that the only information is the function evaluation at the chosen point. In engi-

neering, the function evaluation is usually a noise-corrupted value. Therefore, we

set up three groups of experiments: noiseless, uniform noise U(−0.5, 0.5) added to

F(.), Gaussian noise N(0, 0.1) added to F(.). The corresponding observed evalua-

tions at a certain moment are g(n) = F(.), g(n) = F(.) + U(−0.5, 0.5), and g(n) =
F(.) + N(0, 0.1), respectively.

4.2 Parameter Setting

∙ gh—The parameter in the probability updating equation determining: 0.3

∙ gw—The parameter in the probability updating equation determining 𝜎: 0.02

∙ (𝛼s, 𝛼l]—The initial interval for action selection: (0,10]

∙ Iters—The overall number of iterations: 1000

∙ Nums—The number of repeated time of an experiment: 1000

∙ N—The number of sampling points for the equiCARLA model: 100
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4.3 Evaluation Criterion

4.3.1 The Average Results (ave)

We carried out 1000 repeated experiments, so 1000 results is averaged to get ave.

An ideal situation is that ave = −12.8709.

ave =
∑Nums

i=1 Res(i)
Nums

(7)

4.3.2 The Number of Global Convergence (♯ gol)

If any final result lies in the scope of [−12.8709,−12.8709 + 𝜀], where 𝜀 is a prede-

fined noise margin, we claim that this result converges to its global minimum. So ♯

gol is computed after finishing 1000 experiments according to the equation below.

We choose 0.2 as the noise margin in our model to evaluate its capability.

♯gol =
Nums∑

i=1
D(i), D(i) =

{
1, Res(i) ∈ [−12.8709,−12.8709 + 𝜀]
0, Res(i) ∉ [−12.8709,−12.8709 + 𝜀] (8)

4.3.3 Root-mean-square Error (RMSE)

RMSE is a common index to measure the deviation of the result and the objective

value.

RMSE =

√
∑Nums

i=1 [Res(i) − (−12.8709)]2

Nums
(9)

4.4 Experimental Results

Table 1 presents the results of ave and ♯ gol over 1000 experiments for CALA and

ASCALA. As a contrast, Table 2 shows the same index of the application model in

Sect. 3.2, i.e., the equiCARLA model. The performance of CALA is susceptible to

its initial parameters (𝜇0, 𝜎0). Once the parameters are chosen unsuitably, it will be

a terrible failure. For example, in case 1 with no noise, the ave is equal to −2.95168
and the ♯ gol is only 19, far away from our target. ASCALA is superior to CALA to

a certain extent, but a local minimum convergence rather than a global one is still

inevitable. However, when employing equiCARLA model, both the noiseless and the

noised scenarios display obvious advantages over the original algorithms. All the ave
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Table 2 The ave and the ♯ gol over 1000 experiments (each consisting of 1000 iterations) for

equiCARLA

Scenario equiCARLA

ave ♯ glo
No noise −12.3691 919

Uniform noise U(−0.5, 0.5) −12.416 911

Gaussian noise N(0, 0.1) −12.3491 907
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Iterations (n)
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0
=−10, σ=7

CALA: μ
0
=10, σ=5

CALA: μ
0
=10, σ

0
=7

equiCARLA: N=100

Fig. 2 TheRMSE curve varied with iterations for CALA and equiCARLA in the noiseless scenario

is less then−12.34 and the ♯ gol surpasses 900. What’s more, the equiCARLA model

could achieve such an effect in just 1000 iterations while it requires 8000 iterations

for CALA and ASCALA.

Figure 2 is a more perspective contrast. Taking the noiseless scenario for a case,

the equiCARLA model converges in about 100 iterations, and the final RMSE is

approximately 2. But for CALA, the RMSE is changing all the time. In addition,

no matter what the initial parameters of CALA are, the RMSE curves are always

above the equiCARLA’s. From what has been discussed above, we may conclude

that equiCARLA precedes CALA not only in precision but in speed.

5 Conclusion

In this paper, we apply the basic CARLA model to function optimization and con-

struct an application model. The core in this model is the combination of equidistant

discretization and linear interpolation. Once equidistant discretization has been fin-
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ished, the sampling points are dealt with the basic CARLA model, but for the non-

sampling points the linear interpolation technique is taken into consideration. Com-

pared with the existing algorithms, the learning process of the new model becomes

accelerated and constantly precise, presenting a superiority both in speed and in pre-

cision. The experimental results demonstrate the effectiveness and efficiency of our

model for function optimization. In further study, other discretization and interpola-

tion techniques may be some novel research directions.
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Quality Test and Track System Based
on Neural Network

Lu Yao, Zhou Hailiang, Guo Jingtao, Shi Xin and Wang Xigang

Abstract This paper researched a hot rolling product’s quality test expert system
which was on the basics of radial basis function (RBF) neural network combined
with quality-trace. Due to the insufficiency in the explanation facility of the con-
ventional neural network expert system while it also could not afford the process of
reasoning, this paper raises a new method which combined four RBF neural net-
works while it used Multiquadratic Functions as its kernel function. Besides,
according to the characteristic of the products in Steel & Iron Industry, this paper
takes combined neural network in the part of physical properties test. In order to
solve the insufficiency in explanation facility of the conventional neural network
expert system this system makes quality-trace after it judged the four results from
the four neural networks.

Keywords RBF neural network ⋅ Multiquadratic ⋅ Quality-trace

1 Introduction

In the torrent of economic development in the society, the development of Steel &
Iron Industry experiences reformations on the technology again and again. At the
same time, the conventional concept of the quality in Steel & Iron Industry has
changed a lot. Quality assurance system (QAS) is now gradually becoming the
target of enterprises’ work and the focus from the social attention. At present, the
characteristic in the metallurgy industry has changed its direction. Now it requires
strict quality specifications of the products. There are strict quality-traces and
quality test in the whole productive process. And the enterprise must afford its
clienteles with corresponding quality certificates. So, quality control takes the more
important position in the Steel & Iron Industry. And the most pivotal technology to
realize quality control is quality test. In this part we need to analyze the reason of
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the waste products accurately and trace back to the link which leads to the defects.
Our final target is to control the quality to the best level. In order to make quality
test accurate and intelligent, enterprises use expert system when they test the quality
of products. However, in the conventional expert system there are bottleneck
problem and low automaticity which restrict the function of it. So, the expert system
which combines with neural networks brings quality test to a new stage which
develops better.

2 RBF Neural Network in the Basis of Multiquadratic

RBF neural network is a kind of effective feedforward network which has three
layers and one of them is hidden layer. Its neurons basis function has a local
performance which only produces effective nonzero response on the very small
local scale. So it attains high speed in the process of study while it can avoid the
default of falling into local optimum in the BP neural network [1–3]. RBF neural
network can reflect nonlinear separable problems which exist in low-dimensional
subspace to a high-dimensional subspace and makes it linearly separable. In the
RBF neural network the neurons in the hidden layer makes the high-dimensional
hidden unit space. At the same time, the transfer function in the hidden layer is a
nonlinear function. This makes the nonlinear transformation from input space to the
hidden unit space. In reference [4] the writer invented a superconducting power
supply which makes uses of this characteristic of radial basis function neural net-
works. In the condition of enough neurons in the hidden layer the input data can be
linear separable in the output mode of high-dimensional space. The network
topology structure of RBF neural network is shown in the following picture.

This system uses a new RBF neural network which uses Multiquadratic as its
kernel function and gradient descent as its training method to test the products. It
uses gradient descent to optimize RBF neural network. The details of the training
steps refer to reference [5]. The conventional methods all get used to make
Gaussian function as its kernel function. But, Multiquadratic has its unique
advantages such as highly symmetry, simple form, better smoothness, derivable at
any degree and its rate of approach becomes faster near the training center. It can
approach an input–output reflection with a higher precision. So, we use Multi-
quadratic as the activation function of hidden layer. Its main work is to calculate the
output of hidden layer unit.

hj = ð X − cj
�� ��2 + b2

j
Þ12, j=1, 2, . . . , n ð1Þ

In the above formula, hj is the output of the jth hidden layer unit.
cj = cj1, cj2, . . . , cjm

� �
is the center of the jth basis function unit. It is also the centric

vector. b= b1, b2, . . . , bn½ �T is the expand constant or width of the basis function.
The smaller the value is, the smaller the width of the basis functions is and the basis
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function is more selectable. bj is a standardization constant whose value is bigger
than zero. W = w1,w2, . . . ,wn½ �T is the weight vector of the network.

There are two adjustable parameters in the whole network when we use Mul-
tiquadratic as the basis function. They are the center of the function, and the width
and the weight of output unit. To RBF neural network the conventional method to
ensure the parameters usually is K-means cluster. In reference [6] the writer used
RBF neural network to check the defect of slab. He used K-means cluster to
confirm the center and width. However, although the K-means cluster can confirm
the expand constant according to the distance during every center there are two
shortcomings about it: The first is when it confirm the center of data it only uses the
input data of the samples but not together with the output data of the samples or the
error. The second one is this method cannot conform the numbers of cluster.
Gradient descent takes the direction of negative gradient as the direction of
descending. It is a kind of minimization arithmetic. And it overcomes the short-
comings in the K-means cluster. It realizes unrestraint optimization with the fastest
rate of convergence [7–10].

In Fig. 1 the structure of RBF neural network the input vector X = ½x1, x2,⋯, xm�
with its number of the input unit is m. H = ½h1, h2,⋯, hn �T is the radial basis
function vector. In it hj is the kernel function and we use Multiquadratic as its
kernel function, as it is shown in formula (1). The output of RBF neural network is
a linear combination of the output of hidden layer unit. It is:

y ̂ðkÞ=w1h1 +w2h2 +⋯+wnhn ð2Þ

From formulas (1) and (2) we could see the parameters we need to confirm in
RBF neural network are weight vector W, centric vector cj, the width B and the
number of hidden layer units m.

To the number of hidden layer units there is no specific theory at the moment.
We confirm it by experiences at the most cases. To the width B, centric vector cj
and weight vector W we use gradient descent which is on the basis of Delta learning
rule to confirm them.

Suppose yðkÞ is the practical output at the kth moment and the performance
index function of the RBF neural network is:

y

W
2x

mx ∑

1x 1h

nh

Fig. 1 The structure of
conventional RBF neural
network
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E=
1
2
∑
m

k= 1
½yk − yk̂�2 ð3Þ

We use gradient descent to adjust W, B, and cj:

wjðkÞ=wjðk− 1Þ+ η
∂E

∂wjðk− 1Þ + α½wjðk− 1Þ−wjðk− 2Þ� ð4Þ

Therefore,

∂E
∂wjðk− 1Þ= ∑

m

k=1
eðk− 1Þð xj − cjðk− 1Þ�� ��2 + b2j Þ

1
2

bjðkÞ= bjðk− 1Þ+ η
∂E

∂bjðk− 1Þ + α½bjðk− 1Þ− bjðk− 2Þ�
ð5Þ

Therefore,

∂E
∂bjðk− 1Þ= ∑

m

k=1
eðk− 1Þwjðk− 1Þð xj − cjðk− 1Þ�� ��2 + b2j Þ−

1
2 xj − cjðk− 1Þ�� ��

cjiðkÞ= cjiðk− 1Þ+ η
∂E

∂cjiðk− 1Þ + α½cjiðk− 1Þ− cjiðk− 2Þ�
ð6Þ

Therefore,

∂E
∂cjiðk− 1Þ = ∑

m

k=1
eðk− 1Þwjðk− 1Þð xj − cjðk− 1Þ�� ��2 + b2j Þ−

1
2bjðk− 1Þ

Therefore, α is the momentum factor, η is the learning rate, and the value of α
and η is between 0 and 1.

3 The Hot Rolling Products Quality Test Expert System
Using Radial Basis Function (RBF) Neural Network

The RBF neural network can change the nonlinear information in one space into the
linear information in another space with the effect of mapping. And in the hot
rolling products quality test system the parameters of hot rolling products quality
are highly nonlinearly so we need to use the neural network to generate the results
which can be understand and accept by the users.

At present the newest method of quality test is to take use of expert system. In
conventional expert system the part of knowledge acquisition is accomplished by
labour. Workers summarize the knowledge and experiences and then analyze and
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trim them. However, by the use of expert system which combines with neural
network we do not need labour anymore in disposing those knowledge. What we
need to do is only to input the previous examples and parameters into the new
system and then train the neural network. After we finish training the neural net-
work the prepared network will dispose these parameters and output the results
which are accurately similar with the answers of experts. So it can replace the
labour in dealing with some nonlinear problems with a more effective and accurate
method [5, 11–13].

The main job of this system is to investigate the relationship between the defects
of products and parameters in operations and inspect the quality of the products.
And store the parameters of every inspection into the data base of expert system.
Then dispose those data in the RBF neural network and sent the results to the
transfer layer. After all the steps there will be a final results brought out on the
transfer layer (UI).

The hot rolling products quality test expert system mainly detects the chemical
properties, physical properties, dimensional accuracy and the quality of surface of
the products. It produces the results after the processing of RBF neural network and
determines whether the product is an acceptable product or a waste product. The
process of quality test is very complex. This system need to input and check dozens
of parameters. There are 38 parameters in the part of chemical properties(C)
including C, Mn, S, Pi, Si, Ni, Alt, Als, Cu, Ca/Als, etc.; And nine parameters in the
part of physical prosperities(P) including yield strength, strength of extension,
percentage elongation after fracture, blow-test (under the condition of 20, 0, –20,
–40 °C), bending test and etc.; And 9 parameters in the part of dimensional
accuracy(D) including the width of edge, the thickness of edge, the arc radius of
inside, etc.; And 41 parameters in the part of the surface of the products including
silted, edge crack, lapped, indentation, pitting surface, etc.

At present, most methods which the enterprise uses to detect the quality of
products is to detect the chemical properties,physical properties,dimensional
accuracy, and the quality of surface of the products separately. This leads to low
confluent level in every performance index of the products. However, the chemical
properties, physical properties, dimensional accuracy, and the quality of surface of
the products are related to each other. For example, the reasons which results in the
low tensile strength are maybe because there appears inclusion, shrinkage cavity or
air bubble in steel. It cannot be welded together very well so as to fissure in the
steel. Superficial fissure may cause edge crack or corner crack. Or maybe because
of the serious segregation in the chemical composition in steel. When the purity of
carbon and other alloying element is too high there maybe difficulty in rolling while
it also results in low elongation. It is also easy to result in fissures which make
tensile strength low. Besides, the high heating temperature or the long heating time
may also results in low tensile strength. So, we can see there is connotative rele-
vance in every parameters of section steel. And chemical properties are almost
relevant to physical prosperities directionally. It is the content level of chemical
element can influence the parameters of physical properties directly. So we take use
of the relativity of chemical–physical prosperities of products to forecast the
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physical properties of the products after the process of the neural network to the
chemical parameters. This method simplifies the link of instrument detection to
physical prosperities and saves amount of manpower and material while it saves the
testing cost. When testing the physical properties of section steel we take combined
neural network. There are four neural network layers in the whole structure. In the
first neural network input part of the first layer input the chemical properties
parameters and after the processing in the hidden layer the first neural network
output part output the predicted physical properties parameters which form the
input part of the second neural network part. After the processing of the hidden
layer of the second neural network part the final testing results of physical prop-
erties will be outputted in the output part of the second neural network part. The
following three neural network layers test the chemical properties parameters,
dimensional accuracy parameters and the surface of the products. The structure of
the combined neural network is showed in the following figure. In Fig. 2, at the
input part of the first neural network layer, xc1 to xc38 are chemical properties
parameters. At the end of the first neural network part which is also the input part of
the second neural network part yc1ðxp1Þ to yc9ðxp9Þ are physical properties param-
eters. In the following there neural network layers the xc1 to xc38 are chemical
properties parameters, xD1 to xD9 are dimensional accuracy parameters, xs1 to xs41
are about the parameters of the surface of the products. For the test of the surface of
the products the mainly method are human check. There are not different degrees of
the defect of the surface, so if there exist any defect the input value is 1 or else 0. To
the test of chemical properties, dimensional accuracy and the surface of the prod-
ucts we adopt the common neural network.

After the conversion of all the hidden layers there are four results generated:
yc, yp, yd, ys. The four results are all digital outputs. Later they would be adjusted in
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Fig. 2 Structure of the
mul-RBF neural network
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the results testing layer. The final output of the whole neural network part is Y,
which is composed by two parts: qualified and disqualified. If the product is dis-
qualified there is a further checking about it. Then the system would give out the
reasons of disqualification. Then it transfers the digital outputs to the practical
outputs and the final results shown on the UI are two possible results: qualified and
disqualified (with its reasons).

In this system the data base software is Oracle11g. There two kinds of data in the
data base which are input data and feedback data. The input data serve for the
knowledge acquisition part of the expert system while the feedback datas are the
result data outputted from the inference engine after the processing of the RBF
neural network. The feedback data also includes the weight and other coefficients of
the neural network. They are all stored in the data base to form a knowledge base.

The whole system included a secondary database server, a three-stage database
server, an industrial personal computer (IPC) which is used to exhibit the data in the
proscenium. This system adopted the browser/server (B/S) model. And it is
developed by ASP.NET. The programming language is C#. The operating system
on the server is Windows Server 2008. The Web server is IIS7 while the operating
system we used Windows Server 2008. The database management system we used
Oracle11g.

The data from product quality test has the following characteristics: the data size
is large (generally speaking the data is from the latterly 5–10 years), the types of the
parameter are not sole (in this system there are four types), the result is complex (if
the result is not qualified there are many different cases to the rejected product), it
does not need to update the data. According to the characteristics of the data from
product quality test the whole structure of the expert system is shown in Fig. 3. The
knowledge base is supported by the Oracle database. It organized and managed the
knowledge base under the database management mechanism. The RBF neural
network is used in knowledge acquisition and inference machine part. The data is

Fig. 3 Structure of the expert
system
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transferred and disposed according to the direction of arrow. At last the UI and the
database share the output result.

The reasoning process of the expert system is a process of parallel computing.
There are five steps about it: I. Input the parameters from the input layer of RBF
neural network. II. The data are transferred to the input end of the hidden layer by a
specific transmission mode. III. After the training of Multiquadratic in the hidden
layer the data which are processed are output in the output end of the hidden layer.
IV. Linearize the data and output the results yc, yp, yd, ys. V. Transfer the result to
the UI and the data base at the same time after the process of judging layer.

4 Analysis of Test Results

At present, the qualified rate of the section steel product is up to 96.27 %. This
experiment extracts 200 samples of the section steel product to test the expert
system. Thereinto, we extract four sets of data from the unqualified products and 1
set of data from the qualified product as the followings. In order to inspect the
generalization ability of the neural network the five sets of data are not included in
the training samples. Table 1, 2, 3, 4 takes the chemical prosperities parameters,
physical properties parameters, dimensional accuracy parameters and the surface of
the products parameters of i-beam as the representative of the four sets of input
data. Table 5 is about the results and analysis after the comprehensive judgment
about the chemical constituents, physical properties parameters, dimensional
accuracy and the surface of the products. Suppose the weight of chemical properties
is Wci, the weight of physical prosperities is Wpi, the weight of dimensional
accuracy parameters is Wdi, the weight of the surface quality parameters is Wsi. So,
the final outputs of the four neural network are yc = ∑38

i=1 Wcihci, yp = ∑9
i=1 Wpihpi,

yd = ∑9
i=1 Wdihdi, ys = ∑41

i=1 Wsihsi. The Wci,Wpi,Wdi,Wsi and hci, hpi, hdi, hsi are
confirmed by the formulas of gradient-decent at the beginning of the paper. The
brand of the products is Q295 with A level.

Table 1 Chemical properties data

Chemical composition (%) C Mn Si P S ……

Low range 0.16 0.8 ……

High range 0.18 1.5 ≤ 0.55 ≤ 0.05 ≤ 0.045 ……

Unqualified sample 1 0.41 1.84 0.37 0.043 0.038 ……

Unqualified sample 2 0.16 1.26 0.42 0.047 0.042 ……

Unqualified sample 3 0.24 1.13 0.51 0.049 0.031 ……

Unqualified sample 4 0.16 0.94 0.49 0.045 0.021 ……

Qualified sample 5 0.18 1.32 0.51 0.05 0.029 ……
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This system detects the products from four aspects and gives out the reasons of
disqualification. This is good for the following quality-trace and analyzing the
results detailedly. Compare with the traditional way, it saves 60 % of the time.

Table 3 Dimensional accuracy data

Dimensional accuracy
(mm)

Leg
width

Girdle
thickness

Height Outer slope ……

Normalized value 400
(±4.0)

400
(±0.9)

400
(±4.0)

T ≤ 1.5 %
b

……

Unqualified sample 1 397 400 399 5.82 ……

Unqualified sample 2 398 400.3 403 5.96 ……

Unqualified sample 3 402 399.8 401 5.99 ……

Unqualified sample 4 400 399.5 396 5.83 ……

Unqualified sample 5 403 400.2 398 8.82 ……

Table 2 Physical properties data

Physical
properties

Yield
point

Strength of
extension

Percentage elongation after
fracture

……

Normalized
value

≥ 295 390–570 ≥ 23 ……

Unqualified
sample 1

300 232 28 ……

Unqualified
sample 2

301 391 16 ……

Unqualified
sample 3

302 492 23 ……

Unqualified
sample 4

272 391 42 ……

Unqualified
sample 5

297 412 29 ……

Table 4 Surface of the products data

Surface of the products Slit Edge crack Indentation Pitted surface ……

Unqualified sample 1 0 0.84 0 0.92 ……

Unqualified sample 2 0 0 0 0.67 ……

Unqualified sample 3 0 0 0 0 ……

Unqualified sample 4 0 0 0 0 ……

Unqualified sample 5 0 0 0 0 ……
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5 Quality-Trace on Basis of RBF Neural Network Expert
System

At present neural network expert system can solve the “bottleneck” problem in the
conventional expert system very well. However, the black box problems in the
explanation mechanic of the neural network expert system have not been solved up
to now [14–17]. Although the system can provide a result which is close to the idea
from experts infinitely, it cannot provide the further explanation to the result. It also
cannot provide the whole reasoning process. In order to overcome the shortcoming
of neural network expert system this system raised a new idea on the module
settings. This system set a quality analysis module and a quality trace module which
is based on the essential data real time data acquisition module and the neural
network expert system quality test module. After the quality test all the data and the
result from the expert system would be recorded in the database. Due to the large
test data and result this system set a quality analysis module which was suit for the
characteristic of the steel industry. It combined the data and the specific actual
situation to analyze deeply. And summarize the internal relations of the parameters
and the law of the production achievement. Then made a conclusion under these
information and made quality trace with right direction. This paper raises a method
that combines neural network expert system and quality-trace. According to the
result from the neural network expert system it makes quality-trace to the
unqualified products. The part of quality-trace reappears the reasoning process in
the conventional expert system while it also makes up the drawback of the
explanation mechanic in the neural network expert system on the one hand. On the
other hand it can trace to the process which induces the problem and can help the
workers to know the responsible part.

Table 5 Comprehensive judgment

Comprehensive
judgment

Chemical
prosperities

Physical
properties

Dimensional
accuracy

The
surface

Result analysis

Unqualified
sample 1

0.806 11.02 30.41 0.26 Unqualified:chemical
properties,
physical properties,
the surface

Unqualified
sample 2

0.737 12.46 30.79 0.13 Unqualified:chemical
properties,
the surface

Unqualified
sample 3

0.798 12.46 30.295 0 Unqualified:chemical
properties,
physical properties

Unqualified
sample 4

0.71 12.77 33.382 0 Unqualified:
dimensional accuracy

Qualified
sample 5

0.749 13.55 30.418 0 Qualified
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The production of hot rolled steel is belonged to the type of process industry.
The productive process from the primal raw material to the final product is con-
tinuous. So the information to the productive process is also continuous. And the
technological parameters to every process are so many. At the same time the
production environment is complex so there are many factors can influence the
quality of the final products. And it is also important that the products are formed
from a kind of raw material which is changed in chemical properties and physical
properties in many processes and is finally turned into many kinds of products. So
the quality problem in the productive process would influence many down-stream
products. So when it traces the quality of the hot rolled steel product it needs to
trace to the raw material widdershins according to the production technology
process of the products [18, 19].

There must be reliable trace- basis when realize the process of quality trace. If an
enterprise wants to realize quality trace it must establish an impeccable and effective
quality management mechanism to record the identification of product well. An
identification of product is the only sign during the whole manufacturing process. It
includes the product ID, batch number, sequence number, date, etc. At the same
time it must establish a search mechanism about these information accurately and
fastly. According to the characteristic of the steel industry the identifier records the
raw material batch number, batch number, procedure parameter, etc. When there
happens any quality problem the workers can review the information during the
whole life cycle according to the identifier.

By means of the records of all the information during the whole life cycle the
system accumulates product data and quality test data continually through the
expert knowledge database. So as to realize tracking back management of the
product quality automatically and effectively.

In order to solve the problem of the neural network that cannot afford reasoning
process we made some trace-rules especially to the expert system:

1. Input the identification of product you can inquire the corresponding slab
number, steel type number, semi-finished numbers, material group numbers,
executive standard number, heating furnace number and the mill number, roll
number, continuous casting number during the productive process and other
information in the pivotal link.

2. Input the identification of product you can inquire the test results in the quality
test neural network expert system and all the parameters in the quality test about
chemical properties, physical properties, dimensional accuracy and the surface
of the products. The unqualified item would be colored red. At the same time
you can inquire the detailed overweight data.

3. Input the productive time and the information as mill number, furnace number,
etc. you can inquire product batch at the same time which passed the corre-
sponding equipment.

4. Input the process name and time you can inquire the corresponding classes and
teams information so as to search the department information, role information,
user information, job number and name.
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In the process of quality-trace the informations are divided into two types. They
are lateral tracing and lengthways tracing.

(1) Lateral tracing
When there appears any problem in the products the quality-trace system can
trace to the heating process, steel rolling process or sizing operation according
to the informations of the code on the product. And the quality-trace infor-
mation link can be crosswise expanded on the basis of the associated content
from all the information. It traces strictly according to the reversed order of
production technology process. Then it locks the specific link which causes
the quality problems. After separately confirmation to the four neural networks
it finds out the problematical parameters and review to the parameters of the
other products which is also belonged to the same brammennummer. The
specific steps are shown in Fig. 4.

(2) Lengthways tracing
When there occurs any quality problem and after it has locked the problem-
atical link by the lateral tracing we need to develop the lengthways tracing
about the problematical link. That is the case-by-case. First, we need to make
sure about the batch of the problematical products according to the reason
which resulted in the defect. Then trace the storage informations and the
informations of the production department of the same batch. The aim is to
lock the scope of the problematical products. Then analyze the reason which
leads to the defect in detail so as to improve the method of quality control and
improve the quality of products.

The process of tracing is a kind of reversed order to the process flow of the
production. It is from the finished product number to the semifinished product
number, intermediate blank number, raw materials number, furnace time number,
and slab number.

The quality trace to the steel products can be divided into 4 parts according to the
productive technology: chemical properties tracing, physical properties tracing,
dimensional accuracy tracing, the surface of the products tracing. The objective of
quality trace is not only to find out the negligence of the craft and to improve the
process, but also to trace back the products of the same batch. Then checkout these
products again to ensure the products of the same batch are safe.

Product code
semi-finished

code, etc.
Middle

blank code
Raw material 

code
Stove code

Brammennu
mmer

Sizing operation  Steel rolling process Heating process

Fig. 4 Structure of lateral tracing

1002 L. Yao et al.



In the chemical properties tracing part, the fault is not resulted from the hot
rolling productive process. There are two sources to the slabs: home-grown and
outsourcing. To the outsourcing slabs, the workers can trace the manufacturers
according to the order number and some other informations. To the home-grown
slabs, the workers can trace the craft process to the steel-making part. And trace the
process in accordance with the “tree- rule.” We see every process of every product
as a panel point. The production sequence is from up to down while the trace
sequence is from down to up, as is shown in Fig. 5. At the same time trace back the
product from the same batch.

When trace to the slab number do the lateral tracing and find out all the slabs
which are the same batch. Then sample randomly from the same batch and recheck
the quality. If the result is eligible, only downgrading the former subquality
product. If the result is disqualification, dispose the slabs from the same batch
unitively.

In the physical properties tracing part, we trace the heating link, rolling link,
cooling link and dephosphorization link according to the craft process. If there is
any defect on the physical properties, trace the product from the same batch and
recheck the quality. Lock the bottleneck link according to the inquiring to every
parameter. And trace the other products which experienced the same equipment and
the same process. Sample and recheck the products to ensure their quality.

In the dimensional accuracy tracing part, trace the cut to length cold saw cutting
part. In the surface of the products tracing part, we need to consider the chemical

Fig. 5 “tree-rule” tracing
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properties. The defect of the surface of the products is mainly because of the
chemical properties problem. If there is any defect on the surface of the products,
trace directly to the slab. Inquire if the slab is home-grown or outsourcing to lock
the problem part.

6 Conclusion

This paper expounded a hot rolling products quality test expert system which
combined the RBF neural network and quality-trace. It tested the quality of the
products in four aspects which were chemical properties, physical properties,
dimensional accuracy and the surface of the products. It made the final results by
the comprehensive judgment and gave a kind of rough analysis about the result.
Then it made all-around quality-trace. On one hand the trace result can explain the
result from the expert system on the other hand it can find out the responsible
process during the course of manufacture. This system can explain the detailed
reasons about the result so it mends the shortcoming of explain facility in the
conventional neural network expert system. And it also offers the theory basis for
the later improved work about the whole system. In addition, because of the
powerful ability in data processing of RBF neural network it can also be incor-
porated into the detection control and fault diagnosis of chemical energy storage
device such as rechargeable batteries, super capacitor. etc. However, how to make
this theory helpful in the daily detective work is which we need to research further.
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A New Vector Measurement Method
for Power System Based on All-Phase
Fourier Transform

Peng Luo, Xiaoguang Hao, Yuhao Zhao and Lei He

Abstract A novel vector measurement method for power system based on
all-phase Fourier transform (apFFT) is proposed. Due to apFFT’s excellent per-
formance in suppressing spectral leakage and the property of ‘phase invariant’, this
method can realize the accurate estimation of PMU phase angle, and then the
time-shift phase difference correcting spectrum method is used to estimate the
frequency and amplitude parameters. Simulation shows that, for the noise-free case,
the proposed method is close to unbiased estimation, and the estimation accuracy is
also higher than conventional method.

Keywords Power system ⋅ Phasor measurement unit ⋅ Vector measurement ⋅
All-phase fourier transform

1 Introduction

With the development and wide application of smart grid, the security and stability
of power system is especially important [1, 2]. Phasor measurement unit (PMU) is
based on the global positioning system (GPS) and high precision timing signal,
which has been widely used in wide area measurement system (WAMS) to realize
synchronous acquisition of different nodes in wide-area power system [3]. Many
PMUs have been applied in areas including power grid dynamic estimation, fault
location, wide-area protection and on-line parameter estimation [4, 5], and the
measuring accuracy of PMU algorithm will directly affect the performance of whole
system.

Synchronous phasor measurement algorithms for PMU are mainly designed to
estimate the frequency, phase angle, and amplitude of power system, and the
mainstream PMU algorithms include zero crossing method, discrete Fourier
transform (DFT) method, Kalman filtering method and wavelet transform method
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[6, 7]. Due to DFT’s excellent harmonic suppression performance in static condi-
tions, this method is mostly used at present. However, the inherent defects of DFT
method such as spectral leakage and frequency aliasing will cause a large error in
parameter estimation. To solve this problem, many works were developed in this
field. In paper [8], length of the data window is variable to improve frequency
estimation precision, but the calculation cost is significantly increased. In paper [9],
the sampling frequency is adjusted adaptively by system frequency to satisfy the
restrictive conditions of integer-period sampling. However, bay level IEDs cannot
usually control the sampling frequency of process level in practical substations,
which will cause the difficulties of application.

In this paper, a novel vector measurement method for power system based on
apFFT [10, 11] is proposed. The rest of this paper is organized as follows: Sect. 2
will briefly introduce the related contents in all-phase spectrum analysis, the phase
estimation performance of deterministic signal will be proposed in Sect. 3. In
Sect. 4, a time-shift phase difference correcting spectrum method is proposed to
estimate the frequency and amplitude parameters. Finally, simulation results are
presented in Sect. 5 and the conclusion is shown in Sect. 6.

2 All-Phase Spectrum Analysis

The signal processing flow of all-phase spectrum analysis is shown in Fig. 1. Input
samples are pretreated by a convolution window of length 2N − 1, and a new N-
points data samples y(n), (n = 0, 1, …, N − 1) are obtained by superposition of two
data groups with N points interval, then the spectrum analysis result is calculated by
traditional Fourier transform of y(n).

x(3) x(2) x(1) x(0) x(-1) x(-2) x(-3)

wc(-3) wc(-2) wc(-1) wc(0) wc(1) wc(2) wc(3)

y(0) y (1) y (2) y (3)

Z -1 Z -1 Z -1 Z -1 Z -1 Z -1

FFT

Y(0) Y(1) Y (2) Y (3)

Fig. 1 All-phase FFT spectrum analysis (N = 4)
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In Fig. 1, convolution window wc = [wc(−N + 1), …, wc(−1), wc(0), wc(1), …,
wc(N − 1)]T is constructed by front-window f convolved with reversal
back-window b, calculated as (1):

wcðnÞ= f ðnÞ * bð− nÞ, n∈ −N +1, N − 1½ �
0, nj j≥N

�
ð1Þ

The Fourier transform of wc is as follows:

WcðejωÞ=FðejωÞBðe− jωÞ=FðejωÞB*ðejωÞ ð2Þ

Above analysis shows that the FFTs of all N kinds of data groups including x(0)
are comprehensively considered in all-phase spectrum analysis, which brings many
good performance such as suppression of amplitude spectral leakage and flat phase
distribution nearby the spectral peak. In addition, although the FFTs of N different
data groups are considered, the apFFT can be calculated by only one FFT, which
improves the computing efficiency.

3 Phase Estimation Performance of Deterministic Signal

Consider a compound cosine signal containing three components with different
frequency and phase:

x nð Þ= ∑
3

m=1
cos 2πωmn N̸ +φmð Þ, n∈ −N +1,N − 1½ � ð3Þ

where ω1 = 20.0, φ1 = 10°, ω2 = 60.2, φ2 = 50°, ω3 = 100.4, φ3 = 90°,
N = 256. The windowed FFT and double-window apFFT of x(n) are shown in
Figs. 2 and 3, and rising-cosine window is adopted as window function here.

Fig. 2 FFT spectrum of x(n)
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whðnÞ=0.5 1− cos
2πn
N − 1

� �� �
, n∈ 0,N − 1½ � ð4Þ

From above results, the apFFT has better property of leakage reduction than
conventional FFT, the energy leakage caused by non-integer-period sampling and
cross talks among different frequency components are restricted in two spectral
lines. For the phase spectrum, the apFFT phase spectrum presents a regular flat
distribution nearby the target frequency, which is the property of ‘phase invariant’.
The phase measurement results of these two analysis method are given in Table 1.

4 Frequency and Amplitude Estimation Algorithm

In this paper, the data intercepting method of observed sequence is improved, and
new time-shift phase difference correcting spectrum algorithm is proposed to esti-
mate the frequency and amplitude parameters of PMU vectors. The concrete steps
are listed as the following:

• The observed PMU signal is sampled (may not be integer-period sampled) and
be divided into two data series x1(n) and x2(n) with fixed length 2N + 1, and the
time delay between two series is n0;

Fig. 3 Double-window
apFFT spectrum of x(n)

Table 1 Comparison of phase estimation results (N = 256)

Real value Windowed FFT Double-window apFFT

k = 20 10° 9.9997939384° 10.0000000006°
k = 60 50° 85.8592933936° 50.0000000006°
k = 100 90° 161.7187408919° 89.9999999999°
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x1ðnÞ=Aej ω*n+ θð Þ, n∈ −N +1, N − 1½ � ð5Þ

x2ðnÞ=Aej ω
* n− n0ð Þ+ θ½ �, n∈ −N +1, N − 1½ � ð6Þ

• Perform N-point double-window apFFT about x1(n) and x2(n), and the phase
difference between two series as shown in Eq. (7) is obtained based on the phase
spectrum at the main spectral line k*, where 2n0k

*π/N is the compensation value
of digital angular frequency 2 k*π/N of main spectrum k* with delay n0;

Δφ=φ1ðk*Þ−φ2ðk*Þ+2n0k*π N̸ =ω*n0 ð7Þ

• Based on Eq. (7), the frequency estimation with phase compensation and fre-
quency deviation at main spectral line k* are derived as (8) and (9);

ω ̂* = ½φ1ðk*Þ−φ2ðk*Þ� n̸0 + 2k*π N̸ ð8Þ

dω=ω ̂* − 2k*π N̸ + ½φ1ðk*Þ−φ2ðk*Þ� n̸0 ð9Þ

• Estimate the signal amplitude using frequency deviation dω, for the
double-window apFFT case, the estimation formula is given as

A ̂=
Y k*ð Þ�� ��
F2
g dωð Þ ð10Þ

• In this paper, the Hanning window (rising-cosine window) is used for window
function, then the amplitude estimation is adjusted to Eq. (11);

Â=
2πdω 1− dω2ð Þ ffiffiffiffiffiffiffiffiffiffiffi

Yðk*Þp
2 sin ðπdωÞ

" #2

ð11Þ

• Altogether, the algorithm flow chart of proposed PUM vector measurement
based on apFFT is given as Fig. 4.

5 Simulations

The fundamental frequency and phase angle of test signal are set at 50.5 Hz and
40°, two harmonic components are also contained in the test signal, with the
expression (12).
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xðtÞ=5 cosð50.5 × 2πt f̸s +40π 1̸80Þ
+ 0.25 cosð200× 2πt f̸sÞ+1.75 cosð300 × 2πt f̸sÞ

ð12Þ

The double-window apFFT of x(t) is shown in Fig. 5.
Two different estimation methods proposed in this paper, and paper [9] are used

to estimate the frequency, phase angle and amplitude parameters of the test signal,
and the estimation results is given in Table 2.

From above simulation results we find that, compare with the conventional DFT
method, the apFFT method proposed in this paper has a better performance in
estimation precision and noise suppression.

6 Conclusions

With development and wide application of smart grid, the estimation performance
of PMU vectors will directly affect the reliability of power system applications such
as relay protection, measuring and controlling. According to this problem, a new
vector measurement method for power system is proposed which is based on
all-phase spectrum analysis. In this method, the observed signals need not be

PMU data 
sampling

Double-window
apFFT

Delayer n0

Double-window
apFFT

0

1
n

Equation (11)

dω

2k Nπ∗

( )1 kϕ ∗ ( )2 kϕ ∗

θ ω̂∗ Â

Fig. 4 Flowchart of PUM
vector measurement
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sampled by strictly integrated periods, and the spectral leakage and barrier effect are
suppressed significantly. Simulation shows that the apFFT method proposed in this
paper has a better performance in estimation precision and noise suppression than
conventional method. It can be expected that this method would be used in areas of
vector measurement and harmonic analysis in power automation, which has a good
research value.
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Comparative Presentation of Machine
Learning Algorithms in Flood Prediction
Using Spatio-Temporal Data

Piraporn Jangyodsuk, Dong-Jun Seo, Ramez Elmasri and Jean Gao

Abstract The development of accurate flood prediction model could reduce num-

ber of fatalities by assisting local government in decision making. In this paper,

three well-known machine learning algorithms, including Support Vector Machine,

Decision Tree, and Lasso, are compared in terms of flood prediction accuracy. The

selected algorithms are applied to learn flood prediction models for six U.S. Geo-

logical Survey gauges in North Texas. Three data sets from different sources had

been used to learn flood prediction models. The data sets include Water level time

series from gauges, spatio-temporal precipitation from National Weather Service’s

Weather Surveillance Radar-1988 Doppler, and hydrological data from Hydrology

Laboratory-Distributed Hydrologic Model. Although Support Vector Machine usu-

ally performs well in many applications, the results suggest that Lasso is the most

appropriate for flood prediction while Support Vector Machine performs the worst.

1 Introduction

Flash flood is a natural threat typically caused by heavy rainfall from a severe thun-

derstorm, hurricane, or tropical storm. The dangerous aspect of flash flood is its

sudden occurrence and fast moving water. In May 2015, heavy rainfall caused many

flash floods and river floods across Texas and Oklahoma which resulted in fatalities
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and damages. Although flash flood alerts were issued by National Weather Service,

they are issued by county. Local government could use this warning along with local

finer scaled information to give more accurate flood warning by city or neighbor-

hood. Because of data availability and river floods in the area of interest are usually

associated with heavy rainfall like flash floods, river floods at U.S. Geological Sur-

vey (USGS) gauges are used in this paper. The purpose of this paper is presenting

and comparing three machine learning algorithms for flood prediction. The com-

pared algorithms are Support Vector Machine, or SVM [1], decision tree [2], and

Lasso [3], which are well-known machine learning algorithms for classification and

predictions.

Many regression-based flood prediction methods, such as SVM [4–6] and Arti-

ficial Neural Network [7], use past values of water level or water level from nearby

locations as the input features, so the number of features considered is low. Our

work integrates data sets from different sources for flood prediction. These data sets

are water level time series, and spatio-temporal precipitation and hydrological data,

which means data used in this work has more features and possibly is more noisy.

2 Compared Algorithms

2.1 Support Vector Machine

Support Vector Machine or SVM [1] is one of the most popular discriminative model

classifier. The intuition of SVM is simple yet powerful, maximizing the distance

between two classes of data by drawing a line. While this seems like too simple and

might not cover more complex data, using Kernel will make this line become any

arbitrary shape in the space. As such, fitting the data well even if the number of

features dimensions is high.

The intuition of Kernel trick in SVM is projecting the data into higher dimensional

space. While at first, this looks counter intuitive, it enables the data to be separable

with linear line in higher dimensional space. Furthermore, the embedding function

is not necessarily required. As what truly needed is only the Kernel function K(xi, xj)
between pairs of data points.

2.2 Decision Tree

Decision tree [2] is one of the most popular classification models in machine learning

and data mining due to the fact that it supports high-dimensional data and is very

scalable. At each node, the tree split data points into two subsets where the decision is

based on a selected objective function. Usually, the most popular one is maximizing

information gain.
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The idea of decision tree is extended to forest and fern. In decision forest, the final

classification is based on the vote of multiple trees (hence forest). This eliminates

the well-known problem of overfitting. For fern, it speeds up the classification of

decision tree by having every decision function at every node on the same level to

be the same.

2.3 Lasso

Lasso, or Least Absolute Shrinkage and Selection Operator, is a linear regression

method that penalizes the summation of all absolute coefficients. This penalty makes

the result sparse. In other words, some coefficients are exactly zeros. As such, Lasso

can also be used to solve feature selection problem. Furthermore, Lasso is good for

solving linear regression problem which the data are large and highly correlated

because result from Lasso is sparse and the final model uses less features than the

model from standard regression. Lasso can be written as the Eq. 1 where x ∈ ℝd×m

and 𝜆 defines the strength of the penalty.

min
w∈ℝd

1
m

m∑

i=1

1
2
‖yi − wxi‖22 + 𝜆‖w‖1 (1)

There are many methods for solving Lasso, for example, coordinate descent [8],

block coordinate descent [9], stochastic gradient descent (SGD) [10], and truncated

gradient algorithm [11]. It has been theoretically analyzed that SGD is the best

approach for large data. Since flood prediction involves in high dimensional spatio-

temporal data, SGD-based Lasso is an appropriate method to solve the problem.

3 Experiments

The experiments are designed to evaluate the accuracy of three well-known algo-

rithm on flood prediction. The data used in these experiments are from three sources,

water level from U.S. Geological Survey (USGS) gauges, Multi-sensor Precipita-

tion Estimates (MPE) from National Weather Service’s Weather Surveillance Radar-

1988 Doppler (WSR-88D), and streamflow and runoff data from MPE and Hydrol-

ogy Laboratorys Distributed Hydrologic Model (HLRDHM) [12]. Six experiments

were conducted for six USGS gauges, BCHT2, FWHT2, FWOT2, ERMT2, BOYT2,

and SPMT2. In each experiment, we use USGS observed stream, MPE, streamflow,

and runoff at time t as predictors to predict whether flood occurs in the next 1–6 h.

The comparison metrics are precision, recall, and F1 score. Precision is the ratio of

correctly predicted flood events to all flood predictions. Recall is the ratio of cor-

rectly predicted flood events to all flood events. Lastly, F1 score is the summarized

measurement that takes both precision and recall into account.
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3.1 Data Sets

3.1.1 USGS Water Level Data Sets

For flood identification, we use water level from U.S. Geological Survey (USGS)

gauges, stage information from National Weather Service (NWS), and flood records

from the city of Fort Worth. Water level time series, sampled at every 15 min from

October 1, 2007 to present, at USGS gauges are publicly available in USGS website.

Because other data sets are available at every 1 hour, we re-sampled and used 1-h

water level time series. Six gauges in North Texas area, as shown in Table 1, have

been used in the experiments.

Most of USGS gauges have flood stage and action stage provided by NWS. In

collaboration with the city of Fort Worth (CoFW), we have records of 2001–2010

flood events at the first four USGS gauges from Table 1. We defined flood stage* from

the minimum value between NWS’s action stage and the minimum gauge height

during flooding period. Water level higher than flood stage* means it is flooding.

3.1.2 Precipitation Data Set

The precipitation data we used is Multi-sensor Precipitation Estimates, or MPE,

which are generated every 1 hour at 4 × 4 km resolution from NWS’s WSR-88D

Radar. MPE data we used covers West Gulf River Forecast Center area, or WGRFC.

One HRAP cell represents 4 × 4 km area. We have MPE data at every hour from

January 1996 to December 2012. In total, there are 425 × 390 MPE values for every

hour.

Table 1 Six USGS gauges used in the experiments

Site name Address Flood stage* Number of flood events

Training Cross-val. Testing

BCHT2 W Fk Trinity Rv at

Beach St, Ft Worth, TX

18.10 146 521 128

FWHT2 Clear Fk Trinity Rv at

Ft Worth, TX

10.05 294 231 158

FWOT2 W Fk Trinity Rv at Ft

Worth, TX

3.60 28 12 23

ERMT2 Village Ck at Everman,

TX

12.01 30 13 21

BOYT2 W Fk Trinity Rv nr

Boyd, TX

15.32 206 748 147

SPMT2 Palo Duro Ck nr

Spearman, TX

9 73 13 77



Comparative Presentation of Machine Learning Algorithms in Flood Prediction . . . 1019

3.1.3 Hydrological Data Set

In collaboration with with Hydrology and Water Resources Laboratory, University

of Texas at Arlington, we have streamflow and runoff data, which are generated from

MPE and NWS Hydrology Laboratorys Distributed Hydrologic Model (HLRDHM)

at 500 × 500 m resolution. The coverage is the city of Fort Worth area. We have

streamflow and runoff data at every hour from January 1996 to December 2012. For

each hour, there are 236 × 164 values.

3.2 Experiment Setup

The period that all data sets are available is October 2007 to December 2012. We

separated data into three sets, October 2007 to December 2009 for training, 2010 for

cross-validation, and 2011 to 2012 for testing. In total, there are 19,775 samples in

training set, 8,760 samples for cross-validation, and 17,520 samples for testing. The

numbers of flood occurrences in each set are shown in Table 1.

For each gauge, six experiments were conducted to compare the predictive power

at different lead times, from one to six hours. Because using all 243,158 features in

precipitation data and hydrological data is too high dimensional, we used data from

25 × 25 cells or 41 × 41 around each gauge as input.

1. For site BCHT2, FWHT2, FWOT2 and ERMT2, 25 × 25 MPE, streamflow, and

runoff values around the gauge are used so there are 1,250 hydrological features

and 625 precipitation features in total.

2. For site BOYT2 and SPMT2, 41 × 41 MPE values around the gauge are used so

there are 1,681 precipitation features in total. Hydrological data are not used for

these two sites because data are not available.

3.3 Experimental Results

Because flood may cause fatalities, recall is an important factor to consider in flood

prediction. Good flood prediction method should have high recall so that it alerts the

authorities to take action in time for most of the actual floods. Precision is also signif-

icant because actions and preparations require expense and manpower, low precision

leads to unnecessary spending. As such, we compared all four methods on F1 score

which consider both precision and recall (Table 2).

All quantitative results for six gauges can be found in Tables 3 and 4. The mean

precision, recall, and F1 score of all three methods are compared in Fig. 1. Lasso

has the best F1 score and precision in 1 to 6 lead times predictions. Lasso and deci-

sion tree give the best comparable recall in 1 to 3 lead times predictions. It can be

concluded that Lasso is the most appropriate method for all 1–6-h lead time flood

predictions.
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Table 2 Experimental results: comparison of precision from three algorithms on six USGS gauges

Lead time Method Site name

BCHT2 FWHT2 FWOT2 ERMT2 BOYT2 SPMT2

1-h SVM 0.3860 0.4915 0.1707 0.3636 0.7667 0.4903

Decision tree 0.5469 0.7005 0.6129 0.8235 0.9444 0.9559
Lasso 0.8440 0.9324 0.9474 0.9500 0.9538 0.9200

2-h SVM 0.2696 0.3357 0.1765 0.0469 0.5815 0.5034

Decision tree 0.5519 0.4661 0.4000 0.6190 0.8897 0.8209

Lasso 0.8218 0.8121 1 0.7895 0.9318 0.8378
3-h SVM 0.1970 0.2548 0.0556 0.0488 0.5579 0.4762

Decision tree 0.2182 0.3686 0.1875 0.6250 0.8777 0.7541
Lasso 0.7700 0.7770 0.9231 0 0.9213 0.7432

4-h SVM 0.1244 0.1810 0 0 0.4803 0.4452

Decision tree 0.2007 0.1898 0.1538 0.1500 0.8000 0.6721

Lasso 0.6036 0.6486 0.9167 0.6923 0.8923 0.6769
5-h SVM 0.1039 0.0558 0 0 0.3620 0.4110

Decision tree 0.1611 0.2084 0.0444 0.1000 0.6412 0.6216
Lasso 0.5536 0.6181 0.8333 0.6667 0.8480 0.5846

6-h SVM 0.0613 0.0357 0 0 0.3324 0.3767

Decision tree 0.0664 0.1877 0.0090 0.2000 0.6853 0.5405
Lasso 0.4211 0.5490 0.7273 0.5714 0.8548 0.5231

Table 3 Experimental results: comparison of recall from three algorithms on six USGS gauges

Lead time Method Site name

BCHT2 FWHT2 FWOT2 ERMT2 BOYT2 SPMT2

1-h SVM 0.6484 0.7342 0.3043 0.1905 0.9388 0.9870
Decision tree 0.8203 0.8291 0.8261 0.6667 0.9252 0.8442

Lasso 0.7188 0.8734 0.7826 0.9048 0.8435 0.8961

2-h SVM 0.4297 0.5949 0.3913 0.1429 0.8980 0.9610
Decision tree 0.6641 0.7405 0.5217 0.6190 0.8776 0.7143

Lasso 0.6484 0.7658 0.6522 0.7143 0.8367 0.8052

3-h SVM 0.3125 0.5000 0.0870 0.1905 0.8844 0.9091
Decision tree 0.6172 0.5506 0.5217 0.2381 0.8299 0.5974

Lasso 0.6016 0.6835 0.5217 0 0.7959 0.7143

4-h SVM 0.1875 0.3608 0 0 0.8299 0.8442
Decision tree 0.4375 0.3544 0.6087 0.1429 0.7891 0.5325

Lasso 0.5234 0.6076 0.4783 0.4286 0.7891 0.5714

5-h SVM 0.1875 0.0886 0 0 0.8027 0.7792
Decision tree 0.2266 0.5316 0.0870 0.0952 0.7415 0.2987

Lasso 0.4844 0.5633 0.4348 0.1905 0.7211 0.4935

6-h SVM 0.1016 0.0506 0 0 0.8027 0.7143
Decision tree 0.1563 0.4810 0.0435 0.1429 0.6667 0.2597

Lasso 0.4375 0.5316 0.3478 0.3810 0.7211 0.4416
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Table 4 Experimental results: comparison of F1 Score from three algorithms on six USGS gauges

Lead time Method Site name

BCHT2 FWHT2 FWOT2 ERMT2 BOYT2 SPMT2
1-h SVM 0.4840 0.5888 0.2188 0.2500 0.8440 0.6552

Decision tree 0.6563 0.7594 0.7037 0.7368 0.9347 0.8966

Lasso 0.7764 0.9020 0.8571 0.9268 0.8953 0.9079
2-h SVM 0.3313 0.4292 0.2432 0.0706 0.7059 0.6607

Decision tree 0.6028 0.5721 0.4528 0.6190 0.8836 0.7639

Lasso 0.7249 0.7883 0.7895 0.7500 0.8817 0.8212
3-h SVM 0.2417 0.3376 0.0678 0.0777 0.6842 0.6250

Decision tree 0.3224 0.4416 0.2759 0.3448 0.8531 0.6667

Lasso 0.6754 0.7273 0.6667 0 0.8540 0.7285
4-h SVM 0.1495 0.2410 0 0 0.6085 0.5830

Decision tree 0.2752 0.2472 0.2456 0.1463 0.7945 0.5942

Lasso 0.5607 0.6275 0.6286 0.5294 0.8375 0.6197
5-h SVM 0.1337 0.0685 0 0 0.4989 0.5381

Decision Tree 0.1883 0.2995 0.0588 0.0976 0.6877 0.4035

Lasso 0.5167 0.5894 0.5714 0.2963 0.7794 0.5352

6-h SVM 0.0765 0.0419 0 0 0.4701 0.4933
Decision Tree 0.0932 0.2700 0.0149 0.1667 0.6759 0.3509

Lasso 0.4291 0.5402 0.4706 0.4571 0.7823 0.4789
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Fig. 1 Plots summarize performance of four algorithms on six lead times flood predictions. These

scores are the average score from six gauges
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The results suggest that Lasso performs well both with and without hydrological

features and the performances of SVM and decision tree improves when using only

precipitation features. This result can be explained by the fact that runoff and stream-

flow are calculated from MPE and HLRDHM model so they have information from

MPE. SVM and decision tree are better when unprocessed MPE features are used

than when the features are processed by a model.

4 Conclusion

Lasso has the best precision, recall, and F1 score in all lead times predictions. Deci-

sion tree has the comparable recall in 1–3-h lead time prediction. Even though deci-

sion tree is scalable which is good for high-dimensional data like spatio-temporal

data, it does not perform as well as Lasso. Although SVM usually performs well

in many applications, it is not suitable for flood prediction using spatio-temporal

data. On the other hand, the other linear regression-based method, Lasso, performs

well on flood prediction. The reason could be because of the sparsity of the coef-

ficients in results from Lasso which means Lasso chooses only some variables and

spatial locations which highly correlated to future flood while SVM uses all vari-

ables and all locations. In other words, SVM is more prone to noisy data than Lasso.

For spatio-temporal data like precipitation data and hydrological data, which are

noisy and highly correlated, Lasso is the most appropriate methods in three com-

pared machine learning algorithms.
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Neuro-Space Mapping Method
for Nonlinear Device Modeling

Shuxia Yan, Jing Jin, Lisen Zhang, Zhihong Feng, Peng Xu
and Qijun Zhang

Abstract A proposed Neuro-Space Mapping (Neuro-SM) method for nonlinear
device modeling is presented, which can modify the output signals of the given
model to improve the direct current (DC) characteristic and adjust the input signals
of the given model to improve the small signals characteristic by the mapping of
neural networks. The novel Neuro-SM formulations and structure for DC and
small-signal simulation are proposed to obtain the mapping network automatically.
The simulation results demonstrate that the accuracy of the Neuro-SM model using
the proposed method is higher than the existing model and the training process is
methodical.

Keywords Neuro-SM ⋅ Neural networks ⋅ Training method ⋅ Modeling

1 Introduction

Neuro-space mapping (Neuro-SM), combining artificial neural networks (ANNs)
[1, 2] with space mapping (SM) [3], uses a novel formulation of space mapping
with a neural network to automatically modify the voltage or current signals of the
existing device model until the simulation results can match the device data
accurately. The technology not only has the capability of learning the physical
behavior of devices from component data, but also can employ mathematical link
between fast yet approximate models and accurate yet expensive models to achieve
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circuit design fast and accurately [4]. It is an advance over several previous
ANN-based methods for device modeling. Neuro-SM method has been used in
metal–semiconductor–field-effect transistor (MESFET) modeling [5], heterojunc-
tion bipolar transistor (HBT) modeling [6], high-electron mobility transistor
(HEMT) modeling [4], etc.

An analytical Neuro-SM model was proposed for the first time in [4], where
analytical equations are derived so that mapping neural networks in the model can
be trained more efficiently. The models built by the method mentioned in [4] are
formulated by only mapping the voltage relationship in the existing model. Because
the voltage signals are input signals, the mapping neural network was called input
mapping. However, when the existing model is too coarse, or when the modeling
requirement is too stringent, such simple input mapping may be insufficient to
achieve the desired accuracy. The work in [7] considers employing the output
mapping in addition to the input mapping to adjust the current signals; this is made
possible by utilizing new mapping mechanisms for the voltage and current at gate
and drain to modify the voltage and current signals in the existing model. But the
accuracy of the model was affected by all the internal synaptic weights of the
mapping neural networks, which increases the training difficulty.

This paper presents an advance of Neuro-SM over previously published
Neuro-SM. The proposed technique uses the output mapping to match the direct
current (DC) characteristic of fine model, and the input mapping to match the small
signals characteristic of fine model. The proposed model can be trained by the fine
DC data and the fine S-parameter data separately, which can greatly simplify the
training process. In addition, analytical relationship between typical types of tran-
sistor data and the corresponding mapping neural networks will be derived.
Examples of InP PHEMT modeling demonstrate that the proposed Neuro-SM can
obtain more accurate model with less neurons.

2 Proposed Neuro-SM Method for Nonlinear
Device Modeling

Coarse model and fine model: Suppose that the existing models give only rough
approximation of the device data, but cannot accurately match the actual device
data. Let the existing nonlinear device model be called the coarse model. The fine
model is only a fictitious model implied by actual device data from measurement or
detailed device simulator. The differences between the coarse model and the device
data cannot be ignored even after the parameters in the coarse model are optimized
as much as possible. Let the terminal voltage and current signals of the coarse
model be defined as vc = ½vgc, vdc�T and ic = ½igc, idc�T , respectively. Let the terminal
voltage and current of the fine model be defined as vf = ½vgf , vdf �T and if = ½igf , idf �T ,
respectively.
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The efficiency of Neuro-SM model depends on both the suitability of the
mapping structure and the quality of the coarse model [7]. There are two main
structures of Neuro-SM for nonlinear device modeling. One is formulated to exceed
the present capabilities of device models built by existing equivalent circuits by
mapping the gate and drain voltage relationship in the coarse model through two
voltage-controlled voltage sources, such as the traditional Neuro-SM method. The
other one is formulated to overcome the accuracy limit of the previous Neuro-SM
methods by adding the input and output mapping networks in the coarse model,
such as the modified Neuro-SM method. However, the two types of Neuro-SM
models were trained with all fine data including DC data, S-parameter data, and HB
data which lead to different characteristics of the Neuro-SM model affecting each
other and make the structure of the mapping network complicated. Here, we pro-
pose an enhanced Neuro-SM method to get an accurate model with simple training
by separating the input mapping network and output mapping network.

2.1 Analytical DC Mapping

The proposed method uses output mapping to change the DC feature of the
Neuro-SM model. Figure 1 shows the proposed Neuro-SM DC model for two-port
transistor. The interpretation of the operations of the proposed Neuro-SM DC
model is as follows: First of all, voltage signals at the external terminals of the gate
and drain vgf .dc and vdf .dc are fed into the gate and drain of the coarse model. Then,
the current signals at the gate and drain of the coarse model are evaluated by the
coarse model computation (defined as igc.dc and idc.dc). At the end, the current
signals at the gate and drain of the coarse model igc.dc and idc.dc as well as the
voltage signals of the fine model vgf .dc and vdf .dc are mapped onto the external
current signals of the fine model igf .dc and idf .dc by mapping neural networks.

Coarse Model

Mapping Neural Networks

.gf dci .df dci

.gc dci
.dc dci

.gf dcv .df dcv

Fig. 1 Two-port
representation of the proposed
Neuro-SM DC model where
mapping neural networks are
used to provide gate and drain
current mapping between the
coarse model and the fine
model
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In the proposed model, the new and separated output mappings are added to
modify the current relationship between the coarse model and the fine model.
Only DC signals were fed into the current mapping networks, so the mapping will
not affect the small-signal characteristics of the Neuro-SM model. Voltage signals
vgf .dc and vdf .dc are added as additional inputs to the current mapping neural net-
works by utilizing the prior-knowledge input concept. Current mapping is applied
on the gate and drain voltages of the fine model and gate and drain currents of the
coarse model through two controlled current sources. The mapping characteristic
for DC output current igf .dc and idf .dc at gate and drain of the fine model can be
generally described in functional form, proposed as

igf .dc = fANN1ðvgf .dc, vdf .ac, igc.dc, idc.dc,w1Þ ð1Þ

idf .dc = fANN2ðvgf .dc, vdf .ac, igc.dc, idc.dc,w2Þ ð2Þ

Where igf .dc and idf .dc are the final values of the gate and drain currents at the
external gate and drain terminals of the proposed Neuro-SM model, respectively.
fANN1 and fANN2 denote current mapping neural networks for current signals at gate
and drain, respectively. Vectors w1 and w2 contain all internal synaptic weights of
the neural networks fANN1 and fANN21, respectively. Normally, the mapping formula
fANN was obtained by the multilayer perceptron (MLP).

2.2 Analytical Small-Signal Mapping

Input mapping networks were used to adjust the small-signal characteristics of the
proposed Neuro-SM model. In the proposed method, Y matrix and S matrix were
used to present the small-signal characteristics of the models. In this step, the coarse
model and the output mapping neural networks make up the new coarse model. In
the input mapping, the AC voltage signals of the device will not be applied directly
to the coarse model. Instead, they are mapped into corresponding voltages in the
coarse model. Voltage mapping can be realized by adding two voltage-controlled
voltage sources to achieve mappings of vgf .ac and vdf .ac onto vgc.ac and vdc.ac,
respectively.

vgc.ac = hANN1ðvgf .ac, vdf .ac,w3Þ ð3Þ

vdc.ac = hANN2ðvgf .ac, vdf .ac,w4Þ ð4Þ

where vgc.ac and vdc.ac are intermediate voltage values at gate and drain of the coarse
model, respectively. hANN1 and hANN2 denote the neural networks that can represent
the voltage mapping equations for the gate and drain voltage signals, respectively.
w3 and w4 are vectors containing all internal synaptic weights of neural networks
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hANN1 and hANN2, respectively. Normally, the mapping formula hANN was obtained
by the MLP.

In transistor modeling, with the proposed Neuro-SM method, Y matrices are
used to represent the small signals. The analytical mapping combining the coarse
matrices Yc and the fine matrices Yf is presented as

Yf =Yc ⋅
∂vgc.ac
∂vgf .ac

∂vgc.ac
∂vdf .ac

∂vdc.ac
∂vgf .ac

∂vdc.ac
∂vdf .ac

" #

jvgf = vgf .dc , vdf = vdf .dc ð5Þ

where Yc of the new coarse model is evaluated at the bias vgf .dc and vdf .dc. The
relationship of Y parameter between fine model and coarse model is the derivative
of neural network mapping [8].

Neuro-SM model will not be good unless all the four mapping neural networks
are trained with the device data. The device data implies the device behavior of a
fine model. Therefore, the four neural networks represent the mappings between the
coarse model and the fine model. In order to get an accurate model with the
proposed method, the output mapping neural networks, that is fANN1 and fANN2,
should be trained with the fine DC data first. Then, make the coarse model and the
trained output mapping neural networks as the new coarse model, and train the
input mapping networks hANN1 and hANN2 with the fine S-parameter data. After
training, the proposed Neuro-SM model can be more accurate than the coarse
model, and it can replace the fine device to be used in an original circuit for design
and simulation.

3 Demonstration Examples

This example illustrates the proposed Neuro-SM method and its training process.
The fine data is based on the on-wafer measurement results of InP HEMT. The
Angelov model is used as the existing coarse model. We optimized the coarse
model in Advanced Design System (ADS) first and built the Neuro-SM model in
NeuroModelerplus. Even though the variables in the Angelov model are optimized
as much as possible, the optimized coarse model cannot fit the fine data accurately.
Then, output mapping neural networks and input mapping neural networks are
added to the optimized coarse model constituting an accurate Neuro-SM model.

In this example, 3-layer MLP was used as the output and input mapping neural
networks. Training was done using DC and S-parameter data separately. In order to
make the DC characteristic of the proposed Neuro-SM model to match the device
data, the output mapping networks were adjusted. Four hidden neurons are used and
22 variables are optimized. The training was stopped until the DC error between the
proposed model and the fine model met the requirement. In order to make the
small-signal characteristic of the proposed model to match the device data, the input
mapping networks were adjusted. Ten hidden neurons are used and 52 variables are
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optimized. The training was stopped until the S-parameter error between the pro-
posed model and the fine model met the requirement. After training, the proposed
Neuro-SMmodel and the coarse model were compared as shown in Figs. 2, 3, and 4.

Figure 2 shows the accurate model with the proposed Neuro-SM method to
improve the coarse model which has been optimized with DC data in ADS. The DC
feature of the coarse model can match with the fine model roughly, but the model
built with the proposed Neuro-SM method can be mapped to the device data with
better accuracy because the neural network training can automatically adjust the
mappings according to the differences between the device data and the coarse
model. Figures 3 and 4 show the comparison of the magnitude and phase of the
transmission coefficients among the proposed Neuro-SM model, coarse model, and
fine model, respectively. Both the magnitude and phase of the transmission coef-
ficients of the proposed Neuro-SM model are more accurate than the coarse model.
The result demonstrates that the proposed Neuro-SM approach improves the current
capabilities of the existing model and matches the fine device data with higher
accuracy.

Device data
Coarse model
Proposed Neuro-SM 

Vd (V)

I d
(A

)

Fig. 2 I-V comparison of the
InP HEMT models (the coarse
model and the proposed
Neuro-SM model)

21

Frequency (GHz)

Device data
Coarse model
Proposed Neuro-SM 

Fig. 3 Plot of the magnitude
of the transmission
coefficients for the InP HEMT
models (the coarse model and
the proposed Neuro-SM
model)
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In order to further demonstrate the advantage of the proposed Neuro-SM
method, we also use the traditional Neuro-SM method and the modified Neuro-SM
method to do modeling for this example. The comparison results of the simulations
are shown in Table 1. The errors between the fine data and the modified and the
proposed Neuro-SM model are much smaller than that between the coarse model
and the traditional Neuro-SM model. Accurate models can be built by the modified
Neuro-SM method with 30 hidden neurons and the proposed Neuro-SM method
with 14 hidden neurons. The proposed Neuro-SM model has higher accuracy with
simpler structure.

4 Conclusions

A proposed Neuro-SM method for nonlinear device modeling has been presented to
reduce the difficulty of the new model. The model can minimize the difference
between the existing model and the fine data by adjusting the neural network
mapping. In this paper, novel Neuro-SM formulations have been presented in order
to train the Neuro-SM model separately and effectively. The technique can improve
the small signals characteristic of Neuro-SM model without changing the DC
characteristic. After training, the proposed Neuro-SM model can replace the fine

Ph
as

e 
S 2

1(
de

gr
ee

s)

Frequency (GHz)

Device data
Coarse model
Proposed Neuro-SM 

Fig. 4 Plot of the phase of
transmission coefficients for
the InP HEMT models (the
coarse model and the
proposed Neuro-SM model)

Table 1 Test error comparison of coarse model and Neuro-SM models for DC and S-parameter
simulation

Model type DC error (%) |S21| error (%) Phase S21 error (%)

Coarse model 2.36 2.98 6.99
Traditional Neuro-SM model 1.9 1.05 1.31
Modified Neuro-SM model 0.37 0.23 0.25
Proposed Neuro-SM model 0.28 0.14 0.12
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data to work in design and simulation directly. The proposed method can make the
training process more methodically.
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General Framework for Parameter Learning
and Optimization in Stochastic Environments

Wen Jiang, Yan Yan, Hao Ge and Shenghong Li

Abstract The existing strategies on Stochastic Point Location (SPL) are adopted to

search a point or parameter on a real line under stochastic environment, which have

been demonstrated to be effective. However, one problem which still has not been

addressed yet is how to learn a point in multidimensional space under stochastic envi-

ronment. This problem will become more difficult when the environment itself is a

deceptive one in which the probability (p) of the correct response emitted from the

environment is p < 0.5. In this paper, a general framework is proposed to deal with

all the above-mentioned problems. A key aspect of our method worth mentioning is

that it can transform learning a point in space into one of searching d optimal points

on d different super lines, where d is the dimension size. Finally, the excellent per-

formance of our proposed algorithm has been proved by our rigorous mathematical

proof and validated by a great number of experiments.

Keywords SPL problem ⋅ Parameter learning ⋅ Stochastic optimization ⋅ Learning

automata

1 Introduction

The problem that an entity (a robot, algorithm, learning mechanism) guided with

the information provided by environment attempts to locate a particular point or

parameter is named as point location problem. Generally speaking, the point location

W. Jiang (✉) ⋅ Y. Yan ⋅ H. Ge ⋅ S. Li

Department of Electronic Engineering, Shanghai Jiao Tong University,

800 Dongchuan Road, Min Hang, Shanghai 200240, People’s Republic of China

e-mail: wenjiang@sjtu.edu.cn

Y. Yan

e-mail: yevita94@hotmail.com

H. Ge

e-mail: sjtu_gehao@sjtu.edu.cn

S. Li

e-mail: shli@sjtu.edu.cn

© Springer-Verlag Berlin Heidelberg 2016

Q. Liang et al. (eds.), Proceedings of the 2015 International Conference
on Communications, Signal Processing, and Systems, Lecture Notes

in Electrical Engineering 386, DOI 10.1007/978-3-662-49831-6_107

1033



1034 W. Jiang et al.

problem could be classified into two categories: deterministic point location (DPL)

problem and stochastic point location (SPL) problem. In practical applications, if the

entity (a robot, algorithm, learning mechanism) is guided by the environment with

deterministic information or deterministic responses, then it will fall in the category

of DPL problem [1], while if the environment might tell the entity (robot, algorithm

or learning mechanism) to go to the wrong direction with the probability of 1 − p
(0 < p < 1), then the point location problem will be called as SPL problem [1] which

is the main focus of this paper.

All these algorithms in the existing literatures [2–6] are only concerned about

how to locate an unknown parameter 𝜂
∗

on a real line (one dimensional space).

For example, in literature [2], a discretized random search algorithm was proposed

and proven to be e-optimal, which means that this scheme can converge to a point

arbitrarily close to the true point with an arbitrarily high probability. However, one

main drawback of this method is that the steps made by this random search learn-

ing algorithm are very conservative, which has been overcome by the Continuous

Point Location with Adaptive Tertiary Search (CPL-ATS) strategy [3] and Contin-

uous Point Location with Adaptive d-ARY search (CPL-AdS) strategy [4]. One key

improvement of the CPL-AdS strategy [4] over the CPL-ATS strategy [3] is that

the former could operate in the deceptive environment in which the probability (p)

of the correct response emitted from the environment is p < 0.5. The scheme intro-

duced in [5] is mainly concerned with how to solve stochastic point location prob-

lem in no-stationary meta-level environments, where a student receives information

from a teacher. And it is interesting to note that the student performs better than

the teacher. Recently, we proposed a generalized CPL-AdS methodology [6] which

can overcome the bottleneck of [3, 4] by a decision formula and introduces a new

paradigm to solve the stochastic dynamic point location problem. In addition, simu-

lation results demonstrated that the method that we proposed in [6] is able to learn a

key parameter, named as Contagion Parameter, which is the probability of a healthy

person getting infected when he/she meets with an infected one in stochastic disease

spreading model. And this paper further shows that even if this Contagion Parameter

has changed because of virus variation, the algorithm [6] is still capable of tracking

the changes.

The existing solutions to SPL problem have been found in applications [7–13].

Literature [7] shows that the solutions to the SPL problem have been applied to Goore

Game. In [8], the authors built a new epidemic model and utilized the theory of

the SPL problem to estimate the key fixed parameter, i.e., the contagion parameter,

which is the probability of being infected when interacting with an infected person.

Furthermore, though literatures [9–13] aim at solving resource allocation problems,

it is worth of mentioning that these are actually SPL problem. Literature [11] tries to

learn the parameters of the multinomial distribution via interacting with stochastic

environment. In each time instant, the environment suggests increasing or decreas-

ing the estimated parameter. Of course, these suggestions are not reliable, which

means that the learning algorithm might be misled by environment. Furthermore,

literatures [11–13] consider the stochastic nonlinear resource allocation problems

which aim at finding the optimal resource allocation strategy based on the noisy or
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incomplete information. Again, the environment is stochastic in nature; hence the

stochastic nonlinear resource allocation problems are actually SPL problem.

However, as mentioned above, these solutions to the SPL problem are only

focused on how to locate a particular point on a real-line or to learn one parame-

ter, which greatly limits their applications.

The rest of this paper is organized as follows. In Sect. 2, we shall give the details of

the proposed general framework employing the random search strategy [2], and then

present the stochastic optimization algorithm originated from our proposed frame-

work, which can deal with unimodal SPL problem. In Sect. 3, some experiments are

conducted to verify the performance of the stochastic optimization algorithm. The

last Section will conclude this paper.

2 Search Problems in Higher Dimensional Space

In the following, we shall focus on discussing how to solve the multi-dimensional

SPL problem. As far as we know, this is the first paper that handles the multi-

dimensional SPL problem. The main idea of our proposed algorithm is to convert the

optimization problem into the one that searches the solutions on super lines and then

reconstruct the optimization results with these solutions. We shall first introduce the

scheme described in [2, 6], which will be embedded into our proposed framework,

and then concentrate on discussing how to optimize unimodal function problems.

2.1 Review of Solutions to the SPL Problem

Before introducing the concepts of multi-dimensional SPL problem, we shall first

review those existing solution schemes to the SPL problem, which will be adopted

in our proposed framework.

First, let us turn to the discretized random search learning algorithm [2]. Assum-

ing 𝜂(n) to be denoted as the guess of the learning algorithm at the nth step, there

are the following updating rules:

⎧
⎪
⎨
⎪
⎩

𝜂(n + 1) = 𝜂(n) + 1∕N; if E suggests increasing 𝜂, 0 < 𝜂(n) < 1
𝜂(n + 1) = 𝜂(n) − 1∕N; if E suggests decreasing 𝜂, 0 < 𝜂(n) < 1

𝜂(n + 1) = 𝜂(n);Otherwise
(1)

where E denotes Environment.

It has been proved that this scheme is 𝜀 − optimal. That is to say, this algorithm

will eventually converge to a point arbitrarily close to the true point with an arbitrarily

high probability, which is presented in the following Lemma.
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Lemma 1 Let the search interval [0, 1] be subdivided into (N + 1) sub-intervals,
[0, 1∕N], [1∕N, 2∕N],… , [(N − 1)∕N, 1], and be the true search point. Assuming
that there exists a 𝛿 > 0 such that for each 𝜀 > 0, we have [2]:

lim
N→∞

Pr[|𝜂(∞) − 𝜂
∗| < 𝛿] > 1 − 𝜀 (2)

where 𝜂(∞) = limn→∞ 𝜂(n)
Please refer to literature [2] for the detailed proof.

As Eq. (2) indicates, once given the parameter N, the algorithm has to move along

these discretized points, which implies that the step size has been predefined by the

parameter N. This leads us to believe that the algorithm is very conservative.

The above discussions address one of the existing solutions [2–6] to one-

dimensional SPL problem and their applications. However, in many real-world prob-

lems, we have to learn several parameters simultaneously. In the following subsec-

tion, a unified framework for resolving multidimensional SPL problem based on

these solutions will be introduced in details.

2.2 The Proposed Framework for Multidimensional SPL
Problem

From certain analyses, it can be found that our proposed scheme will be able to

locate the unknown multidimensional point while sharing the similar properties to

the employed one dimensional SPL problem strategy. In detail, the proposed frame-

work can be summarized as follows.

Algorithm 1 Procedure of GDR framework

Input: the search region T , the number of parameters d and the contaminated function value.

Output: the global optimal point 𝜂
∗ = argmax(F(x)).

Begin:

1. Randomly select d unparallel super lines

2. for j = 1∶d Par do

a. Use the above mentioned one dimensional SPL algorithms to get POj (the point which

has the shortest distance to 𝜂
∗
);

b. Based on each line and the POj , the hyper plane can be easily arrived at.

end for
3. Get

∧
𝜂
∗ = (

∧
𝜂
∗
1 ,

∧
𝜂
∗
2 ,… ,

∧
𝜂
∗
d );

end
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In the following, we shall introduce this framework to address the above-

mentioned optimization problem when the available information are only the func-

tion values corrupted by noises.

2.3 Experimental Simulations

Think about this circumstance where random noise occurring with the probability of

1 − p. For instance, when an aircraft crashes, its black-casket drops on the ground,

and the black-casket emits weak Hertzian waves with certain frequency. And our

goal is how to locate this black-casket. However, for certain reasons, i.e., due to bad

weather, the waves that the black-casket emitted might be unstable and thus untrace-

able. In addition, the received signal is also probably mixed with random noise. As a

matter of fact, this problem of searching the black-casket could be regarded as SPL

problem in three dimensional spaces. Here, the original signal mentioned can be

simulated by the following function

f (x1, x2,… , xd) =
d∑

i=1
(xi − 𝜂

∗
i )

2
(3)

It is very straight forward to see that the minimization of this cost function will

easily arrive at xi = 𝜂
∗
i , i = {1, 2,… , d}. In addition, assuming that the noise follows

uniform distribution, and that the only information available to us is the function

values corrupted by random noise.

In order to specify the signal intensity, we introduce the signal-to-noise ratio,

SNR, which is defined as follows:

SNR = 10log10
|Signal Power|
|Noise Power|

(4)

Assuming that the searching region is T = {(x, y)|x ≥ 0, y ≥ 0, x ≤ 1, y ≤ 1}, and

that the location of the black-box (unknown point) is 𝜂
∗ = (0.422, 0.289). We calcu-

lated the values of

∧
E[{𝜂(n)}] for different p’s and noises where p = 1 − p − Noise.

The variances for two cases are calculated and demonstrated in Figs. 1 and 2, respec-

tively. For every case, it can be found that the results are remarkable. Figure 1 illus-

trates that when p = 0.1, the algorithm couldn’t work very well. As Fig. 2 depicts,

for all the cases, all the variances of

∧
E[{𝜂(n)}] are less than 3.0 × 10−4 when p ≥ 0.6.

That is to say, the difference between

∧
E[{𝜂(n)}] and 𝜂

∗
is too small to be ignored.

Taking another example with p = 0.7 and SNR = −6.39 dB, it can be found that the

asymptotic value,

∧
E[{𝜂(n)}], is almost able to locate the unknown parameter in such

stochastic environment.
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Fig. 1 The variances cures
of the asymptotic values of
∧
E[{𝜂(n)}] with p varying

from 0.1 to 0.5, the step

parameter N = 500, d = 2,

and the SNR varying from

∞ to −6.39 dB. The results

shown are the averaged

values for 500 independent

experiments

Fig. 2 The variances cures
of the asymptotic values of
∧
E[{𝜂(n)}] with p varying

from 0.5 to 0.9, the step

parameter N = 500, d = 2,

and the SNR varying from

∞ to −6.39 dB. The results

shown are the averaged

values for 500 independent

experiments

3 Conclusion

In this paper, we propose a framework that can address multi-dimensional SPL prob-

lem, and analyze its applications to unimodal optimization problem with unknown

cost function. First of all, to the best of our knowledge, this is the first paper that

reports the solutions to the multidimensional Stochastic Point Location problems.

It is proved that under certain assumptions, the proposed framework will be able

to converge to the unknown point. Second, this is also the first paper that deals

with the optimization problem with the function values contaminated by stochas-

tic noises from the viewpoint of SPL. We set d different unparallel straight lines

to drill through the convex searching space, where for each line the efficient search

space was defined and used as the constraints so as to guarantee that the optimal
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point 𝜂
∗
could be located. Then each line will be able to get an optimal result. By

using Eq. (15), we can finally reach the unknown point 𝜂
∗
.

Next, it should be pointed out that even if the probability of the occurrence of

unbiased noise is above 0.5, the proposed framework will still be able to work with

a good performance. A set of experiments have been conducted to validate the per-

formance of our proposed framework. It is acknowledged that as the SNR decreases,

the original signal is more difficult to detect. Nevertheless, it was found that although

in these experiments, the unknown point 𝜂
∗

is still able to be located. In the first set

of experiments, it was observed that even when p is as small as 0.2, where the noise

intensity has reached two times of the original signal; the unknown parameter can

still be found. These results are really very impressive and exciting.

References

1. Baeza-Yates RA, Culberson JC, Rawlins GJE (1998) Searching with uncertainty. In: Proceed-

ings of scandinavian workshop algorithms and theory (SWAT). Halmstad, Sweden, pp 176–

189

2. Oommen BJ, Raghunath G (1998) Automata learning and intelligent tertiary searching for

stochastic point location. IEEE Trans Syst Man Cybern B Cybern 28(6):947–954

3. Oommen BJ (1997) Stochastic searching on the line and its applications to parameter learning

in nonlinear optimization. IEEE Trans Syst Man Cybern B Cybern 27(4):733–739

4. Oommen BJ, Raghunath G, Kuipers B (2006) Parameter learning from stochastic teachers and

stochastic compulsive liars. IEEE Trans Syst Man Cybern B Cybern 36(4):820–836

5. Oommen BJ, Kim S-W, Samuel M, Granmo, OC (2008) A solution to the stochastic point loca-

tion problem in metaleval nonstaionary evironments. IEEE Trans Syst Man Cybern B Cybern

38(2):820–836

6. Huang DS, Jiang W A General CPL-AdS methodology for searching dynamic parameter in

dual environments. IEEE Trans Syst Man Cybern B Cybern. (In Press)

7. Oommen BJ, Granmo OC, Pedersen A (2007) Using stochastic AI techniques to achieve

unbounded resolution in finite player goore games and its applications. In: Proceedings of

IEEE-CIG07. Hawaii, pp 161–167

8. Oommen BJ, Cali-toiu D (2008) Modeling simulating a disease outbreak by learning a conta-

gion parameter-based model. In: Proceedings of spring simulation multi-conference, Ottawa,

Canada, 14–17 Apr 2008

9. Oommen BJ, Rueda L (2006) Stochastic learning-based weak estimation of multinomial ran-

dom variables and its applications to pattern recognition in non-stationary environments. Pat-

tern Recogn 39:328–341

10. Yazidi A, Granmo OC, Oommen BJ (2012) A novel stochastic discretized weak estimator oper-

ating in non-stationary environments. In: Proceedings of ICNC 2012, the 2012 international

conference on computing, networking and communications. Hawaii, USA

11. Granmo OC, Oommen BJ, Myrer SA, Olsen MG (2007) Learning automata-based solutions

to the nonlinear fractional knapsack problem with applications to optimal resource allocation.

IEEE Trans Syst Man Cybern B Cybern 37(1):166–175

12. Granmo OC, Oommen BJ (2008) A hierarchy of twofold resource allocation automata sup-

porting optimal web polling. In: Proceedings of 21st international conference industrial and

engineering applications of artificial intelligence and expert systems (IEA/AIE 08). pp 347–

358

13. Granmo OC, Oommen BJ (2010) Solving stochastic nonlinear resource allocation problems

using a hierarchy of twofold resource allocation automata. IEEE Trans Comput 59(4):545–

560


	Preface
	Welcome Message from the General Chairs
	Organization
	Contents
	Heterogeneous Networks
	An Enhanced Cost Efficient Resource Scheduling Algorithm for Dense Heterogenous Networks
	1 Introduction
	2 System Model
	2.1 Topology
	2.2 Cost Efficiency

	3 The Proposed Resource Allocation Scheme
	3.1 Training Design for Hr2
	3.2 Frequency Divide
	3.3 RB Allocation

	4 Performance Analysis
	5 Conclusion
	References

	2 A Heterogeneous Ship Formation Network Selection Algorithm Based on Service Level and Load Balance
	Abstract
	1 Introduction
	2 Service Classification
	3 Network Selection Algorithm
	3.1 Combination Weight Process to Compute the Weights
	3.2 TOPSIS Method to Rank the Optional Subnets
	3.3 Network Selection Scheme Based on Service Level and Load Balance

	4 Simulation and Analysis
	4.1 Simulation Scenario 1
	4.2 Simulation Scenario 2
	4.3 Simulation Scenario 3

	5 Conclusion
	Acknowledgements
	References

	3 Stackelberg Game-Based Dynamic Spectrum Access Scheme in Heterogeneous Network
	Abstract
	1 Introduction
	2 System Model
	3 Problem Formulation and Analysis
	3.1 The Price Compensation Scheme
	3.2 The Optimal Fraction in Stage Three
	3.3 The Optimal Price in Stage Two
	3.4 The Optimal Leasing Bandwidth in Stage One

	4 Simulations
	5 Conclusions
	Acknowledgments
	References

	4 Distributed Estimation in Heterogeneous Sensor Networks Using Principal Component Analysis
	Abstract
	1 Introduction
	2 System Model
	3 Distributed Estimation Using PCA
	3.1 Baseline Scenario
	3.2 PCA Scenario

	4 Numerical and Simulation Results
	5 Conclusion
	Acknowledgments
	References

	An Adaptive Energy-Efficient Optimization Scheme in Future Massive MIMO HetNets
	1 Introduction
	2 System Framework
	3 Proposed Scheme
	3.1 Adaptive Coorperation
	3.2 Energy Efficiency Analysis and Optimization Scheme

	4 Numerical Results
	5 Conclusions
	References

	Signals Reconstruction in Heterogeneous Sensor Network with Distributed Compressive Sensing
	1 Introduction
	2 Compressed Sensing
	3 Joint Sparsity Model-1 and Heterogeneous Sensor Network
	4 Simulation
	4.1 Different Types of Measurement Matrices and Same Numbers of Measurements (Scenario I)
	4.2 The Same Types of Measurement Matrices and Different Numbers of Measurements (Scenario II)
	4.3 Different Types of Measurement Matrices and Different Numbers of Measurements (Scenario III)

	5 Conclusion
	References

	Analysis for the Enhanced Cell  Reselection Mechanism in Heterogeneous Wireless System
	1 Introduction
	2 Enhanced Cell Reselection Mechanism  for Heterogeneous Wireless System
	2.1 Cell Reselection Mechanism in 3GPP TS 36.304
	2.2 Enhanced Algorithm for Admission Control

	3 Optimal Parameter Analysis Model
	3.1 Markov Chain-Based System Model
	3.2 Dynamic Equations and Performance Metric

	4 Numerical Results
	5 Conclusion
	References

	Ad Hoc and Short Range Networks
	Energy Dissipation Balance Scheme  in Dynamic Ad Hoc Networks
	1 Introduction
	2 Problem Formulation
	3 Relay Node Backup Power Control Scheme
	3.1 Initialize Transmission Probability Matrix P Using  the DTCYC Algorithm and the ADPC Scheme
	3.2 Determine Backup Nodes for Traffic Relay Nodes

	4 Performance Evaluation
	5 Conclusion
	References

	9 Research and Design of Monitoring Smog System Based on Wireless Intelligent Network
	Abstract
	1 Introduction
	2 Background of the Research and Significance
	3 The Overview of System Architecture Diagram
	3.1 Smog Sensor Module
	3.2 GSM Module
	3.3 Wireless Communication Module
	3.4 Ethernet Module
	3.5 SD Card

	4 Software Implementation
	5 Conclusion
	Acknowledgments
	References

	10 Optimal Cooperation Strategy in Cognitive Relay Networks with Energy Harvesting
	Abstract
	1 Introduction
	2 System Model
	3 Problem Formulation
	4 Numerical Results
	5 Conclusions
	References

	11 Improving the End-to-End Delay in Cognitive Radio Ad Hoc Networks
	Abstract
	1 Introduction
	2 System Model and CR Local Delay
	2.1 Primary Network Model
	2.2 Secondary Network Model
	2.2.1 SIR-Based Packet Success Probability
	2.2.2 Routing Protocol

	2.3 The Definition of CR Local Delay

	3 The Upper Bound of CR Local Delay
	3.1 The Upper Bound of CR Local Delay
	3.2 The Closed Form Expression of the Upper Bound

	4 The Analysis of the End-to-End Delay
	4.1 The Upper Bound of the End-to-End Delay
	4.2 End-to-End Delay-Minimized Transmission Radius

	5 Simulation Results
	6 Conclusions
	Acknowledgments
	References

	12 A Design on Monitoring Data Acquisition System Based on ZigBee Sensor Network for Unconventional Gas Wells
	Abstract
	1 Introduction
	2 System Design
	3 Software Design
	3.1 The Data Acquisition Software Design of Oil Pressure and Set Pressure Sensor
	3.2 The Software Design of Temperature and Node Voltage Data Acquisition

	4 System Debugging Results
	5 Conclusion
	Acknowledgments
	References

	13 Nearest Access Routing Algorithm for the ZigBee Network in 5G Environment
	Abstract
	1 Introduction
	2 ZigBee Specification and Routing Methods
	2.1 Address Allocation and HRP
	2.2 Neighbour Table

	3 Nearest Access Routing Algorithm
	4 Simulations
	5 Conclusions
	Acknowledgments
	References

	Optimal Relay Placement for WSN-Based Home Health Monitoring System
	1 Introduction
	2 System Model and Problem Setup
	2.1 Radio Propagation Model
	2.2 Problem Formulation and Definitions

	3 Proposed Optimal Relay Placement
	4 Performance Evaluation
	5 Conclusion
	References

	Radar and Sonar Networks, Radar Signal Processing
	15 A Multi-hop Acknowledgment Technique Based on Network Coding for Underwater Acoustic Communication
	Abstract
	1 Introduction
	2 Network Coding Scheme
	3 The Multipath Transmission Scheme Based on Network Coding
	4 Implementation and Analysis of MHA-NCMR
	4.1 MHA-NCMR Scheme
	4.2 Analysis of Transmission Reliability and Normalized Redundancy

	5 Simulation Study
	6 Conclusion
	Acknowledgments
	References

	16 An Envelope Alignment Method for Terahertz Radar ISAR Imaging of Maneuvering Targets
	Abstract
	1 Introduction
	2 Theory and Methodology
	2.1 Received Signal Model
	2.2 ISAR Imaging of Maneuvering Targets

	3 Experiment and Results
	4 Conclusion
	Acknowledgments
	References

	17 Terahertz Radar for Imaging Spinning Space Debris
	Abstract
	1 Introduction
	2 Radar System
	3 Echo Model of Spinning Space Debris
	4 Imaging Experiment and Analysis
	5 Convolutions
	Acknowledgments
	References

	Cluster-Head Election Using Fuzzy Logic Systems in Radar Sensor Networks
	1 Introduction and Motivation
	2 Cluster-Head Election Algorithms
	2.1 FF
	2.2 FFSVD
	2.3 FF3SVD

	3 An CFAR Decision Fusion Approach for Clustered RSN
	4 Performances Evaluation
	5 Conclusion
	References

	Raw Data Reduction for Synthetic Aperture Based on SVD-QR
	1 Introduction
	2 Preliminaries
	2.1 Background of Gotcha Data Set
	2.2 Signal Model

	3 Data Reduction in Slow-Time
	3.1 SVD-QR Algorithm
	3.2 An Example of Data Reduction in Phase History

	4 Simulation Results
	5 Conclusions and Future Works
	References

	A Novel Artificial Bee Colony Algorithm  for Radar Polyphase Code Design
	1 Introduction
	2 Standard Artificial Bee Colony Algorithm
	3 Population Reduction and Boundary Repair Methods
	3.1 Population Reduction Method
	3.2 Boundary Repair Method
	3.3 The Proposed Algorithm

	4 Experimental Evaluation and Analysis
	4.1 Experimental Configuration
	4.2 Experimental Results

	5 Conclusion
	References

	A New Rain/Snow Clutters Suppression Algorithm for Ship Navigational Radar
	1 Introduction
	2 Traditional Method of Clutter Suppression--Constant False Alarm Rate Processing
	2.1 Analysis of Rain/snow Clutters
	2.2 The CFAR Algorithm

	3 The Design of New Rain/Snow Clutters Suppression Algorithm
	3.1 Wavelet Denoising
	3.2 New Suppression for Rain/Snow Clutters

	4 Experimental Results
	4.1 Simulation Results
	4.2 Actual Experiments

	5 Conclusions
	References

	22 Interferometric Phase Error Correction for Ka-Band InSAR via BP
	Abstract
	1 Introduction
	2 Interferometic Phase of BP
	3 Interferometric Phase of Dynamic Baseline
	3.1 Effect of Motion Errors on Baseline
	3.2 Effect of Dynamic Baseline on Phase

	4 Experimental Results
	5 Summary
	Acknowledgments
	References

	SAR Image De-noising Based on Generalized Non-local Means in Non-subsample Shearlet Domain
	1 Introduction
	2 Non-subsample Shearlet
	3 GNL-means
	4 Speckle Suppressed by GNL-means via NSST Domain
	5 Experimental Results and Discussion
	6 Conclusion
	References

	24 A Global Routing Algorithm Based on Physical Depth for Abnormal Data in Radar Sensor Networks
	Abstract
	1 Introduction
	2 Preliminary Knowledge
	2.1 Neighbor Table
	2.2 Energy Consumption
	2.3 Physical Depth

	3 A Global Routing Algorithm Based on Physical Depth for Abnormal Data
	4 Simulation and Analysis
	5 Conclusion
	Acknowledgments
	References

	Spectrum Access and Optimization
	Carrier Frequency Offset Estimation Based on Compressed Sensing: A Preliminary Study
	1 Introduction
	2 Compressive Sampling for CFO Estimation
	2.1 Traditional Maximum Likelihood-Based CFO Estimation
	2.2 Compressibility of CFO Estimation Metrics

	3 CFO Estimation Method
	3.1 Coarse CFO Estimation Based on Sparse Reconstruct
	3.2 Fine CFO Estimation

	4 Numerical and Simulation Results
	5 Conclusion
	References

	A Stackelberg Game Spectrum Sharing Scheme in Cognitive Radio-Based Heterogeneous Wireless Sensor Networks
	1 Introduction
	2 System Model
	3 The Proposed Algorithm
	3.1 Utility Function and Stackelberg Game Formulation
	3.2 Stackelberg Game Solution

	4 Performance Evaluation
	4.1 System Throughput
	4.2 Data Rate of Relay-Nodes
	4.3 Data Rate of Edge Nodes

	5 Conclusions
	References

	Research on Maximal Weighted Independent Set-Based Graph Coloring Spectrum Allocation Algorithm in Cognitive Radio Networks
	1 Introduction
	2 System Model and Related Restraint
	2.1 Establish the Interference Graph
	2.2 Related Restraint

	3 The Proposed Algorithm
	4 Simulation
	5 Conclusion
	References

	28 Hybrid Full-/Half-Duplex Relaying in Cognitive Networks
	Abstract
	1 Introduction
	2 System Model
	2.1 Full-Duplex Model
	2.2 Half-Duplex Model

	3 Performance Analysis
	3.1 Secure on–off Transmission
	3.2 Hybrid Relaying Strategy

	4 Simulations
	5 Conclusions
	Acknowledgments
	References

	Low-SNR Energy Detection Based  on Relevance in Power Density Spectrum
	1 Introduction
	2 System Model
	3 The Proposed Relevance-Based Energy Detection Algorithm
	3.1 The First Stage Energy Detection
	3.2 The Location of Undetected Signal
	3.3 Noise Estimation and Relevance-Based Detection

	4 Simulation Results
	5 Conclusions
	References

	30 A Comprehensive Framework to Evaluate the Utilization of Spectrum Resource
	Abstract
	1 Introduction
	2 The Foundation of the Evaluation Framework
	3 The Spectrum Resource Utilization Evaluation Framework
	4 Assessment of Spectrum Resource Utilization in Ningbo
	5 Conclusion
	References

	Interference Alignment
	31 Internetwork Interference Avoidance Mechanism for WBAN Based on Nested-Complex-Superframe Structure
	Abstract
	1 Introduction
	2 Interference Avoidance Mechanism Based on Nested-Complex-Superframe Structure
	2.1 Model of Two-Tier Network
	2.2 Nested-Complex-Superframe Structure Base on Two-Tier Network
	2.3 Communication Mechanism of Two-Tier Network

	3 Simulation and Performance Analysis
	4 Conclusion
	Acknowledgments
	References

	On Gradient Ascend for Single Data Stream Multifrequency Channel Interference Alignment
	1 Introduction
	2 System Model
	3 Grad of Sum Rate
	4 Grad Ascend Algorithm
	5 Numerical Simulations
	6 Conclusions
	References

	33 A New Distributed Interference Alignment Technology Scheme Under the Condition of Partial Interference Alignment
	Abstract
	1 Introduction
	2 System Model
	3 The Improved Algorithm
	4 Channel Capacity and Algorithm Analysis
	4.1 Channel Capacity
	4.2 Algorithm Analysis
	4.2.1 The Partial Interference Alignment Technology
	4.2.2 The Improved Part


	5 Performance Simulation
	6 Conclusion
	Acknowledgments
	References

	CFO Estimation with Model-Based CoSaMP Over Flat Fading Channel
	1 Introduction
	2 Compressibility of CFO Estimation Metric
	2.1 ML-Based CFO Estimation over Flat Fading Channel
	2.2 Compressibility of ML-Based CFO Estimation

	3 CFO Estimation Method with Model-Based CS
	3.1 Coarse CFO Estimation with Model-Based CoSaMP
	3.2 Fine CFO Estimation Using Interpolating

	4 Numerical and Simulation Results
	5 Conclusion
	References

	35 Modeling and Analyzing Electromagnetic Interference Signal in Complex Battlefield Environments
	Abstract
	1 Introduction
	2 Classification and Mathematical Model of Radar Jamming
	2.1 Radio Frequency Noise Jamming
	2.2 Range-Gate Pull Off

	3 Computer Simulation Analysis
	3.1 RF Noise Jamming Simulation
	3.2 RGPO Simulation

	4 Conclusions
	Acknowledgments
	References

	Wireless Communication
	36 An 8-Cycle Construction Scheme for Latin Square LDLC
	Abstract
	1 Introduction
	2 Lattice and Lattice Codes
	3 Low Density Lattice Codes
	4 LDLC Iterative Decoder
	5 Construction of 8-Cycle Check Matrix for Latin Square LDLC
	5.1 Construct a 6-Cycle Matrix H
	5.2 Eliminate the 6-Cycle in {\usertwo H}_{1} 

	6 Simulation Result
	7 Conclusion
	Ackonowledgment
	References

	37 DME Pulse Interference Suppression Based on WRELAX for GPS L5 Signal
	Abstract
	1 Introduction
	2 Data Model and Problem Formulation
	3 Algorithm Implementation
	4 Numerical and Experimental Results
	5 Conclusions
	References

	Multi-stack Decoding of Polar Codes
	1 Introduction
	2 Background
	2.1 Polar Coding
	2.2 Stack Successive Cancellation Decoding

	3 The Multi-stack Successive Cancellation Decoding
	4 Result
	5 Conclusion
	References

	STDMA for Inter-satellite Communication  in Low Earth Orbit
	1 Introduction
	2 The STDMA Algorithm
	2.1 Initialization Phase
	2.2 Network Entry Phase
	2.3 First Frame Phase
	2.4 Continuous Operation Phase

	3 Simulation Model
	3.1 Assumptions and Satellite Formation
	3.2 Performance Metrics

	4 Simulation Results
	5 Conclusion
	References

	40 DME Interference Mitigation Algorithm Based on Signal Separation Estimation Theory for GPS L5
	Abstract
	1 Introduction
	2 Data Model and Problem Description
	3 Algorithm Implementation
	3.1 Signal Separation Estimation Theory
	3.2 Frequency Estimation with Time-Modulated Windowed All-Phase DFT

	4 Experimental Results
	5 Conclusions
	Acknowledgment
	References

	41 Wireless Video Transmission Optimization Based on Error Resilience and Unequal Packet Loss
	Abstract
	1 Introduction
	2 Intensive Research on H.264 Bit Stream
	2.1 Introduction of Error Resilience in H.264/AVC
	2.2 Discriminating the Different Priorities of H.264/AVC Bit Stream [1]

	3 UEP Scheme Implementation and Proposed ULP Scheme
	3.1 The UEP Implementation Based on Bit Stream Reordering
	3.2 The ULP Scheme Based on Packet Discarding

	4 Simulations
	4.1 The BER of Different Bit Positions in a 16/64QAM Symbol
	4.2 The PSNR of H.264 Video with Different Error Rates in SA, SB and SC
	4.3 The PSNR of the UEP Scheme with H.264 Bit Stream Reordering
	4.4 The PSNR of Unequal Loss Protection (ULP) Scheme

	5 Conclusions
	Acknowledgment
	References

	42 A Scheme Against Spectrum Sensing Data Falsification Attacks Based on Improved Energy Detection Algorithm
	Abstract
	1 Introduction
	2 System Model
	3 Scheme of SSDF Attack Detection Based on Trust Mechanism
	3.1 Probability Analysis
	3.2 Proposed Scheme

	4 Simulations
	5 Conclusions
	References

	NOMA Based on User Grouping  and Multiple Layer Modulation
	1 Introduction
	2 NOMA in the Power Domain
	3 NOMA Based on User Grouping and Multiple Layer Modulation
	3.1 Multiple Layer Modulation
	3.2 NOMA Based on User Grouping and Multiple Layer Modulation
	3.3 SIC-MMSE Decoding
	3.4 Power Allocation and Selection of Rotation Parameter

	4 Simulation Results and Discussions
	5 Conclusions
	References

	Millimeter Wave, UWB and Terahertz Technology
	44 Performance Analysis and Comparison of CFAR Methods for FOD Detection in Airport Runway Environment
	Abstract
	1 Introduction
	2 Adjacent Unit CFAR Technique
	2.1 Principle of Adjacent Unit CFAR
	2.2 Simulation of CA-CFAR Detection
	2.2.1 Single Target Detection in Homogeneous Clutter Environment
	2.2.2 Multi-targets Detection in Homogeneous Clutter Environment
	2.2.3 Target Detection in Clutter Edge Environment


	3 Clutter Map CFAR Technique
	3.1 Principle of Clutter Map CFAR Point Technique
	3.2 Principle of Clutter Map CFAR Plane Technique
	3.3 Simulation of Clutter Map CFAR Detection

	4 Analysis of Simulation Results
	5 Conclusions
	Acknowledgments
	References

	45 Clutter Simulation for FOD Detection in Airport Runway Environment
	Abstract
	1 Introduction
	2 Signal Model
	3 Clutter Power Spectrum
	3.1 Power Spectrum of Clutter
	3.2 Backscattering Coefficient

	4 Principle of Clutter Simulation
	4.1 Weibull Clutter Model
	4.2 ZMNL Method
	4.3 Weibull Clutter Generation

	5 Simulation Experiment
	6 Conclusions
	Acknowledgments
	References

	46 Integrated Narrow Band and UWB Reconfigurable Antenna
	Abstract
	1 Introduction
	2 Reconfigurable Antenna Design
	3 Antenna Results and Discussion
	4 Conclusion
	References

	47 On the Spatial Modulation for 60 GHz Millimeter Wave Communications with Nonlinear Distortions
	Abstract
	1 Introduction
	2 System Model
	3 SC Codeword Design
	3.1 Construction of SC Codewords
	3.2 Principle of Phase Optimization

	4 Simulation Experiments
	5 Conclusion
	Acknowledgments
	References

	48 3D-Beamforming Codebook Design Based on Reduced-Dimension and Decomposition for Millimeter-Wave Communications
	Abstract
	1 Introduction
	2 Beam Response
	2.1 Planar Array Beam Response in Spherical Coordinate System
	2.2 Planar Array Beam Response in New Coordinate System

	3 Arbitrary Shaped 3D-Beamforming Codebook Design
	3.1 The Decomposition of Two-Dimensional Codebook
	3.2 Simulation Example
	3.3 Performance Analysis
	3.3.1 Flexibility
	3.3.2 Gain Loss
	3.3.3 Search Complexity


	4 Conclusion
	Acknowledgments
	References

	An Experimental Low-Complexity Noncoherent Ultra-Wideband  Ranging System
	1 Introduction
	2 Architecture
	2.1 System Architecture
	2.2 Node Architecture
	2.3 Implemenation Issues

	3 Experimental Results
	4 Conclusion
	References

	50 The Optimization of Terahertz Collimating Lens
	Abstract
	1 Introduction
	2 The Design Process
	3 The Result
	4 Conclusion
	Acknowledgment
	References

	An Improved STFT Approach in Foliage Target Detection of UWB Radar Sensor Networks
	1 Introduction
	2 Previous Work
	3 Theory of Nested Sampling and Coprime Sampling
	3.1 Nested Sampling
	3.2 Coprime Sampling

	4 Coprime Sampling and Nested Sampling with STFT Based Approach in Target Detection
	5 Experimental Results of Good Quality Data and Poor Quality Data
	5.1 NS-STFT Approach
	5.2 CS-STFT Approach

	6 Conclusion
	References

	Localization and Tracking
	Effect of Inaccurate Range Measurements  on Hybrid TOA/RSS Linear Least Squares Localization
	1 Introduction
	2 Hybrid TOA/RSS LLS Localization
	3 Numerical Simulation Results
	4 Conclusions
	References

	53 The Real-Time Target Tracking Algorithm Based on Improved Template Matching and its Hardware Implementation
	Abstract
	1 Introduction
	2 Improved Template Matching Algorithm
	2.1 The Generation and Training of Characteristics
	2.2 The Processing of the Target Area
	2.3 Improved Normalized Correlation Coefficient

	3 Experiments
	4 Hardware System Based on DSP and FPGA
	4.1 Hardware System
	4.2 System Design
	4.3 Results

	5 Conclusion
	References

	54 A Novel NLOS Mobile Node Localization Method in Wireless Sensor Network
	Abstract
	1 Introduction
	2 The Proposed Algorithm
	2.1 System Model
	2.2 Improved Rwgh Algorithm
	2.3 Probabilistic Data Association Filter

	3 Performance Evaluation
	4 Conclusion
	Acknowledgments
	References

	55 Design and Development of Positioning System of Cable Trench Based on VLC + PLC
	Abstract
	1 Outline
	2 VLC + PLC Technology Introduction
	2.1 VLC Technology Principle
	2.2 VLC + PLC Fusion Technology

	3 System Components and Key Technologies
	3.1 System Components
	3.2 PLC + VLC Depth Converged Communications Transmission Technology
	3.3 Characteristics PLC + VLC Joint Channel Characteristics and Noise Analysis

	4 Application Examples and Effect Analysis
	5 Conclusions
	References

	56 A Novel Solution for the Optimal Deployment of Readers in Passive RFID Location System
	Abstract
	1 Introduction
	2 Detection Radius Under Given Power Grade
	3 Objective Function Based on the Time Consuming Model
	4 Enhanced PSO Algorithm
	4.1 Condition of Evolution
	4.2 Adjustment Strategy of Inertia Weight Based on SAA

	5 Simulations
	6 Conclusions
	Acknowledgments
	References

	57 Algorithm for Optimal Placement of Cooperative Nodes in 2D TOA Cooperative Localization System
	Abstract
	1 Introduction
	2 Cramer–Rao Bound Based on FIM
	3 GDOP in Two-Dimensional TOA Cooperative System
	4 Optimal Assignment of the Cooperative Nodes
	5 Simulation
	6 Conclusion
	Acknowledgments
	References

	58 Path Matching Indoor Positioning with WiFi Signal Strength
	Abstract
	1 Introduction
	2 Related Works
	3 Algorithm Description
	3.1 Data Acquisition and Processing
	3.2 Location Calculation Stage

	4 Computational Experiments
	5 Conclusions
	Acknowledgments
	References

	Pattern Recognition
	59 Anomaly Detection in Big Data with Separable Compressive Sensing
	Abstract
	1 Introduction
	2 Theory
	2.1 Anomaly Detection
	2.2 Theory of Separable Compression Sensing

	3 Simulation and Experimental Results
	3.1 Synthetic Data
	3.2 Experiments Results

	4 Conclusions
	Acknowledgments
	References

	Ground-Based Cloud Classification Using Pyramid Salient LBP
	1 Introduction
	2 Brief Review of SLBP
	3 The Proposed Pyramid Salient LBP
	4 Experimental Results and Analysis
	4.1 Database
	4.2 Experimental Results and Analysis

	5 Conclusions
	References

	61 A Global Fast Fourier Transform Method for Target Recognition
	Abstract
	1 Introduction
	2 Global FFT
	3 Construction of the Feature Template Library of the Oil Depot
	4 Matching Algorithms Related to FFT
	5 Conclusions
	References

	Ground-based Cloud Detection:  A Comprehensive Study
	1 Introduction
	1.1 Motivation
	1.2 Texonomy

	2 Ground-based Cloud Detection Techniques
	2.1 Methods Based on Fixed Threshold
	2.2 Methods Based on Adaptive Threshold
	2.3 Techniques Based on Super-Pixel Segmentation

	3 Experimental Results and Experimental Analysis
	3.1 Database
	3.2 Methods for Comparison
	3.3 Results and Analysis

	4 Conclusions
	References

	Scene Text Detection with Adaptively Weighted Descriptors in Opponent Color Space
	1 Introduction
	2 The Proposed Method
	2.1 Character Candidates Detection
	2.2 Multiple Kernel Learning for Adaptive Feature Combination

	3 Experiment Results and Analysis
	4 Conclusions
	References

	Learning Representations for Steganalysis from Regularized CNN Model with Auxiliary Tasks
	1 Introduction
	2 Related Work
	3 Proposed Framework
	3.1 Exploiting Knowledge from Auxiliary Tasks with CNN
	3.2 CNN Architecture
	3.3 Constructing Auxiliary Tasks

	4 Experiments
	5 Conclusion
	References

	An Adaptive Ensemble Classifier  for Steganalysis Based on Dynamic  Weighted Fusion
	1 Introduction
	2 The Kodovský's Ensemble Classifier
	3 Proposed Method
	4 Experimental Results
	5 Conclusions
	References

	66 Technology of SCL Configuration File Content Difference Detection
	Abstract
	1 Introduction
	2 General Idea
	3 Key Modules and Technologies
	3.1 Parsing and Storage of SCL Files
	3.2 SCL Content Difference Detection

	4 Engineering Application Examples
	5 Conclusion
	References

	67 Discrimination of Three-Dimensional Fluorescence Spectra of PAHs Mixture Using Parallel Factor Analysis
	Abstract
	1 Introduction
	2 Methods and Principles
	3 Experimentation
	3.1 Main Reagents and Equipments
	3.2 Unique Constituent Spectra
	3.3 Mixed Three Constituents Spectra

	4 Results and Discussion
	5 Conclusions
	Acknowledgments
	References

	Image and Video Processing
	Signal Sensing with Sub-Nyquist Cyclic Feature
	1 Introduction
	2 System Model
	3 Signal Detection with the Sub-Nyquist Cyclic Feature
	3.1 Nature of Partial Hardmard Matrix
	3.2 Sub-Nyquist Cyclic Feature
	3.3 Sub-Nyquist Cyclic Feature of AWGN and Signals
	3.4 Signal Detection by Sub-Nyquist Cyclic Feature

	4 Numerical Results and Analysis
	5 Conclusions
	References

	69 A Novel Image Encryption Algorithm Based on Multiple Chaotic Systems and Self-adaptive Model
	Abstract
	1 Introduction
	2 The Proposed Algorithm
	2.1 Initialization
	2.2 Permutation
	2.3 Diffusion

	3 Security and Efficiency Analysis
	3.1 Key Space Analysis
	3.2 Adjacent Pixels Correlation Analysis
	3.3 Information Entropy Analysis
	3.4 Differential Analysis
	3.5 Speed Performance Analysis

	4 Conclusion
	References

	70 Smoggy Environment Recognition by Combining Infrared and Visible Images
	Abstract
	1 Introduction
	2 Smoggy Recognition Algorithm Design
	3 Smoggy Recognition Experiments and Results Analysis
	4 Conclusion
	Acknowledgments
	References

	71 Human Eye Detection via Sparse Representation
	Abstract
	1 Introduction
	2 Sparse Representation for Signal Classification
	3 Experimental Results
	4 Conclusion
	Acknowledgments
	References

	72 Infrared and Visible Image Fusion Based on Tetrolet Transform
	Abstract
	1 Introduction
	2 Tetrolet Transform
	3 The Infrared and Visible Image Fusion Algorithm Based on Tetrolet
	4 Experiments
	5 Conclusions
	Acknowledgment
	References

	Image Quality Assessment via Adaptive Pooling
	1 Introduction
	2 Gradient Magnitude and Adaptive Pooling
	2.1 Similarity
	2.2 Adaptive Pooling

	3 Experimental Results
	3.1 Experimental Setup
	3.2 Performance Comparison

	4 Conclusion
	References

	74 Human Abnormal Behavior Detection Based on RGBD Video’s Skeleton Information Entropy
	Abstract
	1 Introduction
	2 Human Detection and Skeleton Extraction in RGBD Video
	2.1 The Skeleton Tracking Using NITE Middle Ware and Kinect
	2.2 The Feature Extraction of Joint Angles

	3 Abnormal Detection Based on Information Entropy
	3.1 The Concept of Information Entropy
	3.2 The Abnormal Detection Algorithm Based on Information Entropy

	4 Experimental Evaluation
	4.1 Data Set
	4.2 Results

	5 Conclusion
	Acknowledgments
	References

	75 Image Restoration Using the Alternation Direction Method Based on the Gradient Cepstrum Analysis PSF Estimation Strategy
	Abstract
	1 Introduction
	2 PSF Estimation by Gradient Cepstrum Analysis Strategy
	2.1 PSF Estimated from the Blurred Image Gradient Cepstrum
	2.2 Phase Retrieval

	3 Proposed Model and Numerical Algorithm
	3.1 The Proposed Model
	3.2 Numerical Algorithm

	4 Experimental Results
	5 Conclusions
	Acknowledgments
	References

	76 Image Denoising via Modified Multiple-Step Local Wiener Filter and Quaternion Wavelet Transform
	Abstract
	1 Introduction
	2 The Proposed Method
	2.1 QWT
	2.2 Modified Multiple-Step Local Wiener Filter
	2.3 Algorithm Structure

	3 Experimental Results
	4 Conclusion
	Acknowledgments
	References

	Adaptive Multiscale Block Compressed Sensing with Texture Information  and Orientation Estimation
	1 Introduction
	2 Background
	3 Proposed TO-BCS-SPL Algorithm
	3.1 Texture Information of Image Blocks
	3.2 Orientation Estimation of Image Blocks
	3.3 TO-BCS-SPL

	4 Experimental Results
	5 Conclusion
	References

	78 A Robust Tracking Combined with Texture Feature and Background-Weighted Color Histogram
	Abstract
	1 Introduction
	2 Mean Shift Tracking
	2.1 Target Model
	2.2 Candidate Target Model
	2.3 Similarity Measure Target Model and Candidate Models

	3 Background-Weighted Color-Texture Histogram Tracking
	3.1 LBP Texture
	3.2 Combined Color-Texture Histogram
	3.3 The Probability Distribution of Color-Texture Feature Based on Background Weights
	3.4 Color-Texture and Background-Weighted Histogram MS Algorithm

	4 Results and Discussions
	5 Conclusions
	References

	Biological and Medical Signal Processing
	79 Throat Polyp Detection Based on the KPCA and Neural Network Pattern Recognition
	Abstract
	1 Introduction
	2 Kernel Principal Component Analysis
	2.1 Theory of the KPCA
	2.2 Characteristics of the KPCA

	3 Pattern Recognition
	3.1 Elementary Decision Theory
	3.2 The Process of Neural Network Pattern Recognition

	4 Experiment
	5 Conclusion
	Acknowledgments
	References

	80 Dielectric Property Study of Bacillus cereus Spores at Microwave Frequency Region
	Abstract
	1 Introduction
	2 Experimental Section
	2.1 Reagents
	2.2 Instruments
	2.3 Preparation of Microbial Sample
	2.4 Measurement Procedure

	3 Results and Discussion
	3.1 The Permittivities of Bacillus cereus Spores
	3.2 The Influence of Bacillus cereus Spores Concentrations on Permittivities

	4 Conclusions
	Acknowledgments
	References

	Improving Consensus Hierarchical Clustering Framework
	1 Introduction
	2 Materials and Methods
	2.1 Dendrogram Descriptor
	2.2 Dendrogram Combination and Final Clustering

	3 Results and Discussions
	3.1 Evaluation Criteria
	3.2 Datasets
	3.3 Results

	4 Conclusion and Future Research Direction
	References

	Circuit Processing System and System Design
	82 A Resistor Loaded Bow-Tie Antenna Fed by Gaussian Pulse
	Abstract
	1 Introduction
	2 Typical Avalanche Transistor Waveform and Marx Circuit
	2.1 Typical Avalanche Transistor Waveform
	2.2 Marx Circuit Based on Avalanche Transistor

	3 Antenna Design and Antenna Results
	3.1 The Design of Antenna
	3.2 The Simulated and Experimental Results

	4 Conclusion
	References

	83 A Cavity-Backed Time-Domain Oval Dipole Antenna Designed for Application in Anti-stealth Radar
	Abstract
	1 Introduction
	2 Antenna Design and the Proposed Directional Transceiver Models
	2.1 Antenna Design
	2.2 The Proposed Directional Transceiver Models

	3 Experiment of the Proposed Antenna
	4 Conclusion
	References

	Improvement of Errors-and-Erasures Algorithm for JTIDS
	1 Introduction
	2 System Model Description
	3 Performance Analysis
	3.1 JTIDS Receiver Using Conventional EED
	3.2 JTIDS Receiver Using Improved EED

	4 Simulation Results
	5 Conclusion
	References

	85 An X Band 40 W High Power Amplifier Based on Internally Matched
	Abstract
	1 Introduction
	2 Simulation
	2.1 Principle of Matching Technology
	2.2 Matching Components
	2.3 Power Divide and Combiner
	2.4 Process of Simulation

	3 Test
	3.1 Test Procedure
	3.2 Analysis of Test Result

	4 Conclusions
	Acknowledgments
	References

	86 A Virtualization Testbed Framework for Networked Information System
	Abstract
	1 Foreword
	2 Virtualization Testbed Functional Requirements
	3 Virtualization Testbed Functional Requirements
	3.1 The Virtualization Framework Levels
	3.2 The Implementation of Virtualization Testbed Platform

	4 Experiments
	5 Conclusion
	References

	87 Fixed-Frequency Sliding Mode Control of Buck Converter Based on Differential Geometry Theory
	Abstract
	1 Introduction
	2 The State Feedback Accurate Linearization Model
	2.1 The Affine Nonlinear Model of Buck Converter
	2.2 Requirements of State Feedback Accurate Linearization
	2.3 Coordinate Transformation

	3 Fixed-Frequency Sliding Mode Control Based on State Feedback Accurate Linearization Model
	4 Simulation Experiment
	4.1 Simulation Model
	4.2 Simulation Results

	5 Conclusions
	References

	88 The Pre-application System of Real Estate Registration
	Abstract
	1 The Introduction
	2 The Development of National Territory and Housing Administration Application System in Tianjin
	2.1 System Overall Design
	2.2 System Development of Key Technology
	2.3 System Implementation

	3 The Benefits and Application of Research Results
	4 The Test of the System
	5 Summary
	Acknowledgements
	References

	89 Research on Testing the Ultrasonic Wind Sensors in Circuit Wind Tunnel
	Abstract
	1 Introduction
	2 Principle of Ultrasonic Wind Which Is Based on the Time-Difference Method
	3 Ultrasonic Anemometer Test Based on Wind Tunnel
	3.1 Wind Speed Detection Device
	3.1.1 Wind Tunnel
	3.1.2 The Pitot Tube

	3.2 Standard Wind Measurements

	4 The Testing Process and Data Analysis
	4.1 Obtaining Test Data
	4.2 Data and Error Analysis

	5 The Absolute Error Curve and Its Correction Equation of Different Speed in All Direction
	6 Conclusion
	References

	90 The Experiment and Analysis of Image Acquisition System Based on the Hardware Platform
	Abstract
	1 Introduction of Image Acquisition System
	1.1 The Introduced of Processor OMAPL138

	2 Image Signal Measurement and Display Unit
	2.1 The Profile of Image Sensor OV2640
	2.2 Image/Video Peripheral Interface VPIF
	2.3 LCD Display Unit

	3 Experiments on the Hardware Platform
	3.1 Experiment 1: GPSR Reconstruction Algorithm Combining with Polynomial Measurement Matrix Based on Gram Matrix
	3.1.1 The Experimental Data
	3.1.2 The Experimental Analysis

	3.2 Experiment 2: SAMP Algorithm Combining with Hada Code Measurement Matrix Based on Pseudo-random Sequence
	3.2.1 The Experimental Data
	3.2.2 The Experimental Analysis

	3.3 The Compare and Analysis of the Results of Experiment 1 and Experiment 2

	4 Conclusions
	Acknowledge
	References

	91 Kinematics Parameters Identification for IRB 1400 Using Improved Quantum Behaved Particle Swarm Optimization
	Abstract
	1 Introduction
	2 The Algorithms
	3 Experiments
	3.1 Application of the Proposed Algorithm
	3.2 Results and Discussion

	4 Conclusions
	References

	92 Research and Design of the Communication Response Among Intelligent Cars
	Abstract
	1�Introduction
	2�Principle and Schematic of the System
	3�System Design
	4�System Hardware
	5�Conclusions
	References

	93 Research on Impact of AVC Control Action Sequence via Optimization Parameter System in Hebei Low Voltage Grid
	Abstract
	1�Introduction
	2�The Optimization Parameter System
	2.1 Planning Grid Subsystem
	2.2 AVC Servers Simulation Subsystem
	2.3 Operation and Voltage Analysis Subsystem
	2.4 Line Loss Analysis Subsystem
	2.5 Viewing Subsystem

	3�Hardware Configuration and Data Exchange
	4�The Introduction of Analysis Tools and Applications
	4.1 Sensitivity and Priority Calculator
	4.2 Comparison Curve
	4.3 Table Report

	5�Application on Impact of AVC Control Action Sequence
	6�Conclusions
	References

	94 A Study on Micro-Grid Power Quality Management and Simulation Based on RTW Toolkit
	Abstract
	1 Introduction
	2 Structure of the Micro-Grid
	3 Control Principle of the Energy Storage System
	3.1 Control Theory of Grid Operation
	3.2 Control Theory of Island Operation

	4 Control Principle of the APF
	5 Establishment and Analysis of Simulation
	5.1 Simulation of Load Mutation
	5.2 Simulation of Harmonic Compensation

	6 Conclusion
	References

	95 Design and Analysis of Coil with Ferrite Core for Wireless Power Transfer Systems
	Abstract
	1�Introduction
	2�Structure of Wireless Power Transfer Systems
	3�Methods and Analysis
	3.1 Finite Element Method
	3.2 Analysis

	4�Results
	5�Conclusion
	Acknowledgments
	References

	96 Fiber Bragg Grating Arrays in All-Solid Photonic Bandgap Fiber
	Abstract
	1 Introduction
	2 Experimental Setup
	3 Experimental Realization and Analysis
	4 Conclusion
	Acknowledgments
	References

	97 The Design of Temperature and Humidity Measure Based on USB Interface
	Abstract
	1 Introduction
	2 The Design Scheme
	3 Hardware Design
	3.1 Temperature and Humidity Sensor

	4 Software Design
	4.1 Temperature and Humidity Measuring
	4.2 Data Storage and Reading

	5 Simulation Experiment
	6 Conclusions
	References

	98 The Demodulation System of Fiber Bragg Grating Based on Edge Filter
	Abstract
	1 Introduction
	2 Basic Principles of the System
	3 The Packing of LPG and Temperature Compensation
	4 The Demodulation System and Experiment Analysis
	5 Conclusions
	References

	Signal Processing and Machine Learning Algorithm
	99 Convergence and Steady-State Properties of the Affine Projection Mixed-Norm Algorithms
	Abstract
	1 Introduction
	2 APMN Adaptive Algorithm
	3 Steady-State Performancee
	4 Simulation Results
	5 Summary
	References

	A Parameter-Free Gradient Bayesian Two-Action Learning Automaton Scheme
	1 Introduction
	2 Bayesian Learning Automaton
	3 Gradient Bayesian Learning Automaton
	4 Simulation Results
	5 Conclusions
	References

	101 An Adaptive Method of Signal Separation Based on Spatial Filter
	Abstract
	1 Introduction
	2 Model Formulation
	3 Spatial Filtering for Signal Separation
	3.1 Sparse Matrix Estimation
	3.2 Spatial Filters Design
	3.3 Overall Scheme of the New Method

	4 Simulation Results
	5 Conclusions
	References

	Function Optimization via a Continuous Action-Set Reinforcement Learning Automata Model
	1 Introduction
	2 Related Work
	3 Our Model
	3.1 Basic CARLA Model
	3.2 Application Model

	4 Experiments and Analysis
	4.1 Experimental Environment
	4.2 Parameter Setting
	4.3 Evaluation Criterion
	4.4 Experimental Results

	5 Conclusion
	References

	103 Quality Test and Track System Based on Neural Network
	Abstract
	1 Introduction
	2 RBF Neural Network in the Basis of Multiquadratic
	3 The Hot Rolling Products Quality Test Expert System Using Radial Basis Function (RBF) Neural Network
	4 Analysis of Test Results
	5 Quality-Trace on Basis of RBF Neural Network Expert System
	6 Conclusion
	Acknowledgments
	References

	104 A New Vector Measurement Method for Power System Based on All-Phase Fourier Transform
	Abstract
	1 Introduction
	2 All-Phase Spectrum Analysis
	3 Phase Estimation Performance of Deterministic Signal
	4 Frequency and Amplitude Estimation Algorithm
	5 Simulations
	6 Conclusions
	References

	Comparative Presentation of Machine Learning Algorithms in Flood Prediction Using Spatio-Temporal Data
	1 Introduction
	2 Compared Algorithms
	2.1 Support Vector Machine
	2.2 Decision Tree
	2.3 Lasso

	3 Experiments
	3.1 Data Sets
	3.2 Experiment Setup
	3.3 Experimental Results

	4 Conclusion
	References

	106 Neuro-Space Mapping Method for Nonlinear Device Modeling
	Abstract
	1 Introduction
	2 Proposed Neuro-SM Method for Nonlinear Device Modeling
	2.1 Analytical DC Mapping
	2.2 Analytical Small-Signal Mapping

	3 Demonstration Examples
	4 Conclusions
	References

	General Framework for Parameter Learning and Optimization in Stochastic Environments
	1 Introduction
	2 Search Problems in Higher Dimensional Space
	2.1 Review of Solutions to the SPL Problem
	2.2 The Proposed Framework for Multidimensional SPL Problem
	2.3 Experimental Simulations

	3 Conclusion
	References




