
Community Radiative Transfer Model
for Air Quality Studies

Quanhua Liu and Cheng-Hsuan Lu

1 Introduction

Community Radiative Transfer Model (CRTM) (Han et al. 2006), developed at the
Joint Center for Satellite Data Assimilation, has being operationally supporting
satellite radiance assimilation for weather forecasting and Earth observation space
programs. The CRTM has been supporting the Geostationary satellite (GOES)—R
and Joint Polar Satellite System (JPSS) Suomi NPP missions for instrument cali-
bration, validation, monitoring long-term trending, and satellite products using a
retrieval approach (Liu and Boukabara 2014). At the both National Oceanic and
Atmospheric Administration (NOAA) National Centers for Environmental
Prediction (NCEP) and the NOAA National Environmental Satellite, Data, and
Information Service (NESDIS) satellite radiance monitoring systems, the CRTM
model is applied to simulate satellite observations. The CRTM has been used to
assimilate Moderate Resolution Imaging Spectroradiometer (MODIS) aerosol op-
tical depth for air quality forecasting (Liu et al. 2011). Similar to weather fore-
casting, the air quality forecasting is governed by air fluid dynamic equations based
on aerosol sources and the emission of ozone, carbon monoxide, ammonia, and
other gases as well as their chemical reactions. Suspended particulate matter

Q. Liu (&)
Center for Satellite Applications and Research, National Oceanic and Atmospheric
Administration, 5830 University Research Court, College Park, MD 20740, USA
e-mail: Quanhua.Liu@noaa.gov

C.-H. Lu
Atmospheric Sciences Research Center, State University of New York, 1400 Washington
Ave, Albany, NY 12222, USA

© Springer-Verlag Berlin Heidelberg 2016
A. Kokhanovsky (ed.), Light Scattering Reviews, Volume 11,
Springer Praxis Books, DOI 10.1007/978-3-662-49538-4_2

67



(PM) and ozone at ground level near surface are the critical parameters to issue
warning or alert to the public. Ground level or “bad” ozone is not emitted directly
into the air, but is created by chemical reactions between oxides of nitrogen (NOx)
and volatile organic compounds (VOC) in the presence of sunlight (Seinfeld and
Pandis 2006). The ozone can also be formed during biomass burning (Alvarado
et al. 2009). Emissions from industrial facilities and electric utilities, motor vehicle
exhaust, gasoline vapors, and chemical solvents are some of the major sources of
NOx and VOC. Breathing ozone can trigger a variety of health problems, partic-
ularly for children, the elderly, and people of all ages who have lung diseases such
as asthma. Ground-level ozone can also have harmful effects on sensitive vegetation
and ecosystems.

Aerosol sources and gaseous emission are the most important information to the
air transport model. The NOAA National Air Quality Forecasting Capability
(NAQFC), developed by the NOAA Air Resources Laboratory (ARL) and operated
by the National Weather Service (NWS), disseminates NOAA’s real-time model
forecasts and satellite observations of air quality to state and local air quality and
public health agencies, as well as the general public. The NWS uses the NAQFS to
provide air quality warnings and alerts for large cities in the United States. Air quality
and public health managers use these forecasts to inform short-term management
decisions and longer term policies to reduce the adverse effects of air pollution on
human health and their associated economic costs. The NAQFC operational O3 and
developmental PM2.5 forecasts consist of three model components: the ARL
Emission Forecasting System (EFS), the NWS North American Mesoscale
(NAM) regional nonhydrostatic meteorological model, and the modified CMAQ
model. They all use 12 km horizontal grid spacing and are coupled in a sequential
and offline manner with hourly data fed from NAM to Community Multi-scale Air
Quality (CMAQ) hourly. While the “operational” O3 forecasts are guaranteed to be
available and be disseminated on time to the general public both graphically and in
formatted files following World Meteorological Organization (WMO) standards, the
dissemination of the “developmental” PM2.5 forecasts are currently restricted to a
selected group of local and state air quality forecasters, the so-called Focus Group
Forecasters (FGF) of the NAQFC. The NAQFC is one of the major gateways to
disseminate NOAA model prediction and satellite observations of air quality to the
public (http://airquality.weather.gov). The accuracy of NAQFC forecasts depend on
EFS, NAM, and CMAQ in about the same magnitude of forcing. NAM is quite
advanced in utilizing satellite data to nudge weather forecast through its data
assimilation schemes (Lee and Liu 2014). However, until recently NAQFC has not
assimilated the atmospheric composition data from satellite retrievals to improve its
emission, transport, and chemical transformation estimates.

Aerosols can affect the energy balance of Earth’s atmosphere through the
absorption and scattering of solar and thermal radiation. Aerosols also affect Earth’s
climate through their effects on cloud microphysics, reflectance, and precipitation. In
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addition, aerosols can be viewed as air pollutants because of their adverse health
effects. In NOAA NCEP global forecast system (GFS), the representations of aerosols
need to better account for these effects. The aerosol distributions in the forecast model
are currently prescribed based on a global climatological aerosol database (Hess et al.
1998) and only the aerosol direct effect is considered. The current data assimilation
system assumes climatological aerosol conditions. For atmospheric conditions with
anomalous high aerosol loading, bias correction and quality control procedures can
be compromised due to the unaccounted effects of aerosol attenuation.

An online aerosol modeling capability in Goddard Chemistry Aerosol Radiation
and Transport (GOCART) has been developed and implemented within GMAO’s
GEOS-5 Earth system model (Colarco et al. 2010) and was later coupled with NCEP’s
NEMS version of GFS to establish the first interactive atmospheric aerosol forecasting
system at NCEP, NGAC (Lu et al. 2013). While the ultimate goal at NCEP is a full-up
Earth system with the inclusion of aerosol-radiation feedback and aerosol–cloud
interaction, the current operational configuration (as in September 2014) is to maintain
a dual-resolution configuration with low-resolution (T126 L64) forecast-only system
for aerosol prediction (using NGAC) and a high-resolution (T574 L64) forecasting and
analysis system for medium-range weather prediction (using GFS). Aerosol fields in
NGAC initial conditions are taken from prior NGAC forecast and the corresponding
meteorological fields are downscaled from GFS analysis.

The current dual-resolution system mentioned above feeds meteorological fields
from GFS to NGAC. In our study, we will upgrade the infrastructure in the
dual-resolution system, allowing NGAC aerosol fields fed into GFS. The linkage
between NGAC and GFS to be considered include: using NGAC aerosols fields instead
of the climatology (Hess et al. 1998) to determine aerosol optical properties in GFS
radiation, enabling the GFS data assimilation system to consider NGAC aerosol fields
instead of background aerosol loading for satellite radiances calculations, and incor-
porating NGAC aerosols fields in sea surface temperature (SST) analysis. Standard
forecast verification system will be used to determine whether the improved treatment of
aerosols will lead to improvement in weather forecasts. Data rejection will be examined
to assess whether improved aerosol treatment will lead to better use of satellite data.
Diagnosis of energy budget will be conducted to evaluate whether more realistic
temporal and spatial representation of aerosols will result in improved energy balance.

Global ammonia (NH3) emissions have been increasing due to the dramatically
increased agricultural livestock numbers together with the increasing use of nitro-
gen fertilization (Sutton et al. 2014). Atmospheric ammonia has impacts on local
scales, acidification and hypertrophication of the ecosystems, and international
scales through formation of fine ammonium-containing aerosols. These ammonium
aerosols affect Earth’s radiative balance and public health. Measurements with daily
and large global coverage are challenging and have been lacking partly because the
lifetime of NH3 is relatively short (hours to a day) and partly because it requires
high sensitivity for the retrievals. The Cross-Track Infrared Sounder (CrIS) and
Infrared Atmospheric Sounding Interferometer (IASI) hyperspectral measurements
are good for monitoring NH3 emissions due to their large daily global coverage and
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afternoon overpasses that provide higher thermal contrasts, and hence, higher
measurement sensitivities.

NH3 contributes to the formation of PM2.5 by reaction with nitric and sulfuric
acids (HNO3 and H2SO4), which are in turn formed by the photochemical oxidation
of nitrogen oxides (NOx = NO + NO2) and sulfur dioxide (SO2), respectively. In the
United States, it is estimated that livestock accounts for about 74 % of total
anthropogenic NH3 emissions, with an additional 16 % due to the manufacturing and
use of fertilizer (Potter et al. 2010), although these estimates are uncertain. Reductions
of NH3 emissions have been proposed as a cost effective way to improve air quality.

As emphasized above, aerosol sources and gaseous emission are very critical
information affecting air quality analysis and prediction. Observations from satel-
lites provide information about global aerosol sources and gaseous emission.
However, the sensors onboard satellites measure radiation rather than aerosols or
trace gases. To derive aerosol and trace gas from the satellite measurements,
inversion technique in retrieval algorithm or radiance assimilation are needed where
radiative transfer models play an important role to interpret the meaning of the
radiation to geophysical parameters. The CRTM is such an operational radiative
transfer model for passive microwave, infrared, and visible sensors.

2 What Are the Common Air Pollutants?

Pollutants are harmful to public health and the environment. The US Environment
Protection Agency (EPA) identified six common air pollutants (http://www.epa.
gov/air/criteria.html). They are particle (aerosol) pollution (often referred to as
particulate matter in the atmosphere), ground-level ozone, carbon monoxide, sulfur
oxides, nitrogen oxides, and lead. These pollutants can harm public health and the
environment, and cause property damage. Of the six pollutants, particle pollution
and ground-level ozone are the most widespread health threats. The first real-time
product of NAQFC is ozone. Recently, NAQFC starts to provide PM2.5 (i.e.,
particulate matter size less than 2.5 μm in diameter) forecasts to early adapter users
(“the focus group”), predominantly state environmental agencies that use NAQFC
daily products for numeric air quality guidance. EPA calls these pollutants “criteria”
air pollutants because it regulates them by developing human health-based and/or
environmentally based criteria (science-based guidelines) for setting permissible
levels. The set of limits based on human health is called primary standards. Another
set of limits intended to prevent environmental and property damage is called
secondary standards.

EPA has set National Ambient Air Quality Standards for six principal pollutants
(http://www.epa.gov/air/criteria.html), which are called “criteria” pollutants. They
are listed below. Units of measure for the standards are parts per million (ppm) by
volume, parts per billion (ppb) by volume, and micrograms per cubic meter of air
(µg m−3) (see Table 1).
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2.1 Air Pollutants

2.1.1 Ozone

Ozone in the stratosphere is good to protect human from harmful ultraviolet radi-
ation. Oxygen, nitrogen, and ozone block more than 95 % UV radiation from Sun
to the Earth’s surface. UV light may be divided into three bands: UVC [100–
280 nm], UVB (280–315 nm), and UVA (315–400 nm). UVC is the most dan-
gerous, but it is mostly absorbed by oxygen and ozone molecules in the stratosphere
and does not reach the Earth’s surface. The sun’s UV radiation is both a major
cause of skin cancer and the best natural source of vitamin D. Therefore, we need a
proper UV exposure. Clouds are often opaque that blocks sun’s radiation. But,
broken clouds may scatter more sun’s radiation including UV component due to the
three-dimensional radiative transfer. Ozone in the stratosphere is good. The
ground-level ozone is bad for public health. Ground-level ozone is not emitted
directly into the air, but is created by chemical reactions between oxides of nitrogen
(NOx) and volatile organic compounds (VOC) in the presence of sunlight.
Emissions from industrial facilities and electric utilities, motor vehicle exhaust,
gasoline vapors, and chemical solvents are some of the major sources of NOx and
VOC. Breathing ozone can trigger a variety of health problems, particularly for
children, the elderly, and people of all ages who have lung diseases such as asthma.
Ground-level ozone can also have harmful effects on sensitive vegetation and
ecosystems.

2.1.2 Particulate Matter

Particulate matter or suspended matter in the atmosphere also known as particle
pollution or PM, is a complex mixture of small particles and liquid droplets. Particle
pollution is made up of a number of components, including nitrates, sulfates,
ammonium, organic chemicals, metals, and soil or dust particles (http://www.epa.
gov/airquality/particlepollution/). In the cities, fine particles primarily come from
car, truck, bus, and off-road vehicle exhausts, other operations involve biomass
burning, heating oil or coal and natural sources. Fine particles also form from the
reaction of gases or droplets in the atmosphere from sources such as power plants.
The size of particles is directly linked to their potential for causing health problems.
EPA is concerned about particles that are 10 μm in diameter or smaller because
those are the particles that generally pass through the throat and nose and enter the
lungs. Once inhaled, these particles can affect the heart and lungs and cause serious
health effects. EPA groups particle pollution into two categories:

• “Inhalable coarse particles,” such as those found near roadways and dusty
industries, are larger than 2.5 μm and smaller than 10 μm in diameter. Particles
less than 10 μm in diameter (PM10) pose a health concern because they can be
inhaled into and accumulate in the respiratory system.
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• “Fine particles,” such as those found in smoke and haze, are 2.5 μm in diameter
and smaller. These particles can be directly emitted from sources such as forest
fires, or they can form when gases emitted from power plants, industries, and
automobiles react in the air. Particles less than 2.5 μm in diameter (PM2.5) are
referred to as “fine” particles and are believed to pose the greatest health risks.

The EPA categorized air quality to six classes based on PM concentrations
http://airnow.gov/index.cfm?action=aqibasics.aqi): 0–50 μg m−3 (excellent), 50–
100 μg m−3 (good), 100–150 μg m−3 (lightly polluted), 150–200 μg m−3 (mod-
erately polluted), 200–300 μg m−3 (heavily polluted), 300–500 (severely polluted),
and >500 μg m−3 (hazardous). Weather conditions and topography can play an
important role in local air quality. Outdoor PM2.5 levels are most likely to be
elevated on days with little or no wind or air mixing. PM2.5 can also be produced by
common indoor activities. Some indoor sources of fine particles are tobacco smoke,
cooking (e.g., frying, sautéing, and broiling), burning candles or oil lamps, and
operating fireplaces and fuel-burning space heaters (e.g., kerosene heaters). One
may acquire PM2.5 at nearly real-time online, for example, the air quality in Beijing
may be obtained from the website http://aqicn.org/city/beijing/.

2.1.3 Carbon Monoxide

Carbon monoxide (CO) is a colorless, odorless gas emitted from incomplete
combustion processes. In urban areas, the majority of CO emissions to ambient air
come from mobile sources. In rural areas, biomass burning and forest fires release
tremendous CO. CO can cause harmful health effects by reducing oxygen delivery
to the body’s organs (like the heart and brain) and tissues. At extremely high levels,
CO can cause death.

2.1.4 Nitrogen Oxides

Nitrogen dioxide (NO2) is one of a group of highly reactive gases known as “oxides
of nitrogen,” or “nitrogen oxides (NOx).” Other nitrogen oxides include nitrous acid
and nitric acid. EPA’s National Ambient Air Quality Standard uses NO2 as the
indicator for the larger group of nitrogen oxides. NO2 forms quickly from emissions
from cars, trucks and buses, power plants, and off-road equipment. In addition to
contributing to the formation of ground-level ozone, and fine particle pollution,
NO2 is linked with a number of adverse effects on the respiratory system.

EPA first set standards for NO2 in 1971, setting both a primary standard (to
protect health) and a secondary standard (to protect the public welfare) at 53 parts
per billion (ppb), averaged annually. The Agency has reviewed the standards twice
since that time, but chose not to revise the annual standards at the conclusion of
each review. In January 2010, EPA established an additional primary standard at
100 ppb, averaged over one hour. Together the primary standards protect public
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health, including the health of sensitive populations—people with asthma, children,
and the elderly. No area of the country has been found to be out of compliance with
the current NO2 standards.

2.1.5 Sulfur Dioxide

Sulfur dioxide (SO2) is one of a group of highly reactive gases known as “oxides of
sulfur.” The largest sources of SO2 emissions are from fossil fuel combustion at
power plants (73 %) and other industrial facilities (20 %) as well as Volcanic
emissions. Smaller sources of SO2 emissions include industrial processes such as
extracting metal from ore, and the burning of high sulfur-containing fuels by
locomotives, large ships, and non-road equipments. SO2 is linked with a number of
adverse effects on the respiratory system.

EPA first set standards for SO2 in 1971. EPA set a 24-h primary standard at
140 ppb and an annual average standard at 30 ppb (to protect health). EPA also set
a 3-h average secondary standard at 500 ppb (to protect the public welfare). In
1996, EPA reviewed the SO2 NAAQS and chose not to revise the standards.

2.1.6 Lead

Lead is a metal found naturally in the environment as well as in manufactured
products. The major sources of lead emissions have historically been from fuels in
on-road motor vehicles (such as cars and trucks) and industrial sources. Old
painting before 1978 can contain harmful lead. As a result of EPA’s regulatory
efforts to remove lead from on-road motor vehicle gasoline, emissions of lead from
the transportation sector dramatically declined by 95 % between 1980 and 1999,
and levels of lead in the air decreased by 94 % between 1980 and 1999. Today, the
highest levels of lead in air are usually found near lead smelters. The major sources
of lead emissions to the air today are ore and metals processing and piston engine
aircraft operating on leaded aviation gasoline.

3 Satellite Data for Studying Air Quality

Satellite remote sensing of air quality has been evolved over last decades. Although
the space-borne sensor cannot directly measure the particulate matters or aerosols
and trace gases such as CO, NO2, O3, and SO2, we are able to analyze scattered and
emitted radiation to accurately derive aerosols and trace gases. The space-borne
instruments can be divided into active and passive sensors. The active-sensed
instruments, for example, Cloud-Aerosol Lidar and Infrared Pathfinder Satellite
Observations (CALIPSO) launched on April 28, 2006, sent out signals and received
the backscattered signals. Using the backscattered signals, one may be able to
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determine aerosol type and mass concentrations (Liu et al. 2009). Most of
space-borne remote sensing sensors are passive, which receive from
atmosphere/surface scattered and emitted radiation. The visible channels of
POLDER, MODIS (Liang et al. 2006), and VIIRS (Cao et al. 2013) have been
successfully used to derive aerosol optical depths over dark surfaces. SeaWiFS was
for ocean color products. The data are found very valuable to obtain aerosol optical
depth over oceans. The ultraviolet sensors like Global Ozone Monitoring
Experiment-2 (GOME-2), ozone monitoring instrument (OMI), and ozone mapping
profiler suite (OMPS) (Wu et al. 2014) are sensitive to aerosols in particular to
absorbing aerosols, although the primary application of those UV sensors is for
ozone retrievals. Many passive sensors have been used to derive the products of
chemical compositions in the atmosphere. The Earth Observing System
(EOS) Microwave Limb Sounder (MLS) on the NASA’s EOS Aura satellite,
launched on July 15, 2004, has demonstrated great success in retrieving ozone and
other atmospheric compositions. MLS observes thermal microwave emission from
Earth’s “limb” (the edge of the atmosphere) viewing forward along the Aura
spacecraft flight direction, scanning its view from the ground to *90 km every
*25 s. The instrument for the Measurements of Pollution in the Troposphere
(MOPITT) is a payload scientific instrument launched into Earth orbit by NASA on
board the Terra satellite on December 18, 1999. MOPITT’s near-infrared
radiometer at 2.3 and 4.7 µm specific focus is on the distribution, transport, sour-
ces, and sinks of carbon monoxide in the troposphere. Carbon monoxide, which is
expelled from factories, cars, and forest fires, hinders the atmosphere’s natural
ability to rid itself of harmful pollutants.

The Global Ozone Monitoring Experiment-2 (GOME-2), a European instrument
flying on the MetOp-A series of satellites (Launched on October 19, 2006) was
designed by the European Space Agency to measure atmospheric ozone trace gases and
ultraviolet radiation http://www.eumetsat.int/website/home/Satellites/CurrentSatellites/
Metop/MetopDesign/GOME2/index.html). It is a scanning instrument (scan width
1920 km) with near global coverage daily. The field of view on the ground is 80 km by
40 km. It also provides accurate information on the total column amount of nitrogen
dioxide, sulfur dioxide, water vapor, oxygen/oxygen dimmer, bromine oxide, and other
trace gases, as well as aerosols.

The Multi-angle Imaging SpectroRadiometer (MISR) is a scientific instrument
on the Terra satellite launched by NASA on December 18, 1999. This device is
designed to measure the intensity of solar radiation reflected by the Earth system
(planetary surface and atmosphere) in various directions and spectral bands; it
became operational in February 2000. Data generated by this sensor have been
proven useful in a variety of applications including atmospheric sciences, clima-
tology, and monitoring terrestrial processes.

The MISR instrument consists of an innovative configuration of nine separate
digital cameras that gather data in four different spectral bands of the solar spec-
trum. One camera points toward the nadir, while the others provide forward and
afterward view angles at 26.1°, 45.6°, 60.0°, and 70.5°. As the instrument flies
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overhead, each region of the Earth’s surface is successively imaged by all nine
cameras in each of four wavelengths (blue, green, red, and near-infrared).

The data gathered by MISR are useful in climatological studies concerning the
disposition of the solar radiation flux in the Earth’s system. MISR is specifically
designed to monitor the monthly, seasonal, and long-term trends of atmospheric
aerosol particle concentrations including those formed by natural sources and by
human activities, upper air winds and cloud cover, type, height, as well as the
characterization of land surface properties, including the structure of vegetation
canopies, the distribution of land cover types, or the properties of snow and ice
fields, amongst many other biogeophysical variables.

NESDIS GOME 2 (MetOp-A) total ozone products, based on the SBUV/2
version 8 algorithms are produced in binary and BUFR formats. The algorithm also
produces aerosol index and reflectivity values, which are included in the total ozone
binary product.

Infrared hyperspectral sensors such as AIRS, IASI, and CrIS are useful to
retrieve trace gases. IASI samples radiance in a spectral resolution of 0.25 cm−1,
providing a high sensitivity to trace gases. CrIS data of a full spectral resolution of
0.625 cm−1 can be used to derive CO (Liu and Xiao 2014).

4 Community Radiative Model

CRTM is a sensor-based radiative transfer model. It supports more than 100 sensors
including sensors on most meteorological satellites and some from other remote
sensing satellites. The CRTM is composed of four important modules for gaseous
transmittance, surface emission and reflection, cloud and aerosol absorption and
scatterings, and a solver for a radiative transfer. The CRTM was designed to meet
users’ needs. Many options are available for users to choose: input surface emis-
sivity; select a subset of channels for a given sensor; turn off scattering calculations;
compute radiance at aircraft altitudes; compute aerosol optical depth only; and
threading of the CRTM. Figure 1 shows the interface diagram for users (public
interface) and internal modules for developers contained in the lower dashed box.
The CRTM forward model is used to simulate from satellite-measured radiance,
which can be used to verify measurement accuracy, uncertainty, and long-term
stability. The k-matrix module is used to compute jacobian values (i.e., radiance
derivative to geophysical parameters), which is used for the inversion processing in
retrieval and radiance assimilations. Using tangent linear and adjoint modules is
equivalent to using k-matrix module and is also applied to some application in
radiance assimilation. In the following subsessions, we will describe the CRTM
modules in detail.

The CRTM is a library for users to link, instead of a graphic user interface. By the
CRTM initialization, user selects the sensor/sensors and surface emissivity/reflectance
lookup tables. Developers may incorporate their own expertise into the CRTM for any
desired applications. The gaseous transmittance describes atmospheric gaseous
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absorption, so that one can utilize remote sensing information in data
assimilation/retrieval systems for atmospheric temperature, moisture, and trace gases
such as CO2, O3, N2O, CO, and CH4 (Chen et al. 2012). The aerosol module is
fundamental to acquire aerosol type and concentration for studying air quality. The
cloud module contains optical properties of six cloud types, providing radiative
forcing information for weather forecasting and climate studies. The CRTM surface
model includes surface static and atlas-based emissivity/reflectivity for various surface
types. Two radiative solutions have been implemented into the CRTM. The advanced
doubling-adding (ADA) method (Liu and Weng 2013, 2006) is chosen as a baseline.
The successive order of interaction (SOI) radiative transfer model (Heidinger et al.
2006) developed at the University of Wisconsin, has also been implemented in the
CRTM.

For a new sensor, the CRTM team can generate spectral and transmittance
coefficient files as long as the spectral response data of the new sensor is available.
Once the spectral and transmittance coefficient files are created, the CRTM is ready
for the new sensor. The new surface emissivity model may be supplied if the user
wants to derive surface emissivity for the new sensor. The CRTM user interface
provides forward, tangent linear, adjoint, and k-matrix functions to compute radi-
ance (also microwave and infrared brightness temperature) and sensitivities of
radiance to atmospheric/surface parameters. The NOAA Microwave Integrated
Retrieval System (MiRS) (Boukabara et al. 2007) and NCEP data assimilation
system use the k-matrix. The Weather and Research Forecasting (WRF) model uses
the tangent linear and adjoint models. The NOAA Integrated Calibration/Validation

Fig. 1 An interface diagram of the community radiative transfer model. The modules in the
public interfaces (upper dashed box) are accessed by users. The modules below the upper dashed
box are for developers
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System Long-term monitoring system (http://www.star.nesdis.noaa.gov/icvs/) uses
the forward model to compare the CRTM simulation with satellite measurements.

The validation of radiative transfer calculations is very challenging because it
depends on the model assumptions (e.g., spherical or nonspherical scatterers),
measurement errors, uncertainities in inputs, and others. Many evaluations of the
CRTM model simulations versus observations have been performed. Saunder et al.
(Saunders et al. 2007) summarized the brightness temperature differences between
the line-by-line (LBL) model and fast radiative transfer models including the
CRTM where the Optical Path Transmittance (OPTRAN) algorithm is used. The
difference in the standard deviation under clear-sky conditions is generally less than
0.1 K for the Atmospheric Infrared Sounder (AIRS). Under cloudy conditions, the
difference for the AIRS is about 0.2 K (Ding et al. 2011). Due to the approximation
in cloud scattering calculations, the difference between the LBL model and the
CRTM for the High-Resolution Infrared Radiation Sounder/3 (HIRS/3) under
cloudy conditions can reach 0.4 K (Liu et al. 2013). It is more difficult to estimate
the errors between the CRTM model calculations and measurements. We can only
give the estimate from limited applications. Liang et al. (2009) implemented the
CRTM into the NOAA Monitoring System of IR Clear-sky Radiances over Oceans.
The difference between the CRTM simulations and NOAA Advanced Very High
Resolution Radiometer (AVHRR) observations is about 0.5 K. For the Stratosphere
Sounding Unit (SSU), the difference is about 1 K (Liu and Weng 2009). Han et al.
(2007) compared the CRTM simulations with the Special Sensor Microwave
Imager/Sounder (SSMIS) measurements and found both agreed within about 2 K.
NOAA NCEP (http://www.emc.ncep.noaa.gov/gmb/gdas/radiance/esafford/wopr/
index.html) monitors the difference under clear-sky conditions for more than 20
sensors and found that the difference is generally less than 1 K. Under cloudy
conditions, uncertainties in inputs are the main source, resulting in a large differ-
ence. The difference is about 2 K for microwave sounding channels and 4 K for
microwave window channels (Chen et al. 2008).

4.1 Radiative Transfer Equation and Solver

The CRTM is one-dimensional radiative transfer model. This implies that atmo-
sphere is assumed homogeneous in the horizontal direction, so-called a
plane-parallel atmosphere. For the plane-parallel atmosphere, a vector radiative
transfer model can be written as

l
dIðs;XÞ

ds
¼ �Iðs;XÞþ -

4p

Z2p
0

Z1

�1

Mðs;X;X0ÞIðs;X0ÞdX0 þ Sðs;X;X0Þ; ð1aÞ
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where Ω represents a beam for a pair ðl;/Þ in an incoming or an outgoing
directionor

l
dIðs; l;/Þ

ds
¼ �Iðs; l;/Þþ -

4p

Z2p
0

Z1

�1

Mðs; l;/; l0;/0ÞIðs; l0;/0Þdl0d/0 þSðs; l;/; l0;/0Þ

ð1bÞ

and

S ¼ ð1� -ÞB½TðsÞ�
1
0
0
0

2
664

3
775þ -F0

4p
expð�s=l0Þ

M11ðl;/; l0;/0Þ
M12ðl;/; l0;/0Þ
M13ðl;/; l0;/0Þ
M14ðl;u; l0;u0Þ

2
664

3
775; ð1cÞ

where M is the phase matrix; I ¼ ½I;Q;U;V �T; B(T) the Planck function at a
temperature T; F0 the solar spectral constant; l0 the cosine of sun zenith angle; -
the single-scattering albedo; and s the optical thickness.

Equation (1a) can be solved by a standard discrete method for beams rather than
separate zenith angles from azimuthal angles. The advantage of this approach is that
one can directly use the phase function without doing any truncation. The disad-
vantage is that it demands more memory for a large number of beams that can slow
the computation. The approach can be useful for more accurate simulations in the
future when computational capacity increases.

Equation (1b) is commonly used in radiative transfer models including the
CRTM. The equation can be solved by some standard routines such as the multi-
layer discrete ordinate method (Stamnes et al. 1988), the Doubling-adding method
(Evans and Stephens 1991), and the matrix operator method (Liu and Ruprecht
1996). Essentially, the azimuthal dependence of Stokes vector is expanded into a
series of Fourier harmonics. The amplitude of each Fourier component is a function
of zenith angles. Furthermore, the amplitude is discretized at a series of zenith
angles (or streams) so that the combined Stokes cosine and sine harmonics can be
simplified as

li
d
ds

Imðs; liÞ
�Imðs; l�iÞ

� �
¼ Imðs; liÞ

Imðs; l�iÞ

� �

� -
XN
j¼1

Mmðli; ljÞ Mmðli; l�jÞ
Mmðl�i; ljÞ Mmðl�i; l�jÞ

" #
Imðs; ljÞ
Imðs; l�jÞ

" #
wj

� Smðs; li; l0Þ
Smðs; l�i; l0Þ

� �
:

ð2Þ
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where li and wi are Gaussian quadrature points and weights, respectively. Note that
l�i ¼ �li and w�i ¼ wi. According to the properties of the phase matrix, the
radiance components at sinusoidal and cosinusoidal modes can be decoupled,
recombined, and solved independently (Weng and Liu 2003).

The summation in Eq. (2) is over discrete zenith angles or steams. For N = 1 in
Eq. (2), it is called two-stream radiative transfer to represent one upward and one
downward directions. It is called eight-stream radiative transfer when N = 4. The
computational time is proportional to N3.

In most radiative transfer schemes, the phase function can be expanded in terms
of Legendre polynomials as follows:

PðcosHÞ ¼
XM
l¼0

xlPlðcosHÞ ð3Þ

where H is the scattering angle, PlðcosHÞ are Legendre polynomials, xl are the
expansion coefficients, and the value of the upper summation limit M should be
equal or smaller than N used in Eq. (2).

Thousands of terms may be required for accurate phase function of an ice cloud
in the visible spectrum, but the computation burden makes this an unattractive
approach. One way of reducing the necessary Legendre terms is by truncating the
forward scattering peak and renormalizing the phase function. Wiscombe (1957)
proposed a δ–M method to truncate Legendre polynomials. The δ–M method can
effectively remove the forward peak in a rigorous mathematical way, but it may
cause large spikes in the phase function for small scattering angles (<20°). The δ-fit
method (Hu et al. 2000) truncates the forward scattering peak in the phase function
and more optimally fits the remaining phase function by selecting a set of optimized
expansion coefficients in Eq. (3). We applied the δ-fit method in this study.

To achieve the same accuracy in multiple scattering calculations with the
truncated phase functions as with the nontruncated phase functions, an adjustment
must be made to the optical thickness and single-scattering albedo via the following
relations (Liou 2002):

s0 ¼ ð1� fxÞs; ð4Þ

x0 ¼ ð1� f Þx
1� fx

; ð5Þ

where f indicates the portion of the scattered energy associated with the truncated
forward peak. In Eqs. (4) and (5), s and x are the original optical thickness and
single-scattering albedo, respectively, whereas s0 and x0 are the optical thickness
and single-scattering albedo associated with the truncated phase function.

After we have the phase matrix, Eq. (2) for each harmonic component can be
expressed as
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dI
ds

¼ AI� S; ð6Þ

where

I ¼ ½Iðs; l1Þ; Iðs; l2Þ; . . .; Iðs; lNÞ; Iðs; l�1Þ; Iðs; l�2Þ; . . .; Iðs; l�NÞ�T; ð7Þ

S ¼ ð1� -ÞBðTÞdm0 u�1 0
0 �u�1

� �
Nþ -F0

p
expð�s=l0ÞW; ð8Þ

where u is a 4N by 4N matrix that has nonzero elements at its diagonal direction
such as

u ¼ ½l1; l1; l1; l1; l2; . . .; lN ; lN ; lN ; lN �diagnonal; ð9aÞ

Ξ and Ψ are vectors that have 8N elements as

N ¼ 1; 0; 0; 0; 1; 0; 0; 0; . . .; 1; 0; 0; 0½ �T; ð9bÞ

and

W ¼ ½M11ðl1; l0Þ=l1;M12ðl1; l0Þ=l1;M13ðl1; l0Þ=l1;M14ðl1; l0Þ=l1;
M11ðl2; l0Þ=l2;M12ðl2; l0Þ=l2;M13ðl2; l0Þ=l2;M14ðl2; l0Þ=l2; . . .;
M11ðl�N ; l0Þ=l�N ;M12ðl�N ; l0Þ=l�N ;M13ðl�N ; l0Þ=l�N ;M14ðl�N ; l0Þ=l�N �;

ð9cÞ

and the composite phase matrix

A ¼ u�1 0
0 �u�1

� �
E� -Mðu; uÞ -Mðu;�uÞ
-Mð�u; uÞ E� -Mð�u;�uÞ

� �
¼ a1 b1

�b2 �a2

� �
ð9dÞ

where E is a unit matrix. For a pair of zenith angles (li; lj), both α and β are 4N by
4N matrices and are related to the elements of the phase matrices as

a1ðli; ljÞ ¼ ½E� - Mmðli; ljÞ�=li ð10aÞ

b1ðli; l�jÞ ¼ -Mmðli; l�jÞ=li ð10bÞ

a2ðl�i; l�jÞ ¼ ½E� - Mmðl�i; l�jÞ�=li ð10cÞ

b2ðl�i; ljÞ ¼ -Mmðl�i; ljÞ=li ð10dÞ
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Equations (1b) to (10a–10d) are a common approach needed by radiative solvers. The
equations can be solved using double-adding (Evans and Stephens 1991), matrix
operator method (MOM) (Liu and Weng 2013; Liu and Ruprecht 1996), VDISORT
(Weng and Liu 2003), Successive Order of Interaction (SOI) Radiative Transfer Model
(Heidinger et al. 2006), and advanced double-adding (ADA) method. In the following,
we discuss the ADA for radiative intensity only, a scalar radiative transfer model.
The ADA is a default solver in the CRTM. SOI can be selected by users. Both thermal
emission source and solar reflection parts are used operationally in supporting of radiance
assimilation and satellite products generations. The thermal emission part was docu-
mented in the paper (Liu andWeng 2006). The description of the solar reflection part will
be added here. Equation (6) for intensity only can be rewritten in amatrix–vector form as

d
ds

Iu
Id

� �
¼ � a b

�b �a

� �
Iu
Id

� �
� ð1� -ÞBðTÞ u�1N

�u�1N

� �

þ -F0

p
expð�s=l0Þ

u�1Uu

�u�1Ud

� � ð11Þ

where a and b are N by N matrices (All bold letters and symbols indicate either
matrix or vector.) and

aðli; ljÞ ¼ ½-Pðli; ljÞwj � dij�=li; ð12aÞ

bðli; l�jÞ ¼ - Pðli; l�jÞwj=li; ð12bÞ

dij is the Kronecker delta. The subscripts u and d indicate upward and downward
directions, respectively. u is an N by N matrix that has nonzero elements in its
diagonal such as

u ¼ ½l1; l2; . . .; lN �diagnonal; ð12cÞ

Ξ is a vector of N elements as

N ¼ 1; 1; . . .; 1½ �T: ð12dÞ

For an infinitesimal optical depth d0, multiple scattering can be neglected and the
reflection matrix can be expressed as (Plass et al. 1973)

rðd0Þ ¼ d0 b; ð12eÞ

and the transmission matrix can be written as

tðd0Þ ¼ Eþ ad0; ð12fÞ

E is an N by N unit matrix.
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Using the doubling procedure from Van de Hulst (1963), the reflection and
transmission matrices for a finite optical depth (d ¼ dn ¼ 2nd0) can be computed by
doubling the optical depth (i.e., diþ 1=di ¼ 2) recursively:

rðdiþ 1Þ ¼ tðdiÞ½E� rðdiÞrðdiÞ��1rðdiÞtðdiÞþ rðdiÞ ð13aÞ

and

tðdiþ 1Þ ¼ tðdiÞ½E� rðdiÞrðdiÞ��1tðdiÞ ð13bÞ

for i = 0, n − 1. We denote rðkÞ ¼ rðdnÞ and tðkÞ ¼ tðdnÞ for the reflection and
transmission matrices of kth layer.

There exist formulas for building the layer source functions (Heidinger et al. 2006)
depending on the Planck function of the temperature at the top of the layer and the
gradient of Planck function over the layer optical depth. However, the formulas are
complicated and computationally expensive. In this study, we found a very simple and
strict expression for the layer source function using the existing layer reflection and
transmission matrices. For an atmospheric layer of an optical depth δ and having the
top temperature of T1 and the bottom temperature of T2, the upward layer source
function can be derived as (see Appendix A of (Liu and Weng 2006)

Su ¼ ½ðE� t� rÞBðT1Þ � ðBðT2Þ � BðT1ÞÞtþ BðT2Þ � BðT1Þ
ð1� -gÞd ðEþ r� tÞu�N

þ xF0

p
exp � s

l0

� �
½ðE� t exp exp � d

l0

� �� �
Wu � rWd�

ð14aÞ

and the downward source of the layer can be written as

Sd ¼ ½ðE� t� rÞBðT1Þþ ðBðT2Þ � BðT1ÞÞðE� rÞþ BðT2Þ � BðT1Þ
ð1� -gÞd ðt� E� rÞu�N

þ xF0

p
exp � s

l0

� �
exp � d

l0

� �
E� t

� �
Wd � r exp � d

l0

� �
Wu

� �
;

ð14bÞ

where - and g are single-scattering albedo and asymmetry factor of the layer,
respectively. s is the optical depth from the top of the atmosphere to the top of this
current layer.

Wu

Wd

� �
¼ � xF0

ð1þ d0mÞ
aþE=l0 b

�b a� E=l0

� �
Uu

Ud

� �
ð15Þ

The new expressions for the layer source functions take a very little extra
computation time. The expression can also be applied for other radiative transfer
models such as matrix operator method (Fischer and Grassl 1984).
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Equations (13a, 13b)–(14a, 14b) give the layer reflection and transmission matrices
as well as the source vectors at the upward and downward directions. For planetary
atmosphere, the atmosphere may be divided into n optically homogeneous layers. The
optical properties (e.g., extinction coefficient, single-scattering albedo, and phase matrix)
are the same within each layer although the temperature may vary within the layer. The
adding method is for integrating the surface and multiple atmospheric layers. The
method was applied to flux calculation using a two-stream approximation. The method
was also used in radiance calculations with multiple scatterings using a two-stream
approximation (Schmetz and Raschke 1981). In the following, we briefly describe the
methodology. We denote RuðkÞ for reflection matrix and IuðkÞ for radiance vector at
the level k in the upward direction and k = n and k = 0 represent the surface level
and the top of the atmosphere, respectively. The adding method starts from surface
without atmosphere. At the surface, RuðnÞ is the surface reflection matrix and IuðnÞ
equals the surface emissivity vector multiplied by the Planck function at the surface
temperature. The upward reflection matrix and radiance at the new level can be
obtained by adding one layer from the present level:

Rðk � 1Þ ¼ rðkÞþ tðkÞ ½E� RðkÞ rðkÞ ��1 RðkÞ tðkÞ; ð16aÞ

Iuðk � 1Þ ¼ SuðkÞþ tðkÞ ½E� RðkÞ rðkÞ��1RðkÞSdðkÞþ tðkÞ½E� RðkÞrðkÞ��1IuðkÞ
¼ SuðkÞþ tðkÞ½E� RðkÞ rðkÞ ��1 ½RðkÞSdðkÞþ IuðkÞ�:

ð16bÞ

The physical meaning of Eq. (16a, 16b) is obvious. The first term on the right
side of Eq. (16a) is the reflectance of the layer to be added. The second term on the
right side of Eq. (16a) is the reflectance due to the radiation from the new level
transmitted to and multiple reflected by the present level and then transmitted back
to the new level. The three terms on the right side of Eq. (16b) represent the upward
layer source, from the present level reflected layer downward source, and from the
present level transmitted upward radiance, respectively. The upward radiance Iu at
the top of the atmosphere can be obtained by looping the index from k = n to k = 1
and adding the contribution from cosmic background radiance (Planck function at
the temperature of 2.7 K) vector Isky, that is,

Iu ¼ Iuð0ÞþRuð0Þ Isky ð17Þ

Equations (12a–12f)–(17) give the necessary and sufficient formulas for
advanced doubling-adding method. It needs to be mentioned that the above pro-
cedure is for the upward radiance at the top of the atmosphere. It is sufficient for the
satellite data assimilation. However, an additional loop from the top to the surface is
necessary in order to obtain the vertical profiles of radiances at both upward and
downward directions.

For the viewing angle departure from the angles at Gaussian quadrature points,
an additional stream as extra Gaussian quadrature point associated with an inte-
gration weight of zero may be inserted to have N quadrature points in total in either
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upward or downward direction. For this case, the upward intensity vector will
contain the upward solutions at N − 1 quadrature points and at a specified viewing
angle. The result by inserting the additional stream is exactly the same as inserting
the multiple scattering solutions at N − 1 quadrature points back to the integration
equation for the specified viewing angle [see Eqs. (24) and (25) of Stamnes et al.
(Chen et al. 2008)]. However, the present procedure avoids using extra codes for
the specified viewing angle so that it much simplifies all forward, tangent linear,
and adjoint codings.

All rigorous discrete radiative transfer solvers should be very accurate. The
model intercomparisons in the paper (Liu and Weng 2006) are adopted here
between the doubling-adding model (Evans and Stephens 1991), VDISORT (Weng
and Liu 2003), and the advanced doubling-adding method. We use the CRTM
platform which allows us to insert various solvers for radiative transfer calculations.
Three solvers mentioned above share the same atmospheric optic data, the same
surface emissivity and reflectivity, and the same Planck function for atmosphere,
surface, and the cosmic background. The differences of results from the three
solvers are purely from the differences in the solvers. For 24,000 simulations with
various clear and cloudy cases, computation times on our personal computer are
1041, 29, and 17 s for DA, VDISORT, and ADA models, respectively. ADA is
about 1.7 times faster than VDISORT and 61 times faster than DA. The huge gain
of ADA to DA is partly contributed by the efficiency of matrix and vector
manipulation in FORTRAN 95 because DA code is still in FORTRAN 77. The
maximum difference of the simulated brightness temperatures between using the
three solvers for AMSU-A channels and 281 selected Atmospheric InfraRed
Sounder (AIRS) channels is less than 0.01 K. The subset of AIRS data used in
NCEP data assimilation contains necessary information on atmospheric temperature
and water vapor (Goldberg et al. 2003). Tables 2 and 3 list the comparison of the
brightness temperatures for AMSU-A water vapor channel at 23.8 GHz and the
infrared window channel of AIRS at 10.88 μm computed from ADA, VDISORT,
DA methods, respectively. A profile containing temperature and water vapor as
well as ozone from our test dataset for OPTRAN is selected. For the microwave
calculation, a rain cloud having an effective particle size of 200 μm and 0.5 mm
rain water content was put at 850 hPa. One layer ice cloud having the same
effective particle size and 0.1 mm ice water path is located at 300 hPa. A wind
speed of 5 ms−1 over ocean is used. The maximum difference of the brightness
temperature computed from the three models is less than 0.01 K (see Table 2). For
the infrared calculation, an ice cloud having an effective particle size of 20 μm and
0.1 mm ice water path was located at 300 hPa and a liquid water cloud at 850 hPa
having an effective particle size of 10 μm and 0.5 mm are chosen. The results
computed from the three models agree very well (see Table 3).
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4.2 Atmospheric Transmittance Models

Line-by-line transmittance model performs for each absorption line. The line width
is typically about 10−4 cm−1 in stratosphere and 10−2 cm−1 in low troposphere. The
line-by-line calculation demands tremendous computations that are not feasible in
daily operations. The model often serves as a reference for fast radiative transfer
models. LBLrtm (Clough et al. 2005) is one of the best rigorous radiative transfer
models for us to generate regression coefficients in the CRTM fast transmittance
models. There are two fast transmittance algorithms available in the CRTM: Optical
Depth in Absorber Space (ODAS) and Optical Depth in Pressure Space (ODPS);
both algorithms are regression-based and differ primarily in vertical coordinates and
the application of constraints to smooth vertical structures of the regression coef-
ficients (Chen et al. 2012). The CRTM transmittance coefficients are derived by
applying regression algorithms (McMillin et al. 1995) using the line-by-line (LBL)
transmittances convolved with the instrument spectral response functions (SRFs) as
predictands, and atmospheric state variables as predictors. The CRTM transmit-
tance has two parts: variable gases and fixed gases. For ODAS, H2O and O3 are

Table 2 Comparison of
brightness temperatures at
23.8 GHz (AMSU-A channel
1) computed from advanced
doubling-adding method
(ADA), VDISORT, and
doubling-adding method
(DA)

Zenith angle ADA VDISORT DA

0 272.9645 272.9656 272.9655

10 272.9358 272.9369 272.9369

20 272.8342 272.8354 272.8354

30 272.6054 272.6065 272.6064

40 272.0529 272.0542 272.0541

50 271.1577 271.1594 271.1593

65 269.0612 269.0637 269.0635

A rain cloud having an effective radius of 200 μm and 0.5 mm
water content was put at 850 hPa. One layer ice cloud having the
same effective particle size and 0.1 mm ice water path is located
at 300 hPa

Table 3 Comparison of
brightness temperatures at
10.88 μm (AIRS channel
256) computed from
advanced doubling-adding
method (ADA), VDISORT,
and doubling-adding method
(DA)

Zenith angle ADA VDISORT DA

0 240.7513 240.7514 240.7514

10 240.5512 240.5513 240.5512

20 239.9758 239.9757 239.9757

30 239.1067 239.1065 239.1065

40 238.0799 238.0798 238.0798

50 237.0585 237.0585 237.0585

65 235.6128 235.6129 235.6129

An ice cloud having an effective particle size of 20 μm and
0.1 mm ice water path was located at 300 hPa and a liquid water
cloud at 850 hPa having an effective particle size of 10 μm and
0.5 mm are chosen
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variable gases and all other gases are treated as fixed gases. For ODPS, six gases
(H2O, CO2, O3, N2O, CO, and CH4) are variable gases and rest gases are treated as
fixed gases. H2O and O3 are mandate inputs for both ODAS and ODPS algorithms.
CO2, N2O, CO, and CH4 are optional and default values from the ODPS reference
profile will be used when inputs are absent. There are two specific transmittance
models in the CRTM. The stratospheric sounder unit (SSU) transmittance model
(Liu and Weng 2009) was developed to take the CO2 cell pressure into account.
Zeeman effect is considered for microwave sounding channels that are sensitive to
upper stratosphere (Han et al. 2007). Figure 2 is the measured (forest green color)

Fig. 2 Measured (red line) and the CRTM simulated (forest green line) CrIS brightness
temperatures. The upward arrows indicate the spectral absorption of gases
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and the CRTM simulated (red) CrIS brightness temperature of a full spectral res-
olution over ocean under a clear-sky condition. In the CRTM calculation, radio-
sonde data and ozonesonde data from the surface to 10 hPa, and from ship
measured skin temperatures are used. Above 10 hPa, the ECMWF analysis data are
used. Because there was a dry bias in radiosonde water vapor in the upper tropo-
sphere during the daytime, we use the ECMWF data for water vapor above
300 hPa. We use the mean value of the ECMWF and ship measured skin tem-
peratures as the surface temperature. Other trace gases such as CO2, N2O, CH4, and
CO are taken from a standard tropic atmosphere. The CrIS brightness temperatures
are calculated from Hamming apodized radiances at 2211 channels. In general, both
measured and simulated CrIS brightness temperatures agree very well. Figure 1
shows main absorption of gases. CrIS observations can be used to retrieve H2O, O3,
CO2, N2O, CO, CH4, NH3, SO2, and HNO3.

There is a spectral gap between long-wave band and middle-wave band, as well
as a gap between mid-wave band and shortwave band. The spectral information
there can help the retrieval of SO2 and volcanic ash.

4.3 Scattering Properties

The scattering of electromagnetic wave by atmospheric particles depends on
dielectric constant of particles, particle size distributions, and particle shapes and
orientations. In the CRTM, we deal with spherical particles and nonspherical par-
ticles with a random orientation. The assumption is common and can simplify the
optical properties to a scalar extinction and scattering coefficients and to four phase
function elements for spheres and six phase function elements for nonspherical
particles with a random orientation. Dielectric constant depends on electromagnetic
wavelength and may also depend on temperature. Electromagnetic spectrum of
sensors onboard satellites covers ultraviolet (0.20–0.38 µm), visible (violet (0.38–
0.45 µm), blue (0.45–0.495 µm), green (0.495–0.570 µm), yellow (0.57–0.59 µm),
orange (0.59–0.62 µm), red (0.62–0.75 µm), near-infrared (0.75–3.0 µm), infrared
(3.0–50.0 µm), and microwave (1000–30,000 µm) ranges. This partition of the
spectrum is approximate since different communities may have own definition
(https://en.wikipedia.org/wiki/Infrared).

The ratio of particle diameter to electromagnetic wavelength is one of the key
parameters determining scattering. The diameter of a molecule is about 10–4 µm.
The diameter of aerosols may change from 0.1 to 10 µm. The diameter of clouds
varies from 10 to 10,000 µm. Once the dielectric constant and particle size dis-
tribution are known, we can use Mie code to compute optical properties such as
extinction coefficient, single-scattering albedo, and phase function for spherical
particles.
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4.4 Molecules

The diameter of molecules in the atmosphere is much smaller than the electro-
magnetic wavelength in our studies. The scattering by molecules is referred as the
Rayleigh scattering. The optical properties of molecular scattering are referred to
the literature (Mishchenko et al. 2006).

4.5 Aerosols

Aerosols are small solid or liquid particles in the atmosphere, which can be clas-
sified into primary and secondary groups. Primary aerosols, including elemental
carbon, organic carbon, sea salt, and mineral dust, are emitted directly from
anthropogenic and natural sources, while secondary aerosols, such as sulfate,
nitrate, ammonia, and secondary organic carbon, are formed through photochemi-
cal, gaseous, aqueous, and heterogeneous chemical reactions in the atmosphere.
Aerosols can influence climate directly by scattering and absorbing solar or infrared
radiation. They also have impact on climate indirectly by serving as cloud con-
densation nuclei and ice nuclei and consequently changing albedo and lifetime of
clouds.

There exist complex interactions between chemistry, aerosols, and climate.
Aerosols are formed through different chemical reactions, and in turn they have
impact on photochemical reactions and involve in heterogeneous chemical reac-
tions. Aerosols can modify the global energy balance and lead to climate change,
while climate change can affect concentrations of gas phase species and aerosols by
changing oxidation capacity of the atmosphere as well as processes of transport,
diffusion, deposition, scavenging, and mixing. The chemistry–aerosol–climate
interactions play important roles in air pollution, climate change, and water cycle.
There are big challenges in understanding the mechanisms of such interactions and
in representing aerosols in global and regional climate models. Satellite measure-
ments, in particular multisensor and multichannel measurements, provide useful
information about aerosol types and concentrations, which may determine aerosol
sources/plumes for regional and weather air quality forecasting. Current satellite
aerosol optical depth (AOD) product is helpful, but not accurate to predict aerosol
in boundary layer, which is the most important layer to air quality where human
breath.

Due to different requirements and heritage from various communities, the cal-
culations of optical properties are not unique, which leads to nonunique results in
retrievals and assimilation. We may roughly divide the community as model groups
and remote sensing groups. The Goddard Chemistry Aerosol Radiation and
Transport (GOCART) model (Chin et al. 2002) is mainly used in a global model.
CMAQ focus more on regional area. MODIS-like aerosol is often used in remote
sensing group. The CRTM has the optical table for GOCART model for the
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spectrum from ultraviolet to infrared. The effect of aerosols on microwave sensors
is not considered yet since aerosol size is generally much smaller than microwave
length. The optical table for CMAQ is not finalized yet. In this paper, we discuss
mainly on the GOCART model.

The GOCART model simulates major tropospheric aerosol components,
including sulfate, dust, black carbon (BC), organic carbon (OC), and sea salt
aerosols. The sea salt has four sub-types from small particle to large particle.
Anthropogenic emission of sulfate (SO2) from fossil fuel and biofuel combustions
and transportations is taken from the Emission Data Base for Global Atmospheric
Research (EDGAR) (Olivier et al. 1994). Biomass burning emission of SO2 is
scaled to the seasonal variations of burned biomass data (Duncan et al. 2003).
Volcanic emission of SO2 is from continuously erupting volcanoes and sporatically
erupting volcanoes (when data available). Oceanic emission of dimethyl sulfide
(DMS) is calculated based on the surface seawater concentrations of DMS and
10-m winds over the ocean using an empirical formula (Liss and Merlivat 1986).
Dust particles ranging from 0.1 to 10 μm in radius are considered in the model with
eight size groups (0.1–0.18, 0.18–0.3, 0.3–0.6, 0.6–1, 1–1.8, 1.8–3, 3–6, and 6–
10 μm). The biomass burning emissions of OC and BC are estimated from the
database of seasonal and interannual variations in the burned biomass (Duncan
et al. 2003), developed from long-term satellite observations of global fire counts
and aerosol index and an annual mean burned biomass inventory. Anthropogenic
emissions of OC and BC are taken from a global dataset (Cooke et al. 1999). In
addition to direct emissions, the production of OC from terrestrial source is esti-
mated from the emission of volatile organic compounds (Guenther et al. 1995). Sea
salt emission from the ocean is highly dependent on the surface wind speed.

Aerosol particle size distribution plays an important role in calculating the
optical properties of aerosols. In this study, we assumed a spherical aerosol particle.
The aerosol size distribution may have multiple modes. For each mode, a typical
aerosol size function is assumed to be the lognormal distribution (d’Almeida 1991;
Han et al. 2007) for N particles within the mode,

nðln rÞ ¼ Nffiffiffiffiffiffi
2p

p
lnðrgÞ

exp � 1
2

ln r � ln rg
lnðrgÞ

� �2
" #

; ð18Þ

where r is a radium, rg the geometric median radius, and rg the geometric mean
standard deviation. The kth moment of the distribution can be expressed as
(Binkowski and Roselle 2003)

Mk ¼
Z1
�1

rknðln rÞd lnðrÞ ¼ rkg exp
k2

2
ln2ðrgÞ

� �
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M0 is the number N of aerosol particles. M2 and M3 are proportional to the total
particulate surface area and volume, respectively. Thus, the effective radius (reff)
can be defined as

reff ¼ M3

M2
¼ rg exp

5
2
ln2ðrgÞ

� �
: ð20Þ

Table 4 lists the size parameters and computed mass extinction coefficients used
in the CRTM. For sulfate, sea salt, hydrophilic OC and BC, water uptake effect
needs to be included. The particle size increases as the relative humidity (RH) of
ambient atmosphere increases. The reflective index needs to be calculated by
considering water content in aerosols. The effective radius growth factor for
hygroscopic aerosols may be theoretically calculated or obtained from a precal-
culated lookup table (Chin et al. 2002). Once the growth factor ag is evaluated, the
refractive index n for the hygroscopic aerosol can be calculated using a volume
mixing method as

nr ¼ nw þðno � nwÞ � a3g; ð21Þ

where no and nw are the refractive indices for dry aerosols and water, respectively.
We adopt refractive index no from the software package of Optical Properties of
Aerosols and Clouds (OPAC) (Hess et al. 1998). The water refractive index is given
by Hale and Querry (1973).

Table 4 Goddard Chemistry Aerosol Radiation and Transport (GOCART) aerosol optical
properties at 550 nm for dry air

Aerosol type Density
[g cm−3]

Effective radius
[µm]

Standard deviation σ
[µm]

Sulfate 1.7 0.242 2.03

OC1 (hydrophobic) 1.8 0.087 2.20

OC2 (hydrophilic) 1.8 0.087 2.20

BC1 (hydrophobic) 1 0.036 2.0

BC2 (hydrophilic) 1 0.036 2.0

SeaSalt1 (size
range)

2.2 0.3 2.03

SeaSalt2 2.2 1.0 2.03

SeaSalt3 2.2 3.25 2.03

SeaSalt4 2.2 7.5 2.03

Dust1 (size range) 2.6 0.65 2.0

Dust2 2.6 1.4 2.0

Dust3 2.6 2.4 2.0

Dust4 2.6 4.5 2.0

Dust5 2.6 8.0 2.0

Hydrophilic aerosol particle size increases as the ambient humidity increases
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After the size distribution and refractive index are computed, we apply Mie code
to compute mass extinction coefficient (m2 g−1), single-scattering albedo, and phase
function. Finally, AOD for each aerosol type i at the jth atmospheric layer for a
wavelength λ can be calculated as

sijðkÞ ¼ extðk; i; reffÞ � cij; ð22Þ

where cij is aerosol column mass in g/m2 for an aerosol type i and an atmospheric
layer j. It can be seen from Eq. (22) that the AOD depends linearly on the layer
column aerosol mass. The column total AOD is a sum of Eq. (22) over all aerosol
types and atmospheric layers.

4.6 Clouds

Cloud particle size changes from micrometer to centimeter. The particle size affects
emission and scattering of electromagnetic waves from ultraviolet to microwave. In
the CRTM, we deal with six cloud types: liquid, ice, hail, graupel, and snow
corresponding to the densities in g cm−3 of 1.0, 0.9, 0.9, 0.4, and 0.1, respectively.
Liquid clouds (water and rain) are assumed to be spherical water droplet and follow
the size distribution given by Hansen and Travis (1974):

nðrÞ ¼ rð1�3bÞ=be�r=ab; ð23Þ

where r is the radius of the water cloud particle, a is the effective radii, and b is the
effective variance. The single-scattering properties of water droplets, including the
asymmetry factor, single-scattering albedo, extinction efficiency, and scattering
phase function, are computed from the Lorenz–Mie program developed by
Wiscombe (Wiscombe 1980). Nonspherical particles are used for solid clouds: ice,
snow, graupel, and hail. The CRTM adopted the lookup table of optical properties
at the microwave range from Liu (2008) and the lookup table given by Yang et al.
(2005) for ultraviolet, visible, and infrared spectrum. Table 5 lists cloud size
parameters that are used for calculation size distributions of spherical particles.

4.7 Surface Reflectivity and Emissivity Models

The surface emissivity/reflectance models are divided into water, land, ice, and
snow gross types for visible, infrared, and microwave sensors. Each gross type is
further divided into subtypes, for example, new and old snows. For infrared and
visible spectrum, the ASTER spectral library (Baldridge et al. 2009) data is applied
for land infrared emissivity and the surface is assumed as Lambertian and the
emissivity equals one minus reflectivity (Vogel et al. 2011). We also developed
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utility codes for users to use emissivity atlas that depends on month and latitude and
longitude. The infrared water emissivity is based on Wu–Smith model (Van Delst
and Wu 2000). The infrared water bidirectional reflectance distribution function
(BRDF) model is used for the CRTM direct reflectance to compute reflected solar
radiation. The solar radiation over sunglint area may contribute 30 K to infrared
channel at 3.7 µm. Microwave water emissivity can be calculated from surface
temperature, wind vector, and salinity (Liu et al. 2011). For a calm water surface,
surface emissivity is well described by Fresnel equations, as a function of tem-
perature and salinity for a given frequency and a zenith angle. Surface wind gen-
erates surface roughness and foam that affect surface emissivity. Both a physical
land surface emissivity (Weng et al. 2001) and atlas technique are available in the
CRTM. In addition to the physical and atlas emissivity models, surface emissivity
over snow and ice surface can be estimated from satellite measured brightness
temperature inside the CRTM. The purpose of this model is to use satellite mea-
surements at a few window channels to estimate snow or ice emissivity at those
frequencies first, then predict emissivity of sounding channels for those that are also
affected by surface emission (Yan et al. 2008).

5 Aerosol Models

A chemical transport model (CTM) is a numerical model that simulates the entire
cycle for the species of interest, considering emissions, chemical production and
loss, transport and mixing, as well as wet and dry removal. CTMs can be classified
accordingly to their species of interest (e.g., aerosol models and dust models), their
methodology (e.g., Eulerian models and Lagrangian models), their model charac-
teristics (global models and regional models), as well as their integration strategy

Table 5 Cloud size parameters used for calculating cloud size distributions

Type Density
g cm−3

MW
rmin = 0.1 μm, rmin = 8000 μm

IR/VIS/UV
rmin = 0.1 μm, rmin = 500 μm

Variance of size Sphere Nonsphere Variance of
size

Sphere Nonsphere

Liquid 1.0 0.12
(stratocumulus)

Yes 0.12
(stratocumulus)

Yes

Rain 1.0 1/3 (Marshall–
Palmer) (Liu and
Boukabara 2014)

Yes 1/3 (Marshall–
Palmer)

Yes

Ice 0.916 0.18 Nov. 1 cirrus Yes 0.18 Nov.
1 cirrus

Yes

Snow 0.1 1/3 (Marshall–
Palmer)

Yes 1/3 (Marshall–
Palmer)

Yes

Graupel 0.4 1/3 (Marshall–
Palmer)

Yes 1/3 (Marshall–
Palmer)

Yes

Hail 0.916 1/3 (Marshall–
Palmer)

Yes 0.1 Yes

Community Radiative Transfer Model for Air Quality Studies 93



(e.g., offline models whose chemistry is run after the meteorological simulation is
done and online models that allow interactive coupling of chemistry and meteo-
rological processes).

This section summarizes the characteristics of two aerosol prediction models that
are run in an operational or pseudo-operational manner at NOAA National Centers
for Environmental Prediction (NCEP). This chapter is not intended to provide a
comprehensive summary of aerosol prediction models running at operational,
quasi-operational, or research mode at various operational centers and research
institutes around the world. The descriptions of the two aerosol models aim to put
CRTM’s air quality applications into the contexts.

5.1 Goddard Chemistry Aerosol Radiation and Transport
Model (GOCART)

Funded mainly by NASA Earth Science programs, the Goddard Chemistry Aerosol
Radiation and Transport model (GOCART) was developed to simulate atmospheric
aerosols (including sulfate, black carbon (BC), organic carbon (OC), dust, and sea
salt), and sulfur gases (Colarco et al. 2010; Chin et al. 2000, 2003, 2004, 2007,
2009; Ginoux et al. 2001, 2004; Janjic 2003; Bian et al. 2010; Kim et al. 2013).

Aerosol species are assumed to be external mixtures. Total mass of sulfate and
hydrophobic and hydrophilic modes of carbonaceous aerosols are tracked, while for
dust and sea salt the particle size distribution is explicitly resolved across five
noninteracting size bins for each. Both dust and sea salt have dynamic (wind speed
dependent) emission functions, while sulfate and carbonaceous species use emis-
sion inventory from fossil fuel combustion, biomass burning, and biofuel con-
sumption, with additional biogenic sources of organic carbon. Sulfate has additional
chemical production from oxidation of SO2 and DMS, and a database of volcanic
SO2 emissions and injection heights is used. Aerosol sinks include wet removal
(scavenging and rainout) and dry deposition (gravitational sedimentation and sur-
face uptake).

Originally, GOCART was developed as an offline CTM, driven by assimilated
meteorological fields from the Goddard Earth Observing System Data Assimilation
System [GEOS DAS, e.g., Chin et al. (2002)]. As part of the GEOS Version 4
(GEOS-4) atmospheric model development at NASA Global Modeling and
Assimilation Office (GMAO), an online version of GOCART has been developed
(Colarco et al. 2010) and was later implemented into NCEP’s global model (Lu
et al. 2013). When running within versions 4 and 5 of GEOS (GEOS-4/5), the
GOCART module provides aerosol processes such as emissions, sedimentation, dry
and wet depositions (Fig. 3). Advection, turbulent, and convective transport is
outside the GOCART module, being instead provided by the host atmospheric
model. Unlike offline CTM, this online aerosol module accurately utilizes winds,
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convective mass flux, and eddy diffusivity valid at each time step, without the need
for temporal or spatial interpolation of any kind.

Recent research and development efforts have further enhanced GOCART
modeling capabilities. The transition to online modeling mentioned above is an
example. In addition, the GOCART module now has the option to ingest daily
biomass burning emissions from the Quick Fire Emission Dataset (Darmenov and
da Silva 2013). QFED emissions are based on fire radiative power retrievals from

Fig. 3 Schematic summary of the GOCART aerosol modules as adapted and being implemented
in GEOS-4/5 at GMAO and NEMS GFS at NCEP
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MODIS (Moderate Resolution Imaging Spectroradiometer, on board Aqua and
Terra satellites). The inclusion of such observation-based, time-dependent emis-
sions is important for model to capture the large temporal–spatial variation of
biomass burning emissions.

The GOCART module is currently used in the GEOS-5 Near-Real-Time
(NRT) aerosol forecasting system as well as the Modern Era Retrospective analysis
for Research and Applications Aerosol Reanalysis (Buchard et al. 2014). At NCEP,
the GOCART module is coupled with NCEP’s meteorological model for global
dust forecasts (described in Sect. 5.3) and an upgrade for multispecies forecast
(including dust, sea salt, sulfate, and carbonaceous aerosols) is planned in 2015.

5.2 The Community Multi-scale Air Quality (CMAQ)
Modeling System

The U.S. Environmental Protection Agency (EPA) has established National
Ambient Air Quality Standards (NAAQS), requiring the development of effective
emissions control strategies for pollutants such as ozone, particulate matter (PM),
and nitrogen species. To meet the emission regulation needs, EPA developed the
Community Multi-scale Air Quality (CMAQ) system to develop emission control
strategies.

CMAQ is a state-of-the-science “one-atmosphere” system that treats major
atmospheric and land processes (e.g., advection, diffusion, nucleation, coagulation,
wet and dry deposition, gas phase chemistry, gas–particle mass transfer, and
aqueous phase chemistry) for a range of species (e.g., anthropogenic and biogenic,
primary and secondary, gaseous and particulate) in a comprehensive framework.
The science, model engineering concepts, and infrastructure design have been well
documented (Byun et al. 1995a, b, 1996, 1998; Ching et al. 1995; Coats et al. 1995;
Byun and Schere 2006).

The CMAQ system framework is comprised of three major modeling systems:
emission projection and processing system, the meteorological modeling system,
and the CTM. The CMAQ CTM is used to simulate multiple pollutants with
emissions and meteorological input data. The science options for CMAQ include
the gas phase mechanism, PM module, a set of chemical solvers, various options for
vertical and horizontal advection, and photolysis rate calculations.

In response to congressional mandate, NOAA and EPA formed a partnership to
transfer scientific advances in air quality modeling at EPA into NCEP’s operational
model suite. The real-time air quality forecasting system based on CMAQ will be
discussed in Sect. 5.4.
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5.3 Global Modeling: GOCART in NEMS GFS Aerosol
Component (NGAC)

The online version of GOCART module developed for GEOS-4/5 is fairly inde-
pendent of the host meteorological model, encapsulating the basic aerosol pro-
duction and loss functionality. It has been incorporated into NOAA Environmental
Modeling System (NEMS) to establish the first interactive global aerosol fore-
casting system, NEMS GFS Aerosol Component (NGAC), at NCEP (Lu et al.
2010, 2013).

The rationale for developing the global aerosol forecasting capabilities at NOAA
includes: (1) to improve weather forecasts and climate predictions by taking into
account of aerosol effects on radiation and clouds; (2) to improve assimilation of
satellite observations by properly accounting for aerosol effects; (3) to provide
aerosol (lateral and upper) boundary conditions for regional air quality predictions;
(4) to provide a first step toward aerosol data assimilation and reanalysis; and (5) to
produce quality aerosol information that address societal needs and stakeholder
requirements, e.g., UV index, air quality, ocean productivity, visibility, and sea
surface temperature retrievals.

Effective on September 11, 2012, starting with the 0000 Coordinated Universal
Time (UTC) cycle, NCEP begins to run and disseminate data from the NGAC
version 1 (NGAC V1) at T126 L64 resolution (*100 km). It provides 5-day dust
forecasts, once per day for the 0000 UTC cycle. Dust initial conditions are taken
from the 24-h NGAC forecast from previous day while meteorological initial
conditions are downscaled from high-resolution Global Data Assimilation System
(GDAS) analysis.

The NGAC V1 output is available in GRIdded Binary edition 2 (GRIB2) format
on 1 × 1° output grid, with 3-hourly output from 00 to 120 h. Primary output fields
are global three-dimensional dust mixing ratios for five particle sizes with effective
radius at 1, 1.8, 3, 6, and 10 μm. Two-dimensional aerosol diagnosis products, such
as aerosol optical depth (AOD) and surface mass concentration, are also available.
The NGAC digital products can be accessed from NOMADS at http://nomads.ncep.
noaa.gov/ and NCEP’s ftp server at ftp://ncep.noaa.gov/pub/data/nccf/com/ngac.

Figure 4 presents the evaluation of NGAC dust distributions. NGAC dust AOD
has been compared to dust AOD from GEOS-5 and total AOD from MODIS
onboard Terra. The source regions over the Sahara and Sahel are clearly shown as
well as the patterns of long-range dust transport. Trade winds steer African dust
westward across the Atlantic ocean, covering vast areas of the North Atlantic and
sometimes reaching the Americas (e.g., the Caribbean, southeastern USA, Central
America, and Amazon basin). This has implications for air quality, public health,
climate, and biogeochemical cycle. For instance, about half of the annual dust
supply to the Amazon basin is emitted from a single source in the Sahara, the
Bodele depression (Koren et al. 2006).

The International Cooperative for Aerosol Prediction (ICAP), consisting of
forecasting center model developers and remote sensing data providers, began
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meeting in April 2010 to discuss issues relevant to the operational aerosol fore-
casting (Benedetti et al. 2011; Reid et al. 2011). Consensus ICAP multi-model
ensembles [ICAP-MME, (Sessions et al. 2015)] become pseudo-operational since
2014, using four complete aerosol forecast models from GMAO, European Centre
for Medium-Range Weather Forecasts (ECMWF), Naval Research Laboratory
(NRL), and Japan Meteorological Agency (JMA) as well as three dust-only models
from NCEP (i.e., NGAC), U.K. Met Office (UKMO), and Barcelona
Supercomputing Center (BSC). Figure 5 shows the dust AOD from ICAP-MME
and NGAC, valid at 12 UTC onAugust 1, 2013. Spatial pattern of dust loading from
NGAC is consistent with the ICAP-MME, with elevated dust located in the Sahara,
the Arabian Peninsula, and Asia.

While NGAC has the capability to predict dust, sulfate, sea salt, and carbona-
ceous aerosols, the initial operation implementation only provides global dust
forecasts. Multispecies aerosol predictions by NGAC require real-time estimates of
aerosol precursor emissions. NOAA-NASA has developed global near-real-time
(NRT) smoke emissions, blended from NOAA’s Global Biomass Burning Emission
Product from a constellation of geostationary satellites [GBBEP, (Zhang et al.
2011)] and NASA’s Quick Fire Emissions Data from polar orbiting sensor MODIS
(QFED). The NRT smoke emissions dataset is targeted to be operational in May
2015, and will be used in the planned NGAC upgrade (multispecies forecasts)
slated for operation implementation in late 2015.

Fig. 4 Comparisons of monthly mean MODIS total AOD (left), NGAC dust AOD (middle), and
GEOS5 dust AOD (right) at 550 nm for 2012/10, 2013/01, 2013/04, and 2013/07 periods
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Fig. 5 Dust AOD valid at 12UTC on August 1, 2013 for ICAP multi-model ensemble (top) and
NGAC (bottom). The ensemble is based on six members, including NCEP NGAC, GMAO
GEOS-5, ECMWF MACC (Monitoring Atmospheric Composition and Climate), NRL NAAPS
(Navy Aerosol Analysis and Prediction System), JMA MASINGAR (Model of Aerosol Species in
the Global Atmosphere), and BSC NMMB-CTM. These figures are produced by the Naval
Research Laboratory
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5.4 Regional Modeling: CMAQ in National Air Quality
Forecasting Capability (NAQFC)

As directed by U.S. Congress, NOAA developed a National Air Quality
Forecasting (AQF) System (Davidson et al. 2004) through a partnership with the
U.S. EPA. The AQF system is an offline coupled atmospheric chemical forecasting
system using EPA CMAQ modeling system (Ching et al. 1995), driven by mete-
orological forecasts from NCEP North American Mesoscale (NAM) system. The
real-time U.S. National Air Quality Forecast Capability (NAQFC), based on the
NAM-CMAQ system (Otte et al. 2005; Eder et al. 2010; Chai et al. 2013), run at
12 km horizontal resolution out to 48 h twice per day. The initial deployment of
NAQFC covered the northeastern U.S. domain since September 2004. It was
expanded to cover the eastern U.S. in August 2005 and is now extended to cover
the entire continental U.S., Alaska, and Hawaii.

The NAQFC provides operational predictions of ozone from anthropogenic and
natural sources since 2004. It will be upgraded to provide PM predictions in 2015.
An alternative quick response model for predicting wildfire smoke and dust storms,
both of which have highly variable intermittent sources, are based on the Hybrid
Single Particle Lagrangian Integrated Trajectory model [HYSPLIT, (Draxler et al.
2010)] and are beyond the scope of this chapter. Descriptions of HYSPLIT smoke
and dust forecast systems can be found in Eder et al. (2010) and Rolph et al. (2009),
respectively.

The Carbon Bond (CB05) with 51 species and 156 reaction gas phase chemical
mechanism is used operationally at NCEP (Sarwar et al. 2008). The modeling of
aerosols in CMAQ is based on the PM module (AERO-IV) described in Binkowski
and Roselle (2003). Secondary Organic Aerosol formation is included and descri-
bed in Colarco et al. (2010). The fine PM with size is equal to or less than 2.5 μm in
diameter (PM2.5) can be predicted, speciated to nitrate, sulfate, ammonium,
organics, and elemental carbon.

The Aerosol Version 4 (AERO-IV) particle model is included in the NAQFC
operational configuration for aerosol chemistry. Aerosol size distributions are
represented by lognormal distributions of φ, geometric diameter of the particles:
Aitken (φ < 0.1 μm), accumulation (0.1 < φ < 2.5 μm), and coarse
(2.5 < φ < 10 μm). New particle formation from gas conversion and nucleation are
included as well as heterogeneous hydrolysis reaction of N2O5 (key linkage
between gas and aerosol phase reactions). Predictions of organic nitrate were
overpredicted in earlier configurations and influenced ozone production. As of
2015, organic nitrate is photolyzed and removed quicker by shortening lifetime by a
factor of 10 based on the findings of Anderson et al. (2014) and Yang et al. (2014).
Fugitive dust emissions are included and are now modulated whenever there is
ice/snow to suppress emissions. Real-time wildfire smoke emissions are incorpo-
rated using the NESIDS Hazard Mapping System “observed” wildfire
near-real-time smoke emissions and the U.S. Forest Service BlueSky smoke
emissions system.
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The emission dataset is built on top of the 2011 National Air Quality Forecasting
Capability (NAQFC) baseline data, but with four major updates: (a) new point
source emissions with updated emission measurements and energy projections;
(b) new mobile source emissions updated to 2012 based on trends from the U.S.
EPA surface monitoring network corroborated with satellite trends for the same
constituents (Pan et al. 2014); (c) new off-road emissions projected to 2012; and
(d) updated Canadian emission sectors from Environment Canada (EC) 2012
emission inventories and the Mexican 2010 National Inventory for Mexico.
The NOAA Hazard Mapping System (HMS) is used to detect wildfires over the
nation. The HMS product is then used to drive the U.S. Forest Service BlueSky
wildfire emissions system. Finally, a Kalman filter-based bias correction scheme
(Djalalova et al. 2015) has provided improved PM prediction skill that should result
in improved guidance for State environmental agencies responsible for air quality
alerts.

The NWS Air Quality Forecast Guidance, updated twice daily, is available at the
NWS National Digital Graphical Database (NDGD) decision support system
website (http://airquality.weather.gov). U.S. State and local environmental agencies
use this product to issue air quality forecasts and AQI predictions in their juris-
dictions. To provide the public with easy access to national air quality information,
the EPA’s AIRNow site (http://www.airnow.gov) was developed. This site provides
official AQ point forecasts, issued by state and local AQ forecasters, and real-time
AQI conditions.

GEOS-Chem monthly climatological gas and particle species are used at the
NAM-CMAQ boundaries. The efforts to use aerosol dynamic lateral boundary
conditions (LBCs) from NGAC are under way. An example on using NGAC dust
information to improve air quality forecasts is presented here. Two CMAQ runs are
conducted for the July 2010 period. The baseline run uses static LBCs and the
experimental run uses dynamic LBCs from NGAC. Figure 6 shows the observed
and modeled surface PM2.5 at two AIRNOW stations in the southeast region. It is
found that the incorporation of LBCs from NGAC reduces model biases and
improves correlation. Clearly, the inclusion of long-range dust transport via
dynamic LBCs leads to significant improvements in CMAQ forecasts during dust
intrusion episodes.

6 Satellite Data Assmilation and Air Quality Forecasting

Aerosols play an important role in weather forecasting and climate change. Except
for absorbing aerosols, aerosols reflect part of sunlight back to space. Aerosols
directly affect forming clouds. The modeling and prediction of aerosols is associ-
ated with a large degree of uncertainty due to uncertainties in the emissions,
transport, and its interaction with nonlinear physical processes (e.g., radiative
effects, cloud and precipitation formation). Ground-based observing networks have
been crucial in validating and improving our understanding of aerosol component
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of the entire Earth system, but the data cover a very small portion of the Earth.
Complemented with ground-based networks, observations from satellite platforms
offer a more global view of aerosol distribution. AVHRR (Ignatov et al. 2004),
MODIS (Remer et al. 2005), VIIRS (Liu et al. 2014) provide global distribution of
aerosol optical depths, which are different from aerosol mass concentration needed

Fig. 6 Time series of PM2.5 from EPA AIRNOW observations (black dot), CMAQ baseline run
using static LBCs (green dot) and CMAQ experimental run using NGAC LBCs (blue square) at
Miami, FL (top panel) and Kenner, LA (bottom panel)
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by numerical forecasting model. Data assimilation system can assimilate the aerosol
optical depths for aerosol mass concentrations using the CRTM. Data assimilation,
an approach combining observations and information from numerical model in a
statistically optimal fashion, offers a means to reduce the uncertainties in the esti-
mates of aerosol distribution.

The Grid Statistical Interpolation (GSI) System developed at NCEP (Wu et al.
2002) is used in this study. The core of GSI is to minimize the cost function, which
utilizes observations and a priori or forecast information through a 3DVAR method.
The data assimilation system by minimizing the cost function finds optimal analysis
fields from forecast fields, conventional observations, some retrieval products as
observations, and satellite radiances under dynamic constraints following a set of
physical laws. The cost function describes the departure of the solution of
atmospheric/surface state parameters from background or priori information and the
departure of simulations from observations. It may be written as

JðxÞ ¼ 1
2
ðx� xbÞTB�1ðx� xbÞþ 1

2
½HðxÞ � y�TR�1½HðxÞ � y� ð24Þ

where B and R are the background and observation error covariance matrices of
dimension n × n and p × p, respectively. They determine the relative weight of the
background and observation term contributed to the final analysis. The superscripts
“T” and “−1” represent, respectively, the transpose and inverse of the matrix. Here
x and y are already assumed to be column vectors and hence J(x) is simply a scalar
value.

Most operational NWP centers adopt an incremental implementation (Courtier
et al. 1994) of Eq. (24), namely

JðdxÞ ¼ 1
2
dxTB�1dxþ 1

2
ðHdx� dÞTR�1ðHdx� dÞ ð25Þ

where the analysis is based upon “increment” dx ¼ x� xb, and the departure of
observation minus background (also referred to as “innovation vector”)
d ¼ y� HðxbÞ. H is the linearized version (or Jacobian, a p × n matrix) of the
nonlinear observation operator H in the vicinity of xb. The cost function in Eq. (25)
is quadratic with respect to dx and thus leads to a faster convergence of a mini-
mization algorithm. More importantly, it allows multiple “outer loops” at lower
model resolution for each loop, which is crucial to reduce computational expense in
its 4DVAR implementation. At minimum of JðdxÞ, the gradient (the first-order
partial derivative) of

JðdxÞ with respect to dx needs to be vanished, i.e.,

rJdx ¼ B�1dxþHTR�1ðHdx� dÞ ¼ 0: ð26Þ

In Eq. (5), the background and observation error covariance matrices B and
R are determined offline. In addition to the AOD forward model, the Jacobian of
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AOD with respect to aerosol mass concentration is also derived, which is required
to calculate the gradient of the cost function (see Eq. 26) in the 3DVAR analysis. In
addition to AOD output for those MODIS wavelengths, the CRTM-AOD operator
can also calculate AOD for certain wavelengths to validate forecasts with
AERONET (500, 675, 870, 1020, and 1640 nm) and CALIOP (532 nm).

The AOD observation operator is based upon the community radiative transfer
model (Liu and Weng 2006) developed at the United States Joint Center for
Satellite Data Assimilation (JCSDA). CRTM was primarily designed for computing
satellite radiances and is used in GSI for directly assimilating radiances from
infrared and microwave sensors. However, we extended CRTM to compute
MODIS AOD using only aerosol profiles as input. This newly developed
CRTM-AOD module was incorporated into the GSI system. Some implementations
are ongoing to include WRF-Chem and CMAQ aerosol types.

In CRTM, a lookup table is necessary to store the precalculated aerosol optical
parameters such as mass extinction coefficient, single-scattering albedo, and
asymmetry factor.

Aerosol data assimilation using AVHRR AOD product into a three-dimensional
chemical transport model was introduced by Collins et al. (2001) for studying the
INDOEX (Indian Ocean Experiment) aerosols. Liu et al. (2011) used the CRTM in
the GSI to assimilate MODIS aerosol optical depths to improve initial fields of
aerosol mass concentration.

They adopt the total aerosol mixing ratio as control variable and some
assumptions are made in order to partition the total mass into individual species
(Benedetti et al. 2009). Its application to a 2-year (2003, 2004) reanalysis using
MODIS AOD data showed that the analysis is very skillful in drawing to the
observations and in improving the forecasts of AOD.

Experiments with and without the AOD DA have been conducted to evaluate the
impact of AOD observations on the aerosol analyses and forecasts of a dust storm
period (0000 UTC, 17*0000 UTC on March 24, 2010) over East Asia. Prior to
running the AOD DA experiment, the corresponding background error covariance
(BEC) statistics of 14 aerosol species were obtained using traditional “NMC”
method, in which the difference of 24-h and 12-h WRF/Chem aerosol forecasts
valid at the same time are used for BEC statistics. For the experiment without the
AOD DA, aerosol fields are produced by continuous WRF/Chem forecasts driven
by GFS meteorological fields and surface emission. AOD DA experiment updates
aerosol fields at 0000 and 0600 UTC (day time) when the MODIS has coverage
over East Asia. In Fig. 7, the hourly WRF/Chem model output is compared to the
independent AOD (1020 nm) observations at two AErosol RObotic NETwork
(AERONET) sites (Nanjing of China and Kathmandu of Nepal) for the experi-
mental period. The noDA (green line) experiment severely underestimated AOD.
The AOD values from the DA experiment (blue line) agree much more closely with
AERONET observations (red line). Maximum dust intensity on March 21, 2010 in
Nanjing was well captured by the AOD DA experiment. For Kathmandu site, which
was unaffected by the dust storm, the diurnal variation of AOD in the AERONET
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observations, and replicated by the DA experiment, likely reflects diurnal changes
in air quality caused by traffic from morning to evening.

The developed AOD assimilation method can be expanded to assimilate addi-
tional aerosol-related observations (e.g., surface measurements of particle matter,
multispectral and multi-angle AOD retrievals from different satellite instruments,
vertical extinction profiles from ground-based and space-borne Lidar, etc.).
Moreover, 3DVAR approach adopted here permits simultaneous assimilation of
new aerosol-related data and existing meteorological observations, which are
already used in the GSI operation.

Air quality depends on the concentration of trace gases, for example, carbon
monoxide is one of the main pollutants. Carbon monoxide is a “combustion pol-
lutant” that comes from incomplete burning carbon materials such as vehicles
running, wildfires, and biomass burning emission. Trace gases retrieved from
satellite measurements are useful to determine gaseous emission sources. As shown
in Fig. 1, CO absorption lines locate between 1150 and 2210 cm−1 and observed
radiance there can be used to derive CO concentration. Hyperspectral infrared
sounding IASI data have been used to derive CO (Pommier et al. 2010). IASI, a
Fourier Transform Spectrometer (FTS) records radiance measurements from the
Earth’s surface and the atmosphere with a high spectral sampling of 0.25 cm−1 over
a spectral range from 645 to 2760 cm−1, and with a low radiometric noise (0.2–
0.35 K at 280 K reference). AIRS data are also used to derive trace gases (Susskind
et al. 2003). Based on the AIRS team algorithm (Susskind et al. 2003), the NOAA
developed the NOAA Unique CrIS/ATMS Processing System (NUCAPS).
The NUCAPS was initially for Suomi NPP CrIS/ATMS sensors and late extends
for AIRS and IASI. The description of the AIRS science team algorithm is referred
to the paper (Susskind et al. 2003). It needs to be pointed out that the NUCAPS uses
the microwave radiative transfer of Rosenkranz (2001) and the Stand-alone AIRS
Radiative Transfer Algorithm (SARTA) (Susskind et al. 2003) is used for infrared
radiance calculations. Both CRTM and SARTA are channel-based fast radiative
transfer models. The NUCAPS algorithm contains two retrieval parts: microwave

Fig. 7 Hourly time series of AOD at 1020 nm from 0000 UTC 17 to 0600 UTC on March 24,
2010, at Nanjing and Kathmandu AERONET sites. Red line denotes the AERONET observations,
and blue (green) curves represent the DA (noDA) experiment, respectively
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(MW) data only, and infrared data with microwave data (IR + MW). The micro-
wave only retrieval (Rosenkranz 2001) can be carried out for all-sky except for
strong precipitation cases (Boukabara et al. 2007). The NUCAPS microwave
retrieval convergent rate is typically higher than 96 %. Infrared retrieval of atmo-
spheric states is a high nonlinear problem (Larrabee Strow et al. 2003). For retrieval
using infrared with microwave data, the first guess plays an important role because
of strong nonlinearity of the retrieval problem. We developed two regression
algorithms to derive profiles of temperature, water vapor, ozone, surface tempera-
ture (Goldberg et al. 2003), and surface infrared emissivity (Zhou et al. 2008). The
infrared land surface emissivity may have a large variability (Zhou et al. 2011). The
first algorithm is applied for original satellite measurements for all-sky conditions.
The regression coefficients are obtained by mapping ECMWF atmospheric state
vectors with satellite radiances directly. The second regression algorithm is applied
for clear-sky conditions. The NUCAPS algorithm is applied to each field of regard
(FOR) of CrIS data where each FOR contains nine (3 × 3) field of view (FOV) in
order to collocate with the ATMS measurements. At nadir looking, each CrIS FOV
has a footprint of about 14 km in diameter and each CrIS FOR has a spatial
resolution of about 45 km. It can be found from Table 6 that the percentage for
clear-sky and overcast within FOV is much higher that within FOR. The smaller the
footprint, the larger the percentage for clear and overcast scenes. The high per-
centage is good for clear-sky radiance and cloudy radiance assimilations.
The NUCAPS IR + MW retrievals are basically called “clear-sky” retrieval where
clear-sky radiances are used. In order to estimate the percentage of clear-sky condi-
tions we collocate the CrIS FOV and FOR with the VIIRS cloud masks (Kopp et al.
2014). The VIIRS data have a good spatial resolution better than 1 knm at nadir (Cao
et al. 2013). For one-day global data on May 12, 2014, only 3.3 % is found clear for
FORs and 8.6 % is found clear for FOVs. The low percentage of clear-sky radiances
caused incomplete information content over some meteorologically very important
areas and biasing the model (representative of a clear-sky only issue). To enhance the
percentage of IR + MW retrieval, the NUCAPS removes cloud effects from partial
cloudy scene, so-called cloud cleared radiance. Cloud cleared radiance technique has
been developing and is being used in research communities and satellite retrieval
products for decades. The method is applied to remove the cloud effect on radiances
for partially cloudy FOV or FOR (Liu et al. 2009). The “clear-sky” radiances avail-
ability can be increased from originally 3 % to nearly 70 % for the FOR approach.
The NUCAPS algorithm uses stepwise approach to retrieve geophysical parameters
sequentially: temperature, water vapor, and ozone. Then the NUCAPS calculates the

Table 6 The data percentage within CrIS field of view (FOV) and field of regard (FOR)

Clear 1–10 10–
20

20–
30

30–
40

40–
50

50–
60

60–
70

70–
80

80–
90

90–
99

100 %
cloud

FOV 8.61 13.92 6.16 5.67 4.52 3.94 3.68 3.80 4.32 8.66 18.28 18.44

FOR 3.30 13.78 7.16 6.78 5.86 5.47 5.33 5.53 6.14 8.52 21.99 10.24

The spatial resolution for FOV and FOR at a nadir looking are about 14 and 45 km, respectively
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residual between measured and simulated radiances for trace gas sensitive channels
(Gambacorta et al. 2014). The residual is used to estimate the concentration of trace
gases without changing surface temperature and atmospheric profiles of temperature,
water vapor, and ozone.

Figure 8 displayed the global concentration distribution of carbon monoxide
from NUCAPS retrieval using the IASI data at ascending and descending orbits,
respectively. The IASI data have a good spectral resolution that is particular
interesting for retrieving trace gases. One can see high CO concentration located in
Southeast Asia and central Africa. The high concentration over Northwest Pacific
indicated that CO may transport to northern America.

7 Discussion

This chapter described the Community Radiative Transfer Model (CRTM).
The CRTM and Radiative Transfer for TOVS [RTTOV] (Saunders et al. 1999) are
the two operational models used for radiance assimilation in supporting of weather
forecasting. The CRTM aerosol module has been used in assimilating aerosol
optical depth from satellite products and improved air quality forecasting skill (Liu
et al. 2011). In this study, we assimilate column aerosol optical depth at the
wavelength of 0.55 μm. The vertical distribution of aerosol concentration and

Fig. 8 A global daily carbon monoxide EDR generated by NUCAPS for the IASI measurements
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particle size is essential to the aerosol transport. Aerosols of small sizes at high
altitude have a large chance to transport a long distance. Since backscattered
radiances depend on wavelengths, aerosol optical depths at multiple wavelengths
may provide information about the vertical distribution of aerosol concentrations
and sizes. It needs to point out that the aerosol definition between the model groups
and remote sensing teams may be different. The model group uses aerosol con-
centrations and particle sizes what dynamic models deal with. The remote sensing
team uses optical properties what sensors measure. Even within model community
aerosol definition can be different, for example, the size bin of dust is different in
the GOCART and the CMAQ models. It is also true within remote sensing com-
munity since the retrieval of the aerosol optical depth depends on the assumptions
of aerosol type, size, and concentration. Certainly, there is a good correlation
between the retrieved aerosol optical depth and the aerosol concentration. To
enhance the correlation, the model groups and the remote sensing teams may work
together on the common aerosol definition.

The NUCAPS system retrieved trace gases using the IASI data and will generate
the trace gaseous EDRs using the CrIS data of a full spectral resolution. The CrIS
radiance of a full-spectral resolution is analytically scalable and derivable using fast
Fourier transform. The scalable and derivable spectra may provide an additional
way to the applications of remote sensing. The spectral resolution is critical to
obtain necessary sensitivity of radiances on trace gaseous concentrations. The
satellite products provide global distributions of aerosol optical depths and trace
gases such as CO and O3. The data are useful to determine the initial field needed
by prediction models. But, the aerosol optical depth represents the column value
instead of a vertical distribution. The NUCAPS does provide the vertical distri-
bution of trace gases, but the sensitivity of radiances on trace gases near surface
boundary layer is low. From the spectral weighting functions of the IASI and the
CrIS, we can see that the most satellite information about trace gases come from the
atmospheric layers between 300 and 700 hPa. To improve the retrieval product,
good priori information about trace gases is important. Within the data assimilation
system, one can integrate broad information from model estimate, ground measures,
and satellite radiances. The aerosol vertical distribution may be obtained from
aerosol optical depths at multiple wavelengths and at multiple view angles instead
of using the optical depth at a single wavelength only. The sensitivity of satellite
radiance or reflectance depends on the wavelength. More studies are definitely
needed to how to utilize satellite products and how to know the uncertainty of the
products for each measurement. The errors estimate will allow users to determine
the usage of the products for various applications.

Today’s computation capability is large, but it is still not large enough to deal
with each gaseous absorption line and strong scatterings of aerosols and clouds.
Polarization from clouds and aerosols are not considered because of the shortage of
computation capability in an operational system. The errors induced by neglect of
the polarization in radiance calculations can be significant [several percents,
(Mishchenko et al. 1994)] at UV and visible bands and at microwave frequencies
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for some applications. The effect is relatively small at infrared wavelengths. The
errors can be as a large of 2 K in microwave brightness temperatures (Liu and
Simmer 1996). Surface emissivity models are important in radiative transfer cal-
culations. The uncertainties of the surface emissivity model can be large and
degrade the usefulness of image channels that observe surfaces. Multiple scattering
calculations can be expansive. With scatterings, radiance calculations may demand
several to hundred times more computations than that without scatterings. For
operational radiative transfer models, optimizing code and algorithm may not have
a big room. We probably need to use advanced technology. GPU may be one of the
options that can do designed calculations. It is a known fact that solving linear
equations and matrix manipulations including eigenvalue problems are most
time-consuming. Therefore, one can focus on those codes for GPU without
changing other codes.
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