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Abstract. Methods of tracking of multiple objects or people in video
sequences have applications in many fields such as surveillance, art, trans-
port or biology. This, over four decades old area is still very active, with
multiple new contributions presented every year. Tracking methods must
solve intricate problems, for example occlusion of many objects, crowded
scenes, illumination of different places and motion of camera. This paper
presents a brief survey of recent developments in video tracking based
methods, focused mainly on the last three years. The surveyed meth-
ods are divided into two groups: tracking by detection, which includes
methods that solve the problem of time-linking objects detected in all
video frames, and tracking by correlation, containing methods that fol-
low a selected object using cross correlation. The reviewed methods are
collected in a table that lists for each method the benchmark datasets
used for its evaluation, implementation environment, and whether it can
track single or multiple objects.

Keywords: Object tracking · Computer vision · Statistical analysis ·
Video signal processing

1 Introduction

In the last four decades many approaches were designed in the field of tracking of
multiple objects, which can be applied in surveillance, detecting human behavior
and many other aspects of computer vision. There are many problems in this
area that should be taken into consideration. In real tracking problems people
may be occluded by other persons or objects. Video sequences may be influenced
by different kind of light and illumination which lead to many changes in colors.
Finally camera can move and the same person or object should be still traced.
The development of tracking approaches from last decade led to creation of
many methods having different type of input and output. Current methods were
tested also on different data sets which is not reliable for larger evaluation.
That problem was introduced in [3] and as a result authors collected and shared
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publicly available data benchmarks in one place with important annotations
consisting of many different factors affecting tracking performance.

The tracking algorithms may be divided into few parts, which can be formu-
lated in many different ways. Representation model of object can be described in
the manner of sparse representation presented and improved in [11]. Additionally
tracking algorithms may use visual features such as histograms of oriented gradi-
ents [5] or color [4] and Haar-like features [6]. In order to discriminate the target
many learning methods have been applied such as Support Vector Machines
(SVM) with its modifications [7] or boosting methods [8]. In order to find the
target localization deterministic [4] and stochastic [8] methods have been used.
To deal with appearance changes the object model has to be updated which can
be done effectively by proposed algorithms of online mixture model [9] or online
boosting [6]. Surrounding context is also important in discriminating objects in
occlusion which has been presented in [10] (Fig. 1).

Fig. 1. Possible problems that may be present during procedure of tracking. On the
left side objects traveling in one group, on the right side many crossing tracks with
possibility of occlusions.

Contributions of that paper into tracking problem rely on comparison of
methods from last three years which have shared source code on project’s web
page (that gives opportunity to real comparison). Authors presented mainly
methods that solve the most challenging problem which is tracking of multiple
objects. The paper consists also of methods dealing only with single object but
using correlation filters. In comparison to other current surveys that paper is
much more comprehensive [1,2] because it describes public benchmarks and
much more methods and parameters of evaluation.

The paper is organized in following way - in the second section authors
describe current state-of-the-art in the groups of tracking by detection and by
use of correlation filters. In the third and fourth sections authors present avail-
able data benchmarks containing video sequence and possible parameters used
in order to mark investigated methods.
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2 Current Methods

The section is built from descriptions of few methods which were divided into two
groups. The first one contains methods based on tracking by detection while the
second one methods using correlation filters. All of them have available source
code which can be downloaded and tested. Authors added also few comments
for each method in the order of advantages and disadvantages.

2.1 Tracking by Detection

Group of methods located in the term of tracking by detection has one com-
mon feature. The possible approach contains of application of discriminative
appearance learning. Such methods contain online learning by use of appear-
ance prediction of given object in the next frame of video. Such prediction can
be obtained thanks to algorithms of SVM [7], random forest methods or boosting
models [8]. A number of these methods link detections in different frames by solv-
ing an optimization problem defined on a graph. It can be solved either locally
by application of hungarian algorithm where the problem is approximated or
globally where instead of few frames, methods use batch of frames getting more
global overview. Additionally methods of tracking by detection can have two cat-
egories - batch and online. Batch methods use in the analysis detections of all
frames within batch and connect short parts (tracklets) in longer parts (tracks).
Such approach requires much bigger computational power. On the other hand
online methods can be applied for many issues in the real time by sequencing
building of trajectories in connection frame by frame.

Tracking Multiple People Online and in Real Time [12]. The method of
Online tracking of multiple objects uses a multi-stage cascade combined with a
sliding temporal window. In fact input of given source code consists of videos
and set of detections which can be described by its appearance feature, position
in time and estimated velocity that object moves. In order to describe appear-
ance of a person in algorithm an HSV color histogram is applied, but algorithm
can be extended with many other descriptors without any modification of that
method. For each pair of observations (coming from person detection) algorithm
measures the evidence of being or not identical. The value of evidence is com-
puted basing on data and calculated as a measure of correlation, which can be
a number coming from the set (−inf, [−1, 1], +inf). If the pair of observations
evidence is indicated by positive value while negative shows evidence against and
zero is connected to indifference. Infinite (negative and positive) corresponds to
hard constraints. The scheme of algorithm consists of two simple phases built
from two stages each. In the first part partial detections are connected to form
of short tracklets (in short time) basing on appearance and space-time affinities.
In the second part method operates on entire temporal window which results
in whole trajectories. Advantages Approach similar to GMCP [13], multi per-
son tracking is done jointly for all identities (in contrast to sequential GMCP),
result depends mainly on number of observations (not on length of sequence),
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implementation consists of separate parts connected to detections and track-
lets. Disadvantages Formulation of correlation matrix used as a distance and
similarity comperator causes time complexity.

The Way they Move: Tracking Multiple Targets with Similar
Appearance [14]. The algorithm is computationally efficient and is dedicated
for tracking of multi-object by detection that can overcome four main problems:
camera movement, appearance similarity of many targets, lack of data due to
being out of the field or occlusion, crossing trajectories. The method takes as
input a set of short tracklets that have different lengths and no appearance infor-
mation. The main problem is related with connection of tracklets that belong to
similar trajectories. In this paper authors propose set of methods using dynamics
of motion that can handle many objects described by long tracks with possibility
of occlusion and lack of data. In the first part the problem is formulated as a gen-
eralized linear assignment (GLA) [15] of short tracklets which are used to built
longer trajectories by use of similarity of motion which needs efficient algorithms
in order to estimate such similarities. The algorithm does not require any prior
assumption connected to starting and ending nodes or length of trajectories.
Estimation of dynamics similarity can be done thanks to two algorithms pro-
posed by authors. The first one, presented in paper, alternating direction method
of multipliers (ADMM) [16] uses different optimization which has lower memory
requirements and relies on solving a relaxation and assumes choice of parame-
ters responsible for noise penalty and estimation of the rank basing on singular
values. In second case authors propose new algorithm basing on iterative Hankel
Total Least Squares (IHTLS) [17] which is connected in finding the rank of noisy
data formulated in Hankel matrices. That algorithm was contributed by authors
to clean noisy matrices and estimate rank. Advantages Method allows tracks to
start and terminate anywhere in position and time, algorithm can operate at the
tracklet level, but also all the data on a tracklet rather than a selected portion,
does not assume any priors for the target motion. Disadvantages Algorithm
should be compared with state-of-the-art tracking method basing on currently
available benchmarks in order to check its reliability.

GMMCP Tracker: Globally Optimal Generalized Maximum Multi
Clique Problem for Multiple Object Tracking [18]. The method of track-
ing is formulated as a data association of Generalized Maximum Multi Clique
problem (GMMCP). Input for the algorithm is based on finding detection in each
frame described in [31] to get the detection hypothesis in each frame. Long tracks
are built from shorter tracklets in two layer framework. GMMCP starts with low
level tracklets which are limited to a maximum of 10 frames due to elimination of
tracklets shorter than 5 frames. In the next step low level tracklets in segments
create the input which will form the first layer of framework returning mid level
tracklets, which are used later in forming the final trajectories. In comparison to
different tracklets, algorithm takes into consideration appearance affinity, using
for each node color histogram. The histogram is calculated for each detection
and the representation of the nodes are computed by the median appearance.
In order to find the appearance affinity of two tracklets algorithm calculates the
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histogram intersection. Additionally in tracking method motion model is taken in
the form of constant velocity. Advantages Contribution to GMCP [13] method
as a new graph theoretic problem, efficient occlusion handling, improvement in
comparison to other methods, performance close to real time. Disadvantages
The time complexity increases with the number of objects.

Joint Tracking and Segmentation of Multiple Targets [19]. The algorithm
is dedicated for the problem of multi-target tracking that can exploit low level
image information and connect each pixel to an investigated object or treats it
as background. The result of the method in the form of video segmentation can
work in real world videos. The algorithm takes as an input video sequence and
starts with assigning a unique ID not only for each target detection but also to
specially defined superpixel in videos. Thanks to that idea the method can be
used in recovery of trajectories in long occlusion due to existence of superpix-
els even when the detections are missed. Authors used multi-label conditional
random field (CRF) in order to model the problem, which is stated as find-
ing hypotheses of long trajectories that best describe the data basing on the
low-level information. Advantages Improvement by 0,1 on average of missing
recalls, while reduction of the number of ID switches. Disadvantages Needs
improvement in order to work in time close to real time.

Tracking Multiple High-Density Homogeneous Targets [20]. The method
was created to deal with detection and tracking multiple objects which are dense
and homogeneous. Objects detection is made by a technique of gradients and
usage of isocontour for intensity maps. The method of tracking recursively con-
nects detection by use of graph in temporal window, which is solved by greedy
algorithm. Problem of detection was solved by automatic finding of objects
thanks to local maximum. Additionally detector uses isocontour on intensity
maps, which contributes connection with objects. Tracking works on short track-
lets and by use of greedy algorithm validates results backward in temporal win-
dow. Authors added possibility of online reduction of false tracks in connection
step. The whole process consists of connection of detection in time, forecasting
detection in particular frames and reduction of false detections. At the beginning
short tracks are generated by Hungarian algorithm from those detections having
the biggest affinities. Long trajectories are built from short tracks with probabil-
ity of connection. Advantages Detection is background independent and does
not require learning of model features such as color and texture. Good results for
detections and tracking for prepared datasets. Disadvantages Complex algo-
rithm with good results however not so competetive. For public benchmarks
observable changes in ID switch.

Robust Online Multi-object Tracking Based on Tracklet Confidence
and Online Discriminative Appearance Learning [21]. The main goal of
the method was to create algorithm that will track multiple objects basing on
tracklet confidence, which is evaluated on the base of detection and continuity.
In the next step detections are connected into tracklets by use of Online dis-
criminative appearance learning getting difference in objects. In order to face
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with occlusion across whole video sequence method uses tracklet confidence and
the whole problem is solved depending on value of confidence - reliable tracklets
with high confidence are connected locally while low tracklets with low confi-
dence come back into remaining and not finished tracklets and detections. The
crucial moment in presented method relies on connecting tracklets globally and
locally in order to form one object. For that reason author proposed applica-
tion of algorithm of Online discriminative appearance learning which is used for
updating model according to results of tracking and online training of collecting
data in order to distinguish occurring new objects. Such assumption can be sat-
isfied by Incremental Linear Discriminant Analysis method (ILDA) [22], which
helps in distinguishing many objects and updating model. Advantages Algo-
rithm simple, intuitive and well tested. Application of tracklet confidence and
discriminative online learning. Disadvantages Matlab implementation needs to
be optimized, large time complexity.

2.2 Tracking by Correlation

In last years tracking has been enriched by methods of correlation filters. In
comparison to tracking by detection methods, the results of application of cor-
relation filters lead to less computational load even on hundreds of frames. The
main advantage of that group lies in the lack of necessity in iterating over all
objects and also in application of Fourier domain.

Accurate Scale Estimation for Robust Visual Tracking [23]. In contrast
to other method that algorithm strongly takes into consideration robust scale
estimation for visual tracking. The method start with videos formulated as raw
pixels or Histograms of Oriented Gradients (HOG) [28] and uses learning dis-
criminative correlation filters working on a representation of scale pyramid. The
improvement of scale searching bases on learning different filters for translation
and scale estimation. The method contributes the discriminative correlation fil-
ters first time applied in the MOSSE tracker [24]. One of the advantages relies
on incorporating idea of scale estimation on other tracking frameworks. Advan-
tages Method is more than 2.5 times faster than Struck [25], 25 times faster
than Adaptive Structural Local Sparse Appearance (ASLA) [26] and 250 times
faster than Sparsity Collaborative Model (SCM) [27] in median frame per sec-
ond (FPS). Disadvantages Results are presented for single moving object and
needs modification in order to serve for multiple objects.

Fast Visual Tracking via Dense Spatio-Temporal Context Learning
[29]. The presented robust algorithm uses the dense spatio-temporal context
for visual tracking and takes video sequence as an input. In the first part of
algorithm a model of spatial context is evaluated between the object and its local
background by means of spatial correlations by solving deconvolution problem.
In the next frame the learned spatial context is used in order to update the model.
Building trajectories is made by formulating a confidence map as a convolution
problem. The best possible object position can be computed by getting maximum
of the confidence map and adapting a novel scale estimation scheme which results
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in final track. Advantages The proposed algorithm is simple and fast that needs
only 4 computation of Fast Fourier Transforms (FFT) at 350 FPS in MATLAB.
Method uses explicit scale update Disadvantages Method was tested mainly
on data prepared by authors.

High-Speed Tracking with Kernelized Correlation Filters [30]. The
method uses a correlation filter in tracking problem for videos built from raw
pixels or HOG descriptors [28]. The presented tool can operate on thousands of
objects with different relative translations without a need of iterating on them.
That solution works in the Fourier domain where some learning algorithms can
operate even if new samples are added for specific model. Correlation filters use
a feature that the convolution of two samples (dot-product at different trans-
lations) is equal to an element-wise product performed in the Fourier domain.
Thanks to that advantage and application of the Fourier domain, the desired
results of linear classifier can overcome problems for many translations and
image shifts. Advantages Taking advantage of all 4 cores of a desktop com-
puter, method take less than 2 min to process all 50 videos (29,000 frames).
Disadvantages Lack of comparison to available benchmarks (Table 1).

Table 1. Summary of all described methods with respect to benchmarks applied for
evaluation and statement of used code. Additionally possibility of method to deal either
with single object or multi objects.

Method Benchmarks Code Object

Tracking multiple people online in
real time [12]

Towncenter [33], pets2009
[32], Parkinglot [13]

Matlab Multi object

The way they move: tracking
multiple targets [14]

Own data [14], TUD [34] Matlab Multi object

GMMCP tracker [18] TUD [34], Parkinglot 2 [18] Matlab Multi object

Joint tracking and segmentation of
multiple targets [19]

TUD campus [34] Matlab Multi object

Tracking multiple high-density
homogeneous targets [20]

ETH [35], pets [32], TUD
[34]

Matlab Multi object

Multi-object tracking based on
tracklet confidence [21]

ETH [35] Matlab Multi object

Accurate scale estimation for robust
visual tracking [23]

Own data [23] Matlab Single object

Fast visual tracking via dense spatio
context learning [29]

Own data [29] Matlab Single object

High-speed tracking with kernelized
correlation filters [30]

Own data [30] Matlab Single object

3 Available Data Benchmarks

There are many currently used video benchmarks that are tested in order to
compare presented methods. Thanks to such dataset already published methods
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can be compared in terms of similar aspects. All of benchmarks are built from
many videos or set of pictures that are presenting different scenes with partial
occlusion and other tracking problem. Some of them consist of ground truth
table and detections that can be used as a reference. The most popular videos are
stored in benchmarks:pets2009 [32], towncenter [33], Parkinglot and Parkinglot
2 [13,18], TUD (Crossing, Campus, Stadtmitte) [34], ETH (Bahnhof, Jelmoli,
Sunny Day) [35], videos from own dataset and youtube containg moving objects,
sport scenes etc. [14].

4 Methods of Evaluation

Authors of previous works used many different parameters which are used for
comparison purposes. Most of them are based on a specially prepared ground
truth table which consists of hand made detections. The most popular parame-
ters are listed below.

– increase the number of false positive detections by adding random detections
into the set or increase the number of false negative detections by removing
correct detections from the set [14],

– number of ID switches when trajectories are crossing [14],
– Score as a relation of area of common part of detected bounding box and

ground truth to their sum [14],
– distance precision calculated as the average Euclidean distance between the

estimated centre location of the target and the ground-truth [23],
– centre location error computed as the relative number of frames in the

sequence where the location error is smaller than a certain threshold [23],
– overlap precision defined as the percentage of frames where the bounding box

overlap surpasses a threshold [23],
– multiple Object Tracking Accuracy (MOTA) combines the number of false

positives, false negatives and identity switches over all frame indices [12].

5 Conclusion

New methods of tracking multiple objects are being developed at an even pace
and the field remains competitive. The present survey of recent work in the area
shows that current methods can be very effective in a wide range of environments
and imaging conditions. However, there is still much room for improvement, espe-
cially in cases of multiple occlusions and where there are many objects in close
proximity. Also, the speed of execution needed for real time tracking remains
a challenge for the computationally more demanding methods. The continuing
work will be devoted to a precise performance comparison among the current
methods, by testing them on a unified benchmarking dataset and using the same
configuration parameters.
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