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Foreword

The technological change of the 21st century is decisively shaped by the digital upheaval:
there is no future without digitalization.

The sale of products and services has left the classical point of sale and takes place via
a variety of channels. Whether in the automotive industry, travel and traffic, in cities, or
the financial industry – newly designed ecosystems are being created everywhere.

Data is being generated and analyzed in real time. Companies compete for mobile
access channels to the customer in order gain knowledge about context and personal pref-
erences. The customer has the facility to publish opinions, experience and knowledge as
User Generated Content. He himself creates an impact on the market and is able to build
or destroy trust. He turns into a brand ambassador in the network, furthermore, customer
trust in his suppliers and protection of sensitive customer data is of utmost importance.

With such aspects our Innovation Center Mobile Internet is engaged with. It is sup-
ported from the Bavarian Ministry of economic affairs and media, energy and technology.

For the following book from a multiplicity of submissions in a two-step-review phase
together with a Scientific Board we have chosen 81 chapters including the forewords. All
together in more than 3200 e-mails and diverse face-to-face-meetings the following book
was developed.We could obtain famous managers and experts from industry to share with
us their view on special topics.

� Section I: Prefaces
� Section II: Introduction
� Section III: Digital Society
� Section IV: Individualized Digital Learning
� Section V: Disruptive Technologies & Entrepreneurship
� Section VI: Digital Business Outcomes
� Section VII: Cognitive Systems
� Section VIII: Fin- & Insuretech
� Section IX: Smart Traffic Hubs
� Section X: Mobility Services
� Section XI: Industry 4.0
� Section XII: Intelligent & Autonomous Enterprise

v



vi Foreword

� Section XIII: Big Data and Analytics
� Section XIV: Cloud Technologies
� Section XV: Internet of Things
� Section XVI: Global Challenges – Local Solutions
� Section XVII: Active Cyber Defense

Enjoy the extensive observation of the Digital Marketplaces Unleashed from different
perspectives!

Claudia Linnhoff-Popien, Ralf Schneider, Michael Zaddach
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Prefaces



1Preface: Humans in Digital Marketplaces

Gerald Hüther

Considering the history of mankind, not much time has passed, since Friedrich Schiller
captured the dilemma of his time in a nutshell in his famous Wallenstein trilogy: “The
world is narrow, wide the mind of man”. Today, in our digitalized and globalized world,
Friedrich Schiller would describe the dilemma precisely in the opposite way: The world
has become wide, but our brains are too narrow for the new world we live in.

The articles in this book underline the wide range of opportunities for innovative busi-
ness enterprises offered by digital technology in our global and connected world. There
is no doubt that this rapid development will not only continue, but even accelerate during
the next years. The most important perspectives and directions of this process are clearly
pointed out in this book.

Technological innovations do not only alter our previous means of production or
change economic developments, they also offer completely new instruments to academic
research. The use of digital media allows previously inconceivable insights into the struc-
ture and the organization of complex phenomena. This does not only concern classical
natural sciences, such as astrophysics, but also and above all the so-called life sciences,
the research of living systems from cellular and organic systems to the ecological and
social systems.

The new opportunities of data collection and analysis are particularly suitable for the
research of complex relationship patterns and their underlying laws. The so far prevail-
ing analysis of isolated phenomena in laboratories will increasingly be replaced by the
research of their interactions in natural conditions. Necessarily this will help to gain new
insights. The last century’s predominant deterministic idea concerning the structure of liv-
ing systems through genetic programs is slowly being replaced by new findings on the
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increasingly visible and measurable skill of living systems for self-organization. A ma-
jority of findings and meta-analyses show that self-organizing relationship-patterns are
responsible for further structure formation on all levels of development of living systems:
during the development of embryos, the development of brains, the emergence of ecosys-
tems or during the formation of social systems. In the 21st century, as a “side effect” of
the introduction of technological innovations, “self-organization” has become a key term
for the understanding of development and transformation processes of living beings. Also
social development and transformation processes, like the cohabitation of human beings,
are the expression of such self-organizing processes.

The so called Kontratieff-cycles describe how economic developments are placed on
new foundations again and again through so called basic innovations. These can entail
decades-long adaption processes in all areas of production, consumption or trade that
manifest in phases of economic upturn. Examples for technological innovations that trig-
ger respective economic growth are the steam engine (1st cycle), steel production and the
invention of the railway (2nd cycle), the innovations in the area of electrical technology
and chemistry (3rd cycle), the introduction of cars and petrol-chemistry (4th cycle) and
finally, in the second half of the last century, the development of information technology
(5th cycle).

However, these cycles have not only gone along with economic growth. They were
always accompanied by noticeable changes to human life, especially to the cohabitation
of humans. In particular these changes led to unavoidable, not intended (self-organized)
adjustment processes affecting social relationships in the corresponding era.

Currently, with the globalization and the digitalization, we are experiencing a techno-
logical innovation which is not only of economic importance but also influences all areas
of human cohabitation. This time even to a previously unknown extent.

The manner how humans will live together, work together and learn from each other
in the future will probably change both fundamentally and permanently. To stay with the
picture of Friedrich Schiller, the brain therefore has to significantly develop further.

The key to this development are offered by the most recent findings in the area of brain
science: the human brain is more vivid than assumed. The brain is able to modify, add
and expand neural networks even into the old age. For this reasons humans are capable
to learn throughout their whole life. And: the human brain’s structure is determined more
than previously assumed by social experiences, the exchange of knowledge and skills and
through collaborative design performances. It is therefore an organ that is formed by and
optimized through social relationships. Whoever wants to further develop and “enlarge”
his brain, or the brain of others, should to invest in social relationships, in mutual exchange
and in the search of joint solutions.

In case it is true that every living system reorganizes the relationships of its members
until the perpetuation of the regarded system is ensured with a minimal input of energy,
it is possible to predict how the future coexistence of human beings, considering digital-
ization and globalization, will develop at the beginning of the 21st century. The former
friction losses that were part of the traditional relationships, in other words, the enormous
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expenses of energy and resources that are used to maintain our current way of cohabita-
tion, has to shrink. New digital communication technologies and learning programs can be
considered helpful instruments in this regards. However, the key to the transformation of
our present (energy intensive) relationship culture might be found elsewhere and is more
of a fundamental nature: As long as humans treat each other like objects to achieve their
own goals and objectives, those communities create too much friction loss and thereby
hinder themselves to evolve their existing potentials.

As a result we infringe against a generally valid principle concerning the development
of the universe that has been identified by atomic physicists. That this is about the pro-
gressive opening and development of opportunities. Gregory Bateson already reminded us
that there is no opportunity to change the nature, except one comply with it. But in order
to comply with human nature, we need to know how it works.

With their research neurobiologists made a huge contribution to answer this question.
In a nutshell their discovery points out: humans do not exist as individual entity, just as
much as the brain does not exist without the body. In order to mature as humans beings
and to become the designers of our own lives, we need other humans, we need communi-
ties where their members consider each other as subjects instead of objects of their own
expectations and valuations, objectives and intentions, measures and orders. This makes it
clear, where digitalization might finally lead us to. What remains uncertain, is the question
when the actors and designers of this digitalized World recognize that this world persist
over time, if it offers a familiar and comfortable feeling to people. This can only be offered
through the satisfaction of the deepest human need for solidarity and security on one side
and autonomy and freedom on the other side. “Digital marketplaces unleashed” could help
to transform the world into a global village. And Schiller would be right again. However,
it would be better if the unleashed digitalization increases the diversity and richness of the
world and its cultures into the unknown. In this case Schiller would need state: As long
the world is widening, the brain can never be narrowing.



2Preface: Digital Society? The Great
Transformation21

Fredmund Malik

2.1 Digital Society

2.1.1 From the OldWorld to a NewWorld

Globally, economies and societies are going through the most fundamental change in his-
tory. We are experiencing the displacement of the Old World, as we have come to know
it, by the New World, which is still largely unknown. It is the origin of a new order and
a new societal functioning—a new kind of societal revolution. I called this process “Great
Transformation21” in my book about “Governance” back in 1997. It will change almost
everything:What we do, how we do it and why we do it—and, lastly, who we are. In just
a few years almost everything will be new and different: How we manufacture, transport,
finance and consume, how we educate, learn, do research and innovate; how we share in-
formation, communicate and cooperate; how we work and live. That will also change who
we are.

A new dynamic order is forming, and—more importantly—so is a new mode of func-
tioning of society and its organizations. Digitalization is one of the most powerful of
several major driving forces. Its full potential will be exploited by an equally powerful
force which is a new kind of management, governance and leadership. It is the system-
cybernetic kind of managing complex systems. As I will later show, both have much in
common since they had their birth at the same time and in same place.

The Great Transformation21 is the reason why ever more organizations—in the busi-
ness as well as in the non-business sector—operate in a zone of excessive challenges.
The origin of bureaucratic paralysis and ossification lies in the obsolete methods of con-

F. Malik (�)
Malik Institute
St. Gallen, Switzerland
e-mail: info@malik-management.com

7© Springer-Verlag GmbH Germany 2018
C. Linnhoff-Popien et al. (eds.), Digital Marketplaces Unleashed,
https://doi.org/10.1007/978-3-662-49275-8_2

https://doi.org/10.1007/978-3-662-49275-8_2


8 F. Malik

ventional mechanistic management. Today’s organizations prevent solutions and even
contribute to the intensification of crises with their growing inability to master complexity.
Digitalization on the one hand is aggravating the difficulties and on the other hand it will
be one of the major solutions.

All the social mechanisms that make organizations function will change fundamentally
and irreversibly—worldwide. Millions of organizations of every kind and size will have
to adapt and be rebuilt, as they no longer meet the new standards. Across the generations,
people will be required to rethink and relearn.

2.1.2 TheMap of Growth, Uncertainty, and Creative Destruction

Change in itself—even big change—is not unusual. There is always improvement, adap-
tation, innovation and also disruption. Here, I am talking not about any kind of change
but about a very specific kind of change, the kind that will replace the existing with some-
thing new according to a pattern. We are talking about substitution. The famous Austrian
economist Joseph Schumpeter called this kind of change “creative destruction”. With that,
he put in words the basic law of change that also governs evolution in nature.

My paradigm of the Great Transformation21 is two overlapping s-curves (Fig. 2.1). My
research into this pattern goes back to the late 1970s. In the graph, the red curve represents
what I call the Old World. The green curve represents the New World and the foundations
of tomorrow’s world.

Fig. 2.1 The paradigm of the Great Transformation21
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Between the curves, we see an area of increasing turbulences, as the old is replaced by
the new. This is the critical decision zone; this is also where disruptions can take place;
this is where the Old World starts dissolving and the New World begins to take shape.

This is the zone where the really difficult questions and risks of navigation and man-
agement occur. Previous key resources become increasingly meaningless; they have to be
shifted or newly created.

In search of answers, we reflexively cling to old methods, although they are becoming
increasingly useless. These old methods are what have caused the troubles in the first
place.

Among other things, one key question is whether people in a “red” business will also be
able to contribute to a “green” business, and all of a sudden it is doubtful as to whether you
will have use for even your best people in the future. This zone of shifts is a black box—as
it is named in the science of cybernetics, which is the basis for communication, control
and navigation. It is a system which, due to its immense complexity, is incomprehensible,
unpredictable and incomputable. However, with a new kind of management we are able
to cope with it—just not with conventional methods.

2.1.3 Navigating into the Unknownby Systematically Misleading Signals

One basic rule of change is:Whatever exists will be replaced. Looking at it with hindsight,
you know what the pattern looks like. You also know then what would have been the
right decision at any given point. Standing in the here and now (Fig. 2.2), the existing

Fig. 2.2 Here and now: Navigating into the unknown with misleading signals?
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information systems in our present organizations deliver systematically misleading signals
as their output.

In today’s world, the signals tell us to continue on the red curve. To the extent
that—even if we notice the green curve at all and take it seriously—our old compass
warns us not to pursue that route. Only when it is too late do our old systems sound the
alarm. However, by knowing the entire pattern up to a certain degree, the risk of making
wrong decisions can be circumvented.

2.1.4 Needed: Three Different Strategies and Systemic Leadership

There is yet another important challenge. We need three different strategies: The first
strategy is to take advantage of the red curve as long as possible. We need a second strategy
to build the green curve in time to have it when we need it. And we need a third strategy
to make the transition from red to green.

At this point, it also becomes evident where we need real leadership and what it must
entail. True leadership is needed for the start into an unknown future, when all visible signs
seem to indicate that we should stay in the past. There are such organizations that have
mastered change several times in the course of their existence, mainly by making it happen
themselves. Examples include Siemens, Bosch and General Electric, but not Kodak. For
instance, nothing could be more useless than having the world’s best chemists in the photo
industry when the substituting technology is digital. Virtually overnight Kodak’s most
valuable asset—the knowledge of its top people—had become worthless. What is worse,
apart from having become “useless”, these same people offered the strongest resistance to
digitalization.

2.1.5 Being Ahead of Change

Just as there is a substitution pattern, there is also a strategic principle that successful
companies and organizations adhere to: Be ahead of change! They actively make change
happen instead of waiting for it to hit them. They take advantage of the forces of this
relentless law of business—and not only business—to start into a new dimension of per-
formance rather than fight it. They keep the initiative and determine the rules. Hence,
change is not a must but a want to them. The organization itself determines what happens
instead of drifting along. By outgrowing itself and its previous limits, it in effect substi-
tutes itself. If we don’t do this, others will. It will happen one way or another—that is their
maxim.
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2.2 Radical New Governance Thinking

2.2.1 From theMechanistic to System-CyberneticManagement
of Complexity

Information technology is one of the major drivers of the Great Transformation21. How-
ever, digitalization alone would soon freeze within the labyrinths of obsolete organizations
and mechanistic management processes. Most probably it would just reinforce already
existing bureaucracy. Successful digitalization needs system-cybernetic complexity man-
agement. Only together will they create the ability and willingness of people and organi-
zations for fast change.

What does digitalization really mean? Properly managed it is the potential of rapidly
growing interconnectedness of hitherto separated systems. And it also means doing things
simultaneously which so far could only be done sequentially. As a consequence, this
means an exponential increase in intelligence, adaptivity, speed and productivity. This
is what challenges millions of organizations in our modern complexity society. Without
functioning organizations a collapse of societal functioning looms.

The danger is real. Because the origin of most of today’s organizations’ morphology
and principles of functioning reach far back into the last century. Therefore, they are ever
less equipped to deal with the challenges of today’s complexity and speed. They are too
slow for the transformation, too stolid, neither efficient enough nor adaptable enough.

Decision-making processes seem paralyzed and block themselves. Collective intelli-
gence, creativity, innovation and ability for change are lacking, as well as self-coordina-
tion, self-regulation and self-organization. If we were to stick to conventional ways of
thinking and methods, a social disaster would be inevitable. On the other hand, a his-
torically unique period of prosperity on a global scale could be reached if we rethink
now. A new societal order—facilitating a humane as well as functioning way of living to-
gether—could thus be created, beyond the more than 200 year old and gridlocked political
ideologies.

2.2.2 Digitalization and System-Cybernetic Complexity Management
Have a Common Basis

Digitalization and the management of complex systems have the same hour and place of
birth. The power of holistic, system-cybernetic management far surpasses the mechanis-
tic linear management—many today call it “completely new”. Its origin lies exactly in
the time and place that also saw the development of today’s computer technology. Partly
the same pioneers were responsible who also build the fundament for modern computer
technology and simultaneously for the proper management of societal organizations: They
realized early on that the same principles apply to both areas.
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One of them is mathematician Norbert Wiener, founder of modern cybernetics, with his
book “Cybernetics: Control and Communication in the Animal and the Machine” (1948).
Also the British neurophysiologist Ross W. Ashby with his revolutionary book “Design
for a Brain. The origin of adaptive behavior” (1952). Add John von Neuman, the inventor
of the modern computer, Claude Shannon’s information theory and Heinz von Foerster’s
Causal Circularity.

With their early theories on information and communication, algorithms and heuristics
and on the design and navigation of complex systems, they have created the prerequisites
for today’s real “cyberspace” as well as for the cybernetics of the management of complex
systems. It was still too early for this new system-cybernetic management though. For
decades, the industrialized society’s mechanistic notion of management would continue to
dominate, and it would be taught at thousands of universities and business schools—until
today.

2.2.3 Organizations as Living Organism

The current challenge of the Great Transformation21 forces the renunciation of mechanis-
tic management. The prevalent notion of the last decades that the company is a machine
which can be steered with the linear principles of cause and effect blocked the necessary
progress.

The more helpful notion is the organization as a living organism in its evolutionary
environment. Management then is responsible for enabling organizations to self-organize
and self-regulate wherever numerous and ever more people work together to reach com-
mon goals. Contrary to wide-spread fears this is exactly what allows people the freedom
for the first time to unfold their intelligence and creativity in the digital world in a new
and better way.

The new goal is the adaptive viability of a flexible organization that far surpasses the no-
tion of sustainability. What needs to be done has been identified—and system-cybernetic
management provides theHow andWhereby. Hence, digital interconnectivity and system-
cybernetic management of complexity will become the very societal functions that enable
people to effectively exploit the new possibilities and opportunities.



3Preface: New Computing in Digital Marketplaces
Unleashed

Florian Leibert

We are at an inflection point where consumer technologies and innovation have forced
their way into Global 2000 enterprises. People are asking themselves why enterprise soft-
ware should be so much worse than someone’s experience on an ecommerce travel site
or searching for something on Google. And disruptive technologies such as new digital
consumer devices and services have disrupted the datacenters at the heart of every large
company in the world.

These advances in enterprise IT require new methods of computing, and a new breed of
entrepreneur able to capitalize them. The unleashed digital market places are an exciting
time that arguably began with the rise of the Worldwide Web just more than a decade ago,
but really accelerated with the rise of social networks and mobile devices in the more-
recent past.

Think about the shifts that have occurred since the 1990s, and have really picked up
their pace in the past decade. One of the biggest is the proliferation of computing and the
ability (or requirement) to reach consumers where they spend so much of their time—on
their smartphones, tablets and laptops, or via connected devices that interface with those
computers. A large enterprise application in 1995 might have involved thousands of client
desktops connected to a single big-iron application server or database server. Now tens
of thousands to millions of laptops, tablets, smartphones and other devices have to access
a single application at any given time.

What happened was that giant web-scale companies such as Google, Facebook, Yahoo!
and Twitter—all successful consumer web companies—grew so big, so fast that they had
to invent distributed computing systems to prevent themselves from falling over or drown-
ing in complexity. Because they were solving new classes of problems that legacy systems
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could not manage, they typically invented new open source frameworks themselves or they
jumped on nascent projects coming out of top computer science universities.

Without distributed computing on the backend systems, there is no way any application
could handle that much traffic—much less store, process and serve, in any reasonable
amount of time, all the user and log data that millions of users can generate. This is why
from Apache Spark to Apache Mesos to Apache Cassandra, almost every new technology
of any real utility (and popularity) over the past decade is a distributed system.

Distributed computing is so commonplace in some areas that a single Google search
or Facebook update on your smartphone touches dozens of such systems at very large
scale—each spanning the equivalent of thousands to hundreds of thousands of nodes—in
order to process data, rank results, serve ads, tap the social graph or knowledge graph,
and much more. In fact, companies such as Google, Facebook, Microsoft and Amazon
are so adept at managing and automating entire datacenters full of computers that they
don’t even think about units as small as server racks anymore. They buy machines by the
shipping container and compete for bragging rights over who has the most, biggest and
best datacenters.

3.1 From the Fringes to theMainstream

Today, the types large-scale distributed systems, real-time data processing and service-ori-
ented architectures these web companies built are business imperatives in corporate digital
transformations. Executives and boards around the world are demanding their companies
deliver products that can compete with the likes of Google, or at least can mimic Google-
like efficiencies and innovation within their own IT departments. This leaves CIOs look-
ing for new IT allies that truly understand the technologies their enterprises will need in
order to deliver on these mandates.

While few organizations will ever reach that level of scale, the techniques these com-
panies have developed to manage their datacenter environments are very useful for small
startups and large traditional enterprises, as well. That mundane startup news website or
innovative mobile game you love, for example, is probably running on some combina-
tion of, say, MongoDB, Elasticsearch, Spark and Amazon S3. Traditional enterprises are
getting increasingly hip to distributed systems, too, targeting data analytics with systems
such as Hadoop and Spark, or faster application performance with a distributed database.

More and more enterprises are exploring Docker containers and want to deploy mi-
croservice applications—that is, packaging each component of an application (sometimes
dozens of them) as connected, but loosely coupled and separately-managed services. Mi-
croservices are frequently more about improving developer agility and simplifying IT
operations than they are about scalability, but containers themselves have proven remark-
ably useful for technology pioneers such as Google, Facebook and Twitter. But even
established enterprises like Verizon, Disney, and GE are embracing big data and re-ar-
chitecting their computing around microservices and a containerized infrastructure.
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Example
They have seen the business-changing, if not world-changing, applications that are pos-
sible when we monitor data from mobile devices, park visitors and jet engines—along
with just about everything else in our physical world. They have seen the multi-billion-
dollar potential of building first-of-a-kind and user-friendly consumer experiences. And
they know the technologies that can help them deliver on these goals.

3.2 Distributed Computing is Hard—Good News for Entrepreneurs

For these reasons, I believe the movement toward this new distributed computing stack
is inevitable. But it is not without its challenges. This creates business opportunities for
entrepreneurs.

Most new distributed systems technologies require deep technical expertise to use in
their raw forms. Many are open source software, oftentimes developed at large web com-
panies and now managed by the Apache Software Foundation. They’re appealing because
they’re free and proven to work at large scale. But you need teams of very smart engi-
neers—who are hard to find and expensive to hire—to make it all work.

I experienced this firsthand at Twitter and Airbnb, where technologies such as Apache
Mesos and Apache Hadoop helped us dramatically improve our ability to manage an ever-
increasing number of servers (and the applications running on them) and process big data.
However, there is no way we could have achieved those end results without some of the
smartest computer scientists in Silicon Valley adapting those open source technologies to
fit our specific production environments.

Example
Truly capitalizing on the distributed computing movement will require new ideas about
how applications are built and new technologies to make them possible. Mainstream
businesses will require software that lets developers unleash their ideas by tapping
into a platform composed of thousands of servers and complex data-processing sys-
tems—without having to understand everything that’s happening below the surface.
They’ll need software that automates the day-to-day experience of operations staff, so
they can kiss goodbye the late-night outage emergencies and confusing catalogs of
which applications are running on which servers.

3.3 A New Class of Startups for a NewWorld of Computing

This means there is a golden opportunity for a new class of enterprise IT startups that is
born out this datacenter-scale world. These are companies that understand the technolo-
gies at play—their founders have often worked with or created them at large consumer
web companies—and understand how to turn them into products that large enterprises



16 F. Leibert

will actually buy. From Day One, this new class of startups has operated with the knowl-
edge that their success hinges on how well they can balance cutting-edge technology, real-
world requirements, and an ecosystem of partners working on other pieces of the new dis-
tributed stack.

Open source software is a common, although not entirely necessary, component of the
business model for many of these companies. The depth of a company’s open source com-
mitment is often tied to the technologies upon which its product is built, and to the level
of software stack at which it plays. Popular infrastructure-level software, for example, is
often open source today (for reasons that have more to do with innovation and lock-in
than desire for free software), whereas application-level software is less frequently open
source.

For startups, like Mesosphere, that sell products based on open source software, a lot
of value lies in the community engagement and crowdsourced innovation that open source
technologies facilitate. Smart enterprise IT startups understand that they don’t know ev-
erything and it’s impossible for them to stay current on all the latest technologies. There’s
a lot to be learned (and gained) from internalizing feedback from a diverse set of users,
and from letting subject-matter experts bolster platform capabilities in areas in which your
company is not an expert. This is a departure frommany legacy IT practices, but also from
the practices of web giants, who often build tools or distributions designed specifically for
their own environments before releasing them to the world under an open source license.

Turning remarkably scalable, remarkably complex and remarkably valuable systems
into easily consumable products is a huge challenge, requiring a remarkably different type
of IT company. As you watch the current generation of enterprise IT startups continue to
grow, to partner with one another and to innovate on the business side, you’re actually
watching the maturation of the next wave of IT giants in the unleased digital market-
places—tomorrow’s Microsoft, Oracle and SAP. Their technologies and their methods
might seem foreign at times, but that’s all part of coming of age in today’s technology
landscape. When it’s all said, these are the companies that will dominate the era of data-
center computing.
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4Welcome to the Age of Spontaneous Business
Models: Start Shaping or Be Shaped

Claudia Linnhoff-Popien, Ralf Schneider, and Michael Zaddach

Abstract
Digitization makes our lives faster and faster. Communication happens in real-time,
products are being developed on demand. I do not occasionally visit a market place any
longer, I am always right there – as a particle of an amorphous group that continuously
adapts its structure. We present you some thoughts about the proliferation of markets
and the emergence of spontaneous business models, on how to cope with the fear of
failure, how important and how demanding it is to arouse your clients’ curiosity, and
about opportunities for exponential growth based on the real-time ability to decide
whether an innovation will be successful or not.

4.1 Proliferation –Market Places Branching out

Markets are undergoing continuous diversification. They are becoming more and more
individualized. Customization of offerings is a crucial factor for success. The old economy
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knew standard products. If you were lucky enough, at least there used to be a small group
of products to choose from. Both products and services were tailored for mass production
and mass consumption. They maybe were aligned to target a specific group of customers.
Today, however, clients are being addressed individually and receive highly personalized
offers.

Proliferation takes place. Products and business models keep branching out more and
more – just like a cauliflower. One has to look for those buds of critical mass capable of
attracting millions of customers. These are the buds, i. e., products, worthwhile develop-
ing. It does not matter where these customers are physically located. The only thing that
counts is their common interest in and need for the same product a vendor can develop
and bring to market.

An airline cannot build an own airport for everyone eager to fly. But it can search for
groups of travelers willing to take a flight from Munich. Munich Airport itself has highly
individualized offerings. There are vegan restaurants and steak houses. Some visitors and
passengers only want to go shopping, others seek the tranquility of a lounge.

4.2 Marketplaces Unleashed Becoming Ever Faster

Market places are developing rapidly. They are digital. Even when looking for a physical
product, I will choose the provider based on how fast it is able to deliver. I can get every-
thing I want within 24 h. Customers demand instant gratification. Upon being pointed to
a specific product, a customer wants it be delivered right away and in highest quality. This
concept let corporations like Amazon grow big. They are highly reliable. They know that
also for customers, “time is money” holds true. Indeed, they are able to deliver within 24 h
or less.

And this time span shall become even shorter. Amazon recently filed a patent for flying
warehouses to further reduce physical distance to its customers. The Internet merchant
plans to set up so called “Airborne Fulfillment Centers” (AFC), floating up in the sky like
an airship. Dependent on customer needs, different goods can be provisioned. They will be
brought to the customer by drones, which do not have to queue up in the congested streets
of a metropolis, but offer way shorter delivery times by air. Amazon makes a promise –
and they will deliver on it.

4.3 The Emergence of Spontaneous BusinessModels

Our time has become fast moving. Vendors often do not exactly know yet what they want
to offer or what they will be able to do, but they are already looking for first feedback
on early thoughts and ideas. If an idea is well received, a corresponding product will be
developed. Sometimes an existing product only has to be upgraded with new features or
an existing service optimized. In any case, however, resources will only be spent if an idea
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goes down well. Market analysis in the classical sense takes a step back and is conducted
only concomitantly. New business models are given a try. They evolve spontaneously and
will be extended if they are successful and scale. Only under these circumstances the
growth rates required for a product to be worth developing are possible.

The market’s complexity is unforeseeable. It cannot be reliably predicted which devel-
opment comes next. Instead, one has to try an innovation in the wild. Public awareness
and interest for a new product that customers are not used to yet have to be created. Even
more, they have lived well without it until now. One has to succeed in putting it on the
public agenda in order to gain publicity and acceptance.

4.4 That Said, Nothing Digital Without its Physical Counterpart

Pure software products are known to scale very well. However, as soon as there is a phys-
ical product involved, things get more complicated.

This leads to the following aspect, which is often neglected when discussing Digitiza-
tion: Apart from software-only products, there exists nothing exclusively digital without
an analog counterpart. A promise digitally made by a merchant must be delivered on in the
physical world. A physical object has to be produced and must be physically brought to
the customer, a promised service has to be executed in the real world. The digital promise
made has to match its physical realization. Otherwise, the customer will be disappointed
by the seller.

4.5 Market Places UnleashedNot Offering Final Products,
but Testing Demand

During the old economy, different products were in store the customer could choose from.
He/she was only able to decide which standard product he/she wanted to buy. Today, we
experience a new economy with market places being unleashed.

The customer is market places’ new focus point that everything centers on. Market
places hence have become customer centric. This also created completely new interfaces
between a customer and a market, where user experience became a dominating factor.
Customers must be addressed and be inspired. They must feel a certain urge. This market
does not sell a finished product any more, it makes its sales way earlier in a product’s
lifecycle. That market place sells enthusiasm for a product, creates new needs on the cus-
tomer’s side. If necessary, entire new products are developed based on the customers’
desires and requirements.
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4.6 Create Curiosity

The digital world is in a state of constant change. Structures dissolve and reassemble
to new patterns. Novel devices, gadgets, concepts and applications are offered in high
frequency.

People find themselves spellbound to their devices and different types of media. Dis-
tractions everywhere and at any time. In order to attract customers’ attention, sellers have
to create extremely strong curiosity.

Take “Bibi’s Beauty Palace” as an example. The young German vlogger, born 1993
in Cologne, published her first video on YouTube on December 2nd, 2002. In 2015, she
had 2.5 million followers and more than 450 million views of her videos focusing on the
topics of beauty, lifestyle and fashion. She reaches to young girls mainly.

Literally without any financial investment, she gained unbelievable numbers in cover-
age and popularity, only by means of the Internet. It would take decades or even centuries
for any naturally grown company to achieve the same. Coverage simply explodes here.
Not long ago, such numbers used to be exclusively reachable by big media corporations
sharing expensive cable or satellite bandwidth with each other. Today, everyone can be-
come such a media station. Now that is “unleashed”.

4.7 Customer Interfaces Are A-Changing

During the days of the old economy, the product itself used to be a company’s contact
point to the customer offered by a merchant. The client entered a store, had a look around
and talked to the person at the counter about what he was about to buy. Today, that “guy
behind the counter” usually is a computer system, with an analog system behind it. It
simply cannot work without the latter.

However, during the buying process, only a digital interface supports the decision to
buy or not to buy. This leads to a completely new sales process. Buying interest is triggered
by digitally distributed media. If the online buying incentive fails, however, the purchase
will not be made. So, the desire for high coverage is accompanied by the need to have
several sales channels being functional and successful. High coverage of these channels
will then boost sale numbers.

4.8 The Perfect Offer’s Triad

There always is a triad that has to be taken care of for correctly positioning a product dur-
ing sales and distribution. First, one has to succeed in creating needs. The customer should
be brought to the following insight: “I did not even know this thing existed, but now I want
it.” This is a hard task, especially if a product is completely new. The potential buyer does
not know it yet and is not used to its function or appearance. Also, until now he has done



4 Welcome to the Age of Spontaneous Business Models: Start Shaping or Be Shaped 23

well without it. As an example, let us have a look at the InfoGates terminals at Munich
Airport. Passengers see the video chat to the call center and wonder: “Is there a person sit-
ting in that thing?” They press a button and get a video connection to a human being, and
they just did not expect this to happen. Plus, until now, traveling used to work without such
technology. People might have reservations and fear of contact. So the provider of such
technology has to create acceptance. Second, the digital world is a rather complex one, so
every new product must be convenient and easily operated. Customers should be able to
understand and affect a new product right away. If rejected by the customers, the product
cannot successfully be placed in the market. Finally, the new product’s vendor needs to
have a good estimation for the price tag put on it. Customers want to have the impression
that they get something of adequate value in return for their money. This might be a small
perception only, however this perception is crucial. The price must be considered fair, and
at the end of day the customer does not want to pay more for a product that he would have
paid somewhere else for a comparable piece.

The price might even vary in real-time. The right, individualized offer depending on the
customer’s current situation must be made. This situation and context must be analyzed
in real-time. The correct target group for a certain product must be analyzed and brought
together. One has to find out who belongs to that group, who has a need for the offered
product, and who is able and willing to afford it. If you will, you need a flock of customers,
as humans are herd animals. Customers hence seek and trust other customers’ experiences
in form of product reviews and buying recommendations.

4.9 If Something Performs, It PerformsWell

Today, if a product is a success, it becomes a real big one. The speed of the Internet can
lead to vast propagation in almost no time. In the optimal case, huge amounts of response
and awareness are created, letting a (small) idea become a big deal.

As an example, have a look at Pokémon Go. Developed in Australia, the free-to-play
mobile game hit the App Store on July 6th, 2016. It uses the player’s location data and
smartphone camera in order to enable real world interactions such as Pokémon fights as
well as catching and trading of the popular virtual creatures. The game was officially
presented in North America the next day. On July 13th, the game’s German version was
released, followed by Japanese, Spanish, French and Italian ones. The users’ reaction was
phenomenal, creating a massive hype. Millions of people started hunting virtual monsters,
making the physical and virtual worlds fuse together. Such digital markets scale very
well and supported by social media products spread quickly. The once struggling video
game pioneer Nintendo dared entering the mobile platforms – and was back in the game
immediately. The cliché of couch potato video gamers vanished and augmented reality put
millions of people around the globe under its spell.

On the other side, however, the Internet’s excessive supply also makes it hard to get
attention. The app stores host millions of applications, and only a tiny number are actually
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being used on a regular basis. Customer attention is split between too many new ideas and
business models, a majority of which hence must fail.

4.10 Locally or Globally – How to Roll out a Product?

Software products are easy to roll out. However, platform development is expensive, let
alone bug fixing, patching, extending, testing, optimizing and customizing for different
interfaces, operating systems and device types.

Yet platform development only pays off as soon as there is a big enough user base. Sales
and distribution are hence a crucial factor. “I need users, users, users!” So, the following
questions come up: “How to do the roll out for my new platform? How can I reach the
market share I need?”

The more the merrier: The more a product receives global acceptance, the more people
can be reached and the higher is the chance to get attention. However, customers behave
differently in different regions, industries or business sectors. Asian markets have to be
addressed quite differently from European or American markets.

Entering a market must be conducted in a context-dependent manner. The market place
itself can be reached “anytime, anyplace and through any device”. Yet there are local and
global restrictions. There are different languages I have to use for successful communi-
cation. English for the English speaking countries only, French for the French speakers
and Japanese for the Japanese. When addressing people using a language they do not un-
derstand, I will not be able to reach them. However, market places can be constructed to
support such aspects, e. g., switching languages depending on who comes to the market.
Likewise, products that are globally available must be localized. That is the only way to
achieve economies of scale.

4.11 Real-Time Feedback

The Internet offers another huge advantage for providers: It has real-time response and
feedback. So the provider is able to learn extremely fast what customers think of his prod-
uct. When using a digital distribution channel reaching millions of people, one can see if
a product will perform or not within a few hours. Success can be monitored immediately.
Digitization enables real-time feedback and control loops. But the provider, his marketing
and sales departments must be prepared for this and react fast. In earlier times, test runs
were conducted over several months. Then the aftermath analysis was done, and one could
see what is working or not. Valuable time was lost. Today, you know what works the same
day. There might remain some hope that numbers improve, however the customer behav-
ior is representative even from the very first day. So in the age of Digitization, reacting to
customer feedback extremely fast is key.
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4.12 Battling for the Best Start-Ups

Start-up projects are highly interesting, as no one knows where the journey leads. Future
trends cannot be predicted. Nobody can estimate how much attention which thing will
receive. The market cannot be foreseen, ideas have to be given a try.

Start-ups are free to try out new things. There is plenty of money in the market to do
just that. An innovative idea might fail, but not being a grown brand a start-up company
has no reputation to lose. They simply have no reputation at all, yet, instead they are trying
to build one. This is why they can cope with the fear of failure more easily than existing
companies. Quite honestly, what is at stake? What is the worst thing that can happen? The
project does not grow, it fails. It might even crash. This however doesn’t prevent another
new idea to be developed. If a grown company fails, however, that is a real problem.
Existing sectors and jobs might be affected. Nothing like that can happen to a start-up, so
this makes them quite attractive.

Start-up projects thrive on establishing new business models. It’s not in their respon-
sibility to redesign and improve existing products without taking any risks and without
making any mistakes. Their goal is to create completely new business models, and they
hunger for success.

They can work under fewer restrictions and obligations. Injecting a new idea into
a grown and rigid corporate structure takes much longer. And it is way more complex,
as there are hundreds of obstacles to overcome. Executives and managers who have faith
in the idea must be found. Preserving and protecting existing assets are essential parts of
a grown corporate’s creed and mindset. Also, a ready business case must be presented first.
Introducing new models into an established corporate structure is a much slower process
than doing the same in a young company. In a start-up, you simply start with a new topic.
Things happen faster. The founders invest all their power and resources into the project.

For a large company, it is thus easier to try out a new idea within a start-up – or buy
a successful one – than to build an innovative product far from their own core expertise
themselves. With the potential benefit for a large company being so high, start-up success
rate being so low, and so much money being out there, real competition for successful
start-up business models can be observed.

4.13 Digitization Duality

Digitization changes our lives in two aspects. On the one hand, it offers complete au-
tomatization and efficiency. Digitization automates everything that can be automatized –
including cognitive systems that automate our thinking.

On the other hand, automatization leads to previously unknown types of services, prod-
ucts and business models. This creates a battle for reaching customers on a specific sales
channel. More and more providers are competing for one and the same customer. This
will eventually lead to the situation that the customer concludes: “I do not want to see
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ten different merchants making me offers anymore, I want to have one personal assistant
who knows about my preferences, behavior and interests and that uses this knowledge
to choose what I really want. Pretty much like a travel agency agent, who takes care of
my journey including flights, hotel, rental car, train-to-flight and lounge access as well as
travel and cancellation insurances.”

4.14 The Bottom Line: Deploy or Invent New BusinessModels

Start shaping or be shaped. The high velocity that our market places evolve with compels
every entrepreneur to keep pace. Idleness means downfall. Only those able to reinvent
themselves over and over again are able to compete. Every provider of goods or services
is forced to launch new business models and innovations.

Digitization has made the world smaller. Everyone can communicate with everybody
else. And compete with everybody else – this made everyone a potential competitor. But
the world has also become more complex, so everyone needs everybody else as a partner.
I can build my own channels to reach my customers or use my partners’ channels. I am
literally forced to join forces, as partnerships will let me grow. That is just how Uber or
AirBnB did it: They created an ecosystem and shared it with everyone. In this business
model, the partners earn money as you earn money. And it is so attractive that many
partners lined up.

There is no more market place that I have to go to. An unleashed market place is
everywhere. Any business can explode or be suffocated by others. Attracting customers to
my own product is hard work and art at the same time.

Today, the market place with all its products comes to me as a customer. It is always
there, at any day or night time. It pervades my routines and daily life. It is the Internet. As
soon as I am online, I am at the market place right away. That market place is amorphous.
It’s moving. And I have to move with it.
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5Preface: So Far, so Bad – the Complexity-Fear
Dilemma in Cybersecurity and Its Lesson for
Digitalization at Large

Sandro Gaycken

The new waves of the ongoing digital revolution are certainly of high importance to every-
one. New markets are created in a highly dynamic fashion, with the industrialized West
and its backbone of technology manufacturers undergoing fundamental changes in the
coming years, and new products flood our lives, whether directly as consumer goods or,
a step before that, as baseline technologies, infrastructures, production machinery, new
cars, new drug pumps, new reactors, parts of our formerly dumb and blind environment
of “old tech”. In sum, businesses and technologies in Germany and Europe are faced with
enormous options for change – and their according sets of opportunities and threats.

Yet while everyone agrees that something great and, in a business sense, oceanic is un-
der way, the question whether we will master this change and benefit from it, economically
and individually, is somehow open. All commercial benefactors from industry captain to
startup hipster agree, of course, that they do or will master this new surge in digitalization.
And most of them, to be fair, try hard. But is it really enough? And do they try in the right
way?

These questions are very hard to answer. Success is difficult to measure, at any rate,
and many paradigms are young and technically inasmuch as commercially still in their
infancy. However, we may be able to learn some lessons from other fields of IT with more
history to them.

One such field is cybersecurity. The insecurity of computers is known for quite some
time, and Germany has been part and parcel of the games surrounding the attempts to
generate cybersecurity (or IT-security, as the old folks say). We have had our share of
attackers, of technologies and policies, of responsibilities and laws, of small and medium
IT-security companies, of research, and of larger government and large enterprise units
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concerned with this problem. We know of terrible risks, like mass surveillance, attacks
prepared for nuclear weapons, or SAP-outages at outraging costs of 22 million US-Dollars
per minute. We even have one of the oldest federal institutions in this field, the Bundesamt
für Sicherheit in der Informationstechnik (BSI), devising and implementing laws for more
than 20 years now.

A clear set of conditions, specifications, powerful actors, options, threats, opportunities.
So did we secure our computers? Did we maybe even generate a market out of this huge
opportunity? How did we fare?

The answer is: not so well. In very lengthy, tedious, slow and complicated procedures
full of rivalries, politics and interests, we managed to come up with only tiny bits of
progress on standards and laws, both still difficult to implement, and a few niche security
products. And that’s it. Years into what can be called an elevated state of this problem and
its underlying market, we still don’t have proper security. The technologies are piecemeal
and patchwork with limited functionality, understanding is still very low, the market is not
any more mature than ten years ago, research and development have grown, but are stuck
to conservative paradigms and face difficulties when trying to become industrialized. And
still there are only a very few (real) experts.

The situation may look different on glamorous reports and slidedecks. But by and large,
measured by the distance to actual 99% security, it’s failure. Neither the technical, nor the
regulatory, industrial or managerial part has performed well. Despite the fact that there are
technical, regulatory, industrial and managerial options to achieve 99% security. Disrup-
tive options, to be sure. But isn’t that the word of the day in any presentation or brochure
on digitalization? So what happened? Why didn’t we manage to disrupt cybersecurity?
And could such a drama repeat itself in other areas of digitalization?

Among a larger set of particular issues, two closely entangled core problems appeared
at the black heart of the cybermisery: complexity and fear. Complexity was and contin-
ues to be a fundamental obstacle to anything digital. Any product more complex than
a dogfood app requires many different and very high levels of expertise. Decision-makers
in industry and government usually don’t have this kind of knowledge. Unfortunately, in
cybersecurity, the field is so complex that even the best experts in the field hardly un-
derstand more than their own vertical and a few topics left and right. As an additional
problem, experts in a highly complex field enjoy a lot of options to craft their opinion
on both, the problem and the solution. In turn, the few experts capable to master larger
pieces of the puzzle tend to disagree quickly on details. The end-result is a zoo of opin-
ions, analyses and potential solutions, with no chance for the lay person to judge between
different approaches. Independent, objective methods to measure problems and solutions
comparatively are almost impossible to develop at present.

So how do we decide what to pursue and what not? At this point, fear comes to play.
German Angst, one might say, which has developed its very own culture among German
engineers, managers and regulators. That culture is one of success: Germans hate to fail,
and failure is punished, explicitly and implicitly. As a result, technological design, man-
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agerial decision-making, the development of business models and the crafting of laws all
are extremely cautious, consensual and highly incremental.

When confronted with a highly complex problem with no definite answer, this mental-
ity drives perceptions and procedures. People in charge always gleam left and right what
their peers are doing, to do the very same with a slightly different pitch to it. This way, they
can easily disperse responsibility to “what everybody does”. On more expensive topics,
they call in dozens of assessments and evaluations, simply to compare them for overlap, in
order to refer to “most experts”. Or they delegate the problem away to a large company or
a unit or agency in charge, even if that entity has no good track record itself. Hackers are
so used to this mechanism, they invented their own description for this procedure. It’s the
“OGP”-, the “other guys problem”-strategy. In a variation of this OGP-strategy, disruptive
ideas are being tosses around among each other until their executive level has forgotten
about it, and it can be dropped safely to return to the old paths of maximum diffusion of
responsibility.

The list of evasive maneuvers could be continued for a few more pages. Over time,
these evasion create dangerous path dependencies, implicit tolerance and wrong sub-in-
centives, and bring forth a self-fulfilling prophecy. With a constant mentality to shun the
unknown and shine the known, the least controversial solutions gain ever more “support”,
rendering them ever more “accepted” for the lay persons eye, followed by a lot of “told
you so” from those generating this effect. But in truth, this is just the center of gravity of
a defective decision-making process.

Now does this apply to digitalization at large? Most likely it does. Digitalization is
complex, especially its new surge, risk and money are involved, and the people in charge
are of the same kind and breed. Cheap, consensual, boring and incremental solutions will
quite likely always have an upper hand in the coming years. And that will clearly put
others in the lead of this revolution. We may be bound to lose this race.

A recommendation would be that executives, regulators, entrepreneurs, researchers will
have to start their innovative process earlier and at a different place. Before disrupting tech-
nologies or markets, they have to disrupt the complexity-fear-dilemma. And they have to
disrupt it in an invisible and somewhat intangible layer, they have to change their culture.
This, of course, should be done with great care, only in solidly separated units and in
phased models with room for trial and error. But setting up exotic enclaves, where “the
rules” don’t count and where incentives are upside-down, may have to be an important
requirement for future growth and survival as a technology innovator.

The present book will hopefully support this process or, even better, provide smarter
ideas than this one. At any rate, it must be seen as a guide to master a new field we
shouldn’t yet consider mastered, an important voice of criticism and encouragement, and,
most importantly, a call to practice: to act, to do, to try, to fail and finally, to win.
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Digital Public Sphere: the TED Talk Ranking
Ecosystem
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Abstract
In the past few years a new actor, who is playing an increasingly important role in
ranking ideas and the scholars who share them, has emerged: the TED organization.
While debate has surrounded popular academic research output rankings such as, im-
pact factor, h-index, Times Higher Education Ranking and Google Scholar, the TED
Talk phenomenon does not seem to have garnered the same amount of interest. We
argue that TED talks can be seen as a social form of ranking which specifically affects
higher education and potentially research and innovation through decisions on what to
invest in next. The TED organization then becomes a gatekeeper in the production and
the cultural valuation of symbolic goods and social practices, especially with regard
to research and innovation worth spreading. In this chapter we attempt to demonstrate
how the TED ecosystem is a marketplace for ideas. By applying the concepts of recog-
nition, valuation and signaling, we show how the TED ecosystem functions as both
a means of gaining recognition for speakers and their ideas, but also provides a means
of ranking those ideas and projects by signaling their importance by inclusion in the
curated collection of talks accessible on the TED website.
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6.1 Introduction

With the advent of the Internet and its potential for multidirectional, interactive commu-
nication, we have seen the emergence of a digital public sphere. Numerous websites these
days are set up in such a way as to encourage Internet mediated participation in ongoing
discussions.

In the past few years a new actor, who is playing an increasingly important role in
ranking ideas and the scholars who share them, has emerged: the TED organization.
While debate has surrounded popular academic research output rankings such as, impact
factor, h-index, Times Higher Education Ranking and Google Scholar, the TED Talk phe-
nomenon does not seem to have garnered the same amount of interest. We argue that TED
talks can be seen as a social form of ranking which specifically affects higher education
[1] and potentially research and innovation through decisions on what to invest in next.
In this paper, we posit the following: TED talks can be considered to be a valuation de-
vice, in part because of their popularity. The TED organization then becomes a gatekeeper
in the production and the cultural valuation of symbolic goods and social practices [2],
especially with regard to research and innovation worth spreading. A valuation device is
a process by which something, in our case ideas and innovations, is evaluated and ranked.

Valuation can be studied and observed in two different ways, either by looking at cat-
egorization and/or at legitimation [3]. As such, we argue that TED Talks form a ranking
ecosystem encompassing both categorization (the multitude of ranking and ratings avail-
able internally and externally – which refer back to TED. These include number of views,
popularity, inclusion in playlists etc.) and legitimation (recognition-based valuation). To
this end, we use the concept of recognition [4] as an interpretative lens, specifically fo-
cusing on “achievement” as a form of recognition which may be gained by participating
in a TED event. In short, giving a TED talk, especially one that has a large number of
views, increases both the TED talker’s recognition and the recognition of whatever dis-
covery, or innovation it was about. And, this within both the digital public sphere made up
of a diverse group of people and potentially the TED talker’s professional community.

In addition to recognition, we also focus on a sociological interpretation of signaling
theory [5] in order to make sense of the categorical aspects making up what we define to
be the TED talk ranking ecosystem. Considering the integration of IBM Watson to “find
nuanced answers to your big questions”, it can be argued that TED is actually a digital
infrastructure for selection and promotion of research in science and innovation. Further-
more, Gambetta (2005) raised important points regarding signaling which we believe are
applicable to TED talks: “under what conditions can a signal be rationally believed by the
receiver, when the signaller has an interest in merely pretending that something is true,
when he has in other words an interest in mimicking truthfulness in some way?” Given
this, it is important to study the role signaling plays in the TED talk ranking ecosystem
and its relationship to recognition, providing insights on the challenges as well as the po-
tential transformation drivers for academic institutions and R&D departments in private
companies.
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The Chapter is structured as follows. We first provide a discussion of our theoretical
background, thus explaining in more detail certain concepts and terms we use to analyze
the TED talk ecosystem. We then provide a brief history of the TED organization, which
leads us to then further describe the structure and reach of the TED ecosystem. Finally, we
open up a discussion about the relationship between signaling, recognition and valuation
based on a conceptual model.

6.2 Theoretical Background

6.2.1 Public Sphere and Valuation

Public speaking acts serve four basic purposes: to reaffirm cultural values, to increase
democratic participation, to bring about justice and to promote social change [6]. With
the increasing presence of the media as a place where ideas are circulated and debated,
increasing importance has been placed on the “art” of public speaking. The presence of the
media means a larger, more diverse public, which will change the delivery and content of
a speech. A timely example would be the popularity of the TED talk and the proliferation
of affiliated events around the world. Public speech acts occur in public and as such can
be considered to be part of the public sphere.

According to Habermas [7], the public sphere is both a physical and metaphorical space
where public opinion is formed outside of the structure of the State and the private sphere
represented by the family. It is an intermediary space. The public sphere can be conceived
of as a network of people, physical places and media outlets that circulate ideas that are
debated in a rational and critical manner. In short, the public sphere is a space where
the focus is on public discourse not on the person speaking [8]. Habermas [9] retraces
the evolution of the public sphere and reaches the conclusion that the original “bourgeois
public sphere” has been distorted, thus public discussion has been turned into a commodity
[10]. Furthermore, the advent of the Internet has further transmogrified the publicness of
the public sphere into publicity [10] while increasing the public’s ability to join in the
discussion. It would appear that the TED ecosystem is an example of an Internet mediated
public sphere, which we call the TED talk sphere.

Taking these issues into account, we further argue that TED talks can be considered to
be a valuation device. According to Doganova et al. [11], the sociology of valuation looks
at how “the value or values of something are established, assessed, negotiated, provoked,
maintained, constructed and/or contested.” Valuation can be studied and observed in two
different ways, either by looking at categorization (classification systems, stabilization,
institutionalization), or at legitimation (the mechanisms by which an object gains value,
recognition of value by you and me) [3]. The TED organization thus becomes a gate-
keeper in production and the cultural valuation of symbolic goods and social practices,
determining social status and class [12].
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6.2.2 Recognition

Recognition has been defined according to three main dimensions: equal respect awarded
to all agents capable of autonomy; esteem due to one’s achievements, emphasizing dif-
ference and the uniqueness of specific and cultural features; recognition of concrete in-
dividuality such as love and friendship [13]. In general, one of the key characteristics of
recognition consists in the affirmation of positive qualities of single individuals or groups
[14]. Further elaborating from the Hegelian argument that we gain self-consciousness only
through a process of mutual recognition, Brandom [15] claims that this elementary form
of recognition, on the one hand, allows for the creation and preservation of a subject’s
identity, granting others the status of an epistemic authority; on the other hand, it denotes
a basic normative attitude and allows one to build a normative space of reasons, com-
mitments and entitlements, enforcing the subject as being capable of responsibilities and
exercising authority [13]. Taking these issues into account, it is worth noting that Honneth
[14] points out distinct stages of recognition along which individuals gain self-confidence,
self-respect and self-esteem, the latter related to personal “achievements”.

How, TED Talks contribute to recognition as an institutional fabric of a person’s iden-
tity, granting others the status of an epistemic authority is still little explored and worth
investigating.

6.2.3 Signaling Theory

Signaling theory attempts to understand a two pronged communication problem that we
have all encountered: How can the receiver (the person receiving information from a spe-
cific source) determine whether, or not the signaler (the person communicating the infor-
mation) is telling the truth? How can the signaler persuade the receiver that he is telling
the truth, regardless of the truthfulness of his communication [16]?

Much of what we want to know about someone is hidden from us. There is an informa-
tion asymmetry. How then, do we discern the truthfulness of what is being communicated
to us? Signaling theory, through analysis of a variety of situations, attempts to respond to
this question.

One way of “signaling” who we are and what we stand for, what our beliefs are and
our moral standards, occurs through what communication scholars call nonverbal com-
munication. This form of communication encompasses body language, dress, smell, the
environment within which the communication occurs, nervous tics . . . In signaling the-
ory, these elements are divided into signals and signs. “Signals are the stuff of purposive
communication. Signals are any observable features of an agent which are intentionally
displayed for the purpose of raising the probability the receiver assigns to a certain state
of affairs (. . . ) Signs are a different concept from signals. Signs can be just anything in
the environment that is perceptible and by being perceived happens to modify our beliefs
about something or someone. But signs are dormant potential signals. They are the raw
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material of signals. The basic form of the sign—signal transformation is that a signaler
takes steps to display the sign [16].”

A sign can become a signal when the signaler purposefully displays the sign. For ex-
ample, I happen to have a nasty scar on my arm that I normally keep covered up. However,
in situations where I want to appear tough, I purposefully display the scar. Depending on
how I received the scar (an accident, a knife wound during a fight) displaying the scar in
specific situations could be an example of emitting a false signal—one that is strategically
meant to misrepresent and mislead.

Another key element in signaling theory is the cost of emitting a signal depending on
whether, or not the signaler is being truthful or not. Let us consider two types of signalers,
someone who is truthfully emitting a signal and someone who is not. If only the truthful
signaler can emit the signal, then we are in a state of “equilibrium”. “In this equilibrium
signals are unambiguous, and the receiver is perfectly informed [16].” In the opposite
case, when both types of signalers can afford to signal the same thing, then the receiver
is no better informed than before the signaling occurred [16]. In real life, we generally
encounter situations that are somewhere in between these two extremes.We are “informed,
but not perfectly [16].”

6.3 TED

The TED (technology, education, design) conference, cofounded by Richard SaulWurman
in 1984, was meant to be a one off conference which brought together influential people
in the areas of technology, education and design. In 1990, the second TED conference
was organized and from then on, the conference was held twice a year. Wurman curated
TED until 2000 and then sold it to UK entrepreneur, Chris Anderson. Anderson coined
TED’s tagline, “ideas worth spreading” [17]. In 2006, the TED website was launched and
it currently hosts a selection of over 2000 talks divided into categories like “jaw dropping”
and “beautiful”. Furthermore, according to Sugimoto et al. [18] the TED Talks website is
the fourth most popular technology website in the world.

While the TED organization offers more than just talks, the talks are what they are
best known for. A typical TED talk lasts 18min. Close attention is paid to not just the
content, but also the narrative structure and delivery. Speakers are provided coaches so
as to deliver high impact talks. People present official TED talks at a limited number of
venues, either at one of the two main conferences, or at the TED global conference. There
is a selection process for choosing TED talkers and audience members so as to maintain
quality and diversity [19] After conferences and other TED talk venues, the organization
then carefully selects which talks to upload onto their website. “Most TED talks are edited,
lightly but carefully.” [20]. Viewers are able to stream the talks, or download them. And,
like most sites on the social web, viewers are able to interact with the talk by liking it,
commenting on it, sharing it and rating it [21]. Aside from the talks, the TED organization,
however, is comprised of numerous ventures, such was TEDEd which provides playlists
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to use in the classroom, a TED-Watson collaboration, a weekly show on NPR and a start-
up competition.

TED’s flagship product is the talk, an 18-minute, carefully crafted speech performed in
front of a live audience. The TED talk is offering a re-packaged public speaking format
that uses identifiable and well known rhetorical devices that have been studied in public
speaking classes and put into practice by public speakers [22]. A large part of the TED
website is dedicated to providing access to a curated group of talks. Talks are also acces-
sible through other media outlets, such as a dedicated youtube channel, iTunes, the TED
talk app and a few digital television providers.

6.3.1 TED Ecosystem

In this section, we describe the various products and partnerships of the TED organization.
We start by describing the events hosted, or affiliated with TED and then move on to
the other types of initiatives the organization engages in. We conclude the section by
briefly outlining the layers of publics the organization touches through its products and
partnerships.

Official TED talks performed and recorded during a number of events, in front of a live
audience. TED hosts an annual 5-day conference in Vancouver, British Columbia every
year. 70 speakers are invited to give talks on the main stage in front of 1000 audience
members, who have applied to attend the conference. However, during this annual event,
additional people also give talks on smaller stages—selected TED fellows, the best of
TED-Ed club members and selected TED residents. There is also an annual TEDGlobal
conference, which is organized like the Vancouver event. The most recent TEDGlobal
event was held in Geneva. It is now possible to subscribe to TEDLive, a livestream service
that allows you to view the current conference, as well as past conferences, in their entirety.

TED also organizes three other special events which are open to the public: TEDSum-
mit, TEDWomen and TEDYouth. TEDSummit is a 5-day event with 111 speakers (popular
past speakers and new speakers), interactive workshops and community building events.
TEDSummit is, according to the TED website, for the most engaged members of the TED
community. TEDWomen is a 3-day annual conference about, well, women and issues that
concern them. TEDYouth is an annual 1-day conference catering to secondary school stu-
dents.

The best talks from these events appear online. There are numerous other TED-branded
venues where people can give talks, such as TEDx events, TEDxsalon and corporate TEDx
events. In actuality, however, the link between these events and the official ones is tenuous.
Still, the best TEDx talks do appear on the official TED website in two different ways.
The very best are integrated into the official TED talk list. Those relegated to the TEDx
section of the website are less interactive for the viewer, thus it appears that the TED
organization is setting the agenda in terms of what talks garner the most reactions in the
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TED talk sphere consequently further influencing the flows of information and the internal
hierarchy among talks.

A TEDx event can be organized by an individual, an organization, or a community.
A standard TEDx event cannot exceed 100 audience members, must include screening of
2 official TED talks and the event can only take place during 1 day. TEDx events come in
many flavors: University events, Youth events, Women events (these can only occur during
the official TEDWomen event), Library events, TEDxLive (simulcast of a TED confer-
ence) Internal events and Business events. For communities in the developing world, TED
has kindly put together TEDx in a box. There are also TEDxSalon events, smaller, more
focused events, that must occur three times in a given year. TEDx events do not have to be
limited to 100 audience members. An organizer, however, who wishes to organize a bigger
event must attend an official TED conference. These are expensive events and range from
$2495 for the 3-day TEDWomen event to $8500 for the 5-day events.

The TED talk has proven to be sufficiently popular (the top viewed talk has been
watched 39 million times), that the organization has begun using the talk as a building
block for developing additional products and services.

In keeping with its mission of spreading ideas, TED now has a dedicated TEDEd
platform where teachers and university professors can develop lesson plans built around
a TED talk, a youtube video, or a TEDEd original (an animated segment using educa-
tors’ ideas and words). To date, 185,552 lesson plans have been created. TED has made
using TED talks in the classroom easy, thus inciting educators to adopt them as teaching
tools and consequently expanding the TED talk sphere to include students from around the
world. TED has recently partnered with the publisher, Wiley, to produce subject specific
instructor manuals built around a series of TED talks. In this case, the talks function as
virtual guest lecturers.

TED has partnered with the publisher, Simon & Schuster, to produce short books based
on the most popular talks in the collection. This is an interesting partnership in that the
organization is partnering with a representative of a traditional medium for disseminating
information. The end result, however, is a book with a twist. Recognizing that 18min
isn’t enough time to delve deeply into a subject, TED Books provide speakers with the
opportunity to develop the subject of their talk in a short book format. Indeed, the tagline
for these books is “short enough to read in one sitting.”

The American radio station, NPR (National Public Radio), also broadcasts a weekly
one-hour radio show dedicated to a specific theme and built around TED talks. The radio
show includes additional content, mainly interviews with the TED talkers included in that
week’s show. This radio show, however, is not a direct means to accessing TED talks and
so, we consider it to be a partnership, as well as an example of TED’s expanding reach.
(NPR is known for its somewhat highbrow audience.)

With the ambient popularity of the TED talk and the organization’s overarching mis-
sion, TED has also begun providing companies with internal TED-like conferences. The
goal of these TEDInstitute conferences is to identify thought leaders amongst the employ-
ees and give them a platform where they can circulate their ideas. This service has a hefty
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price tag, $1.5 million [29]. In return, TED provides coaching and guidance in produc-
ing an internal event. As with other TED events, the best TEDInsitute talks appear in the
online collection, with the company’s approval.

TED has recently partnered with IBM Watson to provide a Watson powered platform
that, after signing in with your Facebook or TED account, allows you to ask questions
and receive answers in the form of short clips from a selection of TED talks. The TED-
Watson platform also provides personalized playlists based on your social posts. Recently,
TED has partnered with Wikipedia. TED will provide the open source encyclopedia with
metadata from its collection of talks to increase the accuracy of Wikipedia’s entries.

The TED studio produces content for companies in a TED-like style. TED also of-
fers consulting services which bring together speakers who have given a TED talk and
company employees in order to spur on human-centered collaboration.

TED’s primary focus appears to be the ability of a well-crafted talk to increase the
dissemination of information. As such, through a number of different initiatives, the orga-
nization also provides ways in which individuals can learn the necessary skills to produce
a TED style talk. TED Ed clubs are a clear example of this type of initiative. Students in
secondary schools around the world can apply to start such a club. In 13 sessions, club
members learn how to write and deliver a powerful 4-minute speech. The club’s final ses-
sion is a TED Ed club event where members give their talks. Teachers can nominate the
best students to perform at the annual TEDYouth event. Italy’s minister of education has
recently advocated that TED Ed clubs be created in all of Italy’s secondary schools.

The TED organization also nominates 400 fellows per year and has recently launched
the TEDResidents program that will host 28 people for 4 months. Fellows receive access
to meet ups, workshops and public relations training for communicating their ideas effec-
tively. The best talks are presented at one of the official TED events, but more importantly
fellows become lifelong members of the TED community.

6.4 Discussion

Characteristics that are opaque indicators of research projects and individual researcher’s
quality can become, through TED, credible signals and screening criteria, thereby affect-
ing their valuation (see [23] for a close argument on signaling and screening of new firms
in emerging markets).

Fig. 6.1 shows the conceptual model for interpreting as well as empirically investi-
gating the TED-related signaling environment and the role of recognition. The signaling
timeline is adapted from [24]. It is worth noting that recognition as achievement has a role
both before the signaling process starts and during the feedback phase at t = 3.

As pointed out by [25], TED has the features of an infrastructure for recognition in
the form of achievements “worth” spreading, where individual speakers gain self-esteem
and a new self-image, yet encoded in terms of marketing content, leading the achievement
principle to ‘marketize’ itself. In actuality, the TED Infrastructure frames the property the
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Fig. 6.1 Signaling environment and recognition (t time)

signaler (t = 0) wants to signal for a receiver at t = 1 (key elements for signaling pointed out
by [16]); although generic, the receiver is in principle any organization (either private or
public) capable of valuing the worth of each individual speaker’s proposal. Thus, in a sense
the TED Infrastructure is the co-signaler at t = 0. The TED Infrastructure signals recogni-
tion through inclusion of TED talks on the official website, in playlists etc. The individual
speaker may, or may not be chosen by the receiver as worthy of funding, etc., depending
on the outcome of the signal at t = 1. In case of actual valuation, the individual provides the
received feedback to the TED Infrastructure (t = 3) in terms of news related to the outcome
of the valuation after participation at a TED event either as i) a new TED presentation on
the new project or ii) number of views of the previous TED presentation as a consequence
of the new project(s). This increases the appeal of TED for other individuals looking for
recognition of their achievements, thus creating a self-reinforcing mechanism of the TED
Infrastructure itself. This mechanism makes the TED Infrastructure different from tradi-
tional conference systems, where recognition is limited to a certain domain or audience
and is not a “public sphere”. Furthermore, a TED talker already has to have a certain status
in order to be chosen to be a TED talker, and among other ways this status is achieved in
academic and practitioner conferences; thus academic and practitioners conferences are
part of the background for the individual proposals’ ideas “worth” spreading.

6.5 Conclusion

Cognitive-cultural economy or cognitive capitalism emphasizes the role of computers and
digital technologies first in the valuation of cognitive tasks (the cognitive processing of
information) as the core element of production systems. These tasks require specific intel-
lectual skills and competences. Cognitive-cultural economy or cognitive capitalism also
focuses on the contribution of digital technologies in the displacement of the cognitive
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tasks from the human jurisdiction [26]. Vercellone [27], makes reference to the Marxian
notion of general intellect1 and points out that the key dimension of this mutation con-
cerns the hegemony of knowledge created by a diffuse intellectuality. This leads to the
consequent supremacy of the “knowledge of living labor over knowledge incorporated in
fixed capital and in corporate organization”. In turn, there is a move from “the static man-
agement of resources to the dynamic management of knowledge”. It is important to keep in
mind that intellectuality does not refer primarily to expertise acquired through education
or books, by scientists or engineers, but first and foremost to the simple faculty of thought,
memory, and verbal communication, as these are the necessary elements of productive co-
operation in a cognitive cultural economy. In this context, the communication industry is
actually the industry of the means of production [28].

Taking these issues into account, in this chapter we have attempted to demonstrate how
the TED ecosystem is a marketplace for ideas. By applying the concepts of recognition,
valuation and signaling, we show how the TED ecosystem functions as both a means of
gaining recognition for speakers and their ideas, but also provides a means of ranking those
ideas and projects by signaling their importance by inclusion in the curated collection of
talks accessible on the TED website. Furthermore, we argue that the TED infrastructure
is also a new form of public sphere where public discourse, in the form of TED talks, is
debated, ranked and rated by a broad audience. It remains to be seen how this new type of
ranking mechanism impacts research funding and policies in the long term.
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7Consumers’ Digital Self-Determination:
Everything Under Control?

Britta Krahn and Christian Rietz

Abstract
The analysis and use of steadily growing sets of data from business processes and
consumer interactions and the intelligent linking of data provide tremendous develop-
ment potential for the digital economy, but also involve risks that are widely discussed
in association with data privacy. At the same time, of course, consumers also bene-
fit from innovative and new products and services which are only made possible by
intelligent data analysis. But when digital data becomes the raw material for value
added on the one hand and appealing products for connected life and work on the
other hand it appears that these principles alone do not suffice any longer. Not least
because due to technical reasons alone the cross-linking of economy and society gen-
erates large amounts of new data that are often not even acknowledged by consumers
and the creation of which they cannot prevent. Up until now, there has only been insuf-
ficient systematic assessment of the consumers’ experience associated with their data
sovereignty, digital self-determination respectively. However, the exercise of digital
self-determination by the consumers themselves and a corresponding rise of awareness
is a key prerequisite for acting confidently in the digital world of the Internet of Things
and in digital business processes. The following study provides answers to the fol-
lowing questions related to consumers’ digital self-determination: What is a coherent,
plausible concept of ‘digital self-determination’? How can we measure (dimensions
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of) ‘digital self-determination’? What degree/amount of ‘digital self-determination’
do customers/users of digital media want? Based on the empirical results the concept
of “digital self-determination” is described and accentuated. On the one hand, it can
thus be a foundation for a consumer-centered adaptation of manufacturing or business
processes. On the other hand, it can also provide implications for policy-steering con-
siderations.

7.1 Introduction

The analysis and usage of steadily increasing data sets from business processes and from
consumer interactions and the intelligent data linking offer enormous development poten-
tial for the digital economy [1]. Collection and analysis of consumer data by companies
with regard to competitive advantages as such is not new [2]. However, with smartphones
playing an increasingly crucial role – used by 63% of the German consumers aged 14
and over in 2015 with a continued upward trend [3] – the comprehensive data, which are
not only collected but now also generated and transmitted by the users themselves, are
evolving from an attractive byproduct to the center of a digital economy [4].

Meanwhile, the value chains of the digital and the analog world are inextricably linked;
partially, digital channels even replace brick-and-mortar offerings so that not only the
exchange of products and services but also the communication between provider and con-
sumer is changing fundamentally. The new “currency” and foundation of many current
business models is personal information in the form of socio-demographic data, location
and movement data and, in particular, data concerning current and prior preferences, be-
haviors, habits, life situations, and needs. The exchange of information and data has not
only become faster, more diverse, more comprehensive and more direct but also more au-
tomated, more specific to situations and persons than in the time before mobile Internet
technologies.

This can be viewed favorably, as a development towards a “desired state, where knowl-
edge of customers leads to ultra-efficient communication to exactly the right target audi-
ences about product/service offerings perfectly matching the needs and desires of those
same groups” [5, 6]. Actually, the conveniences of an offer tailored to changing individual
situations and individual needs and which is easily accessible, consumable independent
of time and location, maybe even via “one click” (such as Amazon for example), is a wel-
come simplification of everyday purchasing methods and purchasing decisions for many
consumers. At the same time, in many cases this leads consumers to “willingly, even ea-
gerly, part with intimate details of their lives” [7]. In this context, a rather imbalanced
ratio can often be observed between the high value of the data divulged voluntarily and/or
involuntarily and the low value of the consideration received, for instance in the form of
information on web pages or apps or minor price savings [8–11]. On the one hand, there
are great opportunities in respect of partaking and accessing digital or digitally issued
products and services for a larger, and due to the increasing dissemination of mobile com-
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munication technologies still growing, share of consumers. Fully-informed consumers
become business partners on an equal footing and can use their freedom of choice in the
competition of the various providers to their advantage. On the other hand there are risks,
among others with regard to the right of informational or “digital” self-determination1,
often also discussed in respect of data security [12]. Often in this context, rather oversim-
plified attributions draw attention, contrasting the risks of non-transparent, purely growth-
driven business models, on the one hand, and, on the other hand, citizens’ basic mistrust
in “the Internet” and the market players involved. In view of highly complex technologies
and value chains that are difficult to comprehend such simplifications are understandable.
However, they do not befit a more differentiated approach to permanently and fast chang-
ing market environments which is needed if the adjustments to existing regulations in
partially entirely new fields of interaction in the digital space are meant to balance the
interests of providers and consumers. So far, the general effort of collecting, processing
or using no personal data or as little personal data as possible has been considered one of
the most appropriate means of data protection (such data avoidance and data economy is
required by section 3a of the German Federal Data Protection Act, BDSG2).

Article 8 of the Charter of Fundamental Rights of the European Union also specifies
everyone’s right to protection of personal data on him/her.3

When digital data become, on the one hand, the raw material for value added and
attractive products for connected life and work, it appears on the other hand, that these
principles do not suffice any longer and/or need to be addressed. Not least because due to
technical reasons alone the cross-linking of economy and society generates large amounts
of new data, often even without consumers’ acknowledgment and the creation of which
they cannot prevent. Further, a (re-)assessment has to consider both the balance between
the value for the consumer and the individual costs (and, in the next stage, the social costs)
as well as how these short- and long-term effects relate to each other.

A further complication lies in the fact that this assessment changes relatively quickly
in the course of the development of technology itself, human-machine-interaction, and the
subjective user experience [13]. Therefore, regulations with regard to protecting personal
data based on consumer-oriented digital self-determination should be flexible enough to
enable appropriate responses to these developments. Another problem is that data pro-

1 The right to informational self-determination “grants the individual’s general authority to
decide for themselves on the disclosure of their personal data. The right to informational
self-determination is part of the general right of personality, protected by Article 2 (1) in
conjunction with Article 1 (1) of the German Constitution. Therefore, it has constitutional
status and constitutes an essential characteristic of human dignity and of the general free-
dom of action” (cf. http://www.bmi.bund.de/DE/Themen/Gesellschaft-Verfassung/Datenschutz/
Informationelle-Selbstbestimmung/informationelle-selbstbestimmung_node.html).
2 cf. Bundesdatenschutzgesetz, BDSG, p. 6, see https://www.gesetze-im-internet.de/bundesrecht/
bdsg_1990/gesamt.pdf.
3 cf. Charter of Fundamental Rights of the European Union, see http://www.europarl.europa.eu/
charter/pdf/text_en.pdf.

http://www.bmi.bund.de/DE/Themen/Gesellschaft-Verfassung/Datenschutz/Informationelle-Selbstbestimmung/informationelle-selbstbestimmung_node.html
http://www.bmi.bund.de/DE/Themen/Gesellschaft-Verfassung/Datenschutz/Informationelle-Selbstbestimmung/informationelle-selbstbestimmung_node.html
https://www.gesetze-im-internet.de/bundesrecht/bdsg_1990/gesamt.pdf
https://www.gesetze-im-internet.de/bundesrecht/bdsg_1990/gesamt.pdf
http://www.europarl.europa.eu/charter/pdf/text_en.pdf
http://www.europarl.europa.eu/charter/pdf/text_en.pdf
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tection, data security, and data usage issues are often viewed from what is feasible from
a technical or legal point of view, yet the majority of the existing principles and consumer
protection provisions originate in the analog world.

However, a strictly consumer-oriented consideration of the opportunities and risks of
digitization to consumers and deriving corresponding measures is also made difficult by
the fact that with many issues and problems it is not that easy to determine what con-
stitutes a desirable consumer-orientation in that context. Consumers’ security concerns
and/or actual vulnerabilities on the one hand and extensive disclosure of personal data on
the other hand often go together. This phenomenon, known as “Privacy Paradox” [14], is
not restricted to the digital world, but it has greater significance here because although op-
portunities and risks are often much higher, the consequences are hardly comprehensible
and data, once disclosed, are hard to erase. Also, it is possible that there no longer exists
a direct ownership which would allow an immediate, direct intervention.

In this context, more attention should be given to the consumers’ subjective experience
with regard to their own data sovereignty and thus their digital self-determination; empir-
ical approaches in particular are suited to shed light on this topic. But the latter are still
seldom to be found. The systematic collection of consumers’ own perception of their dig-
ital self-determination could for instance make a useful contribution to target audience-
orientated communication, information, and awareness-raising as key prerequisite for act-
ing competently in the world of the Internet of Things and digital business processes.

Against this background, a study commissioned by Deutsche Telekom AG in 2016 and
conducted by the Cologne Center for Ethics, Rights, Economics, and Social Sciences of
Health (CERES) explored the digital self-determination from the consumer perspective
[15]. The study provides answers to the following key questions related to consumers’
digital self-determination:

� “What is a coherent, plausible concept of ‘digital self-determination’?” (philosophical
interest)

� “How can we measure (dimensions of) ‘digital self-determination’? Which empirical
phenomena/causalities are part of this theoretical construct?” (social science interest)

7.2 Components of Digital Self Determination

Mertz et al. [15] build a comprehensive, theoretically determined framework model which
provides, first, a definition of digital self-determination and, second, also derives influ-
encing factors and determinants.4 Accordingly, digital self-determination consists of the
following dimensions

4 Determinants include autonomy and overall self-determination, but also factors from the technical,
socio-cultural, and person-related areas.
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� competency,
� level of information,
� values,
� voluntariness,
� will-formation,
� options,
� behavior.

This comprehensive and theoretically sound analysis and definition of digital self-de-
termination allows an empirical analysis of how consumers perceive and act on this very
digital self-determination.

7.3 Empirical Findings on Digital Self-Determination

Ultimately, one could spend a long time pondering the term digital self-determination
from the various specialist perspectives and background experiences, proposing work-
ing hypotheses on how consumers assess themselves with regard to self-determination
and how this assessment affects actual (consumer) behavior. Up until now, there were
no empirically substantiated answers in this area and many approaches dealing with the
topic of self-determination from both providers’ and consumers’ perspective are rather
anecdotal in nature. Only the study by Mertz et al. [15], surveying a representative sam-
ple of N =1056 German Internet users, now provides answers on how “normal Internet
users” assess themselves with regard to digital self-determination and its components (for
sample composition [15]). Specifically, the study explores the following questions from
a consumer perspective:

1. How competent do consumers feel conducting digital transactions?
2. How informed are consumers about the “rules of the game” in the digital world?
3. Which concerns and expectations do consumers associate with digitization?
4. Just how “voluntary” is the participation in the digital world at present?
5. How important is the Internet for the freedom of expression and will-formation?
6. Are consumers at the Internet’s mercy or do they experience certain options?
7. How do consumers behave in the web? (from their perspective)

7.3.1 Competency

With respect to competency it is shown that most Internet users have the feeling that they
find information which is relevant for them. With respect to finding information only 23%
of the respondents state that it is difficult to find desired information. Another question,
which is highly relevant in view of digital consumption, referred to evaluating the trans-
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parency of online ordering processes. 74% of the users know which required fields need
to be filled in and which optional entries are possible. Yet, when ordering online, 27%
of the respondents are uncertain as to at which point an order is binding, which indicates
a certain level of uncertainty.

All in all, digital transactions are considered comprehensible and also the acquisition
of information (no longer) poses a hurdle.

7.3.2 Level of Information

91% of the Internet users believe that it is important to know which personal data on them
are stored. On the other hand, there is a huge mistrust particularly concerning these data
as 82% of the users are convinced that most companies also share these data with other
companies. Apparently this is not only a question of trust but also of transparency since
85% of the Internet users also firmly believe that it is not possible to find out which private
companies or government agencies store their customers’ personal data. This concern not
only applies to the use of paid offerings, 87% of the Internet users also believe this to
apply to free applications. 78% of the Internet users assume that data once published,
stored respectively on the web cannot be removed by the users themselves; this result
shows a significant “loss of control” over one’s own data. Fitting in with this result is the
finding that 84% of the respondents assume it to be very cumbersome to get information
about the data stored about them. In general, 88% of the respondents would like to have
an influence on the sharing of data in the web.

Most Internet users assume that many of their data are stored. Apart from the fact that
most consumers would like to have an influence on the sharing of data, most users are
rather helpless with regard to the amount of data stored and the control of these data.

7.3.3 Expectations of Digitization

As can be expected, the attitude towards digitization is ambivalent: 80% attribute great
opportunities to the increasing digitization, but 55% of the respondents view the increasing
digitization of everyday life with concern.

It is of major importance for 94% of the respondents that programs and applications
are easy (and transparent) to handle, which includes high usability [13].

Apart from the classic “skepticism towards technology”, it is shown that the oppor-
tunities of digitization have been recognized by all parts of the population. Progressive
digitization can be supported by an ever improving usability and transparency.
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7.3.4 Voluntariness

86% of the Internet users in Germany still assume that in all areas it is their decision
whether they want to use digital media. Then again, 95% of the respondents acknowledge
that dependency on modern technology and digitization in society will increase signifi-
cantly. 74% of the respondents state that already today – despite the voluntariness of use,
one is excluded from some areas of life without the use of digital technology. The other
way round, 63% of the respondents assume that people not using digital media are ex-
cluded from many areas of social life. This also ties in with the finding that already 30%
of the users have the feeling to miss out on something when they are not online.

Digitization with its impact is accepted by the Internet users. Ultimately, these findings
indicate that there are no major obstacles to a further digitization of all areas of life.

7.3.5 Will-Formation

93% of the Internet users associate the Internet with the opportunity to engage with topics
that are relevant to them personally. 79% of those surveyed describe the Internet as plat-
form for freedom of speech which shows the high significance of the Internet related to
fundamental democratic rights. There are, however, limits to the freedom of speech from
the users’ perspective: A significant proportion of 83% of the respondents is in favor of
censoring hate comments and insults on the Internet. Meanwhile, the Internet has become
highly important when it comes to researching information and shaping opinions. How-
ever, the representative Internet users’ attitude appears unclear towards the question of
how far freedom of speech may go in the Internet.

7.3.6 Options

Even though nearly one third of the Internet users surveyed has the feeling to miss out
on something when they are not online (see above), 90% of the Internet users surveyed
nevertheless consider it important to be deliberately offline sometimes or to be able to be
offline. Equally clear is the finding that 92% of the respondents consider it legitimate to
not install programs that access personal data. Yet here too, this shows ambivalence to the
effect that 91% of the respondents assume that many of the Internet offerings can access
personal data unnoticed. These findings again illustrate just how important transparency
related to data collection and transfer really is. Ultimately, the Internet users just want
more control in this area.
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7.3.7 Behavior on the Internet

How do the Internet users behave? For instance, 74% of the Internet users state that they
do not read the general terms and conditions at all when carrying out transactions. 92%
of the users claim to take simple precautions (e. g. not reading attachments in emails with
unknown senders). Only 27% of the users claim to take further measures for safeguard-
ing identities on the Internet (e. g. deliberate mispresentation, setting up temporary email
addresses).

Generally, there is sensitivity to the issue of data protection, on the operational level
however, it is obvious that actions exceeding simple precautions are (still) quite rare.

7.3.8 Digital Self-Determination and Digital Market Places: Conclusion

The study by Mertz et al. [15] is making an important contribution to understanding dig-
ital self-determination from a consumer perspective in two ways. For one, the identified
dimensions of the construct of digital self-determination illustrate more clearly the various
characterizing facets. In addition to more person-related facets, such as competence and
level of information, there are expectations as well as characteristics of interaction with
the facets of voluntariness, options, and will-formation. In the overall context, the behav-
ioral information can be seen as a kind of calibration of the aforementioned information,
since the above-mentioned discrepancy between experience, perception, and behavior also
becomes evident here.

The security of personal data on the Internet is questioned by a large part of the respon-
dents, the opportunities to get information on personal data stored appears unsatisfactory
and the respondents want more influence on the storage and usage of personal data. There
is ground to be made up with regard to a consumer-friendly, transparent display of infor-
mation about consequences and framework of web activities. However, when looking at
many business models and the documentation of processes and conditions, it appears that
transparency and traceability are of limited desirability for many companies. Possibly, this
has to do with not wakening “sleeping dogs” and reinforcing consumers’ mistrust and thus
maybe even deter them from using online offerings. But when looking at the findings it
could also be assumed that digital applications have become a key part of everyday life
anyway, widely used despite existing security concerns. Thus, committing to more trans-
parency (expressly wanted) and consumer-orientation could be perceived positively and
may well be appreciated in the competition.

It can be also observed that the importance and function of data protection, privacy, and
informational self-determination with regard to the Internet are changing significantly,
not least across generations. What was deemed private in the pre-Web 2.0 period, the
smartphone era respectively, has today become normal or common in social networks,
blogs, chats, and tutorials and considered part of the consumers’ social analogue as well as
digital identity and personality (on the use of social networks at the work place see [16]).
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Against this background the question is whether privacy, data protection, and also digital
self-determination need fundamental re-consideration [17]. In any event, the perception
of the consumers, of the younger digital natives generations in particular [18], with its
characteristics of experience, decision, and behavior, need to be taken into account in both
regulatory policy decisions and responsible corporate actions.

With regard to the perception of risks related to personal data one explanation may be
that consumers either do not understand the risks at all or make incorrect assumptions or
lack the technical skills to take appropriate protective measures. However, the findings
at hand give reason to confirm the above-mentioned “Privacy Paradox” insofar as there
is awareness of (poor) data security and there are respective concerns, yet rather simple
measures such as reading the terms and conditions are not taken (against better judgment).

Possibly, experience and behavior on the Internet are influenced by the same psycho-
logical effects that are at work in the analog world, such as present-orientedness, the focus
on “short-term betterment” respectively [19], the illusion of control or over-optimism,
a tendency towards over-estimation respectively. These are well known from psycholog-
ical consumer research [19, 20] and it is only with difficulty that their impact can be
reduced by means of information and education. For instance, the frequently encountered
focus on the consent for transactions does not seem very useful against this background,
since this consent is or should primarily be based on voluntariness and knowledge. While
the respondents consider themselves quite competent in reaching their goals on the Inter-
net, they also state deficits in understanding (partly background) processes and a desire
for a better level of information. At the same time, and this is where the de facto relevance
is, even a well-informed and cautious consumer apparently does not read text-heavy terms
and conditions, as is clearly substantiated by the study results. It appears that conven-
tional tools of data security and self-determination based on this, such as consent, opt-
outs, and anonymization cannot really meet the requirements of the multi-facetted con-
struct of digital self-determination and the consumers’ ambivalence. Simple, supporting
measures could be helpful here, that take into account the decision-making structure of
consumers, which is based on complexity-reduction, habits, and cognitive “short-cuts”
[19, 21].

A large majority also requested transparency in the application and ease-of-use. A cor-
responding reduction of complexity in this context should not be interpreted as patronizing
but rather as a measure that does not palm off to the consumers the entire responsibility
for processes and consequences, which cannot be overseen by them anyway. Simplicity
in this context means the opportunity to having to make only few, ideally no, resource-
binding decisions in a comprehensible decision space. If a proposed or preset alternative
reliably is the secure one, this will not only reduce unexpected negative consequences, but
will also help to increase trust in web interactions and transactions thereby reducing the
frequently expressed mistrust in companies’ data storage and data usage.

Also, access rights may be derived from the desire to know what happens to one’s
own data on the Internet and beyond. For this, however, the legal framework also needs
to be reviewed and amended to motivate providers to offer the technologies and services
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necessary for making the routes and value of their data clear to consumers. Due to the
severe competitive pressure among digital services providers those companies that could
take a competitive advantage from a carefully interpreted privacy policy or provisions
to safeguard digital self-determination might be encouraged to move towards the desired
consumer-oriented direction [22].

Greater transparency, higher comprehensibility, and more control over their own data:
Nothing more and nothing less is what consumers want. And that is how digital services
providers can gain trust and secure a significant competitive advantage.
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8DigitallyMature? Ready for the Digital
Transformation?

Maik Romberg

Abstract
Above all, in this article we would like to raise questions, which need to be addressed if
we want to become mature citizens of a digital society – and to be successful in master-
ing this digital transformation, in Germany. The article also shows potential solutions
to the deciding questions we have to answer in order to avoid becoming powerless mar-
ionettes attached to the strings of the digital revolution. It is also a question of bridging
the gap between our private app behavior and the resulting implications for successful
digital strategies in enterprises, society and politics. Oftentimes we are well aware of
the successful digital solutions available, but are simply not able to identify the decid-
ing success factors and to adapt them to entrepreneurial areas. In the consumer market
place, major and minor global players are demonstrating how digital interactions can,
and need to function in order to meet customer needs (see amazon, google, Facebook,
Alibaba, airbnb, ebay, etc . . . ). Why is it then that it is so difficult for IT departments
of large corporations to offer equally successful functional digital applications for their
employees? What is the significance of UI and UX designs in the consumer market on
the one hand, and the influence of company culture on the success of digital strategies
on the other? Is there a correlation or can the two worlds – private and professional,
consumer and enterprise markets – be viewed independent of each other? How can dig-
ital corporate strategies profit from our digital commonplace? In order to answer these
questions we need to recognize our ways of dealing with digital media, and analyze
which conscious or subconscious mechanisms we use to navigate through in an ever
increasingly digital world.
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8.1 What Does the Digital Transformation Do to Us?
What DoWe Gain from the Digital Transformation?

Are we mature in handling digital media, and able to form our own opinion?What decides
our action and our decisions in working with smart phones, tablets, apps and IoT? Accord-
ingly, with which criteria do we click our way through an ever more digital world? Are we
self-determining, and, if so, to what degree, or do we allow ourselves to be led by cleverly
programmed algorithms through a world which we don’t understand ourselves anymore?
Can we really actively structure the digital change, or are we being overwhelmed by the
digital revolution? And if we, the inhabitants of this digital modern time, do not want to
accept this disruptive transformation as a force of nature, how can we have an influence
on it?

8.1.1 Our Conscious and UnconsciousMotives
Accepting Digital Achievements

In order to answer these questions I believe a differentiated view is necessary – a close look
at our conscious and unconscious actions within the spreading digital development around
us. It is a view at our true motives, either to accept digital achievements with enthusiasm or
to reject them with a high degree of skepticism. A view at required political measures for
a socially and humanely justifiable transition into the digital age 4.0. Along with this, we
take a view at our changing working world. How will we work in future? How do we want
to work in future? Does digital work 4.0 offer us the chance for individual fulfillment
or does it mean an increase in external control and exploitation? In order to approach
these questions we firstly have to clarify why, and to what extent, we interact with digital
achievements today.

8.1.2 HowDoes Our Association with Digital Media Function?

It was Aristoteles, who put forward the thesis that happiness was the highest asset and
ultimate goal of every action, in “Nicomachean Ethics”. According to latest findings in
brain research Aristoteles was not only right, but our decisions are made even before
we realize it, in the orbitofrontal cortex. If no reward is recognized there is no positive
decision. The reward principle describes the influence of positive reinforcement, according
to psychology. This is one personality trait of the human, which also works in the digital
world. If users receive an answer to a question, support or help in everyday life and the
working world, it is felt as a reward – Aristoteles would have called this happiness. It is
an important reason why only applications, which produce genuine added value for the
user, can be successful: they reward the user. We immediately recognize the advantages
of digital communication and collaboration, if they facilitate our analog daily life. We are
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rewarded by not having to go to supermarkets, not having to take our shirts to the laundry,
and being able to book our tickets online.

8.1.3 Key Success Factors

We won’t have to go to the travel agent anymore or to line up at a desk, admission tickets
will not have to be printed anymore or to be picked up at the ticket agency, etc. . . . the
further development of these digitally organized services will escalate rapidly. In this de-
velopment it will be exciting to see which innovations really ease our daily life, reward us
by using them, and therefore soon become a part of the digital achievements which have an
above average half-life value. An essential success factor of the generation of measurable
digital added value will be the finesse of usability through which we are literally enticed
to move from the well-worn analog trail to the new, alluring, and convenient digital path.
Applications such as, for example, Airbnb, succeed in giving, with apparent ease to the
user – whether it be guest or host, a responsive user interface so that one is positively
seduced to join the Airbnb community by one click, s. Fig. 8.1.

There is nothing which hasn’t already been considered by the makers and integrated
into the UI design. This is not meant to sound deprecatory – quite the contrary. In this
instance, it has been possible to successfully reproduce the real world and its complexity
in a digital process. The interaction with other users turns into social collaboration. In
spite of heterogeneous user structures a homogeneous entity is produced for those who
participate, who receive their personal and individual advantages, who are rewarded and
would like to continue.

Fig. 8.1 Number of guests
staying with Airbnb hosts dur-
ing the summer
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A successful application, such as Airbnb, attracts other services like a magnet. In the
periphery surrounding the practical everyday function, which renting out private living
space brings with it, a number of add-on services have been created or have smartly
docked onto the success. These are, of course fully digitalized, cleaning and housekeeping
services, car and bike sharing services, delivery services of different flavors, etc. . . . This
momentum is, on the one hand, stamped by economic interests, and, on the other hand,
shows how important suitability of digital applications for everyday use has become. Prac-
ticable use is in the foreground. The user wants to be positively sanctioned for his digital
action – at best, immediately and noticeably.

In this connection, the pragmatic use of new media technologies has become second
nature to most people for quite some time. They are happy to use mobile devices and
apps, especially in view of the fact that they not only become more attractive, but also
more user-friendly with every innovation and new version. Besides the joy of gained time,
new application areas, the esthetics of new media, and one’s own gain of multimedia
competency, the digital revolution also brings with it complex challenges to the inhabitants
of modern digital life – mentally, socially and psychologically.

8.1.4 Typical Factors to Fail with an Application

If the users are overly challenged by the possibilities of an application, or if they feel
overburdened by the mass of information, they will be irritated; the app will never be used
again or de-installed immediately.

Applications, which push their way into the foreground, will be found to be trouble-
some by users. In the meantime, there are many smart phone users, who have moved
away from Android, because this annoys them immensely: being constantly confronted
by unasked and unwanted messages on their device, which bring no noticeable use or
advantage. Here, the digital industry must understand that it is no longer dealing with
undiscerning users, but increasingly with digital natives, who know exactly what they
want and have a deep understanding of what is technically viable today.

8.1.5 Mature User

Users have become more demanding. The demands on mobile devices, smart phones,
tablets and their apps have risen exponentially during the last few years. Not so long ago
we were happy if we were able to surf and mail on our cell phones, but today we expect
a fully-fledged computer, equipped with OS and apps, which organize and optimize our
everyday life with one click, anytime and anywhere.
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8.2 Work and Private Aspects

How do our behavior patterns vary in association with digital media, when we navigate
through our private everyday life, or move through our working world? Are there any
differences at all?

8.2.1 More Stakeholder, More Complex Demands

How does cooperation between employees happen today and how do digital technologies
and media change future collaboration within a company? In this case, the situation is
similar to the everyday and private aspects: about the direct and instantaneous added value
of a new technology or mobile application, which decides success or failure. Only in this
case, contrary to the private world, there is a far larger variety of stakeholders, usually with
diverse interests, diverse duties, and diverse benchmarks for the qualification of added
values.

Concretely, this means that the meaningful deployment of digital technologies in the
enterprise environment places even more complex demands, than already exist in the con-
sumer market. If it is only left to the IT departments to try to do justice to the digital
transformation, with however much enthusiasm, boundless innovation and much know-
how, efforts of this kind, nevertheless, are doomed to fail.

8.2.2 Strategy vs. Culture

Only if the corporation dares to admit that it doesn’t know the perfect route itself – verti-
cally and horizontally – and that it needs cooperation from all departments and employees,
then it is able to move into the digital age 4.0. The underused networking potentials, which
sound so enticing using the buzz word “Industry 4.0 and digital transformation”, can only
be identified and utilized by interdisciplinary working groups.

8.2.3 The Importance of Culture

In plain language, however, this also means that a revolutionary philosophy and culture
change needs to take place within the company. Management Guru, Peter Drucker, once
said “Culture eats strategy for breakfast” [1], s. Fig. 8.2.

This “old” realization suddenly becomes red-hot when we talk about the digital trans-
formation in our working world and when senior staff wants to successfully drive the
digital transformation within their department or the entire company. Company culture is
certainly not the panacea for the sick and lame patient, but it can unleash cascading effects,
which are necessary to excite the employees to take new digital paths.
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Fig. 8.2 Culture eats strategy for breakfast

Company culture gives the initial impulse to embark on the path together in order to
find and invent a new and suitable work place of the future together. In the implementation,
however, there are a number of stumbling blocks. The enterprise not only has to take new
paths technologically, but organizationally and process-oriented as well. There must be
a collaboration of teams and communities, which are interested in a genuine and profitable
digital transformation for all interested parties and the corporation. The immediate and
direct involvement of workers’ councils must not be neglected in this process.

8.2.4 Collaboration and Humanization ofWork

Here, it is necessary to get across to the employees that it would be fatal to oppose
or be skeptical towards digital transformation, simply because of the technical changes
necessary. After all, ultimately a genuine digital collaboration, in combination with the
associated company culture, is precisely what workers’ council committees always de-
mand – collegial cooperation and humanization of work.

8.2.5 Success or Failure

Ultimately, the success or failure of the “digital revolution” in a company, is decided by
the end user (employee). If he or she sees reward (added value), if he or she utilizes the
newly created digital features of the employer, not only will there be wide acceptance,
but excitement in the way the potentials of industry and work 4.0 can unfold in the entire
corporation. That means Aristoteles continues to be right in the enterprise environment,
as well. The reward principle determines our actions, whether we want to or not: faster re-
sults, less annoying and unpopular work, simpler communication and collaboration, more
agreeable working environment, better working conditions (analog or digital, real or vir-
tual, offline or online) or more (free) time, is all true “bait” for our actions.
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Fig. 8.3 Henry Ford (1863–
1947). An American indus-
trialist and the founder of the
Ford Motor Company

8.2.6 Real Added Values for the User

In order to produce a positive balance of resonance it is, however, not enough to simply
give the employees digital tools. Besides the digital spaces, for example enterprise social
media, new analog spaces must be created. The new collaboration tool alone does not pro-
duce appreciable added value for the employees unless it is embedded sensibly in a total
work 4.0 concept: a total concept which doesn’t only drive digital aspects, but which clev-
erly networks these with working place economy, innovative room architecture, working
time models, conferencing systems, work-life-balance concepts, and the new design of
production facilities and office space. The employee has to be at the center of this – the
person as an individual with her or his individual world. Digital applications need analog
partners in the real working and private world so that they can be an experience with real
added value for the user, s. Fig. 8.3.

8.2.7 Digital Germany

Regarding the digital transformation in Germany, the EU Digital Commissioner, Günter
Oettinger indicated: “We have lost the connection”. Is this true? Has Germany already
missed the digital transformation bus?

“75 years ago Konrad Zuse presented the first functional computer in Berlin: the Z3.
The pioneering country of the past has turned into a follower. We are suffering from the
symptom of neophobia – the fear of the new” [2].

I consider these views to be exaggerated and, ultimately, they only mirror a part of the
truth. Germany also boasts successful start-ups and companies which have actively de-
vised digital change, recognizing the potential of these new technologies (e. g. Scout24,
KaufDa, Jimdo, reBuy, daWanda, QYPE, Sport1, SoundCloud, etc. . . . ) However, there
could be far more companies, IT departments and organizations, which could follow the
digital transformation in a smart, fast and safe fashion, if they were only courageous
enough to more precisely analyze, adapt, and implement the already tested recipes for
success. Nobody has to reinvent the wheel – neither the analog nor the digital one.



64 M. Romberg

Aristoteles 4.0!
Perhaps another quote from Aristoteles may gain significance for enterprises and en-
trepreneurs if they do not want to miss the boat with the ever-increasing velocity of the
digital transformation: “The beginning is half of the whole”.
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9Blockchain – the Case for Market Adoption
of the Distributed Ledger

Marco Streng

Abstract
The effort to verify identity and authenticity has influenced much of human history. It is
so central to civil society that it has been the subject of plays [1], great literature, famous
laws, and is more relevant in the age of computers and passwords than ever before.
But more tediously, authenticity has been an obstacle that has slowed the advance of
humanity for centuries. The inability to quickly and absolutely verify an individual’s
identity or knowwith certainty the value or existence of a thing remains one of the great
obstacles to progress in our day. But that problem could have a technological solution
[2]. The technology is called Blockchain and there is an intense, ongoing debate over
whether it is capable of progressing authentication practices beyond the clunky system
of signatures, notaries, and records that we use today. In this paper, we will consider
arguments for and against the widespread adoption of Blockchain. I will seek to make
the case for greater reliance on Blockchain technology as a means of modernizing
identity management and value transactions. To do so, we necessarily must consider
its biggest use case to-date: Bitcoin. But we will look further, into emerging efforts to
apply the technology to real world problems and how it is changing the world.

9.1 Introduction

History is marked by great technological leaps. Inventions change the world and the way
we live in it. The wheel revolutionized travel; the telescope placed us in the galaxy; the
airfoil let us fly. But the casual observer of history will miss some of the most formative
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discoveries and inventions of the last 10,000 years because they are not so tangible as an
engine or a medicine. And yet a handful of discoveries have been foundational to human
progress. High on the list of overlooked historical turning points is money: where it comes
from, how it has evolved, and how it has shaped the world. It is important that we trace the
history of money because its story is the story of value and how we establish what it is and
how we transfer value from one individual to another. If we follow the story of money, we
arrive at Blockchain.

9.2 A History of Money

It is a mind-boggling idea to think of a world before money, but there was one. Simple
trade was the only means of exchanging goods and services. But here we see the origin of
the idea of money because two individuals trading items that are not exactly the same must
decide how to determine what they are worth. At the core of money is the idea of mutually
determined worth. Whatever civilization first decided to assign value to an abstract object
or substance in order to better facilitate trade truly changed the world.

Money has experienced numerous iterations over the last several millennia. Historians
have discovered societies that decided finely polished stones would be their currency and
others that used furs and skins. Camels and sheep were assigned a particular value in some
tribes and could be used as a form of currency [3]. Money began to assume the form and
function that is most familiar in today’s economy when central governments began to issue
currency. These early currencies were stamped coins made of different metals, commonly
gold or silver [4].

Currency opened the door for banking because a banking institution could keep a ledger
of how much currency an individual had deposited. Banking opened the door for credit,
credit facilitated enormous capital investments, and economies began to grow on a massive
scale.

9.2.1 Currency Today

In the year 2016, currency has been obfuscated. The common man touches real currency
far less frequently than even ten years ago. And the currency itself means something dif-
ferent than it did a hundred years ago when the U.S. Dollar was backed by gold. Today,
the entire world is functionally operating on a highly sophisticated system of IOUs. When
an individual swipes their bank card to make a purchase at a grocery, the only change is
the exchange between computer servers of some data that says money has been transferred
from on person’s account into another’s [5]. But in real terms, those digits reflect paper
currency somewhere, and that paper is meaningless unless everyone agrees to its value. Its
value actually fluctuates as a result of a thousand influences, including inflation, interest
rates, speculation, the performance of other currencies, and more.
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The arbitrary nature of currency and the compounding effect of modern, computerized
banking has so radically changed the common man’s understanding of what money is that
monetary disasters have occurred. One does not have to look far to find a fiat currency
that is defunct, its money worth less than the paper it is printed on. How does such an
event occur? Centralized institutions that distribute fiat currency can and do lose sight of
the central tenant of money: mutually determined value. When they print money without
restraint to meet their own financial needs, it undermines that premise. Repeated failures
on the part of governments to respect that relationship has given rise to a new era of money.

9.3 Cryptocurrency

Currency’s most modern iteration is cryptocurrency. This form of money is not fiat money,
meaning it is not issued by a central government. It also is not physical – not made of
a rare earth substance or printed and distributed in any form. Cryptocurrency is digital,
residing on servers all over the world. The most prominent one is called Bitcoin, and
the hundreds of others are collectively referred to as Altcoins. While the subject of this
paper is not about any of those currencies, we have taken this discussion to this point
because it establishes the foundation for the technology that powers crypto currencies.
That technology is called blockchain.

9.4 Blockchain

Blockchain at its core is a decentralized authenticity mechanism. When a legal contract is
signed today, perhaps for an asset like a building or a car, that transaction is authenticated
by witnesses who sign their names and are legally responsible for verifying the transaction
took place. In an abstract sense, they are attesting to what reality is or is not. Blockchain
is capable of accomplishing the same ends, that is proving what is real and what is not,
but in a technologically advanced, decentralized fashion.

9.4.1 Blockchain Technology

When Blockchain is described as being decentralized, a number of attributes are being
considered. To begin with, Blockchain is a public ledger, meaning that it is a framework
that logs and publicly displays every transaction it processes [6]. Of course, it does so in
an encrypted and anonymous way, but when anything is encoded into the Blockchain, it
can be verified in the public ledger. As such, the authentication element is decentralized,
empowering everyone who sees or uses a particular Blockchain to be witnesses to a thing
or transaction.
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Additionally, the technology relies on a diaspora of servers to store information. There
is not single server containing the keys to all of the information stored on the Blockchain,
making the intelligence of the public ledger decentralized in a physical sense as well. This
in itself is an important piece of the security that makes the technology nearly unbreakable.
Its encryption and decentralization make it as secure as any method that currently exists
for storing and transacting information.

Blockchain’s encryption technology is inherently a one-way street, meaning data is
locked away and can only be accessed by keys which users generate. Bitcoin has had great
success with this security apparatus in which users transfer Bitcoin by verifying keys to
confirm exchanges. The public ledger is an added verification mechanism for ensuring the
global security of the currency.

9.5 Market Use Cases

The conversation about Blockchain is happening at a moment in modern history that is
uniquely volatile. Technology is not only globally connecting people, it is making those
connections more tenuous than ever before. Friction points are materializing in areas as
obvious as immigration and as remote as health records and voting in civil elections. In all
of those cases, there is a conflicting demand for privacy and transparency, a balance that
is poorly managed by most of the systems currently operating today.

9.5.1 Voting

This year may well see one of the most controversial not just in U.S. history, but because of
its far-reaching implications, world history as well. Whoever is elected to lead the world’s
largest economy, there is no doubt that cries of voter fraud will be heard in key states
and voting districts, just like there have been in every election in recent memory. These
recurring doubts about the legitimacy of the electoral process undermine the democratic
process and leave the door open for subversive control of outcomes. Blockchain is a viable
solution to the problem of voter fraud. The public ledger would allow anyone to see and
count the votes. Furthermore, because each vote would require the authentication of the
vote caster, voter fraud could be solved at the same time.

9.5.2 Personal Records

The number and importance of the records we keep is growing. Any given individual
in a first world economy is likely to have extensive medical records, identification docu-
ments, tax documents, legal papers, and more. These all must be kept in their original form
and transferring them is a laborious process that leaves the owner vulnerable to identity
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theft or worse. It is puzzling that in a world that is almost completely digital, the core of
the global economy and people’s most important records are still kept on printed paper.
Blockchain facilitates a completely secure transfer to an entirely digital world in which
records are encrypted and secured by user-generated keys, yet also easily transferable
without risking their security. It is not utopian thinking to suggest that the entire segment
of the global economy dedicated to issuing and verifying records could be replaced by
various applications of Blockchain technology.

9.5.3 Currency

It is a misconception to think that Bitcoin and other Altcoins are the only currency applica-
tion of Blockchain. By contrast, Blockchain technology has the potential to integrate with
traditional fiat currency in numerous ways. In fact, this area is already being explored
by numerous major banks, which are looking for ways to improve their processes and
compete with increasingly popular cryptocurrencies. Financial applications of Blockchain
technology are likely to be the use cases that achieve the most success in the coming years
and pave the way for broader adoption.

9.6 Global Impacts of Blockchain

The globalization of the world has improved the conditions of the world’s poor, advanced
the rate and significance of our scientific discoveries, and by certain metrics, improved
global stability. But this progress comes with inherent complications and risks. More than
ever, the world’s problems share a common theme: authenticity and information security.
It is foreseeable that without modern solutions to these issues, much of the last century’s
progress could be lost. The argument for Blockchain is not just that it is a good business
proposition and one that would make many aspects of daily life more convenient. The
argument is that there are legitimate areas where current systems are showing signs of
stress and may fail in the near term, the consequences of which could be disastrous.

By the same token, there is reason to be optimistic that the solution has been discovered
at the right moment. The success of Bitcoin in a relatively short period of time and against
so many formidable obstacles is one such proof. As this paper has outlined, it is possible
that there may soon be others.
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10‘Local’ Is an Asset, Response Time Is Key: Lessons
Learned from the Amiona St. Gallen Local Digital
Marketplace

Mark Schleicher, Philipp Osl, and Hubert Österle

Abstract
The Amiona digital marketplace allows citizens of St. Gallen, a city of 75,000 people in
eastern Switzerland, to make appointments 24/7 with quality-assured, trustworthy local
service providers, as well as to provide informal support to neighbours and coordinate
local events. The lessons learned reveal the benefits of a local service marketplace
for both consumer and provider, highlight the criticality of response time for user ac-
ceptance and ensure additional improvements. Iterative enhancements of the platform
based on these learnings from daily operation have already resulted in a ready-to-use
standard software solution for digital marketplaces that addresses the varying needs
of users with highly diverse levels of digitisation, in particular by supporting three
different processes for appointment coordination – also allowing those with paper-
based agendas to participate – in combination with a variety of notification channels to
shorten response time.
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10.1 Motivation and Challenges

The Amiona St. Gallen digital marketplace was supported by the Gebert Rüf Foundation
within the framework of “The Viral Digital Village – Services for Citizens”, a project that
aimed to provide access to local service providers, social services organisations and infor-
mal services in the neighbourhood more easily than by phone, and bring people together
using a user-friendly organisational and enrolment tool for local events.

When the platform was launched in October 2014, finding businesses from the user
perspective was already very easy thanks to search engines and online directories, such as
yellowpages.com or local.ch; however, when it came to making use of specific services,
a phone was still required as most directories did not provide an additional function to
connect the user to the provider. Such media breaks are an inconvenience, especially as
providers also often only have specified calling hours when calls are answered. Although
an e-mail address is sometimes provided, stating services, dates, personnel and any other
preferences can be quite tedious, especially on mobile devices, and the entire process has
to be repeated for every new appointment.

In contrast to the search engines and online directories missing the function, there were
also a range of vertical direct booking platforms that offered convenient access to specific
services, such as Treatwell.ch or Quap.ch for hairdressers, and Eat.ch or Foodarena.ch for
food delivery; yet none covered the bandwidth of everyday needs. Access to services via
these platforms is quite handy, as the user can view the available dates and book accord-
ingly, alike the functionality of provider-specific booking software such as Appointmind
or Shore. However, it means that consumers have to use several platforms or systems to
access the services they require. In addition, some smaller-scale providers might not be
available on these platforms as direct booking requires a minimum level of digitisation in
the form of an electronic calendar, and currently there is no competing system pursuing
a similar approach.

What was missing from the user perspective was therefore a combination of the two
types of solution described above: the Amiona St. Gallen local digital marketplace1, an
online platform that provides easy-to-use 24/7 appointment coordination processes and
a single point of contact for all kinds of services, including anything from driving services
by social services organisations and food and drink delivery services by local bicycle
couriers from local bakeries and breweries, to physiotherapist, dentist or car repair ap-
pointments and tailored shirt and dry cleaning services.

As we discovered that new users might be confused by the wide scope of the service
portfolio, we adjusted the design of the landing page in an aim to target users in different
demand situations, such as the need for a hairdresser, a craving for ice cream or seasonal
offers like occasional personal city tours for charity. As can be seen in Fig. 10.1, the
landing page focuses on the idea of making appointments with service providers in St.
Gallen by showing examples and providing a familiar search field for immediate access to

1 To discover the platform visit sg.amiona.ch.

http://yellowpages.com
http://local.ch
http://treatwell.ch
http://quap.ch
http://eat.ch
http://foodarena.ch
http://www.amiona.ch
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Fig. 10.1 Landing page of the Amiona St. Gallen local digital marketplace

the comprehensive portfolio below. Scrolling down further leads the user to a catalogue of
categories for browsing services and an information section at the bottom of the page. The
entire platform uses responsive web design for optimised use on mobile devices, which
were observed as a frequent point of access.

In order to simplify everyday life we had to master the following challenges: create
an open marketplace that allows all providers and consumers to participate; assure the
required quality standards; overcome the low level of digitisation at many smaller-scale
providers; bring about a change in consumer service searching and booking behaviour; and
improve the consumer and provider experience through quick response times and efficient
end-to-end processes for confirmed appointments. The following chapters describe our
technical and organisational solutions in addressing these challenges. In combination with
a range of marketing measures, we were able to accumulate over 600 registered service
offerings and record increasing levels of usage among the citizens of St. Gallen.

10.2 Addressing the Challenges of Local ServiceMarketplaces

10.2.1 The OpenMarketplace and Required Quality Standards

In order to make the marketplace available to as many users as possible, it had to have
low entry barriers whilst still fulfilling vital quality standards. Both consumers as well as
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service providers had to be able to register by themselves. Identification by e-mail address
and confirmation link, as well as a business phone number made sure that only real service
companies and private offerors could register. In the case of uncertainties, we contacted
the provider in question personally and double-checked the provided information. As we
also encountered varying requirements from other regions with regard to the platform’s
“degree of openness”, we decided to make self-registration for providers an optional tool
to be opted for or declined at every new marketplace.

However, many customers and service providers do not want to register when using
a platform for the first time and registration is therefore not required to request a listed
service. Instead, we created a new temporary user account for every request without reg-
istration. If the user later decides to register, they can easily activate their account by
clicking on the “benefit from all advantages of Amiona St. Gallen by registration” button
that is in all e-mails that are sent, e. g. for appointment confirmations.

In addition, we also introduced the option for users to send requests to non-registered
providers, such as their favourite small business next door, by simply entering the phone
number or e-mail address of the provider to enable viral seeding, e. g. like the seeding
of WhatsApp. In this scenario, a temporary provider account is created and can again be
activated and completed later by the new provider.

10.2.2 Critical Mass

Despite the above-mentioned measures to allow for viral growth and keep entry barriers
as low as possible, we were unable to overcome the critical mass problem in double-sided
markets, where a broad range of consumers and providers is required for a growing and
interesting user experience. We therefore had to implement additional measures to extend
the number and scope of providers listed in the marketplace. The best way to achieve this
was to also integrate all service providers in St. Gallen listed in Google Places (i. e. almost
everyone) in addition to the acquisition campaign. Additionally using the Google Places
API offered the advantage of allowing us to detect which providers were of particular
interest to our users, so that we could commence talks with the companies in question
with the bonus of immediately gaining new customers.

In order to provide an adequate degree of transparency, we wanted a slightly different
design for the external search results that would not confuse users who are indifferent
to the source of the provider and simply want to send an appointment request as eas-
ily as possible. We therefore used two different colours, one for the registered providers
and one for the additional results supplied by the integrated Google Places search, and
decided to display the external results below the registered providers (thereby also com-
plying with the Google regulations that prohibit the manipulation of listings from their
Places API).

As can be seen in Fig. 10.2: Different search results for car repair shops, the yellow
search results from Google’s API only display the name of the provider (car repair shops
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Fig. 10.2 Different search results for car repair shops

in this example) and an image, if available (otherwise the default Amiona image is dis-
played). Unlike the green search results for the registered providers above them, they do
not list any specific services, such as tyre fitting or car cleaning. By doing so we ensure
that providers still have an excellent reason to register on the platform, as it will allow
them to serve their customers more directly with their specific offerings. The functionality
for requesting an appointment does not differ for registered and non-registered providers,
thereby serving the user with a similar process and consumer experience.

We received very positive feedback for the additional Google Places API listings in
terms of general user acceptance (“Oh, it’s cool that you extended your portfolio by also
making this information available”) and provider reactions to the request. The influence
on viral seeding was however not as high as we had hoped for. A possible explanation
could be the missing information on specific services offered by the provider, including
pricing, which may cause a high level of uncertainty for the user before requesting.

10.2.3 Low Level of Provider Digitisation

When talking to and registering some of the smaller-scale businesses in St. Gallen we
encountered many providers who used paper-based agendas for scheduling appointments,
checked their e-mail only once a day or even less, and sometimes possessed only very ele-
mentary computer literacy. Providing sufficient information on how to use basic functions,
e. g. on how to respond to appointment requests or change a service’s pricing information,
was therefore crucial. We also ensured help for new providers with the first requests that
they received and offered phone-based support during business hours.
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Due to the large number of paper-based agendas, providing a direct booking function
that integrated with providers’ calendars was not an option at the start. Instead, we first
developed a request-answer-based coordination system that had to be designed as flexibly
and conveniently as possible, whilst still assuring confirmed appointments through struc-
tured processes. As we had to set up a structure for service providers with paper-based
agendas, electronic calendars and mixtures of both systems we finally came up with three
different process scenarios that a user could choose from when sending a request. The
first, basic scenario was to ask the provider for some available and bookable dates that
consumers could then choose from. In order to improve the success rate of this type of
request, there was also a hint to add the preferred dates and times to the request by using
the comments field below. As it is sometimes very important to have an appointment on
a very specific date, the second scenario was to request a preferred date right away. In this
case the provider would only have to click an accept button if the date was available or,
if it was unavailable, reply with alternative dates by selecting them from a calendar view
for the user to choose from as in the first scenario. The third, most convenient solution,
at least for consumers, is to select an appointment from a list of directly bookable dates.
In order to also allow providers with paper-based agendas to offer this third option, the
directly bookable dates are entered by the service provider manually and supported by
the option to import external calendars or export the Amiona calendar to other calendar
systems via ICS feed. By offering these three different options to request appointments,
it is possible to cover all types of service provider, calendar system and service type. The
result is haircut requests are mainly sent for a preferred date; gardener requests are mostly
without a date with effort and time restrictions in the comments field; and Sunday morn-
ing bakery deliveries are best done by direct booking. In the long run we expect direct
booking to be the standard for nearly all providers, particularly as soon as big players like
Google or WhatsApp would implement local marketplace and booking system interfaces.

10.2.4 Change in Consumer Behaviour andMarketingMeasures

Whereas the digitisation of many consumers is already advanced and smartphones make
up an integral part of everyday life for many people in Switzerland, this is certainly not
true for everyone. Furthermore, while using smartphones or computers for online shop-
ping, food delivery or train tickets is broadly accepted and frequently used, the idea of
“shopping” for services using appointment coordination systems is still quite novel and
certain services are even exclusive to the platform (e. g. a service for hiking with goats in
the Appenzell Alps). We therefore had to provide easily accessible support for users via
a free of charge telephone hotline and real-time chat service using ClickDesk software.

It was also very important and useful to have a Facebook page for communicating with
the citizens of St. Gallen, as it allowed us to inform them on new services on the plat-
form and upcoming events, like the personal charity city tours, or to set up targeted and
smaller-scale advertising campaigns. We also launched several promotional campaigns,
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such a competition where we collected wishes for new providers by raffling a tablet com-
puter, or service specials with a local or seasonal focus, e. g. winning tickets to the OLMA
Agriculture and Food Fair, the biggest in St. Gallen, or a special Valentine’s Day package
delivered by the bakery. We also used the page to attract attention by promoting time-
limited coupons for certain businesses.

In order to reach consumers directly on the web pages where they search for service
providers and appointments, we also ran Google AdWords campaigns and introduced an
“Amiona request button” to be added to the service provider websites (see Fig. 10.3). The
button links to all of the provider’s services listed on the Amiona St. Gallen marketplace.

We also created a visual presence at the shops of registered service providers by pro-
ducing QR code stickers and applying them to the shop doors. Scanning the QR code
displays a list of the provider’s services on Amiona and offers consumers the option to
also request appointments outside business hours. In addition, we printed flyers for ev-
ery new provider with a readable short URL and corresponding QR code, both linking to
the provider’s services available at the Amiona marketplace. We sometimes also included
temporary coupons in cooperation with the provider to encourage consumers to use the
new appointment requesting method.

Finally, we posted printed promotional material with online coupon codes for special
discounts on the platform into letter boxes and distributed coupon booklets among the
almost 1500 new students at the University of St. Gallen during “freshers’ week”. As the
majority of these students are quite price-conscious and most of them are new to the city
without provider contacts for hairdressers and the like, the two freshers’ week coupon
booklets became our most successful printed marketing measure, with over a hundred
transactions resulting from every booklet. In total we distributed over 50,000 individual
coupons with a value of over CHF 1.5 million financed by local service providers in St.
Gallen.

Despite all these measures, altering consumer behaviour continues to require time and
patience is called for until online searches for service appointments become the normal

Fig. 10.3 Amiona request button on a provider’s website
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behaviour of St. Gallen’s average consumer, always bearing in mind the amount of time
that has been needed to make electronic banking a service accepted by about 50% of the
population in Switzerland.

10.2.5 Response Time and Efficient End-to-EndProcesses

Given the described lack of digitisation and need for assistance from our customer support,
it came as no great surprise that we occasionally encountered very long response times for
requests or comments from both consumers and providers.

When we first launched the platform, we pushed all sorts of notifications via e-mail
(e. g. appointment booked, request for a specific date or request without dates to send sug-
gestions) to the providers. This meant that they had to check their e-mail on a regular basis
in order to answer consumer requests within an adequate time frame. This worked very
well for about half of the providers; however, unfortunately, the other half checked their e-
mail less than once a day, which meant we had to find other solutions to ensure successful
appointment coordination via the digital marketplace without impatient consumers mak-
ing an additional phone call. We also discovered that the consumers’ response time to e-
mail notifications, e. g. rescheduling or available date suggestions, often also left a lot to
be desired. These delays can be quite troublesome for the other party and result in compli-
cations, such as double bookings if another consumer requests a specific date, via Amiona
or phone, which has already been suggested to someone else.

We therefore decided to opt for a more direct channel at the end of the first year and
started pushing notifications to users via SMS. This required us to make entering the
mobile phone number mandatory when requesting a service (previously only the name and
e-mail were mandatory). We also made it a mandatory field for new providers to complete
and added SMS numbers for the existing registered providers. The SMS message lists the
most important information, i. e. what was requested by whom, what has been agreed or
must be done next, and also includes a tiny URL that takes the user to the appointment
view for the request (without login), where they can accept, reschedule or reject it, and
add any comments where applicable. The addition of SMS notifications turned out to be
an enormous improvement. Some providers now confirm requests within a minute and the
consumers’ response time using their mobile phones has also greatly improved.

However, you never stop learning and we noticed that the requests to certain providers
were still remaining unanswered for a long time. It turned out that these businesses (most
of them with three or more employees) had strict “no phones at work” policies and did
not want to have even a single phone lying around as they were worried it might cause too
much of a distraction. Based on the coloured LED signals on smartphones, we therefore
came up with the idea of a simple button on the main desk displaying new requests, new
comments and “everything OK” in three different colours: blue means new message, red
means action required and green means OK. The button only requires a USB connection
to the main computer and also offers an additional feature: When it is pushed, it launches
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the browser, goes to Amiona.ch, logs into the user’s account and opens the messages view.
The button therefore offers another convenient option to make users aware of new requests
with a quick and easy response solution. This additional notification channel allowed us to
resolve complications with businesses that did not want to receive any SMS notifications.

10.3 Lessons Learned

While the digital appointment coordination and functions of the platform were based on
our scientific research (cf [1–3]). , we also learned some anticipated and less anticipated
lessons when the platform went “live” and we were presented with the users’ actual be-
haviour.

The findings led to many improvements, which were already implemented during the
iterative development process, and also confirmed the potential benefit of a local service
marketplace for both consumers and service providers.

10.3.1 Consumers Use the Option to Coordinate Services
Outside Business Hours

As we assumed that the opportunity to request services outside business hours would offer
a great benefit to employed consumers in particular, we were very interested to see how
this would actually develop. We did indeed witness a large proportion of requests being
submitted during the evening hours or on weekends from the very beginning; however,
until now, this has not translated into a large number of repeat requests, as we were unable
to ensure adequate response times before the introduction of the SMS notifications, and
even less so outside business hours.

10.3.2 Service Providers Benefit from an Easy-to-UseDigital Consumer
Channel and Less Interruptions from Phone Calls During Their
Daily Business

While most appointment requests are still submitted by phone, service providers were de-
lighted by the simplification of their workday as a result of the online requests submitted
via Amiona. Small business owners in particular, who like most service providers in St.
Gallen, do not have an employee dedicated to answering the phone, offered positive feed-
back with regard to improvements to their processes and, consequently, greater customer
satisfaction, as there were less interruptions by phone calls while serving customers. As
the owner of a small barber shop put it: “I would appreciate it if all of my customers used
Amiona, as it makes my life that much easier. I really enjoy using the platform and it is of
great value to me and the customers I serve”. In addition, it helps providers to attract new

http://amiona.ch
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customers, as the owner of a beauty salon pointed out: “Visitors to my website really like
the easy and convenient appointment request service provided by the Amiona button and
I was able to gain many new clients through it as well”.

10.3.3 The Provided Infrastructure Motivates Providers
to Offer New Services

The possibility to easily communicate new services online and handle requests efficiently
via Amiona has also motivated local providers to introduce new services. A local bakery,
for example, restarted its Sunday morning bread delivery service that had been discontin-
ued a couple of years ago due to the high administrative effort.

10.3.4 Service Providers Appreciate Local Initiatives

Many of the service providers that we had addressed prior to and after the launch of the
platform immediately saw the benefit of being part of the local marketplace and we were
able to convince many of those who were reluctant by highlighting the local approach
of the marketplace in St. Gallen. This local approach turned out to be a valuable unique
selling proposition in comparison to other appointment coordination service providers and
industry-specific booking platforms. Apparently, many service providers feel responsible
for their towns or cities to a certain extent and do not wish to jeopardise local initiatives.

10.3.5 Local Digital Marketplaces Must Provide theMeans
to Include Providers Who Only Have Paper-Based Agendas

Whereas digitisation is the general trend being implemented on a large scale in the fi-
nancial or manufacturing industries, we learned that it is quite the opposite in the case
of smaller-scale service providers. This offered us the opportunity to step in and provide
easy-to-understand, structured digital processes; however, often only to a certain limit. As
described above, Amiona’s functions include direct booking and integration with other
calendars via ICS feed; however, as we learned, most smaller-scale businesses only use
paper-based agendas and are not yet willing to change. This represents a very impor-
tant issue and the reason why we implemented three different appointment coordination
processes. We remain convinced that for now and the foreseeable future, all local digi-
tal marketplaces must offer these three options to include the majority of businesses and
provide users with an interesting range of services.
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10.3.6 Provider and Consumer Response Time Is theMost Critical Factor
in Successful Appointment Coordination

The support of differently structured processes in appointment coordination to address
the differing levels of digitisation, however, did not yet lead to an entirely satisfactory ap-
proach. As already described above, inadequate response times resulted in many impatient
(and probably irritated) users calling the provider to get a response and it is quite apparent
that a digital marketplace has no added value in comparison to a simple online directory
if the user still has to call the provider to arrange an appointment. Request-answer-based
appointment coordination therefore has to be accompanied by different push channels to
notify users of new requests or status changes that require their action. This conclusion
and the complications, in the form of double- and overbookings that result from missing
and delayed consumer responses (e. g. when another consumer requests a specific date
that has been suggested to a non-responsive consumer), quickly made improving response
time our main priority.

Fortunately, the introduction of SMS notifications and the desk button massively im-
proved the user experience and increased the satisfaction ratings of both consumers and
providers. This was confirmed both by the feedback we received and the subsequent in-
crease in transactions among returning users.

As new requests are still overlooked from time to time, we still track transactions in our
quality management system and use phone calls as a last resort to notify users of unan-
swered messages after a specified time frame. Fortunately, this is required far less often
than in the beginning when we only operated with e-mail notifications and is therefore fur-
ther proof of the success of the measures we have since introduced to improve response
time.

10.4 Exploitation and Outlook

The feedback we received from providers and consumers in both St. Gallen and other
regions was very positive and resulted in a number of social services organisations, real
estate companies and larger-scale employers expressing an interest in marketplaces for cit-
izens, tenants and employees. We therefore pushed development further to offer a ready-
to-use and easily adaptable standard software solution for local service marketplaces. This
solution has since been implemented in various forms, such as a local marketplace for
professional and informal services in Weil der Stadt, a platform for neighbourly help
in Hamburg, or a platform for the residents of an independent living facility in eastern
Switzerland. The concept of coordinating local services has now also been adapted by
the major IT corporations. It is therefore vital that future implementations and software
developments focus on very specific scopes and usage scenarios.
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The lessons learned, insights gained and user feedback received generated many new
ideas for technical improvements and development, of which not all could be implemented
immediately.

Certain users expressed the wish to have a first come first served policy for requests
to multiple personally selected providers. This would be beneficial among others to care-
givers in retirement homes, e. g. when they need to organise social driving services on
a specific date for one of their residents. In such cases they could send the request to all of
the collaborating driving services and the first to answer would get the order as the request
would be closed to the others. Similar requirements were also requested by people in need
of time-critical appointments, e. g. with a doctor. Such users would also greatly benefit
from the first come first serve policy for their requests, as they would no longer have to
make a dozen phone calls to schedule a single appointment.

In order to access more external providers and continue to improve response times, we
are additionally considering the use of automated phone call systems as an easy-to-use
and very “pushy” request-notification channel. The integration of existing vertical direct
booking platforms, e. g. for cleaning services, might also be an option in the near future.
The expansion of the service portfolio and directly bookable dates would be similar to
what has already happened on hotel reservation and flight booking platforms. Finally,
we hope to extend the coordination processes in the not too distant future to facilitate
“naturally speaking” requests through text mining and artificial intelligence to enhance
the consumer experience, including with adjusted services for the handicapped.
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11How Large Corporations Survive Digitalization

Robert Jacobi and Ellena Brenner

Abstract
The transformation brought about by digital marketplaces will be the key challenge for
any industry in the coming years. The media, IT and telecommunications sectors have
struggled to adjust to a changing business environment for almost two decades. Now,
companies from the financial services, transportation or even engineering sectors are
ripe for disruption caused by technology and new business models. The only way to
survive this process is by thoroughly preparing the entire organization for a transfor-
mation of unprecedented scope.

Providing strong leadership and vision or turning over the corporate culture is just
a first step. In addition, cross-functional teams should become the norm, as well as
incentive systems that reward risk-taking and agile development processes on the tech-
nical side. Taking cues from scientific literature, the authors’ personal experience as
digital transformation consultants and interviews with top executives, this article deliv-
ers a set of recipes for C-level management on how to transform their organizations for
digital success.

11.1 Large Corporations in the Context of Digital Transformation

The extent to which the digital transformation disrupts large corporations is unprece-
dented. Technological advances make product life cycles shorter. Consumers expect in-
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creasingly personalized services. Hardware becomes a commodity, and it is the seamless
user experience that creates value and revenue. Chances actually are that not winning the
race implies not surviving at all [1].

Since the turn of the century, over half of the companies on the Fortune 500 list have
been replaced by faster-growing peers. Alongside industry-specific reasons, such as low
oil prices in recent years, digital transformation is the main cause. Not only players from
traditional industries are affected. Companies that were considered cutting-edge inno-
vators some ten or fifteen years ago have not been able to keep up with technological
change. Take Finnish handheld-maker Nokia, which stopped continuously reinventing it-
self at some point and was taken over by Microsoft as a consequence. The same is true
for Blackberry Ltd.: Its revenues plummeted from 19.9 billion USD in 2011 to 2.2 billion
USD in 2016, while the market for smartphones exploded worldwide.

So, who are the newcomers? They are companies such as Netflix, which started with
delivering DVDs to doorsteps in a subscription model in the U.S. in 1997. It is now the
world’s largest online video-on-demand service with 86 million subscribers [2]. Sales-
force, the cloud computing company that was founded in 1999 and employs some 19,000
people, is another example. The company that was leading the pack of Fortune 500 new-
comers in 2016 is PayPal, the payment service built by the digital disruptors Elon Musk
and Peter Thiel, among others. After the spin-off from Ebay, it is independent yet again,
offering free peer-to-peer payment services while collecting revenue from big merchants.

It is not even necessary to reinvent the wheel in order to run a successful business in
a digital world. Across developed economies, home-order services stopped printing their
catalogs and went out of business. At the same time, online retailers such as Amazon or
Zalando, the Germany-based fashion powerhouse, watched their turnover skyrocket. Not
because they invented a new business model, but because they anticipated technological
developments and changing customer expectations. This was made possible by constantly
evolving internal structures and by strong beliefs centered around innovation, speed and
agility – as well as a focus on building up a great product and a loyal customer base first,
then thinking about profitability.

So what about the Citibanks, Comcasts and Chryslers of the world? Is there a chance
for them to survive digital transformation against dynamic, well-financed newcomers that
attract the best management and engineering talent in the world? Or will all of them suc-
cumb to the innovator’s dilemma, which states that incumbents doing everything right in
their present environment might still lose out to new market entrants who manage to an-
ticipate future customer needs? Yes, there is a chance, and the older giants must find the
courage for open-heart surgery in order to keep our economic system balanced and pros-
perous. Let’s look at some strategies for survival and how to implement them in a large,
bureaucratic organization.
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11.2 Key Dimensions for Successful Organizational Change

Corporate managers have access to an extensive body of literature on organizational
change, with theories and approaches that are sometimes useful, but often too academic
by nature [3]. Many change process models have been developed in the tradition of Kurt
Lewin’s work [4]. Lewin’s three-step model for social change, from unfreeze to move
to refreeze was developed back in the 1940’s and much quoted ever since. It assumes
that driving forces must always outweigh resisting forces if change is to happen [5]. The
change process aims to introduce temporary instability and is driven from the top [4].

According to the work of Lewin, Bullock and Batten, ‘planned change’ (1985) con-
sists of four stages: exploration, planning, action and integration [6]. Beckhard and Harris
suggest that organizations change when there is a current dissatisfaction combined with
a desirable vision. In sum, the product of desire and vision must be larger than the re-
sistance to change [7]. Also, ‘change’ should not be looked upon as an episode but an
ongoing process [8].

While it always helps to reflect on cultural and structural change, the specific require-
ments of digitalization have not yet been amplified in scientific literature. The pressure
from digitalization is so strong that simple change is insufficient and deep transforma-
tion needed. In a relatively short time span, businesses have to fundamentally alter entire
strategies and cultures. That’s where theory ends and a mindset of change has to be es-
tablished not as an exception, but as a corporate norm. To do so, it is advisable to start at
the top with a bold digital leadership, then begin changing the corporate culture and bring
outside knowledge in, before adjusting corporate processes and structures to a new world.
Fig. 11.1 provides an overview of key success factors for digital transformation.

Fig. 11.1 Key success factors for digital transformation
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11.2.1 Leadership & Vision

In the last century, selling airplane seats at a high margin and providing planes to move
people from London to New York or to the Maldives was a prosperous business model.
Today, successful carriers price some of their tickets below cost while making money with
high-margin added services. Even further, an online travel service has never met its clients
in person, but knows much more about their travel preferences than their favorite airline
and is savvy enough to monetize accordingly. It’s about selling travel time and experience,
not transportation itself.

Nonetheless, in a 2016 board meeting of one of the world’s leading airlines, the discus-
sion about how to adjust to a digital marketplace was lacking some real sense of urgency.
“Why should we fear Google?”, a seasoned board member asked. “They don’t even own
planes.” True, but nowadays, it is absolutely possible to run an airline without taking on
the risk of buying a single plane. You simply lease the hardware and build a premium
customer experience on top.

Even today, you will need mechanical engineers for maintenance, but without data
scientists knowing what customers will want next, every airline is doomed to failure. “I see
Ryanair as a digital travel leader that happens to have an airline attached to it,” its chief
technology officer, John Hurley, said. To reach its goal of becoming the Amazon of air
travel, the company invested 36,000 developer hours, which is equivalent to 18 business
years, in building a new mobile platform [9].

As the previous example shows, the lack of awareness of digital change among exec-
utives can be frightening. They tend to overestimate the traditional infrastructure’s edge
over aspiring, digitally-minded competitors. However, executives need to be ahead of the
curve to make positive transformation happen. Horst Kayser, who leads transformation
efforts as the Chief Strategy Officer at engineering giant Siemens, acknowledges that “all
company changes begin with leadership and these values and attitudes should inspire and
motivate the rest of the organization.”

Leadership in the digital age requires a deep knowledge of digital business models, the
courage to transform structures and processes against corporate inertia, and, last but not
least, an unmistakable public commitment.

Create a Digital Vision and Strategy
The example of the airline board member is anything but unique. In a 2015 McKinsey
study, only 17% of top executives said that their boards were sponsoring digital initiatives
[10]. C-level executives of traditional big players are feeling outmatched by the ferocity
of changing technology, emerging risks and new competitors. Only a few boards are able
to reflect and reorient concerning their strategic goals and would subscribe to a recent
statement by outgoing General Electric CEO, Jeff Immelt: “The digital pivot is the most
important thing I’ve ever worked on and I’m totally juiced about the changes” [11].

The vision needs to be integrated into a digital strategy that focuses not only on external
measures such as investing in start-ups, hiring agencies to build mobile apps or setting
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up an e-commerce channel. The strategy needs to address all elements of the core value
chain and shouldn’t spare support functions such as legal, human resources or finance.
“At some point soon, it should even become the overall corporate strategy,” the digital
transformation officer of a leading services company said.

So, what are other key ingredients for a digital strategy? It needs to set clear, measurable
goals with regards to (a) future digital revenue shares, (b) investments and expenditures in
technology and (c) training hours for management and lower-level employees as well.
Priorities need to be defined and actions coordinated. The strategy has to be credibly
backed up by fast action and a roadmap for implementation. It’s equally important to
communicate the vision and strategy in a unified voice both internally and externally to
customers, investors and other stakeholders in order to make it binding for all parts of the
company.

Anchor Digital Transformation at Board Level
The awareness of the relevance of digital methods and technologies is greatly lagging
among many of today’s C-level executives. They were trained in business schools or fi-
nance or engineering departments of leading universities in the ’80s or ’90s, when digital
business was a footnote in booming Western economies.

A Capgemini study showed that when CEOs communicate a clear digital vision, 93%
of the employees agree that transforming the company is the right thing to do [12]. So,
the vision is important, but only credible if it is backed up by knowledge and actions.
“Our executives make headlines with how digital change affects us, but this only helps
if we build a true momentum for change across the company,” a senior manager of an
international financial conglomerate said.

Digital transformation can only succeed as a company-wide initiative when CEOs,
along with their boards, are its advocates and evangelists. They need to facilitate and
effectively coordinate digital initiatives across the whole organization to develop a holistic
digital corporate identity. Simply traveling to Silicon Valley is not sufficient to create
a credible digital image.

In order to increase awareness for digitalization within the board, implementing a Chief
Digital Officer (CDO) is one of the methods of choice among many large corporations
(s. Fig. 11.2). Even if this is a first good step, it comes with several risks. First, integrating
a CDO, often hired from a big digital player such as Google, into a traditional corporate
culture is a major challenge. The person might behave somewhat undiplomatic, thereby
creating a backlash against transformation among longer-standing management, and in
return becoming frustrated very soon. This is particularly true when the CDO has little or
no profit & loss responsibility.

Second, the implementation of a CDO creates the risk that other board members feel
relieved from the pressure of thinking more digitally themselves. They perpetuate their
long-standing offline business principles, even though digitalization should be the guiding
principle for each and every decision taken at board level. The impact of digital trans-
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Fig. 11.2 The role of CDOs worldwide. (eMarketer [13])

formation must be fully recognized by every single board member as they ideally form
a digital committee in order to shape the digital future for the whole corporation.

CASE: How has Siemens AG Changed its Organizational Setup in the Context of Digital
Transformation?
Siemens decided not to hire a Chief Digital Officer, but to include digital compe-
tencies deeply into every division. Horst Kayser, Chief Strategy Officer at Siemens
AG, explains why:

“The fundamental organizational question we faced when we began this trans-
formation was whether to centralize our digital capabilities into one separate
organization or to embed them into our existing market-sector-focused divisions.
We chose the latter approach, because we felt that for a true business transforma-
tion to occur we had to be more digital everywhere rather than completely digital
all in one place.

Some companies create separate digital units, however, they face the issue of
acceptance by the traditional businesses and the continued silo mentality which
digitalization needs to break down. That said, we have implemented a centralized
corporate digitalization strategy and some technology and governance functions
to coordinate and measure the implementation of digital initiatives across all divi-
sions.”

Install Credible Digital Leadership Throughout the Organization
Leadership with a vision is important at the top level but doesn’t help if it doesn’t trickle
down into the organization, particularly to the second and third management level. “That’s
where the most conservative layer sits, full of managers reluctant to make changes that
threaten their kingdoms,” the head of digital strategy of a leading automotive company
said. 60% of managers assess their own digital competency as high to very high. On
the contrary, only 26% of their respective subordinates say so about their managers [14].
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“These people are very busy producing presentations and planning budgets, but are neither
incentivized nor inclined by nature to promote real change.”

In 2013, Bertelsmann, the German-based media conglomerate, introduced a format
called “Digital Bootcamp” produced by Bertelsmann University and The Nunatak Group.
From the CEO level downwards, the top 300 managers of all divisions were asked to
participate in a two-day immersive format where they experimented with mobile games,
3D printing or social media advertising and discussed potential impacts on their lines
of business. Those who were most skeptical at the beginning turned out to become the
strongest internal promoters of the program, even years after, when it was turned into
a regular coaching format offered to all management levels.

In addition, ‘reverse mentoring’ provides an opportunity for the older employees to
learn from their younger, digitally-skilled counterparts unlike traditional mentoring where
learning is dispensed hierarchically from an older mentor to a younger protégé. Thus,
reverse mentoring is an inverted type of mentoring relationship [15]. Sylvain Newton,
Global Head of Talent Sourcing and Development at Allianz SE, has successfully sup-
ported the implementation of the initiative and participated himself as a reverse mentee
both at GE as well as at Allianz. He highlights the possibility to leverage the mutual
expertise of digital natives and digital immigrants by being perceptive of their different
needs, value systems, and work demands.

11.2.2 Culture & People

When you meet employees in an industrial-style open-space office, wearing shorts and
making coffee with an Italian espresso machine, their fixed-gear bicycles parked inside
the door and office walls covered with slogans such as “Distinguish sense from nonsense”
or “Accept change is inevitable”, you might assume you’re visiting a cutting-edge start-up
in Berlin.

The truth is that you are in one of four innovation labs opened worldwide by the rein-
surance company Munich Re, founded in 1890 and one of the most traditional DAX 30
companies. Engineers, mathematicians and marketers jointly work on new insurance mod-
els and sales channels while listening to Spotify playlists and discussing the latest episode
of “Games of Thrones”.

Compared to similar efforts, the innovation labs are not some distant satellites but deal
with issues relevant to the core business of Munich Re. “Yes, I’m personally afraid because
our business model is severely threatened,” a board member answered when asked about
his perspective on Fintech companies and disruptive insurance start-ups [16]. Nonetheless,
if the people working at the innovation lab attended a meeting at the corporate headquar-
ters in Schwabing, a mere 15-minute ride by subway, without changing their attire, they
would stand out from their colleagues working in the business culture of a reinsurer.

At some stage of the transformation process, entertaining different cultures at the same
time is the right way to go. However, one should begin with the end in mind and with
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an answer to how these cultures will merge into a new corporate DNA down the road.
The bigger challenge is not to motivate young employees to work in innovation labs but to
induce their more conservative peers to break out of silo thinking and orientation on short-
term benefits. In addition, innovators must be encouraged to remain creative and continue
to think outside the box, instead of adjusting to the legacy corporate culture.

Establish a Culture of Open-Mindedness and Risk-Taking
Organizational structures of large corporations are characterized by lengthy approval
processes instead of trial and error and hierarchical decision-making instead of en-
trepreneurial leeway. To keep up with the higher speed and shorter product life cycles of
small, agile start-ups, large corporations need a massive cultural shift towards open-mind-
edness and risk-taking. Siemens’ Chief Strategy Officer, Horst Kayser, agrees: “Speed
is a critical success factor and whilst large global companies like Siemens may have
the advantage of size and scale, the slower speed of decision-making and execution is
sometimes a hindrance, especially given the pace of change within software industries.”

So, how can large corporations win this game? More than ever, fostering creativity and
innovation is key in order to keep up with fast-changing customer needs. Giving employ-
ees the opportunity to contribute to idea contests or similar programs is no news to many
corporations. However, in order to implement thinking outside of the box permanently, it is
important to create a culture of openness and exchange. Here, design-thinking approaches
help. Building upon the work of scientists Herbert A. Simon and Robert McKim from
the late 1960s, it was introduced to the business world by David M. Kelley, the founder
of design-thinking agency IDEO. In design thinking, teams are built across functions and
divisions, meet in creative environments and follow an overall goal and vision, instead of
trying to solve a very specific issue. In a recent study, the Hasso-Plattner-Institut confirms
that the approach is not only helpful when building new products, but also contributes to
changing patterns of problem-solving and collaboration [17].

For a limited period, a parallel culture, as in the Munich Re example above, is one
way to go. It creates an innovative, agile playing ground for digital initiatives while also
keeping up the old wallpaper for traditional business relationships. That’s also how many
IT departments in large corporations try to reinvent themselves: In a bimodal structure (as
conceptually introduced by Gartner in 2014 [18]), agile and flexible units are used for the
development of innovative software, while legacy technology continues to be maintained
through traditional processes. Obviously, someone – in this case, the original IT depart-
ment – must maintain and update the accounting software or manage user accounts on
corporate computers.

Regarding risk-taking, corporations have a harder time than young, venture-backed
companies that have to try new things in order to find a path to success. However, this
doesn’t mean you have to constantly reward those who don’t take any risks but just im-
prove their current business bottom line. “In fact, we should tell our shareholders that we
will invest all our earnings of the next two years in digital projects,” the interviewee from
a large automotive company said. “This doesn’t mean that we stop taking care of our daily
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business, but it would help us to remain competitive with the tech giants a few years down
the road.”

Challenge and Support Existing Workforce
Today’s workplace is a highly demanding, complex environment that requires flexible
minds and the willingness to learn and adopt new digital technologies. Digital expertise
needs to be profoundly integrated into the mindset of workers to develop successful plat-
forms and products. This doesn’t create any hurdles for recent university graduates who
have grown up using several mobile devices at the same time. However, no large company
would be able to exchange its seasoned workforce with newcomers instantaneously, and
would be ill-advised to do so.

So, how to combine the two worlds? The newcomers will make their way naturally,
if they’re open to learning some of the corporate lingo and understanding corporate pro-
cesses. Overcoming the fears of more experienced employees is the bigger challenge. In
their famous book “Reengineering the Corporation”, Hammer and Champy state that the
whole idea of change always brings deeper instincts such as fear to the surface [19]. The
productivity of employees feeling left behind suffers greatly.

When guided with appreciation, provided with access to digital expertise and steered by
ambitious yet reachable digital goals, employees are willing to join the transformational
path. Thus, refocusing existing education programs around digital topics is obvious but
by far not sufficient. “My social media training was not really helpful. It lacked practical
elements and a trainer with online journalism experience,” a spokesman from a major fi-
nancial company complains. Integrating external experts and providing hands-on training
in educational programs for employees are methods of choice.

Setting the right incentives is another important step. Goal-setting with a focus on
longer-term success instead of short-term profits represents a cornerstone for digital trans-
formation. Only if goals such as the number of client touchpoints on digital platforms or
successful digitalization of internal processes make up a sufficient portion of the overall
bonus, managers and their teams will be incentivized to change behavior substantially.
“At the beginning, our top management strictly opposed including goals dependent on the
results of neighboring departments,” a chief human resources officer of an international
services company remembers. “A year later, this was fully accepted and made collabora-
tion much more commonplace in our company.”

Similarly, a large manufacturer introduced so-called “stretch goals” that are impossible
to reach by one single employee, such as introducing a certain number of new business
models or opening up new sales channels. It required individuals to pull together through-
out divisions and hierarchy levels. Silo mentality was reduced and collaboration enhanced,
which is a key ingredient for digital success [20]. Setting such ambitious goals typically
brings about another benefit: They help spread a sense of ownership and shared responsi-
bility for entrepreneurial success.
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Become Attractive to New Talent
Large corporations tend to entertain pin boards for internal openings in some common
area. An international consumer goods company is no exception here: Just outside the
headquarters’ cafeteria, dozens of positions are offered on letter-size pages. It is worth
taking a closer look: Almost two-thirds bear headlines such as “Data Scientist”, “Data
Engineer” or “User Interface Designer”. It is hard to fill such newly created positions with
current employees but not much easier to attract external talent with fresh degrees into
a corporate position.

The attractiveness to digital talent is dependent on the employer’s reputation and brand-
ing as well as individual working models. Particularly when hiring graduates for jobs in
data analytics or software development, it is hard to compete with attractive digital giants
such as Google or with start-ups that provide sweat equity. To get it done nonetheless, (a)
employer branding needs to be enhanced, (b) screening of candidates must be improved
using data-based methods and (c) hiring processes have to provide lessons and lasting
experiences even for those who don’t make the threshold.

In times when employers are rated on platforms such as Glassdoor or Kununu, it is
equally important to make sure that companies keep promises made during the recruiting
process. Offering a flexible working environment, like at media and investment conglom-
erate Virgin, with self-determined weekly working hours and number of holidays, is only
part of the story [21]. Most importantly, corporations need to offer a working environment
that leaves enough freedom of decision to staff on all levels.

Online retailer Zalando sets an example with its management method of radical agility.
After an internal analysis showed high employee turnover and low productivity growth,
traditional hierarchy levels were abolished and developers got more decision power, e. g.
which programming languages to use. As a result, job applications for tech profiles more
than quadrupled since 2014 and departures dropped by 35% [22].

11.2.3 Corporate Processes & Structure

When an international industrial company introduced an entirely new and powerful data
management structure across all units, protests were immense. Some departments had
invested millions to keep legacy systems running and wanted to keep them. Others didn’t
see the need for such a system in the first place. In the short run, streamlining processes
made things more cumbersome as many units had to adapt their internal processes. The
benefits of integrated data storage and accessibility would only become visible at a later
stage.

So, when is the right time to introduce such a far-reaching change in technology, and
how do you go about it? How do youmake sure all relevant stakeholders are taken on board
for the journey? Implementing a digital strategy is only possible if corporate processes
and structures are reformed. How can corporations align numerous digital initiatives into
a holistic transformation process?
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Determine Your Digital Maturity and Act Accordingly
As mentioned previously, an important stepping stone is the definition of an organizational
setup that allows maintaining traditional business models as long as they are profitable
while getting future ready at the same time. Becoming an integrated digital company
should be the goal for all, regardless of whether it is a B2C or B2B company. Typically,
the latter ones show lower levels of digital maturity, with some digital initiatives in place
but little coordination and a lack of consideration at the holding level. Our framework
(Fig. 11.3) helps corporations to determine the level of digital maturity already reached
and to act accordingly.

Many traditional companies are now at a stage where some early flagship initiatives
have been started and some digital business models have been tried out. Here, it is im-
portant to collect and assess them, measure their success, continue the ones performing
well and discontinue others. At the same time, digital knowledge and experience gained
through these projects should be collected at a corporate level.

To enter the second stage, it is helpful to install a digital unit within the strategy or
business development department. This unit should be staffed by a mix of resources from
the outside – people who’ve worked in online-only businesses, or at least in digitally more
advanced B2C corporations – and some insiders who know the processes, can guide the
newcomers through the corporate jungle and are able to build alliances for them. Such
a digital unit will play a key role in developing guidelines for successful digital products
and preparing a digital strategy and vision for the board. This is also the time when bi-
modal structures might still be beneficial, such as innovation labs that spill over culturally
to the main company.

“Our job is temporary,” said a digital unit head of a large mobility company. “We’re
here to help the entire organization reinvent itself, and if we’re successful, we’re making
ourselves obsolete.” Typically, at the beginning of the journey, dependence on external
agencies for implementation is rather high. For the next level, it is important to build up
relevant internal structures, particularly in IT, in order to provide a steep learning curve to
employees and keep the knowledge and experience gained within the corporation itself.

Fig. 11.3 Structural steps in a digital transformation process
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At a later stage of digital development – some consumer-facing companies are about to
reach this level already – digital resources have to be evenly distributed across all relevant
units. For example, product development teams will then develop digital-first products
only, rather than adjusting existing offline products to online business models. Marketing
departments will develop digital channels first, with offline channels being phased out
gradually, as target groups move completely online. At that stage, digital thinking has
become an integrated part of the corporate DNA and the company is fully transformed
and even able to disrupt its competitors.

Make Cross-Functional Teams the Norm
For decades, one of the key trends in business was to build separate profit centers for each
line of business. In large corporate holdings, this might be without alternative. However,
even there, and in somewhat smaller companies as well, digital transformation requires
thinking and acting across units instead of thinking in silos and short-term individual
gains [23]. In the medium term, this will deliver a positive contribution to everyone’s
bottom line.

Integrated knowledge tools, information streams and communication processes will
speed up product development and help businesses keep up with shorter product life
cycles. Integrating teams is also a necessity when it comes to distributing digital talent
across the corporation. For example, having a user experience specialist on every prod-
uct development team will help with seizing opportunities and implementing tools for its
exploitation right away.

Take the example of a consumer-products company which realized during a workshop
about the internet of things that some of its business was massively threatened by new
competitors. They tore down the traditional horizontal structure that was built along value
and organized the company around vertical spaces such as the home, the car and the office,
allocating support functions to all of these individual divisions. This move helped them to
innovate faster and to create interconnected products with a higher use for customers [24].

Agile project management methods, such as rapid prototyping or daily collaboration,
are key for digital success, not only in IT departments, but across all units. An agile team
is cross-functional by definition and constantly readjusts to meet the needs of the market-
place, not the corporation. The “Agile Manifesto”, published in 2001 by a group of leaders
in the discipline, contains twelve key rules for agile software development. It states that
responding to change is more important than following a plan, and a working product is
more important than comprehensive documentation: “Simplicity – the art of maximizing
the amount of work not done – is essential.” Some of these notions are difficult to entertain
in a corporate context, but starting today, not tomorrow, is a good idea [25].

Build Strong Partnerships
At a time when it takes just a few months for a new technology to become mainstream, it
is important to join forces and learn from each other, particularly in complex environments
where vertical integration is too costly. Partnerships can take on several forms. Companies
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can jointly fund expensive research and development efforts. They can build joint ventures
that represent an entire value chain for a certain line of product. Another model is joining
forces in using digital technology and data-oriented customer data to jointly promote and
distribute non-competing products and services. Similarly, cooperating with innovative
start-ups might be an attractive alternative to a risky acquisition.

As an example, in September 2016, corporate technology giants Amazon, Google,
Facebook, IBM andMicrosoft announced an Artificial Intelligence alliance. Primarily, the
partnership aims at clarifying ethical values of new technologies by exchanging best prac-
tices and publishing the obtained results. The cooperation indicates that even the largest
and most innovative, cutting-edge corporations are aware that large benefits can be reaped
from knowledge exchange with peers [26].

Just a few months earlier, IBM and SAP announced a large program to drive the
modernization of clients’ systems and processes and “accelerate them into the digital
economy”. The alliance focuses on providing efficient cloud-computing services and real-
time maintenance and support of enterprise solutions. “We’re formalizing a complemen-
tary set of capabilities to simplify and speed outcomes for clients,” an IBM senior manager
explained [18].

So, how do you know if a digital partnership is successful? The exchange of knowledge
should spill over into the individual companies themselves. Motivation of the workforce
should increase by opening up to the outside world. New markets are accessed. And,
most importantly, products and services will be delivered to the customers faster and more
closely to their needs.

11.3 Summary and Outlook: Key Success Factors for Surviving
the Digital Transformation

The previous chapters introduced a variety of measures for corporations to assure the
successful digital transformation of their organizations. It is important to keep in mind
that the three dimensions of leadership & vision, culture & people, as well as corporate
processes & structure are highly interdependent. Successful change in one area doesn’t
mean that the job is done across the entire corporation.

All things considered, what can we conclude about traditional corporations’ chances
of survival in a digitalized world? A study from the John M. Olin School of Business
at Washington University estimated that 40% of today’s Fortune 500 companies will no
longer exist in ten years due to digitalization [27]. Similarly, John Chambers, the CEO
of Cisco, one of the leading network providers worldwide, explains that 40% of Cisco’s
business customers will not exist anymore in ten years [28]. This is the paradox of transfor-
mation. Urgency is high, yet it might take time to reap the benefits: Every decision-maker
is aware that building a new factory entails substantial investments and time to break even,
while new digital projects are expected to return positive cash flows right away. It is im-
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portant to think in longer cycles instead of short-term gains in order to survive digital
transformation.

However, this does not mean that there’s still some time left to start the process. Compa-
nies that want to be in the driver’s seat of the transformation vehicle must start to radically
alter their organizations on all levels now. The alternative, waiting for the burning platform
phenomenon, is worse: Initiating radical cuts when the threat to existence is no longer de-
niable will be too late.

Even from a shareholders’ perspective, adjusting to a digital world is the right step.
Tech companies enjoy high valuations primarily because of their future potential, while
more traditional peers are valued by their current performance. Why not change this rule?
Any car maker, airline or engineering company will be able to improve its valuation by
laying out a concise digital strategy for the next five to ten years and delivering examples
of success sooner rather than later.

On the flip side, corporations must resist the temptation of using digital transformation
as a scapegoat. In the next economic downturn, a corporate tendency to cut costs on behalf
of digital transformation will most likely emerge. Robotics and automatization will defi-
nitely decrease the headcount needed in some areas. However, building up a digital-savvy
workforce in other areas will have to outweigh this reduction. Simply reducing costs and
increasing efficiency in a legacy business will not make any organizationmore digital after
all.

Maximilian Hoffmann, The Nunatak Group, contributed to this article.
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Kerstin Jeger

What purpose would education serve in our days unless it helped humans to a knowledge of
the environment to which they have to adapt themselves? (Maria Montessori)

If one would conduct a historic review of educational systems one observes a coevolu-
tion of society and education. In the agricultural period education was characterized by an
apprenticeship model which reflected the needs of the prevailing family and community
settings. The current educational model was formed by the industrial revolution (“first
machine age”) and is often referred to as the factory model. Today’s world, however, is
characterized by the automation of cognitive tasks designed to substitute human activi-
ties with software based machines, the so called “second machine age”. This is triggering
a new era of complexity with large scale social changes. While the concrete implications
of that shift are still unclear, certain patterns with implications for an adjusted educational
model can be detected. The digital champions of today are no longer relying primarily on
an efficiency and cost savings focus, on hierarchical structures, and on placing the share-
holder value at center stage. Thus, the hierarchical build factory model for education,
which focuses on rote learning and standardized testing, with an emphasis to efficiently
produce graduates, is put into question as well. A knowledge based, creative and inno-
vation economy, which is less-hierarchical and is focusing on customer value, requires
a different set of skills. In a nutshell, I argue that it requires the ability to maintain a life-
long lasting curiosity and to be collaborative. Only a curious mindset, inquisitive and open
to new situations, can transform complex problems into manageable situations. Collabo-
ration is thereby the imperative for acting in complex settings. Our educational system has
not yet adapted to the new requirements of the digitalized world. Rather than producing
mines of information, educational institutions should foster curiosity and collaboration.
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Curiosity or the “inner flame” is innate. Humans are born with an inherent urge to
learn, to grow and to understand. The “inner flame” determines our learning potential
which equals our human potential in many ways. If you stop learning you metaphorically
“die”. Our current educational system based on the standardized transfer of knowledge is
further extinguishing this flame. The “one size fits all” standardized education threatens
our curiosity. To maintain our curiosity students need to be providedwith an individualized
learning environment that offers the opportunity to follow their own interests and foster
their curiosity. Having spent my live in education, I believe that the framework of the
Montessori method is an effective example or may even constitute a blueprint for a new
educational model which values individual learning.

At the beginning of the 20th century, the Montessori Method was developed by Maria
Montessori, an Italian physician and educator. The method considers teachers as facil-
itators of children, who are helped “to help themselves” rather than to be taught and
instructed. Key features of the Montessori method are mixed-age classrooms, student
choice of activity, uninterrupted work time and a constructivist “discovery” model in
which students learn concepts from working with materials rather than by direct instruc-
tion. The individualization of education is thereby strengthening curiosity and the desire
for lifelong learning. Living in complex systems, solution to problems need to be found in
an exploration not a pure analytical manner. Maintaining curiosity and, linked to this, the
desire for lifelong learning is a prerequisite to get along well in today’s world.

Equally important to the Montessori approach is Collaboration. The open learning
environment, the free movement and the multi-age classrooms is designed to facilitates
collaborative learning. For me, there is nothing more satisfying than seeing an eight year
old child explaining what it just learned to a five year old. Imitative learning and peer tu-
toring offers students daily opportunities to teach, to share information and to collaborate
all around. This collaborative environment is of immanent relevance as it demonstrates
how respectful relationships can be established. In fact, the mutual relationships based on
freedom of movement and the recognition of capabilities and interests help children to
develop respect for themselves, others and the environment. This process is of particular
importance in times where virtual worlds and a shield of anonymity provide new oppor-
tunities to engage in disrespectful and even inhuman behaviors.

Digital learning is complementary to individualized learning by further individualizing
the learning experience through adaption and customization of the content for a certain
group or person. The opportunities to implement Montessori’s idea of “thinking through
doing” are manifold and teachers should consciously introduce digital media to the class-
room. Cloud solutions, for example, give students the possibility to access information
on demand, on their terms and from everywhere and thereby remove physical and social
barriers to education. Social media enables them to interactively exchange information,
share knowledge and build valuable connections. The application of multimedia devices
and tangible interfaces facilitates the multisensory learning of abstract concepts such as
“area”, “space”, “number” or even geometrical shapes. Technology offers completely
new possibilities of multisensory learning by coordinating auditory, visual and kinesthetic
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education. Many programs designed for struggling readers, for example, use auditory ele-
ments in order to stimulate multiple senses. Simulation tools interact with every respective
student and provide instant feedback guiding it through the customized virtual learning
environment. Consistent with the Montessori philosophy, this as well helps to take away
the fear of failure, which is then replaced by a sense of safety that encourages learning
through trial and error. History classes can be enriched by educational games that retell
historic events in an interactive way, with implemented rules and objectives, enhancing the
learning experience. Finally, applied data measurement and analysis can further contribute
to the individualization of learning fostering curiosity and collaboration. As a result, digi-
tal technologies allow students to explore the world safely on their terms in a collaborative
way. The use of technology in an educational framework offers many advantages. How-
ever, it can only support, but never replace the interaction between a teacher and a student,
since deep inter-personal relationships have the biggest impact on the development of
students. This fundamental role of personal relationships will never change even with an
increasing deployment of digital technologies in classrooms.

The Montessori education has spawned a long list of overachievers, such as man-
agement guru Peter Drucker, Gabriel Garcia Marquez, Taylor Swift, George Clooney or
Jacqueline Kennedy Onassis. But especially when it comes to unleashed digital market-
places it seems that it is particularly suited if one considers its alumni, such as the Google
founders Larry Page and Sergei Brin, the Amazon founder Jeff Bezos, Wikipedia’s Jimmy
Wales, AOL’s Steve Case and the creator of SimCity, Will Wright. In the case of Google,
Montessori does not only effected the mindset of the two founders, but also the company’s
DNA. In fact, Google did not start as a big idea, but was built trough experimentation out
of a small digital library project at Stanford University. Page and Brin discovered their
business model while solving upcoming problems with a sense of stipulating curiosity.
Today, the Montessori methodology is spread throughout the company. In fact, Marissa
Mayer, former Vice President at Google, explained that “you can’t understand Google un-
less you know that both Larry and Sergey were Montessori kids. In a Montessori school,
you go paint because you have something to express or you just want to do it that after-
noon, not because the teacher said so. This is baked in how Larry and Sergey approach
problems. They’re always asking, ‘Why should it be like that?’ It’s the way their brains
were programmed early on.” Similarly, Jeff Bezos of Amazon, is crediting his Montessori
education for experimenting even if it may lead to failure or as he puts it: “I like going
down blind alleys”.

To gain such an innovative, explorative mindset I believe the following aspects need
to be taken into consideration. On a generic level, Montessori encourages students to ask
questions, to experiment and to discover new things, relationships and possibilities. Re-
flecting on today’s world, the problem is not that we don’t have the right answers, but
that we are often not generating the right questions. The fast pace of change causes many
answers to be outdated or irrelevant quickly. It is clear that asking questions is an highly
creative act as it requires considerations beyond the as-is. Eric Schmidt, executive chair-
man of Alphabet Inc., outlined the importance of questions to his organization when he
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said that “we run this business on questions, not answers.” Google’s strategies always
find their origin within questions, as questions stimulate conversations and conversations
drive innovation. To install a setting or culture in which asking questions is trained and
welcomed is therefore of equal importance in both the educational setting as well as the
corporate environment.

However, more concretely, there are also many striking similarities if one compares
popular innovation frameworks, such as agile development or the lean startup methodol-
ogy with the Montessori method. Montessori and agile projects are planned very similarly.
In both cases there are no teachers, but only guides and mentors, that facilitate discussions
on important events and to dos. Mixed-age learning groups are equaling cross function
teams. Task are voluntarily picked up – within a predefined range – by the preference of
the student, just as developers would do it according to the Scrum method. Uninterrupted
working blocks correspond sprints or epics. With regard to the discovery model, agile IT
concepts such as continuous integration or test automation have built in control of error,
which is an important part of the Montessori environments as well. Children can check
their own work frequently and instantly without the help of their teachers. Instant feedback
cycles guide the students through a process of exploration and trial and error. In this re-
gard, even the hacker mentality (“fail fast, fail forward”) demonstrates certain similarities
with the Montessori method. Just as within a Montessori classroom, agile startups often
designed their office spaces as a heterogeneous, controlled environment which allows for
free movement and spontaneous gatherings in order to trigger knowledge sharing, col-
laboration, well-being and creativity instead of productivity. We are currently witnessing
one of the most profound changes in human history and therefore have to significantly
adjust the way we teach and learn. The whole educational system has to transform itself to
adapt to the new requirements of the second machine age. The Montessori educational ap-
proach may hereby constitute a heuristic that enables us to comfortably navigate through
this demanding, complex world. The spirit of Montessori shall therefore not only flourish
in niches, but should find widespread application in our educational systems. For that we
ensure that our education enables us to see the world as it is, to explore it with a curious
mind and helps us to adopt to the given environment.
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Rauthgundis Reck and Gunnar Jöns

Abstract
Digitalization and innovation pressure are changing the world of corporate learning,
new rules of learning are emerging. Today competent learners seize the initiative and
form great networks. They quickly get learning contents out of the internet, learn
in online courses with high quality videos, visit virtual conferences, give webinars
and finally exchange information in expert networks with people of their own aca-
demic level. Colleagues help one another with podcasts and short video clips. They
get to know new approaches and methods of work through agile and digital collabo-
ration. Today learning in technology-oriented business units is increasingly informal,
individual an independent of intermediary educational institutions and services (HR,
trainingsprovider). The progress leading from just learning to individual learning is
particularly emphasized by ‘learning analytics’. Several promising examples show how
structured learning contexts lead to a more individual and efficient learning of facts.
More general models of individual learning are conceivable if learners own, use and
analyze their personal data. If the possibilities of digitalization are combined with con-
cepts of pedagogy and learning psychology, every learner could take another advantage.
The change of corporate learning in the future will be diverse.
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13.1 How Digital Transformation Influences theWorld of Learning

A new era of customer communication has started as a consequence of the rapid spread of
mobile social media. Companies now can serve their customers’ needs more specifically. It
is for this reason that experiences, empathy, enthusiasm and passion matter to customers
interests. In a similar manner, digital learning focuses on individuals and their interests
and needs. The main focus therefore is not the applied technology but the aim to provide
personalized education to many.

The digital working world is characterized by quickly changing processes as well as
by knowledge intensive, creative and networked services. Work gets reorganized through
mobile communication and collaboration platforms. Highly specialized professionals
work together directly and globally in interdisciplinary teams. The availability of know-
ledge and information explodes, especially technical knowledge increases exponentially
whereas its half-life declines. That’s why we constantly learn something new in shorter
and shorter periods of time. This development requires to rapidly acquire knowledge in
a direct, adaptive, concrete and flexible way.

Disruptive innovations lead to new demands of human expertise. The digitalization and
automatization proceed with ‘internet of things’ and ‘cognitive computing solutions’. The
automatization of knowledge work and cognitive processes result in the acquisition of de-
cision and management processes by machines in many areas. Humans will work together
with machines. Hence, their skills will mostly be required in areas where machines have
not yet overtaken human work completely [1].

This development strongly influences corporate learning. The previous digital ap-
proaches such as e-learning and mobile learning could not achieve significant learning
improvements within the company. Pretty often conventional learning concepts are simply
digitalized instead of improved. If one wants to support sustainable and operative learning
the consideration of impact factors is essential. For this purpose we examine the three
core issues of effective learning – cognition, creativity and skills. Thereafter we name
examples of these issues showing improvements of learning concerning the chances of
digitalization.

13.2 The Learner – Many Variables Influence Successful Learning

Cognitive science and neuroscience describe human learning as a highly individual pro-
cess that is based on unique, intellectual structures of the brain which are constantly
reorganized. Today learning is considered as an active and constructive process. Learning
contents need to be integrated in the individual and unique cognitive-emotional structures.
Therefore learning processes need to be mainly self-controlled. Human learning depends
on several factors and frameworks that vary a lot between individuals. For example prior
knowledge favors the acquisition of new knowledge as well as motivation and emotions
underlining sense and significance to the learner. Study speed and strategies differ indi-
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vidually since everyone learns in a different way. We have to keep in mind that knowledge
cannot be transformed, but has to be acquired actively. So even though people have the
great opportunity to easily access ‘the world of knowledge’ they still need to work for
it themselves. To conclude, we just get smart through highly individual and active cross-
linking of our own level of knowledge [2]. Therefore the dogma ‘you don’t have to know
it yourself but only where you can find it’ is not far-reaching.

13.3 The Human Spirit – Source of Creativity and Innovation

Learning is the interaction of remembrance and oblivion. What we perceive as individu-
ality of humans is directly connected to its memory (commemoration, feelings, dreams,
experiences). In this process the people themselves change and especially they do in times
when they forgot most details. These consciously unavailable memory contents can be
considered the treasure of the human spirit since they deliver our fantasy, creativity and
imagination. Non-cognitive shares of the human spirit enable creative and witty ideas, the
creation of new knowledge and conceptual or experimental innovation. Creative ideas can
be understood as the artefacts of the vague state of the human mind. Rambling thoughts,
daydreams, stories, images or metaphors draw of these unconscious memory contents and
can lead to creative solutions. One of the reasons that we as humans are superior towards
cognitive machines are our diverse ‘spectra of spirit’ [3]. Humans being in their creative
mode see connections and potential correlations whereas the sharp mind does not notice
them at all. Original thinking gains more and more importance. Everything that requires
a new knowledge base and new skills can increase the imagination and innovation [4]. No
one knows what the future will look like but it seems likely that creativity is going to play
an unimaginably big role in the future.

13.4 From Learning-Sportsperson to an Expert – Practical Experience
and Feedback

Knowledge cannot be equalized with ability and skills. It is decisive what humans are able
to do independently from their knowledge. Many studies have shown that knowledge,
gained over a period of several years, barely can be transformed into practical skills. It
shows that there is more required than just learning facts in order to get from knowledge
to ability. Leaving the comfort zone and using deliberate practices new skills can be trained
and step by step turned into expertise. To gain and improve skills the learner has to manage
challenges that are beyond the present level of performance. This procedure has to be
repeated several times especially through practical experience in order to expand one’s
personal limits [5]. Learning is motivating in case we succeed in managing challenging
tasks or solving problems. Suitable to this statement start-up-experts say ‘one has to learn
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and to show ability and push the envelope at the same time’.1 Passion, vision and purpose
empower each individual to achieve expertise and even overtop lack of knowledge [6].

In order to structurally learn and teach one has to take into consideration activating
elements, including practical experience, possibilities of interaction and direct feedback.
These methods, providing everyone with the best possible individual training to enhance
demanded skills, are now directly available on digital platforms. Digital learning concepts
have their main focus on collaboration, cooperation and networking. Since individual
learning is social learning at the same time these concepts significantly increase the quality
of teaching and learning. MOOC’s (Massive Open Online Courses) are a prime example
representing the connection of cognitive and non-cognitive learning processes. Formal
study matter is combined with informal learning arrangements in forms of virtual, social
communities.2

13.5 Systematic Promotion of Individual Learning with Support
of Learning Analytics

Even though the characteristics of the digital transformation can be constantly optimized,
the human learning procedure can barely be accelerated. The learning process needs time.
But with the help of learning analytics we are at least able to improve inefficient standard-
ized processes. In this way it is possible to avoid boredom, over- and under challenging
situations and, in general, a waste of time.

Learning analytics help to create personalized learning environments. Therefore con-
tent, chronological order and processing time of modules are matched with former indi-
vidual experiences and expertise. During the learning process a further amount of data
is saved which is used to generate additional academic offers. Special tools facilitate the
perfect program by providing adequate tasks and exercises on a difficult and demand-
ing level, but giving people motivating lifts as well. Learning bots notice the individual
strengths and weaknesses of learners. This allows them to concentrate on each person and
to adapt the exercises to everyone’s individual needs [7]. Therefore each participant is able
to learn in the best possible way – including even to offer actual human support. Learning
analytics has already shown remarkable results in curricular structured learning arrange-
ments with didactic content [8]. Further fields of application of self-regulated learning are
imaginable. There are huge possibilities, if people build up reliable networks that enable
access, use and analysis of their learning and communication data.3 A more detailed self-

1 Quotation: Co-Founder of Celonis Process Mining (Start-up) Alexander Rinke, Frankfurter Allge-
meine, 2016.
2 A recent example for a connective MOOC is the “Corporate Learning 2025 MOOCathon” (e.g.
with components such as public Working Out Loud Circles, various informal learning groups, an
Hackathon in between and a Learning Camp to the end).
3 Decentralized data collection is not far developed yet. For experimental projects view www.coss.
ethz.ch/ or mesinfos.fing.org.

http://www.coss.ethz.ch/
http://www.coss.ethz.ch/
http://mesinfos.fing.org
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observation can end up in an improved self-regulation of learning. Personal information
systems analyze optimal individual learning conditions such as time, content, and dura-
tion. In addition these systems can give advises whether to rather learn alone or in a group
or whether to continue the learning progress or to get an evaluation on the previous work
[9].

This personal information system offers a lot more opportunities for a self-regulated
learning than the former metaphors of learning styles or types.

13.6 Awaken the Spirit of Discovery – Learn Failure
and Improvisation

Despite the above mentioned numerous advantages of individualization on the basis of
big-data-analysis we must not forget: “When everything is optimized, we do not learn any-
more.”4 Apart from algorithms, coincidences, surprises, disorder and instinct play a major
role to create something new for our world.

The key element of disruptive innovation is to find new ways and to sometimes even
fail. Solving challenges without mistakes is not required until the end of the process.
Hence, failure is an essential part of the educational journey. New insights can only be
developed after several failures. Then we try and experiment and we fail – the sooner the
better. This way we can experience how faith in others, belief in ourselves and the courage
to try something new influence our skills and expertise (creative confidence).5

Many people are afraid of the unknown, of the judgement of strangers, of mistakes
or they are simply afraid to lose control. This is the reason why we need to promote the
spirit of discovery and effective strategies to deal with these fears. Especially in games
or in situations of improvisation (e. g. theaters) we can cultivate the desire of the un-
known, spontaneity and surprises. Improvisation acts help us to gain a healthy attitude
towards failure. Games enhance our willingness and skills to react spontaneously and in
accordance with the situation without following a plan. We learn to open up to new un-
controllable situations we haven’t experienced beforehand. The presence to mobilize our
resources to create an innovative, unique story designs the games creatively.

If the rule-based work in scientific sectors is done by algorithms we need – whenever
there come up unforeseeable problems or any unwanted surprises – human skills that
can manage and succeed the situation with individuality, critical reflection and creativity.
As you can see, the main focus for individual learning should be to gain improvisation
skills and creativity which means to practice decisions without the right knowledge, form
judgements, train to recognize and change patterns and structures rather than to convey or
reproduce ‘prefabricated’ knowledge.

4 Cf. C. Ratti/D. Helbing, 2016.
5 Cf. T. Kelly/P. Kelly, 2012.
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13.7 Connected and Agile – How IT Professionals Are Learning Today

The best way to get an idea on how learning in organizations is adapting to the new rules
of digitalization is by looking at IT professionals. They learn with the internet, from the
internet and in the internet. Highly valuable content – for self-instruction or for exchange
with experts in personal networks – is available for nearly every topic. Professionals learn
in online courses, they read online journals or contributions from peers, they listen to
expert talks and watch presentations and videos, e. g. TED Talks and DLD (Digital Life
Design), they visit virtual tech-conferences, bar-camps or learning expeditions, they learn
with the help of expert blogs, instructional videos, podcasts, slides, they give webinars
and collaborate in social networks. These professionals are networked very well and, ac-
cording to the requirements of the digital working environment, they learn in an “agile” or
“incremental” way.6 Small fractions of information are exchanged in well-known online
forums, blog wikis and communities. Knowledge circulates there and can be found and
used when needed. New knowledge is discussed critically and further deepened at confer-
ences, hackathons or other kind of meetings. In case of problems, questions can be asked
directly to the well-organized communities, networked colleagues help each other with
screencasts and video tutorials. Colleagues first interview each other in small podcasts
and then pass the unplugged audio files on to their network. Different forms of dialogue
contribute to constant knowledge sharing, during pair-programming professionals alter-
nate in learning and teaching. Competent professionals learn autonomously and socially
connected by using digital and social media. 7

13.8 Corporate Learning Today and in the Future –
Individuals and Connected Learning

Corporations today have highly standardized learning contents at their disposal, which
they make available in accordance with the principles of economies-of-scale. Modern
media and innovative networks support the whole organization in satisfying educational
needs. From the perspective of the organization there is a mix between formal and in-
formal learning. Experts in education are ready to provide support in developing and
implementing comprehensive learning approaches if needed. Education-controlling has
a strong focus on the organization and usually measures input-oriented parameter of for-
mal learning.

In the future, corporate learning will increasingly emphasize individual learning and
therefore even better satisfy the educational need of organizations and learners. The key is
to put the learner at the heart of the thinking and the process. It’s a shift toward employee-

6 The meaning of workplace learning is emphasized particularly by Jane Hart.
7 The prevailing assumption of incompetence regarding learners is being reversed by an increasing
competence assumption concerning participants in networks. M. Serres describes this with regard
to the connected generation.
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centric learning design and it means “bringing learning to where employees are“.8 Formal
and informal learning is going to be more and more integrated and implemented on every
available channel, whether digital or analogue. Continuous support and social interaction
will be available at the touch of a button. In order to overcome human obstacles to change
and permanent learning, this system actively fosters inquisitive and creative minds. Learn-
ing content from the catalogue will be reduced in favor of small learning elements that are
integrated into the day-to-day working routine. The diversity regarding available media
and content ensures that the learner can access and incorporate motivating learning con-
tents from everywhere and in an individual way. Furthermore, knowledge that has been
gained in an informal way is generally accepted more and more. All business divisions
are going to use all necessary media and formats, even tools that allow self-production of
digital content. Learning analytics will replace education-controlling. New parameter will
emerge that rather focus on the output of learning, on the use of informal learning paths,
on innovation and, finally, on the applicability to the business. This development will be
based on constant big-data analyses, which, in a continuous improvement process, provide
insights concerning optimization of individual learning.
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14Digitalization in Schools – Organization,
Collaboration and Communication

Benno Rott and Chadly Marouane

Abstract
Digitalization drives information and workflows to new possibilities. The exchange of
necessary information is a critical process in every organization to deliver best results.
This is truth for private organizations like companies as well as public organizations
like schools. State-owned institutions are in particular affected of privacy protection
and judicial conditions. Thus, digitalization is the key to success and needs to fulfill
diverse requirements – legal regulations, social restrictions and at least technical re-
strictions. Examples are the diversity of the target groups inside a school – parents,
teachers, scholars with different backgrounds as well as technical skills or the diversity
of existing software and data sources inside the school. In addition, the use of digital
tools for communication in schools needs and teaches specific media literacy and is
integrated in a system for education. At least, communication channels must be secure
to keep private or personal information as a secret inside the school family. In this
chapter, the authors provide an overview over possibilities and requirements of digi-
tal collaboration, communication and organization in schools with the experience of
a self-developed and provided software for German schools, called “DieSchulApp”.

14.1 Introduction

Every type of association, organization, club or society is a complex combination of indi-
viduals, workflows, appointments, meetings and management of people and objects. The
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objective should always be a smooth mode without distraction on important or needless
tasks in the operative work. The aim of school is to teach pupils – both with deep pro-
fessional experience and with necessary soft-skills for their future lives. All tools and
improvements in processes and staff should focus this target.

One effective way to reach this goal is digitalization. We live in a world that is char-
acterized with information, knowledge-management and a rapid change of technology.
Individuals as well as organizations are forced to deal with these issues and especially the
ones who actively integrate new possibilities for improvement of their work approaches
can design their own future. Everyone who ignores the change of digitalization will be
forced to it.

If we like to talk about digitalization as a possibility for fundamental improvement in
school, we have to consider the relevant target group and stakeholders: The headmaster is
the managing director of a school. He or she is responsible for an unobstructed flow in the
whole organization. One or more secretaries support him in the daily work. The secretariat
is the first contact person for every concern of the parents and pupils. A specialty of the
target group pupil is the age: in most cases they are underage. The main staff of a school
is the group of teachers.

Digitalization in schools can have different aspects – teaching aspects, digital literacy,
and organizational improvements. Many articles consider digitalization in schools with
a digital classroom: Digital learning material, whiteboards and tablets should be the an-
swer on digitalization demand. But the transformation goes deeper into the organization:
It includes internal workflows, speeds up communication between different stakeholders
and gives new possibilities for collaboration. This article shows the current state of digi-
talization in German schools. Therefore the following paragraphs focus on requirements
and restrictions for digital transformation in schools. The next part of this article describes
current solutions with their constraints and possibilities. The article concludes with a de-
scription of relevant concepts for a scalable digitalization platform for schools with an
example implementation called “DieSchulApp”.

14.2 Requirements and Restrictions for Digitalization in Schools

Schools in general are a special context for digitalization – there are special legal circum-
stances, social restrictions and technical requirements. They all have to be considered by
the introduction of new digital tools in schools.

Need for digitalization in school is often discovered from the inside of the school fam-
ily. Teachers realize a problem and try to search for a solution. Especially teachers for
information systems, math and physics are firm to generate software with technologies like
Excel, Access or basic programming knowledge with languages like VisualBasic, PHP or
Java. Some also motivate pupils to develop a solution for an occurring problem. On the one
hand this is a very good way to teach pupils software development and informatics with
a real world problem. On the other hand it often results in amateurish software caused by
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the missing professional experience. In this case the alignment between business and IT is
really high but can be improved with a better implementation and specialized knowledge
on the side of IT.

The following paragraphs give an overview on the most critical parts and show the
difficulty and various aspects of digital innovation in the environment of schools.

14.2.1 Legal Regulations

As an organization with a public mandate, schools are under special governmental control.
The integration of software and autonomous, digital data handling is mostly related to
privacy aspects and private data – but this is a complex situation for schools: Next to
the German Data Protection Act (BDSG), there exists several local Data Protection Acts
in Germany. As an example, a Bavarian school is bind to nine different laws and legal
ordinances [1].

The complexity of different laws and by-laws is a relevant showstopper for digital in-
novations and should be considered on all levels of school management while introducing
new digital interaction possibilities.

14.2.2 Social Restrictions

Business transformation and especially digital transformation is a change process in every
organization. It means to abandon old habits and acquire new ones. This is a necessary
challenge for the headmaster to get in touch with the person concerned and integrate new
tools and processes at the right time. Wrong timing or bad training of relevant key players
can destroy the whole new plan.

One challenge in schools is the broad range of different subgroups: The group of
teachers can be separated in digital/open-minded and analog/closed-minded people. While
some teachers are very open to digital or new procedures, other employees don’t see the
positives aspects and don’t want to change their habits. A broad range is inside the group
of parents and families too: If a school wants to include pupils and parents into a digital
process, they need a digital device like a personal computer or smartphone. While some
families are very wealthy and a modern smartphone is not a problem, other families are
not. Therefore it is necessary that digital tools in school don’t require e. g. the newest
smartphone-feature and -versions.

Digitalization, which affects the pupils of a school, has a direct impact on the media-
and digital literacy of the children. As one example, if a school introduces an internal
smartphone app for communication and collaboration, the app will be an important exam-
ple of a reasonable way to use a smartphone. The students can learn that their phones are
not only a game console but also a tool to interact with others with a meaningful topic and
a professional matter. This process can be pushed in subjects like information technology
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as well as in interdisciplinary courses and improved with discussions about data privacy,
the need for strong authentication methods and necessary content in such an app.

Every school employs a data protection officer, who has to ensure lawful processes
and systems inside the organization. He also must clear software with data privacy aspects
together with the headmaster. In most situations, a teacher takes this task additionally to his
regular function. Though there exists advanced training and exchange between different
data protection officers, the person is not deeply specialized to the different regularizations
and possibilities. The resulting uncertainty can also block the intro of digital innovations,
because new system will not be cleared.

The sum of such an opaque system with different laws and mostly not specialized staff
for digital data privacy in schools is a big problem and should be considered as a special
management task while introducing a new digital system in schools. In all cases, it is
a crucial point for the headmaster to ensure an innovative spirit and to communicate the
need for improvement and digital tools in the right way.

14.2.3 Technical Requirements

Digital tools in schools have to ensure different technical requirements, based on the sys-
tems purpose. One overall relevant and non-function requirement is the focus on security.
If the software deals with privacy data, it must be ensured that only authorized users have
access to critical data – both in case of read- and write-transactions. An example is soft-
ware that manages grades and school certificates. It is the worst scenario that pupils can
improve their grades without the knowledge of the teachers or a student is reported as
absence in case he is truant or even worse kidnapped. Therefore, all systems should be
bound behind a strong authorization process.

In most cases, users of software in schools are not deeply technical experienced. Thus,
the user interface should be clear, easy and useable. Complex forms, distracting colors
or the use of complex authentication-methods will end in dissatisfaction and in the worst
case in no use of the newly introduced software. This is a challenge for modern software
development, because it has to be considered that today’s users like to decide on their own,
which device they like to use. Some years ago, the most common system in schools was
a personal computer with the operating system called Windows. Today’s technical map
is more diversified: Beside of Windows as the standard system there exists several other
systems like macOS, Android or iOS. All systems are connected through the Internet and
teachers as employees or pupils and parents as customers of a school like to bring their
own device (BYOD) for school matters. In contrast to companies there is no possibility to
dictate the use of a special device to pupils or parents. Having this in mind, development
for school-wide digitalization innovations is more complex than ever.

Usually, software should be developed as a multi user systems, which is available from
different workstations. Every user should be able to interact with the software from his
own device with his own credentials. This enables distributed work, e. g. to cover sickness
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of one employee. It also guarantees that no passwords are shared between the employees,
so it is possible to protocol the access to private data. Thus, concrete authentications of
every single user as well as the access from different workplaces are critical technical
requirements for digitalization in schools.

Particular in the modern world with the need of interactions between different software
it is mandatory that software provide full import- and export-possibilities. “API manage-
ment is an enabler for process automation and digital workflows” [2]. This could be done
in different ways (e. g. file-exchange, XML/SOAP, REST) but it has to be documented
and open for other developers to maximize the positive effects of digitalization inside the
organization.

Another important part is the strategy for the operations and maintenance of the soft-
ware: The whole database has to be stored against loss or technical defects in a backup.
Like in all other cases, the backup has to implement the requirements of security: It has
to be stored in a protected space and should also be encrypted if some gets through the
barriers. Additionally it is recommended that the backup is done automatically on a regu-
lar basis and that the system supports the restoring-process. Another topic for operations
is to keep the software up-to-date: The system should be updated regularly along with the
operating systems or other changing general requirements.

Summarized, it is to say that the development of digitalization software for schools is
a challenging business and should be done with professional experience.

14.3 Digital Tools in Schools

The previous chapter shows the difficulties for digital business in schools and gives an in-
sight in legal, social and technical restrictions and requirements. The following paragraphs
show different examples for successful integration of digital tools in administrative work-
flows in schools. The list is not exhaustive but widely used in Germany. Most software is
useable for only one special purpose:

14.3.1 Timetable Planning Software

The generation of a complete timetable for all classes in a school is a complex task: Ev-
ery pupil/class and every teacher can only be at one place each time. The room planning
management must ensure that the resources are available and the personal planning man-
agement must consider some special planning like part-time workers or a longer illness.
There also exist some special conditions – e. g. personal preferences of some teachers or
concentration experiences of different classes. In addition, every class and age group has
another number of courses of the same school subject. Table 14.1 shows two examples of
such a software.
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Table 14.1 Overview on different timetable planning software

Name Website Pricing model

Timefinder timefinder.sourceforge.net Open source and free

Untis Express www.school-timetabling.com 309–441 C excl. Updates

Table 14.2 Overview on different absence management software

Name Website Pricing model

MGSD www.mgsd.de 280 C incl. Updates

Absenzen! www.absenzen.de Open source and free

Absenzen Manager 2 www.absenzen-manager.de 250 C

14.3.2 Absence Management

A school has a special responsibility for their (underage) pupils: If one child doesn’t come
to school in the morning, the secretary has to do research about his location and well-
being. Mostly, schools expect the parents to call the secretariat in the morning. They have
to inform the school actively about the absence of the pupil on this day. A problem of
this procedure are that the phone calls came all at the same time: If the school starts at
8 am, the parents call the school between 07:30 and 08:30 – in an average school with 700
pupils this can explode up to 80 phone calls in this time. Additionally, the secretary has to
keep the overview on handwritten and signed absence excuses: The phone call is only for
quick information, but for ensuring the illness is confirmed from the parents, a handwritten
signed excuse is standard in schools. There is a huge demand for digital improvement in
this scenario:

� Automated statistics and warnings if a student is absence periodically
� Digital sick notes with digital signed sender
� Immediate notification of relevant teachers after an incoming of a sick note

Nonetheless, some software already exists to support this process (see Table 14.2).

14.3.3 Substitution and Cover Planning

The timetable for pupils and teachers cover the standard and plan for the whole school
year. It is very common that there are variations in the daily business: Regularly, teachers
need to do a further training for their subject or their personal development. They can also
be ill or with different reasons absent. In this case, another teacher has to undertake the
working hours of the absent colleague. Only in exceptional cases, the lesson is changed
to free time for the student. In both cases, the students and the supply teacher has to be
informed as quick as possible.

http://timefinder.sourceforge.net
http://www.school-timetabling.com
http://www.mgsd.de
http://www.absenzen.de
http://www.absenzen-manager.de
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Table 14.3 Overview on different substitution software

Name Website Pricing

Webuntis untis.de/untis/webuntis/ 658–3288 C [3]

VPM 8 www.dklinger.de/html 450 C

Table 14.4 Overview on different data for pupils

Name Address Birthday Actual class

Religion Birth country Date of joining school Date of exit

List of parents Class history Reasons for retry class Censures

Mostly, substitution plans are analog paperwork and are only visible at the same day
in the morning. A first way of digitalization is the integration of TV screens to integrate
multiple views on the display (e. g. the mensa menu card). In same cases, there already
exists a possibility to export the supply lessons to websites or even smartphone-apps.
Table 14.3 shows a selection of such software.

14.3.4 Central Pupil Management

Every school has to manage their pupils with all relevant information. There exists diverse
information for each student. Table 14.4 only shows a part of available and necessary data.

The software for central pupil management is crucial for the daily work of the secre-
tariat and to plan classes, teachers and rooms. If the government centralizes such software,
it can also be used to predict the future demand of such resources – even to predict the
demand for new schools. For this reason, Bavarian schools are forced to use such a com-
prehensive solution, called Allgemeine Schüler Verwaltung (ASV) [4].

14.3.5 GradeManagement

Software for grade management is a big challenge for system-provider: It needs strong
requirements for security, because it is relevant aim for hacking students to improve their
own grades. Nonetheless, such software should be open enough that every teacher can
add new grades directly – independently from which place or system he works. Particular
teachers are not directed to one place for marking the exams: They can do it at school,
at home or even while traveling. Wherever they work, they have to have the ability to
safe the results directly into the grade management software. In most cases, software uses
a combination from username and password as protection. Thus, the security of the plat-
form depends on the complexity of the password and therefore on the user. Additional
security through 2nd factor authentication with systems like Authy [5] or KeyPocket [6]
is recommended.

One example for software for grade management is “Notenmanager” [7] in Germany.

http://untis.de/untis/webuntis/
http://www.dklinger.de/html
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14.3.6 Events/Calendar

Like in every other organization, school is regularly the host of different kind of events.
The following list provides an overview on different kind of dated activities in schools:

� Events for pupils like field days or examinations
� Events for teachers like attended training courses or teacher’s conferences
� Events for parents like parent’s evening
� Global events like holidays.

A school has to synchronize all activities on a central platform and have to inform all
related guests. For this task, many secretariats organize their calendar with a software like
open exchange. Many schools also synchronize their parents calendar via export on the
website. This has big disadvantages regarding security and data privacy and should not be
recommended without an authentication method.

14.3.7 Parent Information Systems

Due to the age of pupils, communication to parents is a central task for the school. The
standard of the analog age were letters to parents. They were printed and delivered by the
pupils to the parents. In some cases, a return with an answer or a signature was necessary
and again, the pupils acted as couriers. This procedure has several disadvantages: Every
letter to the parents needs minimum a day since he reaches his destination. Sometimes,
a letter does not reach the parents, because their child has forgotten to hand it over. Last
but not least, a printed letter is expensive and harmful to the environment. There exist
several approaches to digitalize this process: A software called “Eltern Portal” [8] provides
a password-protected website. Parents can pull information like event dates, messages or
substitutions via their Internet browser, but are not notified actively. A similar system is
provided by Untis [9]: A website provides information with calendar events, the current
time table and substitutions. A smartphone app is connected to a service called WebUntis
and shares information about the substitutions. The website and the smartphone app is
protected with a password. Some schools provide important messages via SMS directly
on the mobile phones of the parents. This is very expensive and complex to handle for
the secretariat but notifies parents within minutes. A system called “ESIS” [10] sends out
a newsletter on the technical standard of E-Mail. This is a common way to send messages,
but it is not a secure way: Every E-Mail is sent unencrypted through the Internet.

In summary, there exist some systems and providers to inform parents about news from
school but they all have some disadvantages.
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14.4 DieSchulApp

The previous presented software solutions are all designed to fulfill only one purpose. But
digitalization takes it full prospects especially in consequent linking and connecting differ-
ent systems to one workflow. Therefore the authors introduce one more digital system for
schools called DieSchulApp [11]. The solution provides open programming interfaces to
connect different tools, but remains on very high security-standards. For this, identity- and
rights management is a central part of the software. Furthermore, the system is designed
to safe diverse objects – e. g. messages, calendar events, substitutions or sick notes. All
entities of the platform can be accessed via a defined and structured REST-API. This API-
first-design makes it possible to interact with nearly every external system. Legal factors
and the identity management, that grants different rights to different users, regulate the
possibilities for import- and export – but it is not technically limited. This solution makes
it possible to interact with different users and from different devices – such as Internet
browsers or – based on smartphones and tablets – Android-Apps or iOS-Apps.

14.4.1 Identity- and Right Management

Software should diverse the content and rights for different users. It is necessary to be
sure, that a user of the software is really the one who he impersonates his self. For this,
DieSchulApp uses a combination of the secure activation protocol Vis-a-Vis [12] and
a self-service registration form. The activation of a smartphone app via optical transmis-
sion and one-time-passwords ensures that no one else can use the activation credentials.
Combined with a registration form the workload to set up the user accounts is shifted and
evenly distributed from the secretariat to the end-users. With a signed and detailed form
for the data privacy aspects, the system works within judicial specifications in schools.

DieSchulApp also adds information about family relationships and courses of the stu-
dent to the data set. With these data, the system generates a set of groups for every user
automatically. Every group is associated with specific rights on a filter-mechanism called
channels and different types of objects and services. A rule engine checks permissions on
every request and allows only write- or read-access if the current user is in a privileged
group for the inquired resource.

This extensive right management is the key point to ensure data privacy and the cor-
rectness of the saved information.

14.4.2 Functionality

The main function of DieSchulApp is the immediately information of different target
group via smartphones. Thus, the software consists of different components:
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� A flexible backend server with strong authentication methods
� A defined REST-Interface for external software communication
� A web-interface for the secretary to manage content, users and messages of the system
� An Android- and iOS-Client for -endusers like pupils, parents or teachers

Schools are able to send diverse information to every subgroup inside the school:
Teachers, classes, and attendees of additional courses, parents or even unique students.
The information can be a text notification, calendar events, homework or the current sub-
stitution plan. Grounded on the identity management it is also possible for parents to report
sickness of their children to school over a highly secure channel. This is a big advantage
and optimizes the work for the secretariat.

All information can be actively pushed to the clients. Especially the users of smart-
phones are used to push notifications that tell them that there are news inside the app. For
reasons of data privacy, no private information is sent to push servers of Apple or Google.

14.4.3 Open-API and Integration

“The API economy is an enabler for turning a business or organization into a platform” [3].
With a defined REST-API, DieSchulApp automatically communicates with other services
and software components. The most used feature is the combination with substitution
management software, which can be totally proprietary: A small middleware reads the
substitution file and changes nearly every format in structured data. The middleware au-
thenticates with an API-token to DieSchulApp and adds new substitutions to the system
in real-time. The backend service is responsible for identity management and storage of
the substitution events. Diverse clients can then requests actual substitutions – the smart-
phone-apps for iOS and Android as well as the website or a big TV screen that shows
cancellations at the auditorium.With the same structure, diverse information resources can
be integrated into DieSchulApp – e. g. RSS-Feeds, calendar events or absences. Particular
in automated handling of information, all aspects of data privacy should be considered.

14.4.4 Software as a Service

Operating and support of software is a necessary task for every digital system. The cir-
cumstances and technologies are changing in a very fast way and software is in current
modification to ensure security, functionality and usability with new devices. DieSchul-
App runs as a centralized service in a professional data center with highest standards. This
is especially necessary for privacy concerns of such a software: The control on physical
access control and the data medium can only guaranteed in a highly specialized envi-
ronment. Additionally the software has to run with high encryption of the data transport
to eliminate attacks like man-in-the-middle. With the use of trusted certificates and en-
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cryption on transport, no other than the receiver can read or change the content of a data
package. This requires certain knowledge of server administration and is a key point to
offer such software as a service without technical administration or further knowledge
inside of the school and with the legal requirements for data privacy and data protection.

14.5 Summary

Digital innovation and the introduction of new software at schools is a challenging task for
every stakeholder – the headmaster, new user of the systems as well as for the provider of
the systems. In school sector, some special laws and by-laws exist – especially the field of
data privacy is very relevant for present and future implementations. Caused by the diversi-
fication of the stakeholders, there are complex social restrictions that impede an innovative
technical spirit. To ensure the non-functional requirements like security, encryption as well
as user orientated suggestions like usability it is necessary to observe special technical as-
pects in the implementation of such a solution. There already exist several digital tools and
software in schools – examples are parent information systems, substitution management,
pupil administration tools or absence statistics. The different tools are built for different
platforms, developed with different programming skills and with heterogeneous data-sets.
This shows the need for a central surface with open programming interfaces that is able to
unify and harmonize the different tools in an extensible, privacy-affine and secure way.

The demand on open APIs for school software will increase in future. The combination
of administrative tools and educational software will be fluent if eBooks and other systems
with digital right management will find their way into classrooms. This is a challenge for
providers of software as well as for the government to ensure a legal and transparent way
of data transmission in these systems.
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15The Unsung Power of Horizontal Grassroots

Aleksandra Solda-Zaccaro

Abstract
Technology corporations such as Google and Facebook are investing billions of dol-
lars to provide internet access for people in remote areas on the African continent via
WLAN drones. But even in Western society there are blank spots on the network map.
The respective countries and economies should do something about this. This essay re-
searches how digital media use influences the lives of marginalized groups in Germany
and other countries. The focus is on media use of elderly people. Various projects and
models are introduced which are used by government agencies and private initiatives
in order to measure and improve the digital competence of this population section. By
analyzing online user data and reviewing various other studies, the goal is to define
how elderly users utilize digital media and what kind of benefits they derive from it.
Further, it should be analyzed if the communication space deserves the stamp of being
“barrier free”. Is there sufficient accessibility and clarity that even marginalized groups
like seniors can fully use the opportunities that new media offers?

15.1 Introduction

A picture tells more than a thousand words and there is more in one meme than in many
books. There are innumerable videos in the net with the tag “Elders react to . . . ” [1]. In
these videos, pensioners show their surprise at Twitter, the video games StarCraft and
Dubstep, new technologies and modern dance music. The viewers of these videos, which
sometimes have many million views, are usually not interested in the opinions of test
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persons with life experience, but expect astonishment, lack of understanding and comical
curses. Instead of active users, elders are depicted as a symbol of the incompetence and
backwardness of the mainstream. In spring 2016, the technology magazine WIRED then
published a video with the title “Elders react to self-driving Cars” [2]. While, according to
the study done by the American Automobile Association, 75% of Americans are “afraid
of” a trip in a computer-operated automobile [3], elders had fewer reservations. “If my
son takes my car away from me at some stage, I will get something like that”, an elderly
lady said. Another user merely said: “Simply practical”.

Perhaps we should start a video series with the title “Elders interact with . . . ” After
all, elderly people are not all culturally pessimistic enemies of progress, but are curious,
adventurous users, who are particularly able to profit from the new technologies and con-
nections. “Elders are ‘late but fast adopters’”, says Dagmar Hirche, who manages the club
“Ways out of loneliness” [4] and who has initiated the action “We will silver-plate the
net” in Hamburg. The executive consultant teaches older users “what a browser is, how
the train-app functions, and how to reach their grandchildren via WhatsApp”. Above all,
easy gadgets, such as tablets and smartphones, make sure that elders use Internet com-
munication and e-commerce to a larger degree. Dagmar Hirche says: “Once the initial
timidness has been overcome and our participants notice that, firstly, it is not witchcraft,
and secondly, they are able to improve their mobility and autonomy, they soon send part-
ners and friends to our courses”.

Digital competency “must be seen as a set of knowledge, attitude and abilities, which
are required to act as a partner of the digital environment and to enjoy the advantages
of technology in daily life”, write Minocha, McNulty and Evans in a report from the
British Open University, and emphasize that it is “not so much a customary educational
attainment, but rather a continuous learning project” [5].

All the more important is the requirement that groups within the population, which are
not automatically in contact with new media through their place of employment or their
education, are included in the process. In Germany there are mainly private initiatives,
such as the Hirches association, besides adult education classes, which handle the topic.
In England the organization “Age UK” offers appropriate courses nationwide [6]. The
initiative of the Philippine megacity Quezon-City, which offers free IT lessons for all
elders and persons with physical disabilities [7], must be seen as downright visionary
under these considerations.

When talking about the Internet as a tool for empowerment, it is usually about grass-
roots movements, that is, about digitally organized groups, which connect “the many” at
“the base”, in order to push through their interests at a higher level. The evaluation of the
effectiveness of these initiatives remains rooted in empiricism: how many signatures are
collected for an online petition? Howmanymillion dollars will be collected on Kickstarter.
com for the development of a revolutionary entertainment system? But grassroots don’t
only grow from bottom to top, but also to the side, a fact that every hobby gardener will
confirm. There were visions, which predicted an enlightened, democratic and more just
society through digital tools. Instead, it turned out to be one-dimensional and a little naïve.

http://kickstarter.com
http://kickstarter.com
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Therefore, the individual effect of communicative mobility and the experience of interac-
tion, which elders can enjoy, cannot be overrated. The grassroots may not grow into the
sky, but they form a barely visible network, which connects people with each other and
through which new techno-social possibilities are discovered.

In this essay we aim to examine how older users utilize digital media – and what uses
they get from them. On the other hand, we aim to analyze whether communication spaces
deserve the rating “barrier-free”: Are accessibility (infrastructure etc.) and comprehensi-
bility (design of interface etc.) present to an extent, so that marginalized groups such as
elders, can use these new possibilities? And, if not, what is to be done?

15.2 Development of Media Usage Among Seniors

Even if elders are often presumed to lack acceptance for new media, it seems that the edu-
cational campaigns by adult education centers as well as courses there, and the permanent
help from their own children are having an effect (see Fig. 15.1). In the year 2015 exactly
half [8] of all interviewed elders over 60 said that they used the Internet, at least occasion-
ally. In the year 2000 only 4.4% [9] of all elders occasionally looked at the net – only 20%
of over 65’s use a smartphone [10].

According to this finding, Germany is only in the upper center in a comparison with the
EU-average – in 2014, 38% of all 65–74 year olds indicated using the Internet occasionally
[11]. Specifically in the Benelux states and the Scandinavian countries the digital media
has a higher penetration in this age-group, for example in Luxemburg (79%), Denmark
and Sweden (76%) or the Netherlands (70%) [12]. In the USA, on the other hand, the
spread is a moderate 58% [13]. Similar to Germany, however, there is an above-average

Fig. 15.1 Online-Use of Best Agers in an international Comparison
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Fig. 15.2 Development of Online-Use in the USA

high rise in the usage rate among older people. See Fig. 15.2. In 2004 in the EU merely
seven percent of the people interviewed indicated using the Internet once a week [14].

If one looks, not only at the quantity but also the quality of usage, one can see that
elders use the entire range of offers on the Internet. See Fig. 15.3. Right at the top is the
use of emails: almost three quarters of active users over 60 use that communication service
at least once a week [15]. Information research is also high on the list (59%) and current
events (36%). Videos and online shopping appear with 25 and 10% respectively. Online
banking is used by just under a quarter. It is, however, noticeable that Internet services,
which serve interpersonal communication, are at the bottom of the list of favorites. Social
networks, such as Facebook, are used by only eleven percent of older Internet users, and
even fewer use web, 2.0 offers such as Instagram or blogs (three percent), two percent are
active regularly in Internet forums [16]. To a large extent this user profile matches that of
other EU countries [17].

It can also be noticed that elders indeed use the net for self-realization, but that there is
room for increase in the social component of the medium. That matches with the view of
the Internet that older people have. More than a quarter of the interviewees over 60 agree
with the following statement: “I have found the sites, which interest me on the Internet
and hardly look for additional offers”. A personal identification with the medium, as it is
widespread among younger social environments, hardly takes place. The lowest agreement
find statements such as: “I always like to be stimulated by new sites and offers on the
Internet” or “The Internet is especially important for me, since I can present myself with
a personal profile” – only 7% of the interviewees recognized their own usage behavior here
[18]. All of this, report Frees and Koch in their evaluation of the ARD/ZDF online study
2015, indicates a “pragmatic usage of the net by the older generation”. But, because of
the “natural evolution” of media-competent generations, this functional spread will soon
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Fig. 15.3 Usage fields Germany – itemized by age

change and the activities of older people will increase, even “in the case of applications
which are currently still in the domain of the youthful” [19]. Thus, it is only a question of
time before elders look at the Internet not just as a communication tool, but realize that it
is a natural part of life. But why wait?

15.3 Positive Potential of Digital Media Usage

The anecdotes, which Dagmar Hirche tells from her daily work, almost sound like DSL
flatrate and smartphone commercials – too good to be true. There was the Hamburg pen-
sioner who, with the help of a user-generated wheelmap.org map [20] on which barrier-
free restaurants and shops were indicated, organized his daily life around these entries.
Then there was the elderly lady, who “really perked up since she understood the Whats-
App group of her sports club”. There are innumerable grandmothers and grandfathers, who
communicate with their grandchildren and family via Facetime, Line, Skype, WhatsApp
and other channels. “We are living in a mobile age”, says Hirche, “People move to other
continents, or relocate debates which used to take place at regulars’ tables, to WhatsApp
groups. We have to take older people with us – it’s in everybody’s interest”

There are numerous studies, which are dedicated to the (harmful) effects of digital me-
dia on the attention span, IQ and empathy ability of (young) people. The impacts of digital
media on the condition, health, as well as economic or social integration respectively, of
older people have been researched to a much lesser degree. It would exceed the scope of

http://wheelmap.org
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this essay to give a systematic analysis of the current state of research. Nevertheless, the
following positive potentials are worth mentioning:

� Subjective contentedness: In the year 2000, psychologists from the Carnegie Mellon
University found that people “became more depressive the more they used the Internet”
[21]. Kraut and Burke based this effect on the idea that “the Internet at that time con-
sisted mainly of academic aspects; one didn’t talk to friends, but rather with strangers
and colleagues”. In a comparative study from the year 2015, Kraut and Burke asserted
that the ramifications on the frame of mind depends on the usage of the medium: “The
more people communicate with good friends, write comments or posts, the more the
contentedness rises” [22]. Especially older citizens, who often live isolated in apart-
ments or establishments for elders, profit from the new contact possibilities with friends
and family. And in contrast to other important factors which influence contentment in
life, such as income, religion or health, digital competency can be “influenced compar-
atively easily” [23].

� Health: The social capital of people has a direct influence on their health. Yvonne
Michael, an epidemiologist at the Drexel University School of Public Health, found
this out from an extensive referendum. Social activities not only have a positive effect
on factors such as cognitive capability, but they also increase the likelihood that one
will look after one’s own health and, for example, regularly go to preventive medical
checkups [24]. In a time when the medical insurances are suffering from a demographic
change, this factor cannot be underestimated.

� Economy: The age group of over 55-year-olds does not count as an important eco-
nomic factor. The Golden Age Index 2016 [25] of the Management Consultancy PwC,
however, asserts that countries such as Great Britain or Germany [26], in which less
that 60% of over 55-year-olds work, could raise their GNP by up to five percent, if it
reached “Swedish conditions”: 68% of this age group there works.

15.4 Who Benefits from the Internet andWho Does Not

In July 2016, free access to the Internet was officially declared to be a human right by the
General Assembly of the United Nations [27]. Yet, the world is still far from implement-
ing this right. Rough estimates indicated in 2015 that approximately 3.2 billion people are
online, thus, not even half of the total population. Mary Meeker, market researcher, invest-
ment banker, and author of Internet Trend Report, renowned for more than 20 years, in
her current edition, identifies four main factors, which make access to the Internet difficult
[28]. Among these are: inadequate infrastructure, low income and affordable access, as
well as the lack of personal competency of the users and incentives to use the net.

Therefore, it is a case of extrinsic as well as intrinsic and technical as well as socio-
economic factors. It may be surprising that especially the first two factors are comparably
easy to eliminate. More than three quarters of all people worldwide are within the physical
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reach of a mobile Internet signal, according to the “State of Connectivity 2015” report,
which Facebook issues annually [29]. In addition, the percentage of people who are able
to afford a base monthly rate of 500 megabyte per month, is rising considerably: within
the last two years by about 500 million people.

Much more serious, however, are the education and motivation factors. Anyone who
can neither read nor write is hardly able to fully use the Internet. Sufficient linguistic
skills are fundamental for complete usage of the Internet. More than 80% of all websites
worldwide are constructed in one of only ten languages (English, French, Spanish and
Chinese, among others) [30]. Anyone who is not skilled in these languages will find that
the Internet suddenly becomes a much smaller system. From that, the last factor becomes
apparent: Whoever does not understand what the Internet is, and what possibility it offers,
will not find a reason to be connected. According to the Facebook study, approximately
two thirds of all non-connected people in developing countries belong to this group.

It is, therefore, not surprising when the management consultancy McKinsey, write in
their report “Offline and Falling Behind: Barriers to Internet Adoption,” [31] that approx-
imately 75% of all people not connected to the net indicate very similar characteristics:
they come from one of 20 developing countries, live predominantly in rural areas, have
a relatively low income, can neither read nor write, and are female.

More surprising, however, is the fact that hindrances in developed countries are appar-
ently very similar. The Digital-Think-Tank D21, situated in Berlin, identifies six different
user classes in Germany in its Digital-Index 2015 [32]. The least connected archetype,
named “Outside skeptic” is of advanced age, has a low available income and a low for-
mal education, lives in a rural area – and is female. It is necessary to “promote user types
according to their requirements” and “overcome structural handicaps” [33], according to
the conclusions of the D-21 study. As long as this does not take place there is a cycle.
Marginalized groups stay offline because they are marginalized – and they stay marginal-
ized because they are offline.

15.5 Digital Media and the Ability for Empathy

When Dr. Sonya Kim visits a senior citizens’ home she brings new perspectives. The
American doctor is founder of the organization One Caring Team [34], whose concept
so far has consisted of connecting volunteers with elderly people in institutions, typically
via telephone. The young people call, listen, ask questions and so give the inhabitants the
feeling of still being anchored in the world. Recently, Kim has been experimenting addi-
tionally with Virtual-Reality-Glasses [35], a program with the appropriate name “Aloha
VR” which relocates the elders to a virtual beach on Hawaii. According to Kim, the ar-
tificially produced world is meant to let them forget their “chronic pains, their fears and
the fact that they are alone” [36]. There are already several independent studies, which
document that the new technology can achieve this.
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However, virtual reality (VR) is not only supposed to amuse elderly people [37], but
also to help people worldwide find togetherness and to understand each other. Virtual re-
ality is the “ultimate empathy machine”, as moviemaker Chris Milk said in 2015 during
a presentation at the idea-conference, TED [38]. With his production company With.in,
Milk has produced so-called 360° movies which depict one of the currently most popular
virtual reality applications. These movies give the viewer the feeling of being in another
place right in the midst of what is happening – the technical term is “Telepresence”. When
you put on the VR glasses every head movement of the viewer becomes a camera move-
ment. Thus, there is an immediateness, so far unknown. “It is a machine, but on the inside
it feels like real life, if it is true – one becomes part of that world” as Milk endeavors to
describe why his films touch the viewers to such an extent [39].

Therefore, it is only consistent that Milk showed his first documentation in the begin-
ning of 2015, named “Clouds Over Sidra”, at the World Economic Forum in Davos [40].
The film, which is eight-and-a-half minutes long, documents the life of Syrian refugees.
The viewer sees, no, he finds himself in a Jordanian refugee camp, a veritable city with
about 80,000 inhabitants. If he looks down on himself he sees children running around,
going to school, playing football, going hungry – and he is in the midst of it. Boys crowd
in front of a few archaic computers, on the screens: “Ego-Shooter games.” “After all that
has happened they still want to fight”, comments the narrator [41].

“There is no possibility of understanding how intense and convincing Virtual Reality
works, if you haven’t tried it yourself”, according to people who have worked with the
medium for years [42]. Therefore, it is no wonder that people who have tried the new
medium for the first time, report that the directness brought them to tears [43].

In the meantime, VR and especially 360° films, are used by renowned media companies
such as the New York Times [44] or the Süddeutsche Zeitung [45], to show scenes and
fates in a manner which was never possible before: Refugee fates, reports from slums and
the epicenters of local and global catastrophes. The media start-up Ryot, sent one of its
VR film teams to the ruins of the capital city Kathmandu, after the earthquake in Nepal
in the spring of 2015, a further setting: the destroyed Aleppo. Once the smartphone is in
front of your eyes, you suddenly find yourself in the streets of the Syrian city, no person in
sight, only rubble and chaos. Then again, the film team has set up the camera on a rooftop:
smashed facades everywhere, satellite dishes pointing aimlessly at the sky [46].

They are powerful pictures, which are being played directly before your own eyes. It
is no wonder that the United Nations wanted to use the 360° films in order to collect
donations. Firstly, non-representative calculations show that the engagement of the users,
after consuming such a video, really rises [47] – a technology of the future as a tool for
the poor and the weak?

New media enable their users to have more participation in current world events [48].
The Internet itself has simplified the sending and receiving of messages from the most
remote regions of the world. But viewing the pictures on the computer screen – no matter
how urgent they were – was just a more or less passive experience. VR could change that;
the viewer would find himself in the midst of the happening. And one could well imagine



15 The Unsung Power of Horizontal Grassroots 133

what uses these “empathy-machines”, could have for people whose social contacts and
mobility is inhibited: a VR meeting with the granddaughter seems more emotional and
more genuine than a telephone call and the exchange of letters.

Technology will spread further and change rapidly. Some things, which still seem like
science fiction today, will be part of everyday life tomorrow. In his efforts to “connect
the whole world”, Facebook CEO Mark Zuckerberg, for example, wants to start so-called
Aquila drones, which can reach and connect areas, where there are neither fiber optics nor
mobile communication technology – the remote areas of Central Africa, for example [49].
But one should not forget that there are still “dark continents” in the western, apparently
highly technological states which are waiting for a connection to the present time and
society. Thus, the grassroots may proliferate in all directions.

And, of course, there is a video in the net with the title “Elders React to Oculus Rift”,
the VR glasses of the Facebook enterprise. After the test persons in the video, which is
over 7min long, initially react with reservations to the foreign object (“it looks like a tool
to control my thoughts”), they still decide to put on the black, clumsy glasses, and, while
they are taking a virtual walk through a villa in Tuscany, their attitude and statements
change: “Is that George Clooney’s house?” says one elderly lady. Another one says: “It
looks artificial and feels genuine”. A gray-haired gentleman says: “That is really damn
cool”.

15.6 Conclusion

The analysis of user data and social debate shows that elderly people are increasingly
using digital media and that they are absolutely open to some of the newest technologies
such as virtual reality. Citizens and researchers are both noticing during studies and educa-
tional projects that the use of digital media shows a lot of positive potential. Marginalized
groups such as seniors are benefiting especially if it means that they regain access to so-
cial and economic structures through social media. The analysis of existing educational
programs shows that the program is neither universally introduced nor strategically man-
aged. Especially in times of rampant technological change it is even more important that
all human beings gain access to media and the inherent possibilities. This is a challenge
for the country, the economy and our society as a whole.
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16The COMALAT Approach to Individualized
E-Learning in Job-Specific Language
Competences

Lefteris Angelis, Mahdi Bohlouli, Kiki Hatzistavrou, George Kakarontzas,
Julian Lopez, and Johannes Zenkert

Abstract
COMALAT (Competence Oriented Multilingual Adaptive Language Assessment and
Training) project aims to strengthen the mobility of young workers across Europe, by
improving job-specific language competence tailored individually to particular needs.
In this work we will concentrate on the COMALAT learning management system
(LMS), which is a language learning system for Vocational Education and Training
(VET). COMALAT LMS aims at providing learning material as an Open Educational
Resource (OER) and is capable of self-adapting to the needs of different learners. Each
learner is treated individually in acquiring new language skills related to job-specific
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competences. In addition, it is specifically tailored towards addressing competence ar-
eas, and therefore it is not a generic language learning platform. We discuss some
technical details of the COMALAT platform and present the various aspects of system
adaptability which tries to imitate the help provided by an instructor by observing the
users’ strengths, weaknesses and progress in general, during the learning process. Also
we discuss the digital e-learning materials in COMALAT.

16.1 Introduction

Language competences are essential in order to find and keep a job and manage everyday
life [1]. In [1] it is stated that “Internationalization should become an everyday feature
in vocational training. Qualification should include foreign languages and international
cooperation between institutions should encourage new approaches to teaching and learn-
ing”. So, the challenge is the language proficiency needed for better employability and
mobility of people in EU and new, better and more flexible training approaches to support
it.

The COMALAT project1 addresses the problem of language hurdles which greatly
limits employability and mobility across EU. In this regard, we propose a competence
oriented multilingual adaptive language training platform. In our past work we have also
used competencies for Human Resources Management in enterprises [2]. This project is
important for proper assessment and targeted improvement of the multilingual competen-
cies of youth, adults and (low-)skilled workers in the European Union (EU) in order to
boost their mobility in EU, increase their employability chances and facilitate their cul-
tural adaptation. The current drawbacks of the available language training portals and the
previously granted EU projects are: (a) they are not or cannot be considered as OERs
(Open Educational Resources), (b) they are not adaptable to the needs and goals of indi-
viduals, (c) they cannot be used offline from e. g. disconnected smartphones, (d) they are
either targeting the general aspects of the language skills or are very specifically designed
for particular groups of people not being flexible in both of these aspects simultaneously,
and (e) the software supporting these platforms is not provided with a permissive license
and it cannot support a digital marketplace for foreign language e-learning.

The intellectual outputs of COMALAT have the advantage of being available to all as
OER. The platform is competence-oriented and adaptable to the needs and goals of users.
The system will support both online and offline learning, through synchronized apps, on
different devices. It is designed so that it can handle different training materials including
general language courses as well as specifically designed courses targeting special in-
terests. We also plan to disseminate the source code of the platform under a commercial-
friendly open source license (e. g. Apache License 2.0). This ensures that anyone can build

1 http://www.comalat.eu.

http://www.comalat.eu
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free and commercial services around the product effectively creating a digital marketplace
in language e-learning.

In the rest of this chapter in Sect. 16.2 we review related works. Then in Sect. 16.3 we
provide some technical details of the COMALAT platform. Particularly, in Sect. 16.3.3
we discuss adaptability and statistical evaluation of learners. In Sect. 16.4 we discuss the
learning materials for the COMALAT platform. Finally, in Sect. 16.5 we provide some
future steps and conclude this chapter.

16.2 RelatedWork

A large theme of the work in COMALAT is related to adaptability. According to [3]
adaptability in e-learning environments can be related to interaction, course delivery, con-
tent discovery and assembly as well as collaboration support. COMALAT will focus its
adaptability efforts in adaptive course delivery as well as adaptive collaboration support.
Adaptive learning environments require detailed descriptions of learners and learning ob-
jects, trying to adapt the learning objects to the needs of the learners. LOM [4] and LIP
[5] are two standards that can be used for describing learning objects and learners, respec-
tively. In COMALAT we focus in providing metadata for the learning material, that allow
the platform to infer automatically if and what additional content is required for a spe-
cific learner. Also learners’ characteristics include, among others, characteristics related
to language learning (e. g. desired level can be Beginner or Intermediate), to the reason
why someone wants to learn a second language (e. g. the specific purpose) etc.

Descriptions of learning objects and learners are used by appropriate mechanisms that
take advantage of this knowledge to adapt the learning activity and facilitate learning [3].
Some approaches that have been proposed towards this direction include [6] in which AI
planning is used for course generation but not subsequent adaptation and [7] in which
Key Performance Indicators (KPIs) at various levels in business environments as well as
ontologies are used for the generation of customized exams as well as learning syllabus.
COMALAT’s focus, on the other hand, is course adaptability for language e-learning.

Also popular e-learning environments, such as Moodle2 and Sakai3, support all the
standard features (learning, collaboration etc.), but lack adaptability features. On the other
hand, less known Adaptive Learning Environments, such as Alfanet, Interbook etc., sup-
port adaptability features but lack standard e-learning features [8]. In the COMALAT
project a popular platform, supporting all standard features, has been selected and was
enriched with adaptability features.

For the recommendation of suitable lessons for learners and the prediction of the effort
that is needed in order to reach a specific level, we plan to use in COLAMAT Association
Rules Mining (see Sect. 16.3.3 for more details).

2 https://moodle.org/.
3 https://sakaiproject.org/.

https://moodle.org/
https://sakaiproject.org/


140 L. Angelis et al.

Regarding data mining in general in educational environments some indicative works
are the following. In [9] the author used web mining techniques to build an agent that could
recommend on-line learning activities and in [10] two technologies were developed in or-
der to construct a personalized learning recommender system; a multi-attribute evaluation
method and a fuzzy matching method to find suitable learning materials. In [11] the re-
searchers focus on the discovery of interesting contrast rules and in identifying attributes
characterizing patterns of performance disparity between various groups of students. In
[12] evolutionary algorithms as data mining method are used to discover interesting rela-
tionships from student’s usage information in order to provide feedback for course content
effectiveness. Data mining techniques (association rules and symbolic data analysis) are
used in [13] to gain further insight on the students’ learning and improve teaching. The
aim of [14] was to guide the search for best fitting transfer model of student learning by
using association rules, and the researchers in [15] proposed a framework for personaliz-
ing e-learning based on aggregate usage profiles and a domain ontology. Finally, in [16]
Web Usage Mining approach was combined with the basic Association Rules, Apriori
Algorithm to optimize the content of an e-learning portal.

Regarding language materials (Sect. 16.4), there has been some research on the effec-
tiveness of Language Learning Software, Platforms and Apps, in some cases requested by
governments making outstanding investments in Language Training. Analysis and assess-
ment of Rosetta Stone™ [17] in 2008 by the Centre of Advanced Study of Language at
the University of Maryland outlined some of the main problems (consistently confirmed
by research later on [18, 19]) facing independent or self-access language learning to the
present: high levels of attrition, lack of motivation, limited improvement in productive
skills, lack of interaction and sense of community, and language learner autonomy issues.
Recent related works insist on similar parameters [20], with the addition of the new impor-
tance social technologies and media will have in Language Learning environments and,
particularly, in learner’s autonomy developments [21].

16.3 The COMALAT Platform

In the frame of the COMALAT project available open source e-learning software plat-
forms with potential language training capabilities have been investigated. While most of
the currently available LMS and CMS are not directly advertised at the market as language
training environments, they may provide basic functionality for language e-learning and
assessment. The aim of the e-learning systems study was to investigate existing features
of each platform and compare their suitability for extension towards the language train-
ing and assessment platform which is developed in the COMALAT project. We evaluated
Moodle, Chamilo, ILIAS, eFront, Sakai, .LRN, Claroline and ATutor. The details of this
investigation are beyond the scope of this chapter. However, the final evaluation given
several criteria relevant to language learning are given in Table 16.1.
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Table 16.1 Overall platform evaluation

Moodle Chamilo ILIAS eFront Sakai .LRN Claroline ATutor

Evaluation
(in %)

66.85 55.88 55.46 55.73 54.19 50.65 53.07 54.10

This evaluation was only supportive for the purpose of the COMALAT project, and
finally Sakai was selected. First, there was a constraint that the platform selected should
have a permissive Open-Source License which would allow its commercial use. This in-
dicated Sakai as a possible candidate. Nevertheless, we wanted to know the advantages
and disadvantages of Sakai in relation to other platforms and this is why the detailed eval-
uation and comparison was carried out. Furthermore, Sakai was quite high in the list in
our comparison of LMS’s, although not the first choice, without any serious shortcomings
for language e-learning. At a technical level Sakai’s functionality is provided by mostly
independent tools. Tools use the Sakai framework which provides common functional-
ity shared by all tools. Examples of tools are the Grade Book tool, the Syllabus tool, the
Samigo (aka Tests and Quizzes) tool and many others. For the purposes of the COMA-
LAT project we have chosen to provide two additional tools which are shortly described
next.

16.3.1 COMALATGuide Tool

This tool is responsible for providing guidance during users’ interaction with the system.
It provides a learning path comprising of lessons and quizzes. Based on results, the tool
provides additional content to learners according to their needs. This is one aspect of
the adaptability of the learning content to the users. In addition, users get instructions
in their chosen instruction language (English, Spanish, German) and specify their job-
specific preference (Health, Tourism & Hospitality, Science & Technology and Business
& Professional Language). This information is provided in the user’s profile using the
Guide tool profile page (see Fig. 16.1).

The provided guiding functionality by this tool, makes it possible to combine and in-
clude other tools, like the Test & Quizzes tool. As a result, sequences of learning materials,
like the implementation of a learning path for language training can be realized inside
Sakai. Technically, the Guide tool uses the “Group” concept of Sakai to filter the suit-
able content for users. Users are registered to and are unregistered from specific groups
depending on their achievements in specific activities. As a final result, the content is
made visible to the learner at the right time and is delivered step-by-step using the Guide
tool.
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Fig. 16.1 COMALAT Guide
profile page

16.3.2 COMALAT Authoring Tool

This tool is used by the teachers who upload content to the system. It allows them to
provide specific metadata for this content, as can be seen in Fig. 16.2.

Fig. 16.2 COMALAT Authoring Tool
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Provided metadata can be in relation to isolated activities spread throughout the lessons
in a learning path as well as metadata for final tests. Furthermore, the system is extensible
in the sense that it allows teachers to define further metadata tags than the ones already
defined. For example, an activity within a lesson can be characterized by the path as nor-
mal or extra, with extra activities being presented to learners as additional content when
they fail to complete successfully the normally provided activities.

16.3.3 Adaptability and Statistical Evaluation of Learners

The increased competition in online training platforms, requires that the platforms should
be more adaptive and “intelligent”. This is achieved by providing to learners, fair and in-
novative evaluation methods, motivation for studying and suitable lessons for each learner
individually. All these facilities, aim to boost the learning process.

In COMALAT platform we have selected to use fuzzy grading [22] for learners’ eval-
uation. The reason for this is that (a) The evaluation method can be more flexible about
who will “pass” or “fail” a quiz and partially compensate for the absence of a human eval-
uator who could decide, for example, if a learner with a score close to the baseline – but
below it – should pass taking into account the overall performance of the learner, (b) The
system can determine automatically the difficulty of the quizzes based on all the other
learners’ performances in a quiz. Fuzziness could be used to make a quiz quite easier (or
quite harder) for a learner to pass it, depending on the difficulty characterization of a quiz
based on all learners’ performance, without changing dramatically the overall learners’
performance scores.

Another important point that has to be addressed is the assignment of the “right” lessons
to the learners depending on various characteristics of the learner. The main concern is the
assignment of inappropriate lessons, which do not reflect learners’ overall interest or their
needs; this may create serious problems such as poor commitment and underachievement.
The output of association rules are logical expressions of the “if-then” form and are very
useful in uncovering the systematic effects of learners’ demographics (e. g. mother tongue,
age, education, occupation etc.) on their performance on specific lessons. The correct
interpretation of the extracted association rules leads to efficient decisions that improve not
only the learners but also the entire educational environment, which is another aspect of
intelligence. The ultimate goal of such a system should be the recommendation of the most
suitable lessons for learners and the prediction of the effort that is needed in order to reach
a specific level. The application of Association Rules, however, requires a large amount
of data, which means a long-term collection of information from participating learners.
At the time of authoring the book chapter, while the platform is under development, such
data are not available.
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16.4 Digital E-Learning Materials in COMALAT

From the introduction of CALL (Computer Assisted Language Learning) concept in the
60’s, the pendulum moving from enthusiasm to skepticism in the language teaching com-
munity has not stopped swinging, despite the normalization process of the ever-increasing-
reborn technologies and the arrival of a new generation of teachers, researchers and,
of course, language learners. The author of the concept of normalization, Stephen Bax,
talks, in a later revision, about poles of “awe” and “fear” towards technology, and admits
some excesses of optimism as to the positive-only effects of technology in education [23].
It seems unnecessary to review again the many benefits CALL or TELL (Technology
Enhanced Language Learning, in Walker and White terms [20]) bring to both language
learners and public institutions in the search for intercultural and multilingual citizenship,
but to enter into the discussion of how methodological issues in creating materials for CO-
MALAT have been addressed, we must briefly mention a few of the limitations of CALL,
particularly when dealing with self-access, self-study materials.

First of all, it is necessary to recall the need for an adequate methodological stand,
since technology, as Bax warned us, cannot be the “single agent” [24] of change, nor, as
Blake pointed out, it does constitute a methodology [25] for Language Learning in itself,
as it has been sometimes misunderstood. Massive drop-outs in self access courses, apps,
and platforms make it obvious that their availability, cost-effectiveness and practicality
are not compelling or motivating enough for continued study, as the reports and analysis
of different platforms by the Centre of Advanced Study of Language at the University of
Maryland have proved [18, 19]. Proper curriculum design and adequate planning of the
activities/materials will always be the key element, if we are really to live in the “construc-
tivist phase” of “Integrative CALL”, according to the well-known chronology proposed
by Warschauer [26], or in the normalized, integrated CALL approach according to Bax’s
terms. Otherwise, we will be using “new” technology only to insist on “traditional” learn-
ing materials. To accept some of the autonomous, self-access learning limitations and
to avoid promising what cannot be achieved we decided to strive for attainable goals
within the scope of the COMALAT project: (a) a focus on adaptability and a search
for consistency in development of language materials and their proper sequence of con-
tents, (b) moderate ambition to include, together with the usual grammar and vocabulary
settings, as much multimodal work/presentations, culture, discourse and strategic infor-
mation/practice as possible, and (c) an attempt to face partially the major problem of how
to include some interaction, meaningful communication and cooperative learning in a self-
study open-source platform.

Second language Acquisition (SLA) research and most methodological standpoints
would agree on the importance of strategic competence, meaningful communication and
feedback in Language Learning [27, 28]. In fact, learning languages in the digital era has
not (yet) become as easy and widespread as one would expect partly due to MOOCs,
platforms, apps, online courses, etc. falling short on these aspects of Language Learning,
even in the case of “blended” learning, and much more so in the case of independent
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learning, self-study, autonomous learning, etc. (different terms have been employed – for
a review, see Morrison [29]). How did the COMALAT project address those limitations?
Here we will briefly explain the solutions proposed and attempted within the limited scope
of a project such as COMALAT.

16.4.1 Strategies and Skills

As far as Strategic Competence is concerned, cues, presentations and activities in COMA-
LAT try to not just deploy strategies but to stimulate reflection and explicit knowledge.
Even today, experts are not sure about the effectiveness of Strategy Based Instruction or,
more specifically, about how to assess scientifically that effectiveness, how to demon-
strate, as stated by Macaro, that “strategic behavior is the key independent variable in
bringing about higher proficiency” but there is certain consensus about the connection
between strategy use and motivation and its relevance in language learners’ achievement
[30]. In developingmaterials for Sakai, and due to the restrictions regarding individualized
feedback, most strategic work has been included in presentations and activities, mainly in
receptive skills (reading and listening). However, from the intermediate level on, a great
deal of work has been done in including strategy-based material in writing activities, and
some peer assessment of strategies in the social module of the platform. A combination
of top-down and bottom-up strategies has been sought in reading and listening materi-
als, and of course, despite skill-specific work and sections, a good deal of the course
tries to integrate different skills in tasks, exercises and activities in the same way they
would be integrated in real life situations and contexts. Thus, five sections were created
for assessment, statistical analysis and adaptability purposes (Functions/Grammar, Listen-
ing/Speaking, Reading/Writing, Vocabulary and Language for Specific Purposes, this last
one only being present in the Intermediate level) but the student moves naturally from one
to the other depending on the content, not on the internal course /assessment structure.
Each section includes three subsections, allowing for different contents and strategies to
be focused on in a unit and for recurrence of both lexical and functional items to be con-
sidered. The learning path is, then, thoroughly designed, but adapted to a learners’ profile
and performance after completion of each subsection, when the learner receives feed-
back and further practice on the specific contents he/she had more difficulties with, since
one major characteristic in the materials to face the limitations is adaptability: COMA-
LAT provides the student with a certain degree of fine-grain feedback and opportunities
for content-specific extra practice and self-monitoring that can foster his/her autonomy,
tracking his/her progress, identifying weaknesses and establishing a basis and an impetus
for further learning. Extra practice, when completion is not satisfactory, does not mean
here repeating the same exercises/sentences again but in a different order, as is the case
in some self-study apps or courses, trying to avoid discouragement and attrition issues
and looking for “stickiness” [31], commitment and motivation. In productive skills, par-
ticularly from the Intermediate level on, some activities encourage peer-correction and
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allow to partially compensate for the lack of corrective feedback an actual teacher would
provide.

16.4.2 Meaningful Communication and CooperativeWork

There has been a move in research trends from the role of interaction and negotiation of
meaning as an addition to comprehensible input to its evolution/inclusion in task-based
approaches [32]. Although there are open issues as to their weight in SLA, their being
a panacea for all levels of proficiency, learning contexts and languages, their relation-
ship to formal explicit knowledge, etc., hardly anyone would question the importance of
meaningful communication, open-ended activities and tasks, interaction and cooperative
learning [33]. For this reason, these elements represent the biggest challenge for any self-
study material, and there is actually little evidence of this type of work taking place out of
teacher-driven courses. In COMALAT, we addressed this problem and the inevitable lim-
itations of self-study platforms mainly in two ways: (a) having meaning in mind as much
as possible in grammar presentations and activities, reading/listening work, etc. trying to
create the conditions, awareness and reflection to prepare for communication (and to keep
the will and motivation to do so), and (b) including, from the intermediate level on, a so-
cial tool/chat available for learners. The social module allows a Student A to contact and
communicate with a student B, native or highly proficient speaker of Student A’s target
language and in turn learning Student A’s mother tongue. Participation in the social mod-
ule of the platform is highly encouraged by part of the activities and materials, although
cannot be assessed by the system, and some open-ended activities are designed to be car-
ried out cooperatively or with the help and peer correction of another learner. Finally,
some chat/forum materials have been devised, to include community development and
thus allow for some of the possibilities for Independent Language Learning that have been
pointed out for the future, in environments, developments and directions we cannot/should
not really envision or control [21]. In any case, we depart from a “multicompetence” point
of view, and even if we assume some learners will not develop all skills to the same level,
we would still be achieving interesting results in creating multicompetent plurilingual cit-
izens, with different degrees or competence in different languages (including their mother
tongue) for different purposes in different situations.

16.5 Conclusions and Future Work

COMALAT is a project that targets the acquisition of language skills from learners mainly
wishing to pursue a career in another country. We discussed the platform under develop-
ment for this purpose and we explained the rationale for selecting a specific platform that
could be used as a base for the COMALAT project. We also discussed the digital e-learn-
ing materials and their design philosophy. Since COMALAT has the goal of language
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learning for the European workforce it is highly relevant to enterprises in Europe because
workforce mobility is a prominent goal of the EU. Furthermore, the materials will be pro-
vided as Open Educational Resources to allow the usage by interested parties at no cost.
The platform itself will be provided with a permissive Open Source license which may
allow the creation of a digital marketplace around COMALAT with related business and
services that will be offered in the future by other parties.
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17Preface: Reprogramming Your Corporate
Immune System

Gerhard Hastreiter

17.1 The Billion Dollar Questions

A number of automotive managers attended the recent SingularityU Summit in Berlin.
They face serious disruptive changes. As Volkswagen CIO Martin Hofmann put it: “As
soon as the customer no longer touches the steering wheel, the emotional bond to his car
gets lost and we enter a completely different game”. Later, one of the managers present
asked Salim Ismail, author of the book “Exponential Organizations”, how a big corpora-
tion can manage disruptive innovation from the inside. Ismail’s answer was disillusioning.
Better you move it to the fringes of your company and run it in absolute stealth mode, he
recommended, otherwise the “corporate immune system” will strike back and devour both,
the innovation and the innovators.

Quite a dire outlook. These are the billion Dollar questions indeed: How can a big
incumbent corporation manage disruption? How can it re-invent its own business model
from the inside instead of falling victim to disruption from outside entrepreneurs? Can it
after all or are the odds so much in favor of start-ups or spin-offs that the best it can do is
deferring demise by incremental improvement?

History doesn’t provide much reason for optimism for the big fishes. Only very few
companies of reasonable size succeeded in “re-inventing” themselves. Looking for exam-
ples, we have to start looking back to the time when the pony-express rose and fell (Amex
and Western Union), few of them pass the test of time (Nokia) and hardly any are to be
found in the recent past. On the other hand, examples of start-ups eating into traditional
companies’ businesses or inventing completely new ones abound.
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Thus, is the answer relinquishing to the corporate immune system, making do with
incremental progress, leveraging new technology in order to continuously improve but
not going for the quantum leap?

If we believe it is true that as Lucas Sauberschwarz and Lysander Weiss argue in this
book that it is almost impossible to replace a company’s profit pool through disruptive
innovation from the fringes, if we trust Salim Ismail’s assessment that the corporate im-
mune system is the force that thwarts innovation from the inside and if we finally believe
that some kind of disruptive innovation is crucial for success or even survival of corporate
incumbents, the only way out is reprogramming this corporate immune system.

As any immune system, this one has more than but one way of defense and attack. In
order to understand what needs to be changed and how we may possibly achieve this re-
conditioning, we have to delve a little deeper onto these ways.

17.2 Death by a Thousand Cuts

“Death by a thousand cuts” is one of the most common strategies of our companies’
immune system. Assume, you have a setup that would have the potential to earn its con-
stituents fortunes at the likes of WhatsApp or Airbnb. A dozen of gifted people, having
the right idea at the right point in time, working hard and passionately to give birth to and
grow this project. Then, put this into your regular corporate context.

Immediately, all the team’s capacity will be drawn away from getting the thing done,
bringing it to the marketplace, experimenting, re-working, re-trying and finally succeeding
(or at least failing fast) towards dealing with dozens of issues that emerge from the inside:
“Doesn’t that cannibalize our existing business?”, “Shouldn’t we better leverage our ex-
cellent supply chain?”, “Have you considered offshoring the service to our new center?”,
“Why don’t you use our standard IT architecture?” . . .

A sub-strategy of “death by a thousand cuts” is “death by committee”. “Do you have
approval by the Finance Committee?”, “Please report to the steering committee on a bi-
weekly basis”, “Please update your project charter” . . .

The core of the problem (and our immune system’s strategy) is not that these ques-
tions would be wrong or irrelevant. Neither is it that these questions couldn’t be answered
properly. Actually, the team will put all its effort into answering them. The true problem is
simply their number. Not even the strongest team can stand against that tide for a sustained
period of time and will inevitably be absorbed by activities that are directed towards the
inside instead of delivering to the customer.

So what can be done against these workings of the corporate immune system that – by
the way – are in most cases not reflections of ill will but themselves an effect of the pure
arithmetic of size?

Again, some will argue that the death-by-a-thousand-cuts dynamic is close to a law of
nature and the only way to avoid it is running your disruptive projects in skunk- or stealth-
mode. But, again, that is basically a bet on replacing your business by a completely new
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one you are starting up in this mode; -and the odds of succeeding this way aren’t very
promising.

So we need to sandbox these endeavors inside the company. They need light touch.
They need strong gatekeeping and senior managements’ deliberate protection against in-
terference. On the other hand, this protection has to rest on actual delivery, not plans or
aspirations. The deal is: as long as you deliver (to the customer), we will grant you pro-
tection and discuss results only.

17.3 Death by Desiccation

Though sandboxing may be the first life support to the (potentially) disruptive initiative,
the corporate immune system may leverage just that lifeline in order to suffocate this
initiative. Rather sooner than later the project needs access to the company’s operations.
Otherwise it can neither gain relevance nor can it live up to its promise of delivery that is
the basis for the protection it gets from death by a thousand cuts.

The ways of denying access to the real world are many and varied. “We love the idea
but . . . our project pipeline is already full”, “ . . . your solution can hardly be integrated”,
“ . . . your team is too small to support a large scale operation”, “ . . . these are the approval
processes you have to go through” . . .

A sub-category of “death by desiccation” is “death by division”. As division of labor
has been the paradigm of the pre-digital era, the company’s organization may show a ten-
dency towards driving wedges into our team of innovators and entrepreneurs, (re-)claim-
ing resources and thus depriving it of the power to deliver.

Both ways, the initiative gets stuck. It doesn’t get beyond the stage of presentations,
prototypes, mock-ups and focus groups. It doesn’t reach the final proof: the customer. It
becomes just another piece of conceptual work.

Once again, this reaction has to be countered by force. The path towards implemen-
tation has to be paved from the beginning. Even more: (partial) failure has to be part of
the calculation from the beginning, allowing for either re-work or discontinuation of the
effort; – without loss of face.

17.4 Death byMediocracy

Corporate immune systems tend to favor mediocracy. They tend to punish failure as well as
outstanding success. This strategy is more subtle and sustainable than the ones described
previously. It goes to the heart of the company’s culture.

It works on both ends. Whilst there is common agreement today that taking risks and
potential failure are essential prerequisites for success, careers may still be spun in a less
than neutral direction by the corporate immune system in case of outright and “proven”
failure (as a result of taking significant risks, again).
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Strangely enough though, the system may react similarly on the side of exceptional
success. Assume our team of entrepreneurs (or “intrapreneurs”) manages to avoid death by
a thousand cuts, actually delivers to the customer, recovers again and again from setbacks,
re-works, improves, scales up; – makes its innovation an outstanding success. What is
going to happen?

Most probably there will be some recognition and rewards. Surely, some will go to the
team. But about as likely as not, success will acquire manymore parents; – well beyond the
core team. The corporate (immune) system will also ensure that recognition and rewards
stay moderate as they must “fit into the broader picture”. In the worst case, it will even
take care that the success itself is watered down, dissolved into the wider corporate ocean.

The effects are subtle. Failure isn’t punished outright and achievement is actually re-
warded. But the system offers another, safer and less arduous path towards success: play
it safe, stand by and jump on the bandwagon (only) as soon as it has gained significant
momentum. This way, you hedge your downside risk and the upside potential is almost as
good. This though is close to the opposite of entrepreneurship.

Dealing with this reaction of our corporate immune system proves to being complex.
On the one side, incentive systems have to be changed towards rewarding risk taking
as such and taking these risks has to come along with opportunities to earn significant
rewards. On the other side, repeated failure must not be rewarded and the prospect of
reaping huge benefits comes with the risk of abuse and short-sightedness.

17.5 Reprogramming the Immune System

Death by a thousand cuts, death by desiccation and death by mediocracy as well as their
siblings may not be the only strategies the immune systems have devised to maintain
disruption and entrepreneurship at a level that is bearable for the corporate organism.
But quite possibly, our corporate organisms can bear much more today than our immune
systems have been used to.

Thus, if we believe in disruption, re-invention and entrepreneurship from the inside,
we have to re-program that systems. The paragraphs above indicate the direction. But
reprogramming the system is far from an easy task. It needs fine tuning but it needs speed
and some force at the same time.

Finally, the immune system will apply the very strategies it has developed against those
who want to reprogram it. If the alternative is a demise into irrelevance though, reprogram-
ming it should be worth the risk and effort.
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18.1 Introduction: The Rise of Disruption

The Americans may have need of the telephone, but we do not. We have plenty of messenger
boys.

This quote, published in 1876 in the “Economist” from Sir William Preece, chief engineer
of the British General Post Office shows that the danger of ignoring potentially disruptive
technologies is nothing new [1]. However, disruptive forces seem to accelerate exponen-
tially with the rise of digital technologies like broadband internet, 3D-printing, wearable
sensors, internet of things or virtual and augmented reality. The threat of disruption has be-
come the “new normal” [2] for established companies since Christensen defined the term
in 1995 [3]. In a recent study, 65% of global CEOs fear “new disruptive entrants in the
market” [4]. This is no coincidence, with famous startups from the likes of Uber, Airbnb,
Tesla, or previously Facebook and Google driving disruptive innovations and leaving large
corporations behind [5]. Thus, these incumbents seem to have only one choice: “Disrupt
or be disrupted” [6]. Consequently, they take part in the race and try to win against dis-
ruptive startups by playing the same game: Disruption is set as a goal in many innovation
efforts, and company-owned incubators, accelerators or startup-hubs are set up to develop
disruptive technology startups for the company [5].

But what does “disruption” actually mean? Is it really the new normal? Do large cor-
porations always need to be disruptive? And how can they win the race against disruptive
startups?

18.2 The Disruption Paradox of Large Corporations

18.2.1 Disruption Challenges of Large Corporations

“Disruption” has become a buzzword for every innovation effort [7]. The Frankfurter
Allgemeine Zeitung named “disruption” the “business term of the year 2015,” and authors
are voting to “retire Silicon Valley’s emptiest buzzword” [8]. With all this buzzing, the
actual definition and theory seem to be lost.

In 1995, Clay Christensen’s originally named the term “disruptive technologies”. The
theory was built on technology cases like the disk drive industry and minicomputers.
Here, successful companies first ignored emerging “relatively simple, convenient, low-
cost technology” until they suddenly couldn’t compete with it anymore [9]. These disrup-
tive technologies are contrasting “sustaining technologies” which are normally produced
by successful established companies. They focus on improving their existing products and
service offerings – also known as incremental innovation [3] (s. Fig. 18.1).

In following books and articles, Christensen and other scholars continued to enhance
the theory by also including business models (such as low-cost airlines, discount-stores,
or online-education) [1] and novel technology that creates new markets (such as mobile
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Fig. 18.1 Sustaining and dis-
ruptive innovation. (Adapted
from Christensen [7])

phones disrupting landline phones) [1, 7, 10]. Consequently he changed the term “disrup-
tive technologies” into “disruptive innovation”, setting the stage for the term to become
ubiquitous [11, 12].

The subtitle of Christensen’s book “the innovation dilemma: When new technologies
cause great firms to fail” [9] already foreshadows who tends to lose the “disruption” race.
In contrast to startups, large corporations already have a successful core business with de-
manding customers, established structures and optimized processes, high worth patents,
brands and specialized and skilled employees [12]. Their main goal is to continue the
currently successful path with certain revenue and profit goals. Thus, they consequently
ignore new startups with “disruptive” business models and technologies, as they do not
match these goals [13]. When the disruptive startups are eventually successful, their dis-
ruptive innovation cannot be adapted quickly due to the high, change-resistant complexity
of the incumbent [14, 15]. This describes the “dualism problem” or disruption paradox
for the incumbents [16]: They always have a tradeoff between the successful existing and
the disruptive new business; by trying to win the one, they risk to lose the other [17]. In
contrast, startups without any customers, employees and processes actually need to act as
risky and disruptive as possible to have a chance to win against the established players.

18.2.2 Current Managerial Solutions for the Disruption Challenges

Following the mantra “disrupt or be disrupted” without any pre-existing customers, many
large companies take on the goal to be disruptive and put it on top of their innovation
agenda, as they fear to otherwise miss the “digital disruption” [18, 19]. To fulfill the goal
of being disruptive, managers build on the strategies Christensen deducts from his cases
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in “The innovator’s dilemma” and “The innovator’s solution” [9, 10]: Here, case studies
show that incumbents could build separate units to develop disruptive innovations. These
units do not follow the business goals of the core business, they try different business
models and research emerging technologies – essentially, they copy the startup model
[5, 9]. The hope is, that these separate units discover disruptive innovations or can adapt
them before entirely new entrants win the market. Nowadays, many large corporations
are building “company accelerators, incubators or innovation labs” as separate units to
develop digital disruptive innovations. They are based in Silicon Valley, Berlin, London
and Tel Aviv, often far away from the mother company and try to attract tech-talent or
whole startups to find the “next big thing” [16].

This strategy sounds great, it might even be successful in some cases and calm investors
because the disruption threat is addressed [20] – but unfortunately it will not close the
innovation gap and solve the disruption paradox in the long term as several problems are
ignored:

� The goal to be disruptive can be dangerous in itself, as it actually describes the elimi-
nation of the current company or market as the desirable outcome. Thus it needs to be
driven by business goals such as new profit or revenue. Take the Kodak-Case for ex-
ample: It is widely used as the classic case for digital disruption, in which a company
missed a new disruptive technology. However, Kodak actually developed and patented
the first digital camera. Kodak invested millions in research & development to disrupt
the market with digital cameras and printing kiosks, it even bought a photo-sharing
website before Facebook even existed. It just failed to look for a business model based
on cheap cameras and online-sharing instead of printing that would work with their
core business. Kodak had great success in disrupting itself and the photo industry, it
just failed to bring it in their core business on the way [21].

� The use of separate units to develop disruptive digital innovations circumvent the goal
of integrating these emerging technologies in the core company. Iansiti, McFarlan,
and Westermann [22] report that “spinoffs often enable faster action early on but later
have difficulty achieving true staying power in the market. Even worse, by launching
a spinoff, a company often creates conditions that make future integration very diffi-
cult”. Furthermore, the separate units do not leverage the existing capabilities of the
large corporation that would be an advantage against other startups. Therefore, ability
of these separate units to actually influence the core business with innovations seems
limited, leaving the company with the existing innovation gap behind [5, 23, 24].

� The probability of success for company-owned startups or separate units to develop
significant digital disruptive innovations is very low, as most new startups usually fail.
The probability of these company startups to actually develop innovations with a rev-
enue and profit high enough to substitute the core business in case of its disruption
(which must be the goal of disruptive separate units) is 1:117,000, according to a re-



18 How Corporations Can Win the Race Against Disruptive Startups 159

cent Brain study.1 Imagine a fin-tech startup from a bank accelerator that substitutes the
revenue of the entire private wealth management business with a mobile banking app or
a startup in an energy company tech incubator that makes more profit by selling smart-
home services then the core business of selling energy as a quasi-monopolist. Hard to
imagine? Still, for many companies out there these are the biggest hopes against the
digital disruption they have today.

To actually close the innovation gap between startups and incumbents and solve the dis-
ruption paradox for the latter, a different managerial solution is necessary. To address the
weaknesses of Christensen’s proposed separate units, a new innovation method should
a) leverage the capabilities of large companies as an advantage against new entrants,
b) work in the core business and restrictions of a company to actually influence it instead
of ignoring it and c) lead to new business to bring the company forward.

18.3 Efficient Innovation: Solving the Disruption Paradox

The proposed new managerial solution aims to solve the disruption paradox for compa-
nies that want or need to participate in disruptive market changes as an opportunity, but
have an existing successful profit model [17]2. These corporations can participate in the
digital disruption race; they even have the best capabilities to win it – but they need to
play the game differently than startups [17]. As long as they only act as startups with sep-
arate units or transformation approaches, they remain pale copies, while the existing core
business “drags them down”. Dualism and the ambidextrous organization theory describe
the problem as functioning efficiently today while innovating effectively for tomorrow [13,
16]. Here, scholars call for a managerial solution that keeps the innovation as close as
possible to the core business. Thus, the goal for corporations should be to integrate dis-
ruptive innovations into the core assets [5] and leverage the company capabilities for new
uses and new users [6, 24]. That way, they can manage the interplay between disruptive
technologies and stay ahead of every new entrant due to their existing customers, capa-
bilities, and resources [14]. These companies have operational needs and drivers that are
more important than just hunting for the next big thing or a new disruptive technology
[16].

Consequently, to successfully “disrupt the disruptors with their own strengths” [17], the
incumbents must develop innovations, which are as close to the core as possible and – in
contrast to sustaining innovations – as disruptive as necessary. With these “efficient inno-

1 Zook 2016, When large companies are better at Entrepreneurship than Startups, HBR, https://hbr.
org/2016/12/when-large-companies-are-better-at-entrepreneurship-than-startups.
2 For some companies or situations, ignoring a disruption or a complete transformation may be
gainful. However, this will not be discussed here further [2].

https://hbr.org/2016/12/when-large-companies-are-better-at-entrepreneurship-than-startups
https://hbr.org/2016/12/when-large-companies-are-better-at-entrepreneurship-than-startups
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Fig. 18.2 Sustaining, disrup-
tive and efficient innovation

vations”, incumbents can maximize the impact of the core business and defend themselves
against disruptive startups (s. Fig. 18.2).3

Efficient innovations have the following characteristics: They

� bring a new technology to the existing business model or a new business model to the
existing business or combine a new technology with a new business model

� match specific business goals/KPIs in terms of revenue/profit/costs/time/etc.
� fit into the restrictions of the core company to leverage its capabilities

These characteristics are deducted from the theory mentioned above, but can actually
be seen in many cases as well. To name two examples:

� The Apple Appstore disrupted the smartphone and software market (= as disruptive as
necessary) with a new business model (platform) and new technology (mobile apps).
However it still builds on the preexisting iPhone hardware (= as close to the core
business as possible). Soon realizing that the apps would become more important than
the phone itself, apps would only run on the iPhone within this controlled ecosystem.
Thus users were limited to using iPhones, preventing Apple from disrupting itself in
the existing market. Today, it is the largest appstore and Apple is the most profitable
smartphone seller worldwide.

� The Daimler Car2Go carsharing disrupted the automotive market with a new busi-
ness model (= as disruptive as necessary), but uses the existing Smart car model from
Daimler (= as close to the core business as possible). Thus, Daimler can prevent itself
from being disrupted as a car manufacturer, as their existing products are used to gain
new market shares (additionally, potential car owners have the chance to experience

3 Sauberschwarz & Weiss, 2017: Das Comeback der Konzerne, Vahlen Verlag.
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a Smart car). Today, Car2Go is the world’s largest carsharing service and the Smart car
model is selling better than ever before [25].

These cases show that large companies have every means they need to “disrupt” better
than any startup – but need to leverage them more “efficiently” [26]. But how can the
companies develop these efficient innovations?

18.4 Efficient Innovation with the 5C-Process

The theory mentioned above and the experience of more than 50 innovation projects in
20 different industries for large corporations in Germany provide the groundwork for the
“5C-process for efficient innovation”4. During six years of research, the authors combined
findings from management, psychology and neuroscience literature with hands on project
experience to develop an innovation method that suits the described challenges of large
corporations. As a result, the systematic innovation process allows to develop efficient
innovations in five steps. In contrast to other innovation processes (s. Fig. 18.3), the 5C-
process is designed to work on any restricted “brownfield” instead of starting blank on
a greenfield: By starting with the goals and restrictions of the company instead of the cus-
tomer need or technology opportunity, new ideas and innovations are developed within
a specified “innovation space”5. The problem: People are not used to developing “dis-
ruptive” new ideas in a restricted innovation space, thus creativity techniques alone do
not work here. Instead, a systematic process is necessary, which is a lot lengthier and
more complex than simple brainstorming – but in return guarantees implementable, effi-
cient innovations (s. Fig. 18.4). An overview of the different process steps is given in the
following paragraph, and in more detail in the following subchapters.

Fig. 18.3 Model of innovation. (Adapted from Meyers and Marquis in [16])

4 Sauberschwarz & Weiss, 2017: Das Comeback der Konzerne, Vahlen Verlag.
5 Even when a promising new technology is already identified, goals and criteria need to be defined
before any ideation and development starts.
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Fig. 18.4 Model of 5C-process

18.4.1 Configuration: Defining the Innovation Setup

Configuration is the first step in the 5C-Process. Like an archaeologist who needs to first
specify what he is looking for and why, the starting point here is to specify goals, criteria
and the core business of the company [18].

1. Which business goals do we want to reach? (revenue growth, market share, profit
growth, better company image, higher employee satisfaction, etc.)

2. Which criteria do we need to match? (timeframe, scalability, budget, etc.)
3. What business are we in today? (the job to be done)

The answers to these questions do not need to be concrete in terms of numbers, but
they give a first direction to specify the innovation project and its desired outcome. These
questions and answers make sure that the right innovation field is chosen and resources are
not wasted on innovation efforts aiming for “the next big thing” or follow the non-concrete
goals of “disruption” or “transformation” [18]. An accompanying workshop format the
relevant project owners helps to further define the relevant goals, criteria and innovation
fields.

18.4.2 Customization: Setting the Innovation Space

Customization is the second step in the 5C-process. Continuing the metaphor of the ar-
chaeologist, he would now need to define where he wants to search for artifacts, depending
on his rights, tools, and search goals. Similar, customization defines the concrete innova-
tion space in which new innovations can emerge. It is based on specific KPIs (e. g. ROI,
potential market size, NPS, costs) and criteria for implementation (e. g. physical and hu-
man resources, patents, processes, regulations) together with their degree of changeability.
These are not only restrictions, but also advantages: As Scott Anthony [21] states, large
companies have “many capabilities that entrants are racing to replicate, such as access to
markets, technologies, and healthy balance sheets”. All these capabilities must be clear
from the beginning in order to leverage these in the following steps.

To make sure that all relevant KPIs and criteria are taken into account, information
from every important stakeholder must be included, e. g. through interviews, documents
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or workshops. The whole checklist essentially works like a “functional specification” to
make sure that the future innovations are implementable and as close to the core as pos-
sible. This step is significantly longer than the usual “project kick-off” – but drastically
simplifies the implementation in the end [14].

18.4.3 Compilation: Scanning the OutsideWorld

Compilation describes the third step of the 5C-process. Here, the archaeologist would
divide his whole search space into different search fields and collect as much information
as possible to increase his chance of success. In the innovation process, the innovation
space can be divided into different search fields. In these specific fields, intelligence for
customer needs, trends and technology can be collected. Due to the restricted search fields,
it becomes possible to “dig” deeper instead of working rather broadly on a greenfield [16].
This step includes

� Insights of existing and potentially new customers and their needs e. g. through focus
groups, visits and observations [12]. The key insights should then be used to define
concrete search fields along a customer journey that answers the question, where in-
novation will have the biggest impact for the customer within the innovation space.
Secondary research through studies and reports can further validate these insights.

� Research of trends and innovation best practices in the market and especially in ana-
logue markets to see how other companies and startups solve the customer needs. This
research should be based on the previously customer-defined search fields within the
innovation space.

� Specific technology research through patent research, startup reviews, mapping and
similar techniques [12]. Additionally, potentially disruptive new technologies and start-
ups can be reviewed here to consider in future innovations or as investment and acqui-
sition targets [27].

The visualized results of the compilation will be used in the next step as inspirations
to develop matching innovation concepts (see Sect. 18.4.4). Additionally, it can serve to
focus the innovation efforts on the most promising search fields within the innovation
space before even developing ideas and concepts. The identification of all relevant trends
and technologies based on the needs of the customer make sure that the innovations will
be as disruptive as necessary.

18.4.4 Construction: Multidimensional Systematic Ideation

Construction is the fourth step of the 5C-process and the heart of the front end of the
innovation process. For the archaeologist, this step would describe the actual search for
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valuable artifacts with special techniques and tools. In the 5C-process, ideas are generated
through a multidimensional ideation and conceptualization as described below. Hereby,
the goal is to integrate new/disruptive technologies or mechanisms as efficiently as possi-
ble into the core business of the company with the following steps:

1. Define ideation tasks based on the defined search fields and overall innovation field. As
each search field lies inside the innovation space and is based on customer insights, it is
assured that ideas are as sustainable as possible. Although it might seem harder at first
to find novel ideas in the very restricted spaces, experience shows that the possibilities
are always infinite. In other words: The possibilities between 0 and 1 are as numerous
as between 0 and 1.

2. Use inspiration from the compilation (see Sect. 18.4.1) in each search field to think
about new applications for existing technology, new adaptions from best practices or
new ways of integrating trends in the business [12]. This way, all relevant external
factors are taken into account to make sure that ideas are as disruptive as necessary.

3. Ideate to find a diverse set of new ideas and solutions for each task by taking differ-
ent perspectives into account (e. g. different target groups, value propositions, profit
models, product characteristics, and various triggers like roleplaying, doodling, group
discussions, building, immersion, lateral thinking, etc.).

4. Review & select all possible solutions based on their quality and fulfillment of cri-
teria (as defined in the customization). During the review, promising ideas should be
enhanced to evolve into concrete solutions.

5. Conceptualize selected ideas into innovation concepts. They need to contain the solu-
tion and include a viable business model, defined KPIs, an implementation plan and
other documents based on the specific project needs (e. g. marketing plan, communica-
tion concepts, potential partners, etc.). Furthermore, each concept should be checked
for feasibility with experts (e. g. lawyers, engineers, agencies) and be validated by
customers with focus groups and/or surveys. By doing this, each final concept can be
implemented easily as it fulfills all goals and criteria (as defined in the configuration
and customization) as well as being feasible and viable [16].

6. Visualize the final concepts e. g. through images, video sketches, mockups, or proto-
types allowing an instant understanding of each solution. Based on this, the decision
board can select the best concepts for further testing and implementation.

The ideation and conceptualization within the specific search fields in combination
with the inspiration from external sources and the use of different perspectives and triggers
helps to develop efficient solutions, that are simultaneously as close as possible to the core
business and as disruptive as necessary to the outside world.
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18.4.5 Conversion: Lean Implementation

Conversion is the fifth step in the 5C-process and describes the translation of selected
innovation concepts into actual innovations. In this step, the archaeologist would try to
make sense of his artifacts to eventually be able to put them in a museum. In terms of
the innovation process, the concrete procedures in this step are highly dependent on the
type of organization and type of innovation project. Thus, this step needs to be planned
more individually than the previous steps. In any case, the following factors should be
considered:

� A knowledge transfer from the ideation team to the implementation team is necessary,
if these differ from one another. Besides just handing over the concepts, this knowledge
transfer should include detailed discussions, accompanying documents, and regular
meetings to exchange problems and solutions during the implementation process.

� An ownership transfer from the ideation team to the implementation team is also
necessary. As people tend to be more passionate about their own ideas, additional brain-
storming sessions can kick off the conversion in which the concept can be enhanced
with additional ideas by the implementation team.

� Viability testing of the concepts should be done as fast as possible. Following the lean
startup process a minimum viable product that can be tested inside the company and
with potential customers is advisable [5, 16].

With concepts that already take all capabilities, structures, resources and processes into
account, the implementation phase carries significantly lower risks than with other inno-
vation projects, but still offers opportunity for innovations to be as disruptive as necessary.
This way, efficient innovations can be developed in a systematic process that can solve the
disruption paradox for large corporations and help them to win the race against disruptive
startups.

As the 5C-process partly uses proven concepts from management science, psychology
and neuroscience, but combines them in a new way, each project step has it’s scientific
right to exist. Even though a detailed dive into the different sources is not suitable in
this context, a few examples can show the breadth of inspiration: The “configuration” is
inspired by business planning and the business model canvas, the “customization” resem-
bles a technical spec sheet from IT project management, and the “compilation” partly uses
proven trend research, design thinking and market research methods. The “construction”
combines various concepts such as lateral thinking, flow-theory, and creativity techniques
with system theory, neuroscience, finance, philosophy and other disciplines, and the “con-
version” is partly based on psychological concepts (for idea ownership) and (lean) startup
management methods.
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18.5 Outlook: Large Corporations Can Lead the Race Against
Disruptive Startups!

Large corporations have all advantages at hand to win the race against disruptive startups.
The efficient innovation approach aims to help these companies to use and further de-
velop their advantages in the core business instead of ignoring them. Their capabilities,
structures, processes and resources make them strong and build a barrier that is hard to
overcome for startups, if used properly. This way, instead of being disrupted or disrupting
itself, incumbents can disrupt the disruptors.

The digital wave changes marketplaces and brings an ever-increasing complexity into
the business world. This complexity is difficult to tackle for small startups, but can be
navigated by large corporations. By focusing their innovation efforts in the right direction
with efficient innovations, they can lead the next wave of innovation.
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Thomas Bocek and Burkhard Stiller

Abstract
In recent years, electronic contracts have gained attention, especially in the context
of the blockchain technology. While public blockchains are considered secure, legally
binding under certain circumstances, and without any centralized control, they are ap-
plicable to a wide range of application domains, such as public registries, registry of
deeds, or virtual organizations. As one of the most prominent blockchain examples, the
Bitcoin system has reached large public, financial industry-related, and research inter-
est. Another prominent block-chain example, Ethereum, which is considered a general
approach for smart contracts, has taken off too. Nevertheless, various different set
of functions, applications, and stakeholders are involved in this smart contract arena.
These are highlighted and put into interrelated technical, economic, and legal perspec-
tives.

19.1 Introduction

Technology has progressed in the past decades. However, the role of disruptive technol-
ogy may have become even more prominent with “Blockchains” or “Distributed Ledgers”.
They pave the path for trustworthy, decentralized applications, and new stakeholder’s rela-
tions. As such they have the potential to revolutionize public administration, commercial
interactions, and scattered data – all secured, tamper-proof, and effectively useable with
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easy to set-up and fully integrated smart contracts. A smart contract was first introduced
in 1994 [1], which is considered an influential work for blockchain-based cryptographic
currencies.

I A smart contract is a computerized transaction protocol that executes the terms of
a contract. The general objectives of [a] smart contract design are to satisfy common
contractual conditions (such as payment terms, liens, confidentiality, and even enforce-
ment), minimize exceptions both malicious and accidental, and minimize the need for
trusted intermediaries. Related economic goals include lowering fraud loss, arbitrations
and enforcement costs, and other transaction costs [1].

However, a smart contract alone is not “smart” as it needs an infrastructure that can run,
execute, and verify the respective contract’s transaction data. In combination with such an
infrastructure and its interaction with the real world, the smart contract becomes “smart”.
Recently, smart contracts have gained dedicated attention in the context of blockchains
that provide a fully decentralized infrastructure to run, execute, and verify such smart
contracts.

Smart contracts can be used for financial transactions and crypto currencies. The
first and currently most popular blockchain to address a crypto currency is the Bitcoin
blockchain [2], which was publically introduced in the beginning of 2009 by Satoshi
Nakamoto, a pseudonym leaving room for speculations about the true identity, still un-
known to this date. Although the Bitcoin system uses a scripting language, it is not Turing-
complete, e. g., it does not support loops. However, for smart financial transactions these
scripts can create different kinds of financial contracts, such as escrow contracts, multi-
signature contracts, or refund contracts.

Ethereum [3], another current blockchain approach, offers a Turing-complete scripting
language, independent of any dedicated application field. The smart contract in Ethereum
runs in a sandboxed Ethereum Virtual Machine (EVM) and every operation executed in
the EVM has to be paid for to prevent Denial-of-Service (DoS) attacks. Without such
a payment, a script with a loop could run forever and, in turn, can overload the EVM
so that other scripts cannot be executed. With a general purpose blockchain, new types
of contracts compared to the Bitcoin blockchain can be created, e. g., a fully distributed
digital organization, such as the DAO (Decentralized Autonomous Organization) [4].

In general, smart contracts need to run on a blockchain to ensure (a) its permanent
storage and (b) extremely high obstacles to manipulate the contract’s content. A node
participating in the blockchain runs a smart contract by executing its script, validating
the result of the script, and storing the contract and its result in a block. A block stores
multiple smart contracts and is typically created at a constant time interval. For instance,
Bitcoin had chosen to create a block every 10min [2], while Ethereum blocks are created
every 14 s [5]. A block has always a reference to the previous block, forming a chain of
blocks, hence the term blockchain (cf. Fig. 19.1). In general, a block contains an increasing
block number, a hash, a reference to the previous block, a crypto puzzle’s solution in case
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Fig. 19.1 Blockchain Example

of Proof-of-Work (PoW), and one or several transaction-related content information with
encoded smart contracts.

Therefore, blockchains show the following main characteristics: full decentralization,
traceability and transparency of transactions, proof of transaction viability, prohibitively
high cost to attempt to alter transaction history, i. e. 51% attacks, an automated form of
resolution, e. g., avoiding double spending, incentives required to participate, and trust
enabling among non-trusted peers. The key advantages of blockchains are that stakehold-
ers do not have to share a common trust basis, blockchains decentralized data storage,
typically in a peer-to-peer-based network structure and replicated to all interested peers,
making data loss impossible, besides act-of-god situations. Note that the terms blockchain,
distributed ledger, and shared ledger are often used interchangeably [6].

The remainder of this chapter is structured as follows. Sect. 19.2 discusses Bitcoin and
Ethereum, followed by current blockchain developments and limitations in Sect. 19.3.
While Sect. 19.4 classifies blockchains and reviews other blockchains besides Ethereum
and Bitcoin, Sect. 19.5 outlines insights into new types of applications and uses cases
for the blockchain approach and highlights benefits using a blockchain. Additionally,
Sect. 19.6 enlightens economic and legal challenges as well as related pitfalls. Finally,
Sect. 19.7 draws conclusions.

19.2 Bitcoin and Ethereum

Once transactions are stored in a block they are considered secure after other blocks have
been added to the blockchain.E. g., Bitcoin suggests to wait for 3 to 6 blocks [7], Ethereum
suggests to wait for 10 to 12 blocks [8]. Since blocks are created in a distributed manner,
two or more blocks can be created at the same time with potentially conflicting transac-
tions. Accepting a conflicting transaction in those blocks created at the same time could
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result in “double-spending”, that means the user could spend “coins” in another transac-
tion, leaving the other user with an invalid transaction. Thus, a resolution or consensus
protocol is required to discard conflicting blocks. Waiting for a certain amount of blocks
practically eliminates this double-spending possibility.

The creation of a block requires the use of a scarce resource. Currently in Bitcoin and
Ethereum this is processing power and electricity. This means that creating a block re-
quires time and energy. To incentivize the creation of blocks, a reward is given to those
who created a block. The reward in the Bitcoin system is currently 12.5 bitcoins for creat-
ing a block, which has at the time of writing a value of approximately 8125 C, in Ethereum
it is 5 ethers with a value of 50 C for every block created. The creation of a block requires
the solving of a crypto puzzle, in case of Bitcoin it is the solution of partial SHA256 hash
collisions, thus, requiring to invest in processing power and energy. Those who create
these blocks are termed miners, as they generate “coins”, which is an analogy to the ex-
traction of valuable minerals. Miners compete with each other to solve respective crypto
puzzles, leading in the case of Bitcoin to a specialization and recently to a centralization of
miners [9]. As one of the key ideas of Bitcoin is its decentralization, the centralization of
miners is considered an unfavorable development. Thus, Ethereum has taken countermea-
sures in order to keep its system fully decentralized. One of these measures is the change
of the crypto puzzle to a Proof-of-Stake (PoS) in the near future, making any hardware
investment difficult to amortize, since PoS does not need a lot of processing power or
electricity.

Fig. 19.2 shows the big picture, how the blockchain is used by users, miners, and ex-
changes – the three key stakeholders in such an approach.When a user sends coins to other
users, it creates a smart contract, encodes the contract in a transaction, and broadcasts the

Fig. 19.2 The Big Picture of Blockchain Stakeholders with Miners, Users, Blockchain, and Ex-
changes
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transaction. The recipient user may see the transaction broadcasted within seconds, but as
this transaction is not yet in the blockchain, double spending is still possible. The miner
also will receive the transaction broadcasted and will start to solve the crypto puzzle. Once
a puzzle is solved by a miner, the block will be broadcasted to all peers and other miners
will know that they have to restart their process and start solving another crypto puzzle.

Every block that contains a solved crypto puzzle will be added to the blockchain by
each node in the system by applying the consensus mechanism in case of needs. The miner
that solved the crypto puzzle gets rewarded and can use these coins or exchange them to
a government-issued currency at an exchange site. This is often required as electricity bills
are typically paid with “fiat” currency. Any user receiving bitcoins can also exchange these
to fiat currency. Exchange sites, such as Bitstamp, the first EU-licensed Bitcoin trading site
[10], require the user to register and conform to regulations such as Know Your Customer
(KYC) [11]. Such regulations are not required when transferring bitcoins, however, as
soon as bitcoins are exchanged to a government-issued currency (e. g., US$ or C), a user
can be identified. For Bitcoin and Ethereum Table 19.1 overviews the key technical and
design features as well as current statistics as of September 2016.

Table 19.1 Bitcoin and Ethereum Key Technical and Design Features

Bitcoin [2] Ethereum [12]

A maximum of 21 million bitcoins supply,
halving newly generated supply every 4 years

Unlimited ethers supply

10min block creation time 14 s block creating time

Crypto puzzle via partial SHA256 hash colli-
sion, requiring CPU time and minimal RAM;
dedicated hardware, application-specific inte-
grated circuit (ASIC) used [9]

Crypto puzzle is variation of Dagger-Hashimoto
[13], which requires besides CPU time also
RAM; GPU cards currently used

Limited scripting language, not Turing com-
plete

General-purpose scripting language, Turing
complete

Started in 2009, creator unknown (pseudonym
used: Satoshi Nakamoto)

Started in 2015, initiator Vitalik Buterin

Balance based on unspent transaction outputs Balance is account-based

Transaction costs driven by transaction size Transaction costs driven by operations in the
smart contract

Max throughput: 3–7 transactions per second Max throughput: 23–25 transaction per second

Transactions created by users Transactions created by users or smart contracts

Market capitalization: 9.9 billion USD [14] Market capitalization: 1 billion USD [14]

Bitcoin created: 15.8 million BTC [14] Ethers created: 83 million ETH [14]
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19.3 Current Blockchain Developments and Limitations

In general and as of today, blockchains, especially for Bitcoin or Ethereum, do not scale.
The ever increasing number of transactions makes the blockchain grow. Currently, Bit-
coin transactions stored in the Bitcoin blockchain show a size of 75 GByte. The Ethereum
blockchain, while still much younger than the Bitcoin blockchain, observes the same issue
and has as of today a size of 24 GByte. While scalability is being discussed between many
researchers and companies in the world and solutions are being proposed, the specific
scalability solutions differ greatly for Bitcoin or Ethereum. The latter uses a general pur-
pose blockchain, while the former is based on a specialized blockchain. This specialized
blockchain offers mechanisms – typically specified to meet application demands and to
make the approach scalable –, while the general purpose blockchain is much more difficult
to scale for a general application.

Specifically, Bitcoin is introducing a mechanism termed “segregated witnesses” [15],
which removes besides transaction malleability also signatures in the transaction resulting
in smaller transactions. As of today and in the long term other solutions are discussed,
such as snapshots or pruning of spent transactions. For Ethereum, “sharding” has been
proposed, where an Ethereum node stores only parts of the blockchain, while other nodes
host other parts. However, as of today sharding exists only in theory and shows other
unresolved issues, such as rogue validators, communication across multiple shards, and
reaching global consensus, while working on partial data only. The key future challenge
is to design and build scalability mechanisms for general purpose blockchains, without
trading their inherent advantages discussed above.

Currently the debate in the Bitcoin system either to increase the block size or to make
the protocol more efficient with segregated witnesses will not solve scalability in the
long term. Also with segregated witnesses, which is planned to be integrated soon, the
Blockchain is only growing slower by a constant factor. Scaling to the volume to VISA
credit card transaction numbers, which show around Christmas 57,000 transactions per
second, is not feasible anytime soon, as the Bitcoin system currently allows for only 3–7
transaction per second. Ethereum has a similar low number of 25 transactions per second
and adopting Ethereum- or Bitcoin-based products may suffer from increased transaction
fees when the limit is reached. It is expected that Ethereum reaches a much higher trans-
action per second rate, once the switch from PoW to PoS has been performed.

Smart contracts execute based on their input and contract code. If the smart contract
was not properly designed, e. g., allowing to withdraw funds from an unauthorized ad-
dress, such a withdrawal may be unintentional, although the smart contract executed
correctly. To reflect the intention of the smart contract creator, a language is used to specify
the contract. Ethereum offers the language Solidity, a typed JavaScript dialect. However,
Solidity it is not concise and easy to use as seen with the DAO disaster [4], although
the DAO smart contract code was written by Ethereum experts. Yet, a security problem al-
lowed to withdraw funds. Current best practices recommend to keep the contract as simple
as possible, which may not be doable in all situations, since some contracts are complex
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by design. Ethereum runs smart contracts in the EVM. To produce respective code, a lan-
guage needs to compile Solidity-based smart contracts written to EVM byte code. Future
language research may reveal better alternatives, such as using a functional language for
the EVM or adding functional elements to improve Solidity.

Lastly, while many factors affecting a blockchain’s security, either permissionless or
permissioned (cf. Sect. 19.4 below), such as block size, network size, or end-to-end de-
lay, have been evaluated in the recent past, a comprehensive approach to a blockchain
security and performance evaluation is still missing. Thus, the need for (a) a compre-
hensive threat model, (b) an impact model of the infrastructure (either the public network,
separate clouds, or cross cloud-based alternatives), (c) a Service Level Agreement for
a blockchain’s performance, and (s) a suitable testing as well as management framework
has emerged.

19.4 Classification, RelatedWork, and Key Characteristics

As of today major observations on smart contracts in general and blockchains specifi-
cally are summarized here to establish a basis for future application evaluations and to
benefit investigations with respect to technology, economics, and regulation/law. Thus,
blockchains can be classified using the following dimensions: (a) accessibility, (b) con-
sensus mechanisms, and (c) its crypto currency.

The first dimension determines how the blockchain can be accessed (accessibility),
whether it is publically available or if it requires permission to access it. The two main
categories in the accessibility dimension cover: public blockchains (permissionless) and
private or private group-based (consortium [3], permissioned) blockchains as shown in
Table 19.2.

The second classification dimension is the consensus mechanism. A consensus mech-
anism is one of the key features in a distributed system in order that all nodes will reach
eventually the same state. Distributed systems can use Byzantine Agreement Protocols
such as Paxos [16] or Raft [17] as a consensus mechanism, however, Sybil attacks [18] can

Table 19.2 Accessibility

Public Blockchain (PUB) Private or Private Group-based (Consortium)
Blockchain (PRIV)

A public blockchain can be accessed and
used by anyone following the respective
protocol
E. g., in Bitcoin, there is one reference
implementation and several independent
libraries that can participate in the Bitcoin
network written in Go, Java, JavaScript,
C, C++, Python, or Objective-C

A private blockchain is controlled by (a) a sin-
gle organization that manages the permission or
(b) a consortium with known members
The access is controllable and permissioned. Any
open source blockchain could be used as a private
blockchain with small modifications, however, there
exist specialized blockchains for running a private
blockchain
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render those consensus mechanisms useless. Thus, consensus mechanisms for blockchain
need to by Sybil-proof. For public blockchains this is typically a PoW or PoS approach, for
private or consortium blockchains it is PoS or a Trusted Entity (TE) acting as a gatekeeper
and may be used in combination with the Byzantine Fault Tolerant protocol. Sidechains
may leverage the consensus mechanism of its parent chain [19]. provides an overview on
consensus protocols in blockchains. Table 19.3 summarizes the key three categories.

The third dimension distinguishes, whether the blockchain uses a crypto currency or
not. This currency can be either mined or pre-created/burned (cf. Table 19.4). In the fol-
lowing existing blockchains are reviewed and categorized according to these dimensions.
Many of those blockchains listed are a Proof-of-Concept (PoC) and it is yet to be seen
how reliable they will work in the future. Since over 600 crypto currencies with a mar-
ket capitalization exist [14], the focus here is laid on the most important, influential ones,
while many specifically Bitcoin-based altcoins are omitted.

Bitcoin has the largest market capitalization and uses a PoW consensus mechanism.
All blocks are created, as shown above, every 10min and the reward is currently at 12.5
bitcoins, halving every 4 years. Bitcoin is a public blockchain with many clients and li-
braries available. Many variations of Bitcoin exist, the most popular with respect to market
capitalization is Litecoin, which is based on the Bitcoin source code, but has a different
PoW mechanism that makes it hard to use dedicated hardware for mining. Litecoin shows
a block creation time of 2.5min.

Ethereum also uses PoW, however, Ethereum plans to switch from PoW to PoS soon,
especially to relax from the strong power and energy dependency of crypto puzzle usage.
As such it is planned to lower costs of mining and increase the scalability. While some

Table 19.3 Consensus Mechanisms

Proof-of-Work (PoW) Proof-of-Stake (PoS) Trusted Entity (TE)

PoW is the consensus
mechanism used in Bitcoin
and Ethereum. A difficult
crypto puzzle ensures that
possible double spending
attempts are expensive
The main drawback is the
huge amount of energy
used to solve these crypto
puzzles
PoW can run with dedi-
cated hardware (ASIC) or
with a memory and band-
width-hard crypto puzzle
(MEM-HARD)

PoS defines a consensus mecha-
nism, where owners of a crypto
currency have to prove ownership
(proof for their stake). A user with
1% of the crypto currency can cre-
ate 1% of the blocks
The main concern with PoS is “no-
thing at stake”, with several mecha-
nisms proposed to solve it [19]
A mix between PoS and PoW is
termed Proof-of-Activity (PoA)
PoS is considered resource-friendly
Several schemes exist with voting
delegates (DELEG) or prepaying
crypto currency (PRE)

Trusting entities defines an-
other form of consensus,
where multiple trusted enti-
ties can vote (and/or apply
a Byzantine Fault Tolerant
protocol) or a single trusted
entity can decide for or
against adding a block to be-
come part of the blockchain
Similar to PoS, TE is re-
source-friendly
Many private blockchains use
TE, however, there are also
public blockchains, where
trusted entities can vote or
trusted entities can be chosen



19 Smart Contracts – Blockchains in the Wings 177

Table 19.4 Crypto Currencies

Mining Crypto Currency (CRY-M) Pre-creating Crypto Currency
with Distribution (CRY-P)

No Use of Crypto Cur-
rency (NCRY)

The result of mining is a block with
a reward in the form of crypto cur-
rency. Bitcoin and Ethereum reward
with bitcoins and ethers, respec-
tively. Some blockchains allow to
define various other crypto cur-
rencies or assets besides its native
crypto currency

Instead of mining crypto cur-
rency, the currency can be pre-
created and distributed in an
Initial Coin Offering (ICO). The
incentive to mine a block is to
collect transaction fees. Other
variations include “Proof-of-
Burn” (PoB) or “Proof-of-Pos-
session” (PoP) using another
crypto currency

Some blockchains do
not need any kind of
native crypto currency,
but allow for overlay as-
sets. Especially private
blockchains do not use
a native currency

elements may require PoW initially, it is planned to switch entirely to PoS. The status
is a PoC that was released in March 2016 [20]. Ethereum can also be used as a private
blockchain, as the source code is open and accessible.

BlockApps is such a provider for a private Ethereum blockchain. Eris Industries with their
eris:db, which also uses Ethereum as a basis, is already using PoS, however, not in a pub-
lic blockchain. Eris:db is a business-focused blockchain, where the Tendermint Consensus
protocol is used for PoS. Although this protocol follows an interesting concept, if many
validators sign each block, storage and network limitations may become an important is-
sue for scalability. Chain Core is another company offering a blockchain for business.
They provide a private blockchain with a controlled access. Further scalability improve-
ments are planned for Ethereum with the Casper/Serenity release, such as sharding [20],
which is the concept of horizontal partitioning of a database. In the case of Ethereum it
is to split the space of possible accounts. Each shard gets its own validators with the idea
that those validators only validate transactions within a shard and a special handling for
inter-shard communication, where transactions from different accounts in different shards
need to be consistently validated.

Monero is an anonymous crypto currency. It achieves this goal by using ring signatures
with one real signature and several decoy signatures. Furthermore, a mixing of inputs is
enforced in the network. Stealth addresses are used, making it difficult to trace the sender
and recipient. Monero uses its own network, based on CryptoNote, and it uses a memory-
hard PoW. Future plans consist of including the I2P protocol, an anonymization protocol
to hide the real Internet Protocol (IP) address in use. Monero recently gained traction due
to media coverage and the integration by darknet marketplaces, where privacy is a big
concern.



178 T. Bocek and B. Stiller

Lisk is a public blockchain written from scratch. Lisk enables the development of
“Dapps” (Distributed Applications), which are decentralized applications in an au-
tonomous operation in terms of a peer-to-peer management. It uses a PoS mechanism
using delegates and voting. However, a node can become a delegate only, if it owns many
Lisk coins. Lisk uses smart contracts to determine procedures and constraints, which
formulate rule-based, automatically operated processes.

Another blockchain written from Scratch is IOTA. The goal of IOTA is to become the
backbone of IoT by supporting real-time transactions without fees. As it does not store the
complete history, nodes going offline may take offline important history data. IOTA does
not support mining; tokens will be distributed in an Initial Coin Offering (ICO) phase.
Tokens are accessed using passwords rather than public/private key pairs.

Hyper Ledger an Open Source Linux Foundation project since January 2016, is a block-
chain project creating a modular blockchain, specifically as an open standard for the basis
blockchain technology of the Distributed Ledger Technology. The aim is to bring the
blockchain technology a step forward to mainstream commercial adoption. They offer
a modular architecture so that they can use any kind of consensus mechanism, such as
PoW, PoS, or TE.

Nxt uses PoS as well and similar to IOTA is uses passwords to access crypto assets
rather than public/private key pairs. Another business-oriented blockchain is R3 Corda.
R3 Corda is a distributed ledger for recording and managing financial agreements. Un-
like other blockchains, R3 Corda does not share transactions with other nodes. Only those
parties involved in that transaction can access the data. Also validation is done by those
parties involved and not by a random node. Openchain is a private blockchain for organi-
zations that can be configured as a Bitcoin side chain. It supports smart contracts. It uses
a trust-based consensus mechanism and uses a client/server architecture.

Stratis is built on top of the Bitcoin blockchain and allows to create private sidechains.
Another business-oriented blockchain is Multichain, where private blockchains can be
built. It is compatible to the Bitcoin API, however, allows many configuration options,
such as block size, types of transactions, who can access it, and its assets. Any type of
assets can be used and created on Multichain, allowing to trade shares, bonds, or com-
modities. In terms of scalability, BigchainDB claims to allow 1 million writes per second
and petabytes of capacity. It is a private blockchain connecting to a RethinkDB cluster to
achieve that speed. Rootstock (RSK) is a Bitcoin sidechain, which offers smart contracts
with a Turing-complete language. RSK is compatible with the Ethereum VM and can run
its smart contracts. Its currency Rootcoins can be exchanged to Bitcoins and vice versa.
Similar to Rootstock is Counterparty that allows Ethereum smart contract to run on the
Bitcoin platform. Counterparty uses a native currency, but allows to create any kind of
assets. Another company working on sidechains is Blockstream, also providing an im-
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Table 19.5 Classification

Approach Accessibility Consensus Crypto Currency

Bitcoin Public PoW/ASIC CRY-M/Bitcoins

Ethereum Public PoW/MEM-HARD CRY-M/Ethers

Ethereum Casper/Serenity Public PoS/PoA CRY-M/Ethers

Litecoin Public PoW/MEM-HARD CRY-M/Litecoin

Monera Public PoW/MEM-HARD CRY-M/XMR

Lisk Public PoS/Del CRY-M/Lisk

R3 Corda Private TE NRCY

Openchain Private/sidechain TE NRCY/various

IOTA Public PoW CRY-P/IOTA tokens

Eris:DB Private PoS CRY-M/Ethers

Chain Core Private TE NRCY/various

Hyper Ledger Private TE/PoW/PoS NRCY

Nxt Public PoS CRY-P/various

Stratis Private/sidechain PoW (PoS in future) CRY-M/STRAT token

Multichain Private PoW NRCY/various

BigchainDB Private TE NRCY/various

Rootstock Public/sidechain PoW (Bitcoin) CRY-M/Bitcoin-Root-
coin

Counterparty Public PoW (embedded Bit-
coin consensus)/PoB

CRY-P/various

Ripple Public TE CRY-P/Ripple/various

Stellar Public TE/PoP CRY-
P/Lumen/various

plementation of the Lightning network, which allows micro transaction on the Bitcoin
blockchain.

Ripple is different since it uses trust to find consensus and nodes not behaving well are
blacklisted. Ripple can send any currency and can automatically exchange currencies,
while each transaction is verified in seconds. Stellar is based on Ripple, but uses its own
consensus mechanism. Table 19.5 classifies these blockchains.

19.5 New Applications

Blockchains allow for new distributed applications. The main interest in the financial sec-
tor is to digitalize processes with other stakeholders and to eventually save money. In this
chapter new types of distributed applications besides those financial ones, such as remit-
tance, crowdfunding, or money transfer, are discussed. An example of such an application
is CargoChain, which is a Proof-of-Concept (PoC) created at a hackathon to show how to



180 T. Bocek and B. Stiller

reduce paperwork, such as purchase orders, invoices, bills of lading, customs documenta-
tion, and certificates of authenticity.

Other popular non-financial areas with active blockchain projects are (a) fraud de-
tection with Everledger, Blockverify, Verisart, Ascribe, Provenance, and Chronicled,
(b) global rights databases with Mediachain, Monegraph, and Ujo Music, (c) identity
management with Blockstack, UniquID, ShoCard, and SolidX, (d) ridesharing with La-
Zooz and Arcade City, and (e) document verification with Tierion and Factom. Many
other types and applications in smaller application areas for the blockchain exist, such
as Augur aiming at the prediction of markets with crowd intelligence. Swarm is a dis-
tributed storage platform and content distribution service. Dispute resolution systems
based on blockchains or Enigma, a decentralized cloud platform with guaranteed privacy.
ChromaWay has a first pilot carried out with a private blockchain for land registry. The
Blockchain Voting Machine is a digital voting solution using its own VoteUnit blockchain.
Temperature monitoring is performed by modum.io to enable cost savings in the pharma-
ceutical cold chain by combining sensor devices with blockchain technology.

[6] argues that many public, governmental applications can be implemented in form of
a permissioned ledger, in which the party of the transaction needs to proof access via a ded-
icated credential. Transaction parties may be authorized governmental or public offices,
for which each beneficiary may access his rights from a centralized authority, controlling
the distributed ledger system’s access. Obviously, only to trusted parties and beneficiaries
such credentials will be granted. Upon such an approach, participants may – driven by
the system-inherent proof of a transaction – interact reliably and trustworthy without any
third party.

Finally, any application, which requires a trusted third party as a mediator between at
least two stakeholders being involved in the process to conclude a contractual relationship,
potentially can benefit from a blockchain. Besides the roles of banks and their mediation
role for financial transactions, notaries as mediators for, e. g., property sellers and buyers –
including respective enforcement options on the basis of related smart contracts – and
escrow agents with a fulfillment mandate serve as an excellent application domain, largely
unexploited as of today.

19.6 Legal and Economic Challenges

Blockchains are termed the “Blockchain revolution” [21] and adoption in domains re-
quiring a very clear, stable, and secured state for all transactions is increasing as outlined
above. Although the example of Bitcoins shows that crypto currencies on the basis of
blockchains have reached a much wider adoption than any other electronic and fully digital
payment system of the past, Bitcoin payments have been made possible by complement-
ing other payment channels, such as restaurant payments [22], governmental transaction
fee payments [23], and person-to-person payments [24]. Bitcoin has been regulated by
national banking authorities, such as the Swiss Financial Market Supervisory Authority



19 Smart Contracts – Blockchains in the Wings 181

(FINMA) [25], and different exchanges for bitcoins are possible into any regularly trad-
able fiat currency. Thus, a legally acceptable, however not uniform situation has been
reached besides from a technical perspective of trading bitcoins and paying with bitcoins.

Therefore, it could be concluded that blockchains – the key underlying distributed tech-
nology – have been blooded, since they have been applied in the financial market sector.
However, that needs to be considered as a short-handed argument, since other examples of
a blockchain use in the financial markets have shown errors as in The DAO [4], malfunc-
tion as with Mt Gox [26], or get-quick-rich schemes [27]. Thus, in general it is too early to
determine principle legal problems with blockchains, however, as [28] states, “how self-
regulation has failed” and “how Bitcoin has not matched the expectations of some pro-
ponents. Various crashes and wave after wave of scandals and allegations of fraud have
decidedly dented the perception that Bitcoin is the currency of the future.” Nevertheless,
legal frameworks and governmental regulation (for a very recent per-country regulation on
Bitcoin see [29]) may need to adapt to take blockchain developments into account, while
assuring at the same time data privacy, security, and other key facets of data handling,
maintenance, and storage, many of which are determined and regulated already for other
ICT-related applications and technologies. Thus, the perception of blockchains in society,
with governments, and their possibly new reach in respective law and jurisdictions cannot
be foreseen, however, the technical potential to offer trusted communications and persisted
storage without any central element of control or operations offers opportunities, where
especially human-based counseling of contact negotiations may not be required anymore.

Besides these views, it has to be stated that the economic perspective of blockchains is
often broken down to an optimized performance and operation view, especially in com-
parison to today’s technology in operation. Still, this has to be proven in a larger scale,
since those approaches, which need to solve crypto puzzles do need a significant amount
of electrical energy to perform the computations, determining a very clear factor for op-
erational costs (OPEX). Thus, the PoW approach shows drawbacks compared to the PoS
approach and others. It is estimated that mining actions require approximately 370MW of
energy for 2015 [30], the capacity of a smaller nuclear power plant.

As this determines a large amount of energy, optimizations in that dimension are es-
sential. However, a future prediction of the energy consumption of Bitcoin miners in 2020
is difficult as relevant factors for a viable prediction will include at least: (a) the value of
1 Bitcoin in 2020, (b) the development of new hardware to solve crypto puzzles, (c) the
reaction of miners to the halving of mining rewards, (d) the costs of energy applicable to
which parts of the world, (e) the role will the Bitcoin blockchain may have in 2020, (f) the
possibility to reach a practically infeasible blockchain length by or before 2020, (g) the
effects of “side-chains” being developed these days, and (h) if Bitcoin is still using PoW
and not, e. g., PoS.
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19.7 Summary and Conclusions

A blockchain is a distributed database maintaining securely a continuously growing list of
transactional data, which are hardened against tampering and forgery. The discussion of
main characteristics as well technical features of blockchains or distributed ledgers above
reveals that such technology is in the wings to simplify administrative and transactional
procedures and many applications in the future. While the simplification mainly relates
to the decentralization and distribution of the data (at the same time assuring a lossless
storage), the security and access control of those data is maintained efficiently, though,
performance-wise not fully optimized yet. A unique proof of a transaction – including
payments, access right grants, contracts operations, or data entry updates for commer-
cial parties, citizens, companies, and governmental organizations – can be reached today.
However, the cost-benefit ratio of blockchains cannot easily be quantified. Although, costs
for, e. g., hardware, virtual machines, the network, and setups, are known, the benefits of
less centralized infrastructure including soft factors, such as less trust and more trans-
parency, are difficult to assess.

Specifically in the context of formal procedures, say for (a) commercial orders between
a customer and a supplier or for (b) administrative acts between a citizen and a govern-
mental organization, all participating parties will have the chance to check the status of
such a procedure, since all parties do have access to all related data in a distributed manner,
independent of their current location. Cross-organizational procedures, such as approvals,
clearances, and permits, can relate to the same blockchain maintained for them to ensure
an optimized handling. Note that only key information may become part of the blockchain
itself, such that related electronic documents can be related via dedicated cryptographic
hash values in time to the respective party. Signed time stamps can potentially speed up
processes, maximizing the customer-supplier or citizen-governmental organization rela-
tionships. A public and legal acceptance of such procedures needs to be seen.

Blockchains are considered the “blueprint for a new economy” [31], which suggests
that new technology can improve efficiently the existing status-quo of many application
fields for distributed and reliable storage of secured transactions between customers and
suppliers as well as citizens and governments. As discussed above, besides these new ap-
plication domains digital market transactions, the financial industry, and governmental or
private smart contracts in a decentralized form can be embedded into today’s IT landscape.
And due to the multitude of applications discussed many start-ups follow the blockchain
path today, since an emerging potential and economic benefit is commonly considered to
be in place. The survival rate of those start-ups and the success rate of the blockchain
technology in the private and public application domain will tell, if all or only parts of
those technically available characteristics and advantages can be practically exploited.
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Joachim Kistner

Abstract
Despite the continuous increase of digital exposure, the human senses remain analo-
gous recipients. Therefore, creators and operators of visionary marketplaces need to
put high emphasis on a multi-sensory customer approach at the Point of Sale (POS).
Although the sense of hearing plays, next to the eye, an essential role in the processing
of information, the impact of sound is often underestimated in this context. Sound can
work as element of communication to emotionally charge brands, products and services
while improving the atmosphere of retail locations.

20.1 What Is the Status Quo of Multimedia in Open Spaces?

The availability of networks with great data volumes and the increasing usage of smart de-
vices for information and communication offer new possibilities to approach customers.
They can be reached through personalized hardware (mobile phone, tablet) or public de-
vices (digital-signage displays).

Hence, it is possible to selectively target people or certain groups in public spaces. Until
now this form of communication is mainly done through purely visual content. Person-
alized messages can’t be distributed acoustically in public spaces without harming ones
privacy. Therefor, the possibility to approach people acoustically within the boundaries of
their privacy zone is not yet given.
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The deliberate application of sound and acoustic communication is a promising ad-
dition in the dialogue of brands. Nevertheless, it has mostly been neglected due to the
missing expertise regarding acoustics in public spaces.

In certain cases efforts have been made to change this situation. Brand rooms of auto-
motive companies (Audi) and fashion stores (Abercrombie and Fitch) already apply sound
in a consequent and active manner at the Point of Sale, in order to emotionally charge their
brands [1] and to improve the atmosphere of the store. Steering and usage of these appli-
cations is currently limited to local systems.

The increasing availability of networks with great data volumes allows for new ap-
plications like “ambient-sensitive” installations. The Internet of Things constitutes the
prerequisite to collect data through sensors, which measure location specific parameters
like climate, temperature and sounds of the environment. These sensors are able to collect
information as BIGDATA through the Internet and analyze them. If needed the generated
data can be used for dynamic real time steering of atmospheric conditions in the room,
including acoustic elements for advisory, communication and retail spaces.

The implementation of these sensors demands, besides networks and data processing
know how, also a specific expertise regarding the acoustic layout of rooms and the princi-
ples of the impact of sounds on humans.

20.2 How DoWe Hear?

The ear is never asleep and is always ready to analyze offered contents and translate them
into immediate reactions. All acoustic events are on the one hand perceived through hear-
ing and but also the body. In this context our ear works as sensor. Mainly the dynamics of
air pressure in the low and high frequency areas are perceived. Evolutionary determined,
the ear has the greatest sensitivity for frequencies of human speech, as this is the most
dominant communication channel. But also the human body is able to feel acoustic events
with very low frequencies but high intensities as waves and vibrancies. Consequently we
can hear through sensoric and tactile perceptions.

20.3 HowDoWe Process Acoustic Events?

At first, collected information is neutrally forwarded to two different brain areas. The pro-
cess of differentiating happens through the absolute volume of the sound varying between
the perception threshold and the pain threshold, and the dynamic of the sound (the differ-
ence in volume between the experienced sound relative the loudness of the environment).

The brain stem, responsible for essential life functions and instincts, evaluates acoustic
impressions immediately according to the sound dynamics (difference in sound volume).
This (archaic) component is responsible for the direct, not reflected, unanalyzed reaction
and leads to the release of hormones like noradrenalin and endorphin. The process happens
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instantly and can’t be humanly influenced. In a way, our body is powerless regarding the
reaction on acoustic events. We can’t quit the hormonal reaction or deliberately influence
it. Our brain gets information about acoustic events through the limbic system. It recog-
nizes, analyses and processes the structure, as well as the content of the acoustic signal.

Recognition effects, associations and impressions emerge, which lead to differing emo-
tional states. This process only takes a couple of milliseconds and after the successful
analyses and resulting findings a “controlled” reaction of our organism happens.

The consequences of these two differing processes can be displayed through the fol-
lowing examples of the drippy water-tap at night and the burst of a balloon:

Regarding their perception, both acoustic events have something in common: an im-
mediate, impulsive and intensive change in the loudness of the environment. This leads,
despite the completely different volume of the sound, to an uncontrollable startling condi-
tion due to the spontaneous initiated release of hormones as archaic relict of our brain. In
this case a warning parameter for the immediate escape (escape, protection) . . .

The reaction to steady and uniform acoustic events with only slight changes does occur
in a completely different manner. The human hearing sense reacts in this case with slow,
diminishing sensitivity. This process resembles a protection function of our body through
a gradually familiarization to avoid damages of our hearing sense.

Sound events with language contents are again processed differently. Even in cases of
foreign or unclear language fragments the brain tries to convert and establish a sense full
context, without a deliberate order. Compared to “looking away”, “not listening” is almost
impossible. Trying to ignore sounds demands high concentration efforts. Therefor, irrele-
vant information in the surrounding of communication spaces (office, retail, advisory) is
experienced as highly annoying and disturbing.

Nevertheless, unpleasant sound and speaking can be covered by nice, monotonous
acoustic events. Through these “Markers” not only discretion, but also an improvement
of the atmosphere of the room can be achieved.

From these findings, the basic rules for acoustic design of rooms with good conditions
for communication – and selling-processes – can be derived.

20.4 Room Acoustics

Insufficient acoustic conditions in advisory – and sales situations in the surrounding of
valuable products and services are experienced as huge annoyance, from the personnel
and customers. Research of Dr. Meis, Hörzentrum Oldenburg and Dr. Schlittmeier [2, 3]
from the year 2010, shows a correlation of the experienced disturbance intensity through
different sources and inappropriate acoustics conditions of the room.

A pleasant acoustic surrounding does not imply, that the optimal value for background
noises should be zero. This accounts analogous for the conditions of light, temperature
and humidity. For communication, retails and advisory spaces the following qualitative
room conditions should be pursued:
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� Assurances of adjusted room acoustics to room size, geometry, division and furnishing
with acoustic appropriate materials of the room limiting space

� Assurance of sufficient discretion between the specific relevant areas
� Avoidance of the “waiting room” effect

20.5 Acoustic Irradiation

The application of background acoustics is an established practice for the further improve-
ment of the atmosphere of the room. Usually, target group specific music is played in the
entire space. Although this might be an effective practice for a young target group in case
of a minimum quality level, for the segment of high value services, products and advisory
situations it is controversially discussed and can be counterproductive.

The ability of association, often leads to an immediate connection of the played music
program to a certain experience in life, which can result in an entirely different emotional
evaluations of the customers. While one might start to dance to the played music and is
enthusiastic to buy a product, another associates the same music with a very sad event and
leaves the store. Neither represents a good foundation for a concentrated and intensive
advisory conversation with the employees of the store.

Therefore, the usage of recognizable music titles and artists needs to be seen with
great cautions. An alternative measure, to positively influence the acoustical quality of
rooms has already been established in the 1950’s: “functional music”. Adjusted to the hour
of the day, suitable rhythms are used, which in spectral inconspicuous, unrecognizable
compositions establish a homogenous sound landscape. This is a measure, which is still
applied in many department stores and office buildings.

Still, many suppliers and users unfortunately work with the easiest technologies and
low quality contents, which lead to a generally negative evaluation of acoustic measures
and actions by employees and customers [4]. “Departmentstore radio” and “elevator mu-
sic” are the generally known synonyms, which describe a bad atmospheric quality.

Today, due to the available products for room- and electroacoustic and the knowledge
about the applicability and relevance, acoustic applications of high quality are possible.
They increasingly become an important element in the creation of high quality rooms for
information and retail.

20.6 What DoWeWant to Hear, What Are We Supposed to Hear?

Besides the usage of state of the art technologies, new approaches regarding the sound
content have been established in order to create acoustically active rooms.

For leading companies “Sound Design” is an essential tool of brand communication.
Sound is increasingly becoming an element of multi sensoric brand communication. The
creation of content has become a crucial component in the process improving the atmo-



20 The Last Step Remains Analogue. . . 189

spheric quality of brand rooms not only through the profane play of music, but also to
integrate further functions in the played contents, which lead to an improvement of the
room atmosphere, acoustic discretion and help to convey brand values [1, 5]. Influencing
and guiding the customer journey is one of the added values, which a high quality sound
installation can provide.

Since many years, audio designer and composer create sounds together for different
applications and investigate the reactions of these measures on their customers. The com-
posed contents can be played through loudspeaker technologies, which can be integrated
in the room almost invisibly.

Today, highly efficient loudspeaker technologies can be integrated into walls and ceil-
ing to work optically and acoustically inconspicuously. Sounds can be distributed broad
and evenly or highly focused. Therefor, even in very small rooms, different acoustic infor-
mation can be played at the same time without disturbing each other.

The Internet of Things allows for new possibilities for the distribution and control of
acoustic contents for sales- and advisory rooms. The connection of IT and Content-Distri-
bution enables the application of “ambience sensitive” room creation through the coupling
of local sensors and BIGDATA information for the dynamic adjustment of contents in real
time.

The following case studies describe, from an acoustical point of view, three different
solution approaches. For different rooms sizes and customer needs, holistic solutions have
been realized and reached the following results:

� Improvement of the atmosphere of the room through customized room acoustics and
usage of active background sounds

� Creation of situation specific incentives through passive media consumption or inter-
active influencing of available digital contents

� Active support of marketing initiatives through the dynamic adjustment of room con-
ditions

Case 1 (Medium Sized Room with Interactive Sound Irradiation)
Location: The customer information center of an internationally operating specialty chem-
icals producer in Frankfurt-Hoechst (Fig. 20.1). In 2013, the first application of an inter-
active installation of this kind was realized. The usage scenario of 30m2 demanded the
implementation of the following functions: Up to 4 single person or a small groups should
be able to interactively use and consume digital contents, which are available through
a touch wall, while images, graphs and videos are played simultaneously with correspond-
ing sound. Further they should not disturb each other.

The necessary sound installation was invisibly integrated in the room context, which is
also responsible for the room’s acoustic conditioning. Through the combination of an ap-
propriate room condition, integration of suitable acoustic products and an actively steered
controlling technique, the desired scenario has been realized: the simultaneous interactive
usage of digital contents in a small room without reciprocal disturbance.
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Fig. 20.1 Frankfurt Hoechst, Consumer Information Center

Case 2: Personal Media Solution
Due to the availability of mobile communication devices and digital services, the sup-
ply of personalized, individual media contents in public spaces is possible at any time.
Nevertheless, the “acoustically added value” of digital information demands the usage of
earplugs, to consume personal contents discreetly without the disturbance of others. This
application unfortunately leads to an acoustic isolation of the consumer. The response or
perception of other acoustic signals is almost impossible. The demand for personalized in-
formation and discrete communication without personal isolation can be satisfied through
the following solution:

A piece of furniture, which has the ability to play visual and acoustic contents dis-
cretely and focused. Via permanently installed or BYOD devices (tablet or smartphone)
the visual content is offered and an integrated “acoustic shower” is responsible for the

Fig. 20.2 Application of
sound showers in a museum –
www.soundbuoy.com

http://www.soundbuoy.com
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acoustic component (Fig. 20.2). The connection of the consumer to the environment re-
mains. Brand messages or information can be communicated individually and focused
without disturbing the surrounding environment.

20.7 A Future Scenario

The retail space of a telecommunication products producer is located in premium positions
of city centers. Next to services, also products are sold. The store is equipped with multi
functional elements on walls and on the ceiling. These elements are invisible for the eye
and stocked with several technologies: sensors, which record room data like lightness,
temperature, noise of the environment and number of person in the store, and send this
data to a data analytics service provider through an intelligent router.

Acoustics and sound technology, but also ambient light, are equally integrated into the
room elements and get their steering orders through the same router. Next to the local
sensoric data, central or local influences like weather, temperature and time are also taken
in consideration as further parameters and used to steer the ambient situation of the retail
space dynamically and almost in real time.

The customer enters the room and is greeted with a specific “sound logo” of the com-
pany. This sound logo is only hearable in the entrance space and does not represent
a disturbance for other people in the room. The room is divided in one or more func-
tion spaces, which are supported by a steady play of the brands sound landscape (brand
sound). These brand sounds are differentiated for the different zones of the room though
content and volume.

Sound landscapes are developed and composed by sound designers for the communi-
cation of brand values and aim to induce associations by the employees and customers,
which correspond to the targets of the brand communication as well as the acoustic brand
recognition. In connection with comfortable sound, adjusted room acoustics allow for
a high quality atmosphere and can increase the length of stay of the customer.

Additionally integrated language covering contents lead to an improvement of the dis-
cretion in the advisory – and sales situation between employee and client and further
allows for more intensive conversations. Product displays inform and entertain clients with
targeted contents regarding the product features through focused sound techniques (sound
shower/audio focus) in the immediate surrounding of the product, without acoustically
disturbing other areas.

Through local steering systems this scenario can be adjusted automatically, according
to the current surrounding environment. Simultaneously, the corporate headquarter also
has the ability to control the contents in the store or in specific parts of it. Changes of the
local or central environmental situation are used for a change in the room entertainment.

Example: A change in the weather condition around the store. It begins to rain.
The ambience system technique in the store will adjust several of the functions in the

room to this change of the outdoor environment. From content with “sunshine offers and
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events” a change to “rain weather appropriate” sound landscapes happens. The ambi-
ent music changes from the “Sunshine” Playlist to “Rainy Days”. Through this dynamic
change, employees and customer experience a harmonic adjustment of the atmosphere of
the store to the outside environment. The quality of the room enables a fast concentra-
tion on the products, immediately when entering the store. While exiting the store, the
impression of the room remains in the customer head for a longer time and the length of
remembering the company and its products increases. Long-term relationship building of
the company with its customer is facilitated.

The possibility of automated application diversity has emerged, which reaches the room
through digital networks but the consumers’ senses in an analogues way.

20.8 Conclusion

The last step remains analogue. Despite the acceleration of digital networks in many areas
of our daily lives, the human senses still remain analogues recipients and constitute an
essential component in companies’ customer approach. The thorough creation of room
acoustics and the usage of appropriate stimuli display a further channel for the communi-
cation with customers. The achieved improvement and the ambience of the room allow for
a sustainable, improved sales results and supports a positive attitude towards the brand.
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21Marketplace-Driven, Game-Changing IT Games
to Address Complex, Costly
Community Problems

J. Antão B. Moura, Marcelo A. de Barros, and Ruan P. Oliveira

Abstract
This chapter illustrates how digital marketplaces may be allied to gamified IT ap-
plications/systems to support solutions for complex, costly community challenges in
a sustainable manner. A generic modular architectural design for these marketplace-
based games is proposed and instantiated to public health and water management
problem scenarios so that the resulting games support expected solutions. Preliminary
validation studies of the games’ usefulness as a solution-support and business-promo-
tion tool have been carried out for the cases of a game to combat disease-carrying
mosquitoes and of a water conservation game. These games have then been applied to
real-case scenarios pilot tests. The chapter reports on validation results and the contri-
bution the embedded marketplaces may bring to these games and their sustainability.

21.1 Introduction

Government attempts to solve complex, costly community problems usually have a greater
chance of success with the engagement of the population. For instance, one cannot reason-
ably expect to reduce water pollution without a properly educated and vigilant population
about rubbish disposal. Engaging the population to contribute to the solution to such prob-
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lems is often difficult because one may not envisage incentives (to overcome the inertia)
to change behavior. As a result, governments end up investing resources without achiev-
ing desired changes in problematic scenarios. For instance, despite mounting billionaire
government spendings to fight Aedes aegypti – the mosquito that transmits zika, chikun-
gunya, dengue and yellow fever – it has proven difficult to control worldwide. In fact, it
has spread to many countries, putting millions of persons at risk of being infected, includ-
ing pregnant women whose babies may have micro encephalitis and other defects [1]. As
another illustration, despite worldwide efforts to clean the environment, half of the world’s
hospital beds are filled with people suffering from a water-related disease [2]. Turning af-
fliction into opportunity for (economic) gain by businesses and by the population may
provide important incentives to change the game in these cases.

Digital games (or even gamified software applications or information systems – IS)
embed incentives to attract and maintain the interest of players [3]; games are also pop-
ular education vehicles [4]. Gamification is thus an important strategy for training and
solving problems, but so far, it has mainly been applied to situations where players are not
very numerous – as in a company or in experiments to elicit user experiences with web
resources offered by a company [5] –, for the size of the public presents challenges of its
own. Economically incentivized games for large crowds to help solve complex and costly
problems are rare. Digital marketplaces may offer the means for such incentivizing. The
bibliography however, is modest in what concerns the integration of digital marketplaces
into games to support and enhance (economic) incentives to help solve costly, chronic
problems that afflict an entire population.

This chapter discusses the use of marketplace-driven games to engage large crowds in
solving, in a game-changing way, complex, costly community problems. Here, one such
game is called match for short. A match is a gamified app or information system (IS) or
a game proper that is part of the solution for or serves as decision support in a given com-
munity problem. It offers both intrinsic and extrinsic incentives [5] to attract and maintain
players from the crowd – i. e., a match is a crowdsourced game. Other gamified IS that
seek to resolve community complaints – e. g., SeeClickFix [6] and TrashOut [7] that allow
users to report and notify authorities about annoying problems such as a cracked sidewalk
or a burnt street lamp and to denounce illegal dumps, respectively – do exist but seem to
lack the economic incentives typical of a marketplace which are integrated into a match.

The integration of a marketplace allows for short term economic rewards thus favoring
sustainability, cost-effective deployment and running of a match by its “owner” (e. g.,
government), and for lucrative usage by its players and sponsors. (Humanity tends to
solve problems when there is economic compensation for doing so.)

After briefly reviewing related work, this chapter proposes an architectural design for
matches in general and presents results of preliminary validation studies of their useful-
ness as a solution-support and business-promotion tool for the cases of an Aedes aegypti-
fighting and a water conservation gamified mobile app and IS in real-case scenarios.
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21.2 RelatedWork

A crowdsourcing system “enlists a crowd of humans to help solve a problem defined by
the system owners” [6]. A match is a gamified crowdsourcing IT system that attracts hu-
man resources to act as amateur agents in the solution of a community problem – e. g.,
prevention of child obesity, mosquito-borne diseases or water waste (the last two being
case studies here). As such, the present chapter adds a new class of crowdsourcing sys-
tem research from a human resources management perspective to the classification in the
comprehensive review [7]: that of marketplace-incentivized human resources working in
alternate reality (virtual/internet and physical/real world) for the good of a population
at large (as opposed to a specific organization). Also, considering the references in [7]
that report on combinations of CS and marketplace, matches appear to innovate with the
proposition that the combination serve the common good (as opposed to pure corporate
financial profits). Further, matches in the case studies, namely AedesBusters (AB) and
AquaGuardians (AG), can easily accommodate changes through their modular structure
and may thus, be used to experiment with two critical aspects of (digital) marketplace in-
tegration into crowdsourced gamified apps/IS/games: incentive design and trust modeling.

Incentive design is one of the most studied topics in economics in recent years [8]. Of
particular interest is determining uncontaminated cause-effect relationships between an
employee’s impact on firm objectives and his/her attributed individual rewards in a corpo-
rate setting. Studies on eliciting such relationships in a large population (crowdsourcing)
setting, such as that of a match, are less frequent. Some recent, notable exceptions are
the work: in [3] that considers internet gaming with the main purpose of studying addic-
tion rather than economics; in [9] that models and simulates incentive policies to maintain
member presence in a community network; [5] that focus on idea sharing for crowd-
sourced innovation rather than on public problem solving through gamified apps/games;
and in [10] for human and hybrid human-machine computing. Both AB and AG offer the
possibility to experiment with intrinsic, extrinsic, tangible, intangible incentive trade-off
and timing to (dynamically) set attributes of a digital marketplace in a gaming strategy of
a solution for a given public problem. Experiments may be used to complement arguments
and models in [11] where distinct behavioral scenarios are considered.

Trust modeling is used in a match to reduce fraud (claiming rewards for bogus ac-
complishments). Some of the already mentioned work treats trust in passing (e. g [11]);
others do it more extensively from a crowdsourcing perspective [12–14]: trust in an actor
is modelled as a top level weighed sum [13] or a probabilistic function [14] of confi-
dence and reputation variables. Little is said on lower level details that lead to values for
these weights or variables or probability distributions which are determined by simula-
tion. Again, AB and AG may serve to validate simulators and to experiment with trust
assessment in crowds engaged in solutions for mosquito-borne diseases and to water con-
servation problems respectively. (Proposed IT solutions for these problems, as in [15] and;
[16], are mostly informative or educational Web sites with no business drive. The gaming
features aligned to marketplace facilities in AB and AG make them more proactive.)
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21.3 Match SystemProposal

Particulars of a match depend on problem specifics and on the objectives of its solution –
e. g., sustainability, preventive actions. These details are to be elicited as requirements
from the match owners – sanitary or health authorities for the case of AedesBusters (AB),
for instance. Matches however, present common characteristics that may be represented
in a generic architecture – e. g., most population-wide problems are facilitated by georef-
erenced notifications of incidents (e. g., a water leakage). We first present a generic match
architecture and then, instantiate it to AB and AquaGuardians (AG) cases.

21.3.1 Methodology

The proposed generic match architecture was extracted from generalizations of the AB,
AG specifications/implementations which were produced using an agile methodology [17]
with project clients being potential players and professional agents associated with envi-
ronment/epidemiology agencies (VA/VE) and the National Agency for Water (ANA) in
Brazil, respectively. These agents defined success indicators for match results and partic-
ipated in every step of the methodology to validate and steer the development of both AB
and AG.

The methodology covers eight main steps: 1) Field research to understand the problem
owners’ business processes (BPs); 2) Semi-structured interviews with owners’ agents to
identify bottlenecks in BPs; 3) Interviews with users of incident notification channels that
feed BPs; 4) Success indicators identification; 5) Architecture definition and validation by
owners and players; 6) Prototype implementation to define roadmap of features and func-
tionalities; 7) Test and validation of modules in match first deployable version (V1); and,
8) Generalization of requirements and characteristics for the generic match architecture.

Steps 5 to 7 are of an iterative nature, where critical decisions are made by owners,
sponsors and players. Rigorously, step 7 output would feed back into step 1 input, for
new cycles of adjustments in the match itself, in owners’ BPs and additional validation
studies – which may even impact the result of step 8. The R&D efforts reported in the
present chapter are recent, having gone through the first cycle of the methodology for
initial versions of AB and AG only.

21.3.2 Generic Match Architecture

A match is a set of IT tools to intermediate interactions between a crowd and owners’
agents towards implementing a solution to a community problem. The architecture of
a match consists of 3 major components (Fig. 21.1): a Web Georeferenced Information
System (GIS), a Gamified Mobile App and a Marketplace.
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The Web GIS main modules support decisions by owners’ agents, validating (by as-
sessing trust) and storing (in the database) information related to the success indicators
and results of players’ actions, including missions they execute by assignment and under
supervision of agents or their proxies (e. g., teachers, community leaders, trusted players)
and granting rewards. The types of information, results, rewards and missions depend on
the logic of the target problem-solution (in fighting the Aedes aegypti mosquito, players
notify georeferenced mosquito hatcheries and closed properties; missions could include
learning about the mosquito lifecycle or “opening up” a property for inspection). Validated
results lead to rewards according to the adopted incentive policy in the form of market-
place goods and services or reputation enhancement of players amongst their peers. The
Web component also handles management reports on the success indicators and other met-
rics of interest. For efficiency and according to problem-solution logic, groups of players
are led by agents who in turn, are led by supervisors. For instance, some players in a lo-
cation may be organized to serve as volunteer field-agents for a given agent who gives
them missions and validates results in loco or using the communication facilities. One
professional in the owners’ organization(s) serves as system administrator to oversee all
operations, security and players’ related information such as account activities, logs of
achievements and marketplace activities. Like communications, other features permeate
both Web and mobile components – e. g., trust assessment may be done by accredited
players.

Players normally come from the crowd and notify incidents (as per the problem-solu-
tion logic) and mission results according to the gameplay (with built-in incentives) using
the multimedia object georeferenced upload facilities in their map interface. (Internet may
be bypassed with georeferenced data from the online map provided whenever possible.)

The modular architecture in Fig. 21.1 allows for replacement of a given module insides
without affecting thematch overall functional operation, given the module’s interface (i. e.,
input and output) are maintained. For instance, incentive weights may be configurable (for
the sake of experiments, say); trust assessment may be done automatically by an imple-
mented algorithm or manually by an agent. Match execution performance may change in
these cases, but not its functionality. The architecture also includes link-up with social
networks for match dissemination, player recruiting and even non-player access to the
match’s marketplace.

The marketplace is the pivotal, trans-component module of a match: it levels stake-
holders’ interests, provides for economic exchanges and for innovations in the problem
solution. For instance, a player with an Aedes aegypti biological trap may use AB’s mar-
ketplace as a natural first choice of sales channel. The marketplace modules of different
matches have common features and functionality since they share the common objective
of supporting the match stakeholders’ business goals. As such, the marketplace is likely
the main motivator for continuing player interest in the match and for its long-term sus-
tainability – through ads, merchandising, sales of (customized) products and services, and
sales commissions. Thus, amongst research questions (RQs) that pertain to the success in-
dicators of a specific match, a RQ of particular interest to be answered here is: “Is a match
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marketplace a significant business channel?” Respondents should include members of the
population at large, owners’ representatives and potential business partners.

21.4 Case Studies: AedesBusters and AquaGuardians

Initial versions for AB and AG were implemented based on the generic architecture in
Fig. 21.1 and with assistance from VA/VE and ANA agents, respectively. Part of any
screen in either match will be used for ads, e-commerce access or shortcuts to other mar-
ketplace functions/facilities for players to exchange points for goods, services or discounts
at partner virtual or brick stores or for a player-entrepreneur to place ads or create (offer-
ings in) a virtual store.

21.4.1 AedesBusters

Analysis of existing VA/VE notification channels and interviewed VA/VE agents in North-
eastern Brazil, elicited the success indicators in fighting Aedes aegypti: i) number of
notifications; ii) number of uninspected closed properties; iii) VA/VE response time to
action (from the notification instant); iv) level of integration and synchronization between
the VA and VE agencies; and v) resources allocated to fighting the mosquito. If AB is to
contribute to the fight against Aedes aegypti, one expects it to produce higher numbers for
indicators i), iv) and v) and lower values for the others, when compared to existing noti-
fication channels (or equivalently, AB is used more often to notify mosquito infestations,
fewer properties are left “closed” due to accomplishment of “property opening missions”
and authorities become more efficient in their operations).

The mobile app (Fig. 21.2) has a map with icons for georeferenced actions by the
player (notify mosquito hatcheries; destroy hatchery; report zika, chikungunya or dengue
patients, make an appointment to open a property). On the middle screen, the player may
examine her/his conquest history, ranking, points and rewards. The screen on the right
shows a game level change and accumulated points. The bottom of this screen brings a link
to an AB’s partner business. Access to the marketplace is possible from any page through
a specific hot button. V1 of AB’s mobile component was implemented for Android, with
Google maps native GPS.

V1 for AB’s Web component was implemented as a Restful Web Service using JAX-
RS. Further implementation details may be found in [17, 18]. According to granted per-
missions by the sys admin, VA/VE agents or high level players (who have made important
conquests which were endorsed by the associated supervisor and can thus act as volun-
teer agents) use AB’s Web component basic screen map (Fig. 21.2) to: as “regular agents”
view data on notifications (location, time and player), mission results, etc.; as “super-
visor”, to edit such data (e. g. validate an uploaded object), invite or endorse volunteer
agents, attribute missions; or, as “sys admin”, manage the database, the problem-solution
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Fig. 21.2 Some screens for AedesBusters

logic (e. g., changing incentives), produce reports for decision support and manage the
marketplace.

21.4.2 AquaGuardians

Interviews with ANA professionals, expert university professors, local water management
agents, educators and business people conducted in the first semester of 2016 in the state
of Paraíba, Brazil, led to the following success indicators for AG: a) student awareness
of water conservation and b) number of community actions towards saving, preservation
and monitoring of water. Indicator a) is to be evaluated by the (increase) of photographic,
artistic, theatrical, reading, writing, video and other works by students on the general
theme of water. AG V1 Web GIS was implemented using MySQL; the mobile App used
Unity (Fig. 21.3).

Fig. 21.3 Some screens for AquaGuardians
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AG screens bear close functional similarity to AB’s and details may be found in [19].
Children and teenagers play AG by doing georeferenced missions for caring for available
water resources and producing (and uploading proof of) their works; local school teachers
play by creating, coaching and assessing these missions in the virtual and real worlds; wa-
ter agents play to validate the other players’ actions and by making strategic decisions for
water management. Any business person or consumers – not only players – may participate
by offering or buying products and services in the marketplace. Differently from AB, AG
offers a physical gameboard (possibly sold separately) for playing with the mobile app.

21.5 Validation Studies

Preliminary validation studies were carried out to check whether V1 for AB and AG would
impact the success indicators favorably and whether the associated marketplace would be
attractive to the match stakeholders as a business channel – i. e., to answer the Research
Question (RQ) at the end of Sect. 21.3. Please note that, since fully validated feedbacks
in the iterative methodology (Sect. 21.3.1) may take months, years even to be completed
(i. e., to ensure claims that solutions are sound and encompassing), one may only argue
for face validity [18] for now.

21.5.1 AedesBusters

AB V1 interface and functionality were first evaluated by 24 VA/VE staff who unani-
mously found the match features “likely to improve success indicators i) to iv)”. A field
trial was conducted in the week of July 13–17, 2015 in a suburb of the city of Campina
Grande, Brazil, whose Quick Mapping for Aedes aegypti Infestation Index (“LIRAa” in
Portuguese) had reached 11.5% then (Brazilian health authorities consider LIRAa < 1%
to be satisfactory; between 1 and 3.9%, state of alert; and � 4% to be in “risk of surge”).
Thirty volunteers (students, housewives, teachers, police and sales people) participated in
the field trial, 53.33–46.66% male-female, 20–36 years old; all trained in AB gameplay;
10 VA/VE agents acted as supervisors, validating notifications for intangible incentives
only. During the week, AB increased notifications by 520% (compared to previous week
averages) and reduced VA/VE average response time (from notification to decision to act)
from 15 h to 5min (supervisors monitored notifications on the map and sent messages
with action missions to players acting as field agents). At the end, all 30 volunteer play-
ers and 10 staff were interviewed, in addition to 150 residents in the trial suburb. Ninety
percent of players and residents agreed they would recommend that friends and relatives
play AB; 90% of the agents said “AB would much facilitate combating the mosquito and
integrating actions between the environment and epidemiology agencies”. These results
establish “face validity” for AB as a useful tool for checking the spread of Aedes aegypti.
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21.5.2 AquaGuardians

In July 2016, thirty-three users – 20 students, 6 teachers and 7 water agents 54.54–45.46%
male-female, 16 to 41 years old; all trained in AG gameplay mechanics – were questioned
about their level of motivation to play AG V1: 26.1% responded they felt very motivated
by the match’s features; 65.2% felt motivated; and, just 8.7% felt neutral. When asked
about the utility of AG features to support educational tasks (“missions”), 41.2% answered
they were “very useful”; 44.1% said “useful”; and, 14.7% remained neutral. Water agents,
when asked whether AG would increase success indicator b) in their city, responded: very
much, 43.5%; yes, 47.8%; and, only 8.7% remained neutral. These favorable percentages
establish AG face validity for its features concerning success indicators a) and b).

21.5.3 Marketplace

Since marketplace features are common to AB and AG, answers to the RQ in subsection
21.3.2 for bothmatches are discussed together in this subsection. All 33 AG users in 21.5.1
graded the importance of the marketplace for the match attractiveness in a five-point scale
from 1 (not important at all) to 5 (very important): the agents’ grades averaged 4.74; the
teachers’, 4.80; and, the students’, 4.91.

As for AB, 26 UFCG students played AB as volunteers in early 2016. They had no
tangible intrinsic incentives – e. g., no marketplace features: they just played to “do
good”. When asked whether the AB match would motivate their engagement as “vol-
unteer agents” only 24% said yes (62% were in doubt and 14% answered “no”). The
introduction of a marketplace however, would make 92% answer “yes”, thus providing
for an affirmative answer to the RQ and implying face validity of a marketplace match to
fight Aedes aegypti. Further evidence of the interest by entrepreneurs and business leaders
on AB was collected through a survey in the city of Iguatú, Ceará state, Brazil, in late
2015. Eleven interviewees from the education, radio, franchise, furniture and appliance
retail, office supplies, cosmetics, photography, party and event promotion, male fashion
and beverage industries, unanimously said they would use AB’s marketplace to advertise
and to offer discounts to outstanding players, paying commission on sales. Since Iguatú
had LIRAa < 1% then, the surveyed subjects’ position may be projected more favor-
ably to cities where LIRAa > 1%, adding credence on the validity of AB’s marketplace
significance for business and consequently, interest on matches.

21.6 Conclusion

This chapter discussed an IT system whose intersection to digital marketplaces supports
educational and operational efforts to address complex, costly community challenges in
a cost-effective manner for governments, in a lucrative way for users, and with sustain-
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ability for the system itself. The system incorporates concepts and facilities from alternate
reality games, crowdsourcing, incentive engineering, georeferenced information systems,
trust systems, computer-based education, mobile computing, knowledge management,
marketplaces and entrepreneurship. The proposed system is seen as a marketplace-driven,
game-changing game, or match for short. A generic match modular architecture was pro-
posed, implemented and applied to two real problem cases for preliminary validation
experiments in the public health and water conservation areas.

This chapter offered preliminary evidence that (digital) marketplaces contribute to at-
tract and retain players to matches. As such, the chapter contributed to the on-going
discussion on the role and impact of IT and digital marketplaces to the economy and well-
being of society in general. Work in this theme is just beginning, however. Applications
of matches to other areas and more extensive validation may yield more encompassing,
statistically significant evidence.
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Abstract
The notion of disruptive technologies has become in recent years a prominent concept
in industrial dynamics and strategy. Yet, we still know too little about the frequency,
intensity and modalities of this crucial phenomenon, let alone about the implications
for strategy and policy making. There are indeed various meanings and interpretations
of this concept, in the literature and in practice, but they often lack generality and
in most instances theories rely on a quite narrow set of specific cases of particular
firms, products and industries. This paper will not review the details of this debate.
Rather, somemore basic issues are discussed about the intensity and forms of disruptive
innovation and the strategies and reactions of incumbents to the threats presented by
new technologies. The paper presents and discusses the various meanings and forms
of this concept as well as the conflicting evidence coming from different sources and
methodologies in order to clarify its relevance and the differentiated ways in which it
appears (or it doesn’t appear), thus providing very preliminary and basic indications for
analysis and action. The paper concludes that in the aggregate and over time what we
observe is a puzzling co-existence and turbulence and stability in industrial dynamics,
which appears to be driven by the complex interplay of differentiated processes of
market selection and – above all – learning within firms. The specific characteristics
of the relevant technologies, markets and firms are fundamental determinants of the
patterns of competition and industrial change and they have to be considered carefully
in the development of theories, strategies and policies.
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22.1 Introduction: From Creative Destruction to Disruptive
Innovation

The idea of disruptive innovation has at the same time a very long and a very short history.
Yet, we still know too little about the frequency, intensity and modalities of this crucial
phenomenon, let alone about the implications for strategy and policy making. There are
indeed various meanings and interpretations of this concept, in the literature and in prac-
tice, but they often lack generality and in most instances theories rely on a quite narrow
set of specific cases of particular firms, products and industries. This paper will not review
the details of this debate. Rather, some more basic issues are discussed about the intensity
and forms of disruptive innovation and the strategies and reactions of incumbents to the
threats presented by new technologies. Thus, this paper aims at locating the concept of
disruptive innovation into a broader context in order to clarify its relevance and the differ-
entiated ways in which it appears (or it doesn’t appear), thus providing very preliminary
and basic indications for analysis and action.

The long part of the story can be traced back to the Classical economists. The notion
that markets and market leadership are constantly changing through the appearance and
introduction of new technologies and more generally innovations was forcefully advanced
by Marx, who wrote almost poetic pages describing the hectic and irresistible pace of
capitalism driven by continuous technological change: “All that is solid melts into the air”
[1].

Yet, the idea that innovation was the hallmark of economic competition and growth
was only systematically introduced in 1911 by Josef A. Schumpeter [2]. He advanced
the concept that new firms – the heroic entrepreneur – would continuously threaten and
then substitute old incumbents by introducing new processes, new products, new mar-
kets and new “combinations of factors”. Yet, 30 years later he partly changed his mind.
In “Capitalism, Socialism and Democracy” [3], while still maintaining that “the process
of creative destruction is the essential fact about capitalism”, (p. 83), he also suggested
that entrepreneurial innovation was being replaced by the routinized activity of R&D labs
within large corporations enjoying long lasting monopoly power: in his view, these devel-
opments were doomed to bring capitalism to an end.

The shorter part of the story begins in the last three decades of the XX century, when
economists began to study innovation in earnest, realizing that technological progress was
the single most important source of growth. The advent of the information and communi-
cation technologies (ICT) revolution and the emergence of the Silicon Valley prompted an
enormous amount of empirical and theoretical research on innovation and entrepreneur-
ship, which became important autonomous fields in economics and management. In the
eyes of the larger public, innovation became the “new industrial religion” (as the title
of an issue of “The Economist” declared in 1999) and the new mantra for strategy and
organization studies in business schools as well as in public policies.

This body of studies produced invaluable knowledge into the sources, patterns and
consequences of innovation. Of course, it is impossible to review these findings here (For
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a recent survey, see [4]). However, a few main broad results can be emphasized here at the
very beginning to set the stage for the following discussion.

First, there is little question that technological innovation is the single major engine of
economic growth and of industrial change. Major episodes of industrial transformation,
with dramatic reshuffling of dominant positions, are typically associated to the appearance
of new technologies. The introduction of new technologies brings about the emergence of
new products, processes, markets, firms, organizational forms and business models, etc.
Some of these technological innovations are so pervasive and revolutionary – sometimes
called General Purpose Technologies or Techno-Economic Paradigms – to produce struc-
tural transformations in the economy, in the institutions and in the society at large: steam
power, electricity, information technologies, etc. [5, 6].

Second, the development and diffusion of new technologies takes time and requires
a multitude of incremental and cumulative innovations. But these processes are not
smooth: turbulence and ultimately disruption occurs by impulses, which are typically
industry-specific [7].

Third, however, that there is no such thing as “technological innovation”, but diverse
and variegated forms of innovation in different industries according to the specific nature
and characteristics of the relevant technologies and markets.

Thus, it should come as no surprise that many representations of the innovative pro-
cess have been proposed, sometimes complementary to and sometimes conflicting with
each other. Against this background, the concept of disruptive innovation was introduced
by Clayton Christensen in 1995 [8] and received quickly an enormous popularity. This
idea adds significant nuances and try at the same time to generalize older insights about
“creative destruction”. A widely used and workable definition can be found in Wikipedia:
an innovation that creates a new market and value network and eventually disrupts an
existing market and value/support network, displacing established market leaders and al-
liances. This definition highlights the main substantial features of the concept. First, the
adjective “disruptive” is applied to innovations rather than to technologies, because few
technologies are intrinsically disruptive (or sustaining); rather, the disruptive character of
the innovation is linked to the business model that the new technology enables. Second,
emphasis is attributed to the disruption of the value/support network of a company or an
industry, that is to say to the set of relationships with customers and suppliers, rather than
to the ability of extant market leaders to absorb and master the new required technologi-
cal capabilities. Thus, “. . . , disruptive innovations were technologically straightforward,
consisting of off-the-shelf components put together in a product architecture that was of-
ten simpler than prior approaches. They offered less of what customers in established
markets wanted and so could rarely be initially employed there. They offered a different
package of attributes valued only in emerging markets remote from, and unimportant to,
the mainstream.” (Christensen 1997, p. 15). In particular, disruption is more likely to oc-
cur starting from market niches where customers do not need the full performance valued
by customers at the high end of the market and/or in new markets previously unserved by
the products supplied by existing incumbents Hence, third, disruptive innovations tend to



208 L. Orsenigo

be introduced by outsiders and entrepreneurs, because market leaders downplay the po-
tential threat of these innovations, considering them less profitable than current products
and absorbing resources from the current businesses.

Unsurprisingly, the notion of disruptive innovation triggered controversies and debates.
Some criticism claims that there is nothing inherently new in the concept or that it is only
a refinement or a particular case of broader processes of creative destruction. Others have
pointed that the evidence on which the theory is based is actually made out of a few,
debatable case studies (For reviews, see [9] and [10–13]).

In what follows, this article will not review the details of this debate. Rather, some more
basic issues are discussed about the intensity and forms of and the strategies and reactions
of incumbents to the threats presented by new technologies. Different explanations are
available but they often lack generality and in most instances theories rely on a quite
narrow set of specific cases of particular firms, products and industries.

In effect, our knowledge of how creative destruction/disruptive innovation1 occurs is
still limited: it is possible to cite many examples of disruption, where industry leaders
were actually swiped away by new competitors (Kodak in digital photography, Nokia for
a while in cellular phones, etc.) as well as many cases where industry leaders were able
to maintain or even increase their dominance (Fuji in digital photography, big pharma
companies vs. new biotechnology firms, etc.). Sweeping generalizations are hard to make
in this context, much depending on the industry as well as on the specific characteristics
of individual firms. To be sure, the destruction of dominant positions – especially by new
entrants – is a much less frequent and in any case a much more nuanced phenomenon than
is often assumed.

Indeed, some very basic questions remain open and difficult to resolve, due both to lim-
itations in the data and sometimes in less than robust conceptual clarity about the specific
phenomena that are analyzed.

For example:

(i) How frequent and how strong is actually “creative destruction”, and how long does
it take? How often do we observe dramatic changes in industry leadership? Is dis-
ruption a continuous, systematic process? Or is it a punctuation over the history of
any one industry or product?

(ii) Where does creative destruction come from and where does it occur? Are always (or
most of the time) new firms that introduce disruptive innovations?

(iii) How does disruption occur? Through direct competition and head-on attack on the
products of industry leaders or indirectly, via the introduction of products, processes
or business models in different market segments that progressively weaken dominant
positions?

1 In this article, the terms “creative destruction” and “disruptive innovation”will be used – somewhat
in an undisciplined way – almost interchangeably.
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(iv) When and how industry leaders able to maintain their leadership despite the appear-
ance of potentially disruptive innovations?

22.2 The Aggregate Background

To begin with, it might be useful to recall a few important and robust aggregate results that
have been emerging from empirical studies made possible from the growing availability of
data at the firm level for sufficiently long periods of time. These results help in providing
a broader perspective to the analysis of creative destruction/disruptive innovation (see [14]
for a survey).

First, relatively high rates of entry of new firms are seen in virtually all industries,
even those marked by high capital intensity and other apparent barriers to entry. Further,
and contrary to what standard economic textbooks would suggest, rates of entry do not
appear to be particularly sensitive to the average rate of profit in an industry. And in
most industries there is considerable exit as well as entry. Indeed, exit and entry rates
tend to be strongly correlated. Both entry and exit tend to be significantly higher in new
industries, and to decline somewhat as the industry matures. However, even relatively
mature industries often are marked by continuing entry and exit.

Second, the vast majority of entrants are small firms, and most of them exit the indus-
try within a few years: 20–40% of entrants die in the first two years and only 40–50%
survive beyond the seventh year in a given cohort. Survivors grow faster but more errat-
ically than incumbents and they reach average levels of productivity only gradually and
slowly over time (around a decade). Only a few outliers in an entry cohort are able to
attain superior performances, but, especially in the presence of significant technological
and market discontinuities, they sometimes displace the incumbents and become the new
industry leaders. Even in relatively mature industries one often observes persistent turbu-
lence and churning in the profile of industrial evolution, due not only to continuous entry
and exit flows but also to changes in the incumbents’ market shares.

Third, even in mature industries there tends to be persistent heterogeneity among firms
regarding any available measure of firms’ traits and performance: size, age, productivity,
profitability, innovativeness, etc. (For an overview, see [15]). The distributions of these
variables tend to be highly asymmetric, and often display fat tails in their rates of change.
What is even more interesting though, is that heterogeneity is persistent: more efficient
firms at time t have a high probability to be highly efficient also at time t+T, and the
same applies for size, profitability, and (more controversially) innovation. The degree of
persistence tends to decline the longer the time span considered. However, this tendency
is weak and thus heterogeneity decays slowly and it is still present in the limit.

Fourth, positive relationships are typically found among these variables: more efficient
firms tend to be also more innovative and profitable and to gain market shares as time goes
by. The magnitude of these relationships, however, is extremely variable across samples
and across industries. Thus, most studies find only weak or no relationship at all between
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productivity and profitability on the one hand, and growth on the other. Firms’ expansion
appears to be independent from size, possibly with smaller companies exhibiting higher
but more variable growth rates. And in general, firms’ growth remains very hard to ex-
plain. While some studies describe it as driven by small, idiosyncratic, and independently
distributed shocks – and therefore as essentially erratic – others find highly complex un-
derlying structures. If anything, the evidence would seem to suggest that firms grow and
decline by relatively lumpy jumps which cannot be accounted by the accumulation of
small, “atom-less”, independent shocks. Rather “big” episodes of expansion and contrac-
tion are relatively frequent. (For an overview, see [14].)

Sixth, further important results are offered by studies which decompose aggregate
(sectoral or economy-wide) productivity growth, separating (i) idiosyncratic changes in
firm/plant productivity levels – the so called within component – that broadly captures
improvements occurring within incumbent firms; (ii) changes in average productivity due
to reallocation of output or employment shares across firms – the between component –
that imperfectly measures the impact of market selection in shifting resources to the more
efficient firms; and (iii) the contribution thereof due to entry into and exit from the market.
Summarizing heroically, most studies do indeed find further evidence of a steady process
of creative destruction involving significant rates of input and output reallocation even
within 4-digit industries. Again these studies confirm that the process is accompanied by
a good deal of “churning” with relatively high flows of entry and exit. However, the most
interesting finding is that the largest contribution to productivity growth comes by far from
the within component, that is to say from the learning processes of existing firms. The role
of the between component – market selection – is much smaller and in some cases it has
even a negative sign. Last, as already mentioned above, the contribution of net entry is
highly variable, possibly with exit rather than entry showing a larger impact.

These findings suggest that heterogeneous processes of learning and selection drive
industry dynamics, generating a puzzling coexistence of remarkable stability and drastic
change. Moreover, continuous change and turbulence and permanent differences among
firms coexist with the emergence of remarkably stable structures at higher levels of aggre-
gation. However, the strength, speed and directions of these processes vary significantly
across sectors and countries.

22.3 Sectoral Patterns of Innovation and Industrial Dynamics

Indeed, while some of these aggregate properties of the processes of industrial evolu-
tion are common to most industries, still fundamental differences appear across sectors.
Thus, for example, [16] found that while innovative firms are likely to be rather small in
industrial machinery, big companies prevail in chemicals, metal working, aerospace and
electrical equipment, and many “science-based” sectors (such as electronics and phar-
maceuticals) tend to display a bimodal distribution with high rates of innovativeness
associated to small and very large firms.
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Analyses have increasingly emphasized the relevance of various factors that impact the
patterns of innovation and industrial dynamics. To begin with, it is now acknowledged
that technology often develops according to its own internal logic, following trajectories
that are only partially responsive to market signals [17]. Moreover, there is no such thing
as “technology in general” but rather an array of different technologies, with different
properties and characteristics, yielding different patterns of technological advance [18].
Technologies differ in terms of opportunities for innovation, and in terms of the degree of
appropriability of its benefits. Including measures of these variables in the analysis (either
statistical or qualitative) almost always improves results. Typically technological change
proceeds cumulatively: creative accumulation rather than creative destruction is the norm
in many industries and over relatively long periods of time. Yet, in some technologies
and industries – pharmaceuticals being a clear example – it is harder to use cumulated
knowledge to develop new products and processes. This difference has implications for
the evolution of industry structure. In some industries, largely public or semi-public or-
ganizations produce much of the relevant knowledge base on which innovation depends,
which is in principle available to everybody who has the requisite scientific and techno-
logical absorptive capabilities. In other cases, technological advances do not rely much on
publicly available knowledge, but on private and firm-specific know-how and expertise.
Clearly, innovation can arise in and impact on very different industry structures.

The well-known taxonomy byKeith Pavitt [18] was a first and still invaluable attempt at
mapping ‘industry types’ and industry dynamics. Pavitt taxonomy comprises four groups
of sectors, namely:

(i) ‘supplier dominated’, sectors whose innovative opportunities mostly come through
the acquisition of new pieces of machinery and new intermediate inputs (textile,
clothing, metal products belong to this category);

(ii) ‘specialized suppliers’, including producers of industrial machinery and equipment;
(iii) ‘scale intensive’ sectors, wherein the sheer scale of production influence the ability to

exploit innovative opportunities partly endogenously generated and partly stemming
from science based inputs;

(iv) ‘science based’ industries, whose innovative opportunities co-evolve, especially in
the early stage of their life with advances in pure and applied sciences (microelec-
tronics, informatics, drugs and bioengineering are good examples).

Other, rather complementary, taxonomic exercises have focused primarily on some
characteristics of the innovation process, distinguishing between a ‘Schumpeter Mark I’
and a ‘Schumpeter Mark II’ regime, dramatizing the difference between the views of in-
novative activities from Schumpeter (1911) and Schumpeter (1942): see [19–21].

As mentioned previously, Schumpeter himself distinguished two (extreme) patterns of
innovation. In the first one, as theorized in The Theory of Economic Development (1911)
and often labeled as Schumpeter Mark I [22], innovation is created by the bold efforts
of new entrepreneurs, who are able and lucky enough to displace incumbents, only to be
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challenged themselves by imitative entrants. At the other extreme, as described in Cap-
italism, Socialism and Democracy (1942) and often referred to as Schumpeter Mark II,
the main sources of innovation are instead large corporations, which accumulate diffi-
cult-to-imitate knowledge in specific domains, and are therefore able to gain long-lasting
and self-reproducing technological advantages (and economic leadership). Following this
intuition, the notion has been developed that innovation and market structure evolve ac-
cording to different technological regimes [23]. distinguished between science-based vs.
cumulative regimes [24]. Further developed this concept by modeling the different evo-
lution of industries under an “entrepreneurial” as opposed to a “routinized” regime [25]
and [20]. provided further empirical evidence concerning the relationships between the
properties of technologies, the patterns of innovation, and market structure.

More specifically, a technological regime may be defined by the combination of some
fundamental properties of the relevant technology, namely the degree of opportunities
for innovating; the degree of appropriability, i. e. the ease and the instruments by which
innovators are able to appropriate the economic benefits stemming from innovation; the
degree of cumulativeness of innovation, i. e. the extent to which innovators today enjoy
cognitive and/or economic advantages vis-a-vis competitors that make it more likely to
innovate again the future.

Thus, the Mark I regime is characterized by high opportunities, low appropriability
conditions and low cumulativeness: innovations are therefore carried out to a good extent
by innovative entrants who continuously challenge incumbents. Market structure is highly
unstable, with leadership changing frequently. Examples might be biotechnology, me-
chanical engineering, furniture, etc.. Conversely, at the other extreme, under the Mark II
regime innovative activities are much more cumulative and imitation is difficult. Innova-
tion is therefore undertaken to a greater extent by a few incumbents which turn out to be
‘serial innovators’: chemical engineering, semiconductors, aerospace, etc..

The structure of the demand side of the market – the demand regime – plays also
an important role in shaping the patterns of industrial dynamics. In particular, when the
aggregate market is actually composed by a large number of (actual and potential) almost
independent niches, it is more difficult for any one firm to build a dominant and persistent
leadership in the aggregate market: pharmaceuticals is a classic example (see [21]).

Different technological regimes are also supported by distinct institutions governing
public research and training and, at the market end, the interactions among producers.
Such institutions, together with the corporate actors involved contribute to define distinct
sectoral systems of innovation and production: see [26] and [27].

22.4 Innovation, Dominance and the Reasons for Disruption
at the Firm Level

The aggregate and sectoral evidence provides precious insights into the broad patterns of
creative destruction/disruption. Innovation, industrial change and turbulence are system-
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atic features of industrial dynamics. The timing and the specific features of these processes
vary substantially over time and across technologies and industries. Creative destruction
and disruptive innovations are more likely to occur – but not exclusively – in Schumpeter
Mark I sectors or in the early stages of the life cycle of a new industry. Yet, evidence
shows at the same time aspects of remarkable stability, with incremental, path-dependent
innovation and persistence of firms’ traits and performances.

At the level of individual firms the picture remains however much less clear, to say the
least.

This observation should not be surprising. It is intuitive and should be almost common
sense (although not always recognized in standard economic textbooks and literature) that
firms simply differ widely from each other. The empirical evidence cited previously con-
firm that heterogeneity in firms’ characteristics, behavior and performances is strikingly
high. There are obviously good reasons for this observations. Indeed, a large stream of
literature in management (more than in economics) has emphasized that firms are to be
conceived as bundles of idiosyncratic resources and capabilities, which are built over time,
are highly contextual and difficult to change quickly. In this view, the competitive advan-
tages of any one company derive precisely from the specific combination of resources
that are uniquely controlled by the firm and even more importantly for the competences
and capabilities that have been acquired over time through processes of technological and
organizational learning. Such learning processes are typically cumulative and path-depen-
dent: what a firm is and does now is the outcome of its past history and such history
heavily constrains what it will possible to do in the future. Moreover, facing an uncertain
future, companies place different bets on the perceived opportunities and threats: diver-
sity is therefore a systematic aspect of economic life, even in extremely narrowly defined
business lines [28, 29].

Thus, individual firm would typically react differently to the threats coming from
new technologies and innovations. Indeed, coming back to the broad questions raised in
Sect. 22.1, it is not clear at all that incumbents are always doomed to fail when confronted
with disruptive innovation, nor that new firms are always the winners. Even more difficult
it is to identify robust regularities about the strategies which lead to success or failure.

An immense literature – mainly based on case studies – provides however a few im-
portant suggestions.

First, disruption in almost by definition hard to predict and it is to a large extent an ex-
post phenomenon. When new technologies appear, uncertainty is the name of the game
and firms – both incumbents and new entrants – experiment with different visions and
approaches. As mentioned previously, most of them will fail and turn out as dead ends.
Prediction is almost impossible, unless perhaps is too late, and often nothing more than an
educated guess.

Second, disruption does not always come from new firms, but also from existing or-
ganizations diversifying into new business lines and products: IBM from punching cards
to mainframe computers is only a prominent example among many others. Similarly, dis-
ruption seldom occurs through head-on, direct confrontation with extant products and
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industry leaders. Much more often, it happens through the development of initially small
and unprofitable market niches at the flanks of the main product. An iconic example is
personal computers (PC), which created a new mass market for computers whereas pre-
viously expensive mainframe computers were sold only to large organizations. Another
example is given by mini-mills vs. integrated steel mills. Mini-mills used scrap to make
cheap, low quality steel of it and the integrated steel companies were not interested at all
in this low margin business. However, slowly but steadily, the quality of the mini-mills
steel improved and gained systematically new market segments.

The attack to dominant positions comes from multiple directions and potential com-
petitors, who encircle and put under siege the current leader, often for prolonged periods
of time. In this respect, the popular representation of disruption as a cruel frontal battle
could be better understood – if it ever happens – as the final episode of a longer war, in
which it is not clear who the enemy is – a heterogeneous and constantly changing army of
autonomous tribes – and where the battlefield is actually located and how it looks like.

But when and why dominant positions are severely challenged or even destroyed?
There are entirely rational reasons why an incumbent may decide not to invest in in-

novation threatening to displace them or to delay such investment (e. g. cannibalization of
current products), but the managerial literature does not seem to attribute a fundamental
role to them. When clear incentives motivations are absent, the literature remains under-
developed [30].

A first natural candidate for explanation is that new technologies may turn out to be
“competence destroying” [31]: that is to say, they overturn and render obsolete existing
competencies, skills and know-how (e. g. transistors and vacuum tubes, quartz and me-
chanical watches, etc.). In this respect, the very factors that made a firm dominant – the
core capabilities – may become “core rigidities” in a new, different technological environ-
ment [32].

In more recent interpretations, however, the main cause of “competence destruction”
is not the inability to master the new technology as such, but rather the difficulty estab-
lished firms encounter in responding to shifts in the market place [33], the challenges that
innovation poses to their value and support network [34] and in the larger institutional and
social regime [35]: again, the PC was directed to groups of customers (individuals) which
had never been the focus of mainframe producers.

It has to be stressed that competence destruction in this wider interpretation does not
simply or mainly depends on mistakes in decision making at the most senior levels. Cer-
tainly, senior teams are likely to be captured by their largest, most profitable customers,
making it difficult to allocate resources to initiatives that serve new customers at (ini-
tially) lower margins. But such emphasis might be too simplistic or potentially misleading.
Recent studies suggest that organizational competences, in the sense of the embedded
organizational routines of established companies, may be much more central to estab-
lished firm failure in the face of disruptive innovation than is generally acknowledged
[36]. Organizational capabilities are almost inherently inertial as they based on and ex-
pressed by routines which have been learned and developed over time. They are robust
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and provide stability to the organization and become deeply embedded cognitive models,
shared systems of understanding and of incentives that reinforce, and are in turn rein-
forced by, the local experience of the firm [37]. Thus, they are path-dependent and rigid.
Exploring a new, possibly disruptive, market thus requires major and difficult changes in
patterns of behavior and search that may look unprofitable in the face of deep uncertainty
or, even more so, may be not even conceived given the current organizational architec-
ture.

A further important interpretation recently provided by [30], suggests that incumbents
failure reflect diseconomies of scope rooted in assets that are necessarily shared across
both businesses. Specifically, they show that both Microsoft and IBM were initially very
successful in creating free standing business units that could compete with entrants on
their own terms, but that as the new businesses grew, the need to share key firm level assets
imposed significant costs on both businesses and created severe organizational conflict. In
IBM and Microsoft’s case this conflict eventually led to control over the new business
being given to the old and that in both cases effectively crippled the new business.

22.5 Survival and Persistent Leadership

Defeat of the incumbent and victory for the attacker, however, is not the only or even more
frequent outcome. In many occasions, dominant firms retreat and diversify into related but
different lucrative business. Once again IBM provides an example: it succeeded in enter-
ing the new market for personal computers, obtaining a good, but not dominant position.
When profit margins fell into that segment, IBM left the PC market and transformed it-
self into an immensely successful organization selling services and consultancy. In this
respect, it remains also to clarify what exactly is destroyed, when disruption occurs: firms,
products, business models?

In many other instances, current leaders are able to win, let alone survive. So, what are
the capabilities and strategies that allow for maintaining persistent leadership in markets
undergoing technological change and potential disruption?

First, it has been long recognized that technological change as such needs not to be
destructive for market leaders. In these cases, technological change is defined as “com-
petence enhancing”, meaning that the new technology strengthens rather than weaken
the core competences and capabilities of incumbents. The ability of (some) companies to
innovate cumulatively and systematically is actually a fundamental source of sustained
leadership. But, more than this, in many instances, major – and not simply incremental –
innovations, new products and markets have been created by established firms: chemicals,
pharmaceuticals, oil, important segments of the “information technology” industry.

Second, incumbents are able to defend their leadership by relying on their big pockets,
by imposing their standards, by forging alliances with new firms and maintaining the con-
trol of crucial complementary assets, i. e. the upstream and downstream assets necessary
to successfully commercialize an invention, like marketing, sales forces, experience and
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influence with regulatory issues [38]: pharmaceuticals and biotechnology are a textbook
example.

More generally, some basic concepts have been proposed as essential strategic and
organizational components for sustained leadership in environments characterized by con-
tinuous and sometimes disruptive technological change.

Absorptive capacities, i. e. a firm’s “ability to recognize the value of new informa-
tion, assimilate it, and apply it to commercial ends” is the first on the list [39] and [40].
Absorptive capacities are strongly cumulative, as they are built on previous knowledge
and continuous research and development (R&D) investment aiming not only at discov-
ering and developing innovations but, even more importantly to create the competences
needed to perceive potential threats and opportunities, to effectively absorb the new rele-
vant knowledge and to put it into use within the organization.

More generally, the notion of dynamic capabilities [38] provides an important frame-
work for devising sustaining strategies. Dynamic capabilities are defined as “the firm’s
ability to integrate, build, and reconfigure internal and external competences to address
rapidly changing environments.” They are actually composed by a combination of multi-
ple capabilities: “the capacity (1) to sense and shape opportunities and threats, (2) to seize
opportunities, and (3) to maintain competitiveness through enhancing, combining, protect-
ing, and, when necessary, reconfiguring the business enterprise’s intangible and tangible
assets.” The dynamic capabilities theory provides an important intellectual structure for
businesspeople to start thinking systematically about why companies succeed—or fail. It
is not a recipe, however: it must be made operational case by case considering the specific
attributes of the company, of the technology and of the competitive context.

22.6 Conclusion andWays Forward

Clearly, much more research – both at the empirical and at the theoretical level – is needed
in order to grasp some better understanding of the pace and properties of creative destruc-
tion and of disruptive innovation. Better and deeper knowledge of these phenomena must
be gained by looking at the same time at different but complementary levels: the broad
aggregate properties of the patterns of industrial dynamics, the diversity across sectors,
the specificities of individual firms.

Here, only a couple of remarks may be proposed in the view of suggesting avenues
of future research. First, almost all of the available research relates to threats to existing
products/business models of a company. Much less is known about the behavior and per-
formance of industry leaders when the threat is not directly to their core product(s), but
to the business models and products of its customers and suppliers, thereby forcing up-
stream and downstream incumbents to adapt to those changes. Examples might be the oil
industry facing the advent of electric cars or insurance companies having to devise new
strategies, products and organizational changes in the light of the diffusion of autonomous
driving, robotics or next generation genomics. Analysis of industrial change in interde-
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pendent industries is notoriously difficult: it implies the study of complex dynamics and
co-evolutionary processes that may entail a variety of direct and indirect feedbacks as well
as unintended consequences. Some work in this direction has been developed but a lot re-
mains to be done [41]. Yet, this is a crucial source of challenges for both incumbents and
potential competitors.

A second important area of research concerns the role of regulation and standards in
the processes of creative destruction and innovative competition. They clearly play a major
role in shaping the evolution of the industries and the fate of the companies involved. The
case of the Internet is an excellent example and recent studies show how important and
complex are the processes that lead to the development of those rules, standards and laws
[42]. Here again, much remains to be understood.
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Jan Zadak

The Global world is transforming at an unprecedented speed offering unique opportu-
nities to new market players yet representing sometimes unique challenges to established
companies. Whilst many aspects of a typical company operations have been digitized over
the past decades, we are currently experiencing true Digital disruption in every industry.

Fundamentally New Business Models on the one hand and Digital Transformation of
the established business architectures on the other are offering both newcomers as well as
established firms a unique possibility to challenge the status quo and impose disruptive
market movements.

Over the past decades, the IT industry has often played an enablement role: ranging
from ERP systems, transactional CRM system, supply-chain systems, manufacturing exe-
cution systems, data archiving and records management systems, etc. IT has mostly been
positioned as the “to have” cost item on the company strategy charts and investment pri-
orities.

Yet the Global Digital World has changed the competitive landscape once and for-
ever. Achieving business agility and market reach, creating brand awareness and product
preference, driving ongoing compliance and market leadership through differentiated ca-
pabilities and unique customer experience is mostly impossible without IT taking on
a central role within the company strategy, unleashing hidden internal company resources
and assets while opening potential new external market opportunities.

Yet the central questions for most of the established players are “How do I approach
my company Digital Transformation?”, “Where do I start?”, and “How do I fund it?”.

Many leaders have found inspiration in the value disciplines strategy framework orig-
inally developed by Michael Treacy and Fred Wiersema well outlined in their book “The
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Discipline of Market Leaders”1 [1] and centered around three value disciplines: opera-
tional excellence, product leadership, and customer intimacy.

In his very inspirational book “Digital Disciplines”2. Joe Weinman introduces four
Digital Disciplines: information excellence, solution leadership, collective intimacy, and
accelerated innovation [2].

“Playing To Win”3, [3] is one of the best business books ever published on this sub-
ject providing pragmatic and practical playbook on how to makes strategic choices and
implement winning strategy in practice.

The author firmly believes that Business strategy and Business architecture should and
must be the starting points when building Digital strategy. Answering questions about
“How will the company differentiate and compete in the marketplace? How will it win?
How will it create value?” are at the core of the matter. Those answers help articulate
essential points of view of “What is core” and “What is non-core” in terms of company
portfolio, go-to-market strategy, company value proposition and innovation as well as
company core assets and investment focus areas.

Underlying company Business processes then reflect the above strategy and the way
company intends to execute and define its Management system.

Digital architectures offer a myriad of opportunities to leveraging external marketplace
for sourcing, delivery and executing those business processes, tasks and activities that are
non-core to company value creation, value proposition and business architecture. As an
example Software as a Service (SaaS) offerings, Business Process as a Service (BPaaS)
capabilities, etc. offer consumption based models to deploy target business architecture,
at highly competitive cost. Their effective and efficient integration with the retain orga-
nization and the delivery operating model are one of the major cornerstones to drive true
Business Outcomes from Digital transformation.

Over the past 20 years, Global corporations have been deploying global shared ser-
vices architectures mostly aimed at reducing costs. Different maturity models have been
applied to achieve synergies and drive evolution of the global shared services models. The
underlying benefit comes from the fact that those models in general forced corporations to
think hard about their organization efficiency, effectiveness and value creation. The time
is ripe to take full benefit from Digital Transformation in the broadest sense. Whilst global
shared services organizations have been mostly focused on the efficiency to be gained in
the back-end part of the company, digital transformation can be deployed across the en-
tire value-creation chain. Creating Digital transformation maturity model helps drive the
right discussion yet it is important that Business Outcomes “lenses” are extensively used
to prioritize and sequence the digital transformation programs.

Strategy – technology – people – processes underpinned by a major management of
change. This is a typical framework for digital transformation.

Starting with the business model and strategy angle, the business model innovation an-
chored on digital technologies has firmly established itself as a major market disruptor.
More than $77 trillion global economy offers vast playing field – essentially unlimited op-
portunities exit to replace and disrupt existing market players by serving existing customer
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needs through new digitally-enabled means. This includes many well-known examples
from the travel & transportation industry (Uber) and hospitality industries (Airbnb). Re-
tail digital disruption is firing on all cylinders as well. Several major established industry
conglomerates are either entering the digital arena through their own “4.0” products and
capabilities (e. g. GE, Bosch IoT Cloud) or are transforming their internal digital capabil-
ities.

On the technology side Hybrid cloud, IaaS, PaaS, BPaaS, master-data management,
security and risk management, business outcome service SLA’s, big data and information
management, DevOps, automation, robotics, IoT are some equally typical cornerstones
of Digital Transformations. These can define whether a corporation will prosper in the
new Digital world or whether it is going to disappear from the list of meaningful industry
players.

The People aspect of the digital transformation is in the authors’ experience vastly
underestimated, vastly underleveraged and in many transformations grossly neglected. It
is essential to map out the talent, skills, experience and capabilities needed to succeed in
the transformation as well as to land the new business model.

Let’s go back to one of the central questions for any company Digital Transformation
“How do I fund it?”. Most of the established corporations rely on highly customized op-
erations. This highly customized business architecture is often underpinned by expensive,
monolithic applications enabling the company to execute on the exiting business model yet
imposing high costs, low flexibility and a lack of agility. Any change in company direction
aiming at increasing market relevance and competiveness is cumbersome, expensive with
poor time-to-results.

Most companies can unlock short-term and mid-term value by improving the IT de-
livery model on their global infrastructure through appropriate deployment of the hybrid
cloud in direct combination with IT operations automation. This approach can free-up
capital and execution bandwidth to start deploying agile development method or directly
DevOps methodology to exponentially increase company IT agility, responsiveness and
ability to build digital assets. When well executed both steps also typically yield better
operational stability and IT services availability.

Mid- and long-term funding opportunities exist in unlocking value from non-core yet
highly customized parts of the operations. This is the more complex Digital Transfor-
mation part yet the one offering typically sustainable roadmap to creating meaningful
business outcomes. Whilst IT can help connect the dots, creating customer and share-
holder value, market leadership and sustainable competitive differentiation won’t happen
without the top company leaders leading along the way.

This part of the Digital transformation is highly complex and offers multiple differ-
ent approaches. Segmenting such transformation into smaller transformational programs
offers a way to de-risk the transformation and also to prioritize the execution of the indi-
vidual transformation modules based on business outcomes (= value) vs. risk assessment.
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It is important to note that any such transformation is making the traditional perimeter-
based security approach obsolete. New cyber-defense strategy and deployment is needed
to assure appropriate security and safeguarding of the company assets.

Innovation is the more intriguing and often highly unpredictable aspect of the Digital
Transformation. Creating meaningful business outcomes through digital (business model)
innovation often requires a whole new set of topics to be addressed: where do you focus
your innovation, how do you enable it, how do you encourage it, how do you take benefit
of it? Establishing Innovation labs and Digital Innovation centers of excellence is key
to enabling the employees to focus on innovation, stimulating fast prototyping and fast
learning accelerating the idea-to-concept-to-solution cycles and ultimately maximizing
the company business outcomes in the shortest timeframe.

In summary, the global world is going through one of its largest transformations ever
fueled by Digital technologies. Global economy is being fundamentally reshaped. New
and established players are taking advantage of the new digital business models, digital
innovations and underpinning technologies. Established players do not need to be neces-
sarily on the losers’ side. They can benefit from their established brands, scale and market
credibility yet need to embark on an end-to-end digital transformation of their business
models, management systems, IT and operations to remain relevant. Meaningful business
outcomes can be derived from such transformation if well planned and executed with total
endorsement of the company leadership.
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24Software Industrialisation –
How to Industrialise KnowledgeWork?

Josef Adersberger and Johannes Siedersleben

Abstract
Industrial production has been paramount for survival on competitive markets. But
what does this mean for software development? Will occidental programmers be sup-
planted by computers churning out software? Or by hordes of low paid programmers in
India as clothing manufacturers have been by sewers in Bangladesh? Industrialisation
is usually measured in terms of production capacity (how much can you produce per
day?) and production price (at what unit costs?). This raises two questions: (1) What
is a suitable unit of software quantity? And (2) how do you calculate the unit price?
The answer to (1) should depend on the value a piece of software really affords the
user, which leads to the notion of a feature with measurable benefit. A rash answer to
(2) would be “required time multiplied by labour costs” but this neglects quality debts
caused by flaws such as unclean code, careless testing, lacking functions, breached ar-
chitecture, poor performance or insufficient data security. Software debts tend to go
unnoticed for a while but lead to a dead end in the long run: time and money is squan-
dered on imperative repairs while new features grow more and more expensive, with
the project being finally brought to a grinding halt. This article explains what software
industrialisation really means and how it is achieved. And, most importantly, it tells
how to keep quality debts close to zero.
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24.1 What is Software Industrialisation?

This paper is based on our experience with small to large scale industrial applications in
areas such as automotive and telecommunication. We believe our observations valid for
knowledge work in general, and by no means confined to any particular type of software
such as cloud applications or embedded systems. In every area there are specific tricks of
the trade, but any type software production is knowledge work performed by humans and
quite different from industrial production on assembly lines, with analogies being rare and
often misleading.

The world needs more software than it is able to produce. But programs can be written
all over the world, well-trained programmers in many countries are globally available. We
therefore should be able to

� Increase the software production capacity,
� Decrease the unit costs.

Industrialisation simply boils down to increasing capacity at decreasing unit costs. In-
dustrialisation is well defined for conventional manufacturing processes but not so for
knowledge work. This raises two questions:

1. What is a suitable unit of software quantity?
This should depend on the value a piece of software really affords the user. We there-
fore suggest measuring the quantity of software produced by the accumulated business
value of all implemented features.

2. What is the cost of a software unit?
A rash answer would be “required time multiplied by labour costs” but this formula
neglects quality debts caused by flaws such as unclean code, careless testing, lacking
functions, breached architecture, poor performance or insufficient data security. Soft-
ware debts tend to go unnoticed for a while but lead to a dead end in the long run:
time and money is squandered on imperative repairs while new features grow more
and more expensive, with the project being finally brought to a grinding halt. This un-
desirable state is sometimes called software bankruptcy. The difference between costs
of a software change in a normal state and those in a degenerated state is called quality
debts, aka technical debts (see Fig. 24.1).

Modifying degenerated software is expensive because in excess of the proper change
there is a lot of work to do:

� The spots affected are hard to find,
� The change itself is hard to design,
� Side effects are hard to predict and even harder to eliminate if they arise.
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Fig. 24.1 Quality Debts

This extra work gets more expensive as software degenerates. We therefore urge to
put all quality debts on the TCO bill. This paragraph can be summarised by two simple
equations:

a) Production capacity = accumulated business value of all implemented features divided
by required time.

b) Unit costs = required time × labour cost + quality debt

24.2 How Software Industrialisation Doesn’tWork: Offshore

We are talking about the well-known approach having software developed offshore, by
hordes of low paid programmers. The idea is simply to

1. Increase capacity by large teams and to
2. Decrease unit costs by low wages

This might have worked in special cases but cannot be considered a sound recipe in the
long run. There are at least two objections:

1. Team size can only be increased to a hard upper bound [1]. Tom DeMarco’s rule de-
fines it as the square root of the total project effort in man months [2]. Teams larger
than that are hard to manage and find their productivity decreased.

2. Unit labour costs tend to increase because good developers have always been rare,
regardless of global availability. The cheap price of average developers is more than
compensated by the quality debts they induce.
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24.3 How Software Industrialisation DoesWork:
Increase of Productivity and Quality

We are suggesting a different approach, suitable for highly industrialised countries like
Germany.

1. Increase productivity at constant team size, that is: reduce the time per unit of business
value generated, meaning simply to accelerate processes and to concentrate on the
most highly valued features. This increases productivity and decreases unit costs at the
same time.

2. Keep quality high and quality debts close to zero. Measure quality debts continuously
and eradicate them as they sprout. This again decreases unit costs and increases pro-
ductivity.

The following paragraphs explain by examples how to increase productivity and quality
simultaneously.

24.3.1 Productivity by Flow

Whoever has written a program, a book, or done handicrafts knows what flow is: a state
of concentration, dedication to a task, undisturbed by the outside, feeling the progress and
being imbued with ideas [3]. People are productive when in flow, so we would like them
to get there and to stay as long as possible.

Uninterrupted Working
It has been show that interruptions of only a few seconds can reduce concentration and
divert from flow for as long as 20min [4]. This is illustrated by the saw tooth effect:
productivity is increasing for a while and then plummeting on the next interruption. Get-
ting back into flow is a painful battle, soon frustrated by another interruption. Minimising
interruptions can be achieved by obvious means:

� Small offices tend to be quieter than open-plan ones. There are fewer phone calls, fewer
chats.

� Quiet hours are guarded time slots with no phone calls and no conversations allowed.
Even emails must wait.

� Rules for interruptions define accessibility. This can be a closed door, a signal light on
the desk or any other sign.

� Opportunities for retreat: particular offices or the home office as a quiet place to retire
to.

� Tools protecting against distraction: several tools (editors and others) provide a Dis-
traction Free Mode, inhibiting whatever could get you out of flow.



24 Software Industrialisation – How to Industrialise Knowledge Work? 231

Perfect Working Environment
It has not always been recognised that flow requires a perfect working environment. People
won’t get into flow unless they feel happy and are provided with the best tools available.
This means in particular:

� The offices should be friendly and welcoming, with plenty of light and space.
� User friendly tools on efficient hardware are a must. Programmers need two or three

large screens of the highest available quality.

24.3.2 Productivity by Automation

Tedious, repetitive tasks cut into the programmer’s flow as much as unwelcome inter-
ruptions. We therefore must automate the development process as much as possible, and
really, there is a lot one can do, after several errors and dead ends in the past such as model-
driven software development. The first thing to note is that there are two completely differ-
ent jobs: invention and production. It is invention that adds the value, and it is production
that makes it available to users of all kinds, from seasoned testers to unskilled end users.
Software developers continuously invent new solutions, casting requirements into code.
They therefore need freedom to invent and tools to pin down, try and fix their inventions.
Once the software is finished it is passed over to the Build Pipeline [5] which integrates
the artefacts of many developers into new software versions delivered to test, training or
production. It automatically processes software through stages such as unit test, quality-
check, integration, deployment and distribution.

24.3.3 Productivity by Low Vertical Integration

Minimizing vertical integration means just maximising reuse, and that in three regards:
reuse of software, of infrastructure and of knowledge.

Reuse whatever software has been programmed by others, what is available in reusable
form and useful to your project. Software development today involves much software
OEM (original equipment manufacturing) and comparatively little original programming.
A plethora of powerful and well-tried open source components are available at no royal-
ties. Evaluation and integration are not free, of course, but it would be foolish not to benefit
from this treasure. Samples on real, large scale projects have shown vertical integration
rates of only 1 to 7% (i. e. share of original code). But quality debts are ever looming large:
open source components must be thoroughly evaluated, scrutinized and integrated. Obvi-
ous criteria include licence issues, security, side effects, and hidden dependencies. GitHub
affords a simple, fool proof access to whatever open source products you can dream of.

Reusing infrastructure is achieved by getting it from professional providers through
simple plug-in mechanisms. The build pipeline, repositories and many more tools run like
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any other mission critical production software on a professionally managed infrastructure.
Processes are automated using tools like Jenkins for continuous integration and delivery.
Private servers running unmanaged under the desk and crashing at inappropriate times
are long gone. This is a beautiful example of self-reference: the rules applicable to the
development environment are identical to the ones the developed software is subjected to.

Reusing knowledge is achieved by visiting websites like Google Search, stackoverflow
and many others. The world’s knowledge is never more than few clicks away. Gone are
long shelves of unreadable and outdated manuals. But searching the internet is an art to
be taught: how to tell reliable information, which site is useful for what question?

24.3.4 Productivity by Focusing on Real Benefit

Software development has often been regarded as a process casting requirement into code:
requirements in, code out. But this simple model falls short of taking into account the
requirement’s real benefit. Questions to ask include obviously the following:

� What is the real benefit of a requirement? Can it be measured?
� What if it is dropped?
� Are there cheaper alternatives? There might be a completely different approach.
� Are there any tools around able to do the job?

The overall objective function of software development is the accumulated benefit of
all implemented features, not their sheer number. Focusing on the right features (doing the
right things) can increase productivity vastly more than just optimizing the development
process (doing things right).

24.3.5 Productivity by Quality

Software quality is holistic. The standard ISO/IEC 9126 defines a comprehensive set of
quality indicators but even lousy software sometimes complies with it. Software quality is
much more than working functions and few crashes. It includes properties such as

� Security, data protection, non-hackability
� Performance, reliability, resilience, scalability
� Maintainability, portability
� Usability, freedom from barriers

All of these properties must be continuously measured, recorded, analysed and pub-
lished by tools integrated into the build pipeline. This guarantees immediate detection of
quality debts and induces within the team the feeling of a crack unit as long as the debts
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Fig. 24.2 The Essence of
Quality Debts
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are close to zero. And if they are higher than expected, the management knows at least
where the problems are. Let us dwell on this point a bit longer.

Quality debts have the undesirable property to turn up late, when things have really
gone wrong. The problem is this (see Fig. 24.2): functions and defects are visible for
all users. But compliance to quality measures and the amount of quality debts is often
invisible and assessed if at all in selective reviews only.

We therefore suggest proceeding in three steps:

Step 1: Defining Measures
We identify measurable properties suitable as quality indicators, including static features
laying in the source code and dynamic ones measurable only when the software is running.
Fig. 24.3 shows samples of both types.

Step 2: Defining a Quality Contract
For each selected quality indicator we define lower and/or upper bounds, we define what
values are desirable, barely acceptable or to be refused to pass the build pipeline. The set

sisylanAcimanyDsisylanAcitatS
▪  Code anomalies

▪  Code metrics

▪  Code conventions

▪  Dependency structures

(e.g. cycles)

▪  Duplications

▪  Architecture violations

▪  …

▪  Runtime anomalies

▪  Runtime metrics

▪  Test coverage

▪  Time and resource behaviour

▪  Errors and exceptions

▪  User behaviour

▪  Possible attack vectors

▪  Accessibility problems

▪  …

Fig. 24.3 Static and Dynamic Analysis
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Fig. 24.4 Our Quality Contract

of these rules is called the quality contract, see Fig. 24.4. The example shown is the one
we are using daily.

Step 3: Visualising Deviations
Like any contract the quality contract must be supervised, deviations detected and reacted
upon. We are obviously not suggesting a pillory for the culprits, but software debts must
be made visible, analysed and repaired.

We use an information radiator (see Fig. 24.5) for this purpose. This is a large screen,
conspicuously placed in the coffee corner, showing the software quality or the lack thereof.

Fig. 24.5 An Information Radiator
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Reported quality puts everybody in a good mood, beginning decay can be thwarted early.
Gimmicks (or attractors) such as news or comics can increase the attention allocated to
the radiator.

24.4 Conclusion

Software development can be industrialised by improving productivity and quality at the
same time. We have presented some well-tried recipes, with offshore deliberately ex-
cluded, focusing on increasing each individual’s productivity, the degree of automation,
the reuse of software, infrastructure and knowledge. Implementing the right things in the
right order is often the most important clue to productivity. High quality increases produc-
tivity if suitably managed. It is hence one of the few free lunches in this world.

This is how software development will be fit for international competition, even in
a high-wage country like Germany.
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25FromDigital Retail to Real-Time Retail

Andreas Kranabitl and Robert Pikart

Abstract
The chapter is about how customer behavior in the digital world challenges retailers
to reinvent its current enterprise setup and IT approach and shift to a Digital Division
Enterprise.

While in the past, retailers tried to create customer categories out of statistical,
historical data, today we have to satisfy the customer’s here-and-now mentality with
dynamic information related exactly on the customer’s here-and-now perception.

That is why we have to connect the customer over different technologies, over
different touch points with digital data and digital knowledge. Touch points to reach
the customer are currently digital signage environments, ibeacons and the customer’s
smartphone.

The key point is a digital platform, acting as interface between the customer touch
points and the multiple frontend and backend systems, which are the owners of all data
and information. In fact, we need to know the customer needs and desires just in the
moment he is touching the touch point.
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25.1 The Digital Retail Tsunami – Retail 4.0

The retail business area is changing due to the fact that customers are more and more
using online, realtime applications to gather information on what’s interesting, helpful
and attractive. Consequently, the traditional way of how to inform and prepare customers
about buying opportunities gets less relevant. Customers are pulling information when
they want. Here and Now.

On the other hand, huge customer behavior related data-volume creates the opportu-
nity for retailers to learn and understand customer needs and desire on individual level.
Using these data leads/helps to generate holistic customer’s insights, predict customer’s
shopping activities and find out which model of online stimulation motivates and supports
the customer best. This means to establish a process, which is permanently monitoring
customer’s activities, analyzing reactions, creating stimulation and connect to retailer’s
strategies and business models – in real-time!

Future retail is not only online and mobile. It’s necessary and business relevant to con-
nect online/mobile with physical store shopping experience. This will be one of the key-
success-factors for the near future. Providing a seamless platform that takes perfect care of
its customers by having a tight and ongoing connection to retailer’s guidance and services
either through digital channels or directly at the retailer’s store.

We have to achieve customer insights by analyzing and assembling different data in real
time. This completely new approach, how to serve, guide, manage and attract customers
has a significant impact on the retailer’s strategies and priorities, overall on the internal
organization.

While in the past of retail sales was supported by marketing and IT was a technology
supporting department, internal positions and responsibilities are now changing. Sales
is moving to a more operational level while Marketing takes over the extensive com-
munication with customers. Marketing is strongly using the power of social media and
communication. With the support out of the growing market of social services and ana-
lytics providers, they are in the perfect position to drive, influence and lead the business
strategy. Because more and more activities of retail are becoming customer focused, mar-
keting is starting to act as the strategic dispatcher between business and customer. This
means, that most of customer related activities have to pass marketing processes and or-
ganization. Many of these activities are based on digital, online and mobile services.

This development, moving the strategic focus of retail on digital areas, changes the
role of IT organization inside the retail companies and this change moves IT in a strong
strategic position very close to the marketing division. This, too, leads to the fact that
the collaboration between Marketing and IT becomes much more important and relevant.
Both organizations are forced to establish appropriate processes, methodologies, teams
and processes to follow the new business requirements. A key success factor in this phase
is to align speed of reaction and speed of delivery to the expectations of this dynamic here-
and-now business approach.
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IT is now strongly challenged by the transformations that drive IT to a historical change
of directions and focus areas. This means significant adjustments for IT in the areas of
business-focus, application-portfolio, job-models, project- and delivery processes and IT
organization. This is RETAIL 4.0

25.2 The IT Challenge

The evolution of retail business over the last two years forces IT divisions to rethink their
mission and strategy to achieve a digital retail readiness. Why – because retailers can fol-
low the developments in the business described above only if they have a powerful IT
platform in place, which is able to deliver the right solutions for these business require-
ments.

The main challenge for IT divisions is to establish a digital strategy, a digital organiza-
tion and a digital architecture. A historic opportunity for IT divisions in this scenario is to
take over the leadership in digital retail innovation.

25.3 The Digital Division-How to

The entire development in the retail business, moving into a digital real-time retail era and
the fact that digital is a domain of IT divisions, shifts IT from a supporting to a strategic
business entity.

For a successful journey to the digital division it’s essential to focus on the entire future
digital ecosystem and develop along the following streams:

1. Explain the Digital Impact and Opportunities
2. Transform the IT Organization Digital Ready
3. Develop a Digital Innovation Network
4. Establish the Digital Platform
5. Take over the Digital Strategy
6. Become the Digital Division

25.3.1 Explain the Digital Impact and Opportunities

To achieve understanding of how digital will influence the retail business IT must be the
incubator for translating digital into the language of retailers and show, how and why
technology is the key success factor in the near future.

Examples from other business areas like automotive could help to understand the effect
of creating customer value by using technology and real-time customer focused business
models.
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Fig. 25.1 Development Areas

Already existing digital solutions as benchmarks and best practice must be shown to
support common understanding of what digital means on business level.

A specific digital readiness assessment is an effective exercise to show areas of
strengths and weaknesses and provides a starting point for strategic development. From
experience the outcome motivates the business to change mindset and strategic priorities.

IT divisions and CIO proactively must start initiatives in PRESENTING, STRATE-
GIZING, MEDIATING and DIRECTING.

To support a rethinking of traditional retail business a model must be introduced, where
the traditional, more inside oriented retail processes are detached from the future, outside
oriented. The future strategic business areas in retail are potentially Digital Customer Ex-
perience and New Analytical Processes by Business Intelligence.

Strategic areas for digital business development are shown in Fig. 25.1.

25.3.2 Transform the IT Organization Digital Ready

Until now, IT organizations followed more or less the PLAN – BUILD – RUN model,
which is the baseline for structure, processes, strategy and the mindset. For future chal-
lenges of IT, this model has to be extended and adjusted to the new strategic requirements,
priorities and opportunities.

To enable the IT division to drive digital inside the enterprise, a culture of entrepreneur-
ship, digital leadership and digital commitment has to be driven by the IT management.
Focal area is the people area where new job opportunities and personal requirements for
the digital environment must be shown and offered.

The organizational structure has to be extended by a strong architecture entity and
a strategic innovation team. Both new parts of the IT organization have to be connected
very close to the CIO to guarantee a strong strategic focus andmake them able to overcome
traditional conditions.
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Fig. 25.2 DO-ENABLE-THINK Model

The traditional RUN and BUILD areas have to be split each into a ERP and a DIGITAL
part to enforce digital ecosystems. Essential for a winning development is, to discover and
utilize the right people for the new assignments.

The model DO – ENABLE – THINK, as shown in Fig. 25.2, offers the right setting
to combine the traditional (ERP) and the new digital IT workforce and enable IT to drive
and support the entire business.

In the THINK area, the future of the business is the focal perspective. Plan and estab-
lish the right IT architecture is essential to support innovative projects. Having the right
architecture in place when needed is a prerequisite for short-time-to-market projects.

The digital innovation team is widely self-contained and must be driven in a disruptive
mindset and working methodology.

25.3.3 Develop a Digital Innovation Network

To drive the digital evolution inside the enterprise, IT can act as an incubator to motivate
and enable business to understand and execute digital opportunities.

Precisely because IT divisions are familiar with development, project execution and
experimental environment, IT can offer methodologies and experience to the business to
support, drive and lead digital innovation initiatives. An innovation team out of selected
open-minded people with the right spirit and ability to execute like a start-up is the key
success factor for this approach.

Sustainable senior management support, to connect this storming team with enterprise
strategy and resources enables the team to influence the business by showing realistic and
disruptive opportunities.

Beyond internal engagements, an open collaboration with business partners, who are
supporting common innovation projects, will open completely new opportunities by con-
necting knowledge and ideas from different business levels. A perfect teamwork between
retailers and technology driven companies can lead to outstanding business solutions,
which are only achievable out of this framework.
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25.3.4 Establish the Digital Platform

After the digital tsunami has reached retailer’s business, priorities are step by step chang-
ing and activities are started in the new strategic areas DIGITAL CUSTOMER EXPERI-
ENCE and NEW ANALYTICAL PROCESSES BY BUSINESS INTELLIGENCE. How-
ever, existing platforms representing the traditional ERP architecture cannot fulfill the
business expectations.

The challenge in this area is to setup a future-proof architecture for new solutions,
integrate the legacy environment and establish a strategy to plan and execute. Due to the
fact that the number of Applications (APPS) is growing fast and wild, the new architecture
must deliver a centralized, high-flexible, digital backbone of business-functionality which
acts as service-provider for all the business APPS. This digital backbone is connected to
the legacy application environment and this is the one and only way, how digital APPS
can access the ERP environment.

25.3.5 Take over the Digital Strategy

From experience, companies do not focus on the digital wave. They are either driven by
external influencers or they react on digital conditions step by step as they appear. The
IT division is in most cases effected first by digital requirements. Out of this situation,
IT is the more probable candidate to initiate the strategic preparation of the digital era on
enterprise level. After showing what digital means, a proper and high-level picture must
be provided together with a raw strategic orientation of activities to move from theory into
practice.

IT has to act very proactive in this role and should offer methodology and structure to
create a digital enterprise roadmap. In this scenario, a holistic picture considering also the
legacy stuff is important to guarantee the right strategic balance.

25.3.6 Become the Digital Division

Summarizing all the activities, IT is able to execute a movement from the business sup-
porting into a strategic enterprise entity. Main objectives of this new role is to be the first
reference for digital affairs inside the enterprise as well as for external partners.

This means a significant change for IT divisions because beyond digital competences
and strategies, IT has to improve the way to communicate and behavior that is more fo-
cused on business strategy and digital innovation driver.

From a retailer’s perspective, IT has to join the strategic circle of sales and marketing.
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25.4 Unleashed Real Time Retail

After the IT organization and the IT platforms are digital ready it’s time to deploy business
functionality and show the retail business how the future will work.

Reflecting the digital platform, a highly flexible, time-to-market focused infrastructure
has to be in place. This means technology like in-memory databases, cloud solutions and
new dimension of customer relationship management (CRM) environments.

Fig. 25.3 shows the combinations that will be described in the next paragraphs.

25.4.1 The Basic Steps

In our specific case, we extended our long-term architecture approach. In a first step, we
set up an in-memory infrastructure of a strategic software partner to have this in-memory
technology in place. Furthermore, be ready to use business solutions for real time retail,
which are consequently only available on this future oriented technology.

Next step is to implement a customer-experience-engine for a 360° customer experi-
ence service to fulfill a complete customer journey online, store and mobile. The platform
is highly connected to all business and customer relevant systems and is acting as business-
intelligence and customer-experience-provider.

Fig. 25.3 Real Time Customer Experience Platform
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Beyond the functional improvements, this architecture will possibly solve historical
lacks and issues in the existing architecture because it’s an opportunity to hide histori-
cal complexity for new requirements and systems and act as an accelerator to simplify
technology and provide speed and flexibility.

A powerful platform allows storing all relevant data along the customer journey and
a real-time communication with the customer whenever he touches our retail business.

25.4.2 Digital Customer Experience Solutions

Cool technology is of course the enabler for digital customer experience, furthermore
impressing digital touch points are ultimate success-factors to generate competitive ad-
vantages and benefits. These digital touch points must support and inspire the customers
and push them, to appreciate our services and our offerings. For all solutions in this area
it’s a must to think and design from the customer’s perspective and celebrate a strict out-
side-in-approach.

A very tight collaboration between sales, marketing and IT in a corresponding environ-
ment with innovative processes and methodologies is the baseline and a winning approach.

The following solutions should show prototypes for innovative retailers to support them
to understand the capabilities they could have in hand with a digital ready IT division and
real-time technology.

The examples are partly well known out of the online business but here the focus is the
physical store. It should demonstrate that also in physical environment digital steps are an
opportunity, possible and realistic.

25.4.3 Solution #1 – the Extended Brain

The extended brain is a customer experience solution where in the moment, when the
customer is touching a shopping-touch-point, a custom-made real-time shopping list is
provided.

The content of this shopping list is assembled out of the customer’s manual online
shopping list, shopping-proposals out of historical purchases and sequences matching the
customer’s current needs. Moreover, just-in-time promotions are aligned to the shopping-
proposals and predicted customer desires.

Technology: Via mobile app, beacon technology and the customer-experience-engine,
the customer is identified when he enters a store. In real-time, historical purchases are an-
alyzed to discover patterns in products and sequences and predict the articles the customer
needs at the moment. After merging the manual and the predicted shopping list, a promo-
tion engine aligns current offers and potential additional needs out of the information of
the shopping list. In the last step, the availability of the proposed articles in the specific
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store is checked and in case of not-in-stock substitutes can be proposed. The maximum of
value generation in shopping stimulation.

Assuming the proposal fits the customer’s expectations on high-level, a customer expe-
rience like the support of a living, personal shopping assistant, who is reading the customer
desires from his eyes, is in place.

25.4.4 Solution #2 – the Virtual Physical Store

Retailers and especially food retailers are facing two developments in the market. First,
more and more different and specific products enter the market and the frequency of
change is becoming faster than in in the past. Secondly, customers focus on specific
brands, types and quality of food and health conditions are influencing the customer’s
shopping expectations.

These developments are stressing retailers and customers. Retailers are investing much
to find the right presentation and the best location for the specific article out of several
factors of influence. The customer on the other side is suffering to find his preferred type
of articles in the store out of thousands. Here, a digital, mobile solution could simplify our
life.

In a mobile App, customers can create their specific world of articles using various
selection options – for example vegan, sugar free or specific brands – and get a mobile
shopping layout out of articles in the selection area which are right-now available. They
get a virtual store layout where they could check their current location in the store and
see “their” articles only. Additionally, the customer gets support via a mobile in-store
navigation to make him very easy to find his preferred products.

Technology: Again, the customer-experience-engine delivers the customers product-
world. It assembles out of the real-time stock-information and the store/product shows the
virtual assortment and virtual store layout.

25.5 Summary

In RETAIL 4.0 IT is facing the main challenge to establish a digital strategy, a digital
organization and a digital architecture. This chapter showed a roadmap with six steps on
how to develop an IT digital division to ensure real-time data availability and a unique
digital customer experience.

In order to pro-actively support customer decisions and to identify customer needs
before they even have identified it by themselves, it is highly recommended to connect
the customer “live” to business processes. Moreover, depending on the business strategy
of a retailer, and again especially in the food sector, a personal communication with the
customer could be a key-success-factor to create an exciting shopping experience.
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Having a look on the possibilities in Solution #1 and #2, retailers can apply this digital
knowledge for direct and personal communication. Customer related information can be
provided real-time when the customer enters the store on a mobile device of the shop-
assistant. The shop-assistant then knows the specific expectations and regulations of the
customer, the current shopping list and of course he gets relevant promotions based on
real-time customer data. A perfect setting to positively attract the customer and show
a perfect, individual service.

When being digital ready in the described way, having technology, knowledge and first-
of-all the right digital team in place, then the possibilities to improve retail have no limits.

With a mindset to follow digital opportunities and with the ability to understand the
interaction of physical and online business, retailers could be able to deploy an inspiring
customer experience and improve business results.



26Privacy Preserving Personalization
in Complex Ecosystems

Anders Andersen and Randi Karlsen

Abstract
Personalization can be used to improve the quality of a service for a user. From the
providers’ perspective personalization can be used to better target its users. Personal-
ization is achieved by creating and maintaining a user profile that describes the user,
her interest and her current context. A major concern with creating, maintaining and
using user profiles is user privacy and trust. In this chapter we will discuss the process
of creating and maintaining user profiles with a privacy preserving focus.

26.1 Introduction

A typical user access and consumes products and services from a wide range of providers
through many different channels. In a given example, music is streamed from a stream-
ing service through a mobile network using a smart phone application distributed through
the App Store of the smart phone platform. The discovery of the played music might be
based on music reviews, news articles, friend’s recommendation, search services, different
forms of (internet) radio and TV, and automatic recommender systems. Even in this simple
example it is difficult to get a complete overview of all the potential participants (compa-
nies, people, software) involved. Many of these participants might collect and provide
data relevant for the user. Such data are both valuable and sensitive. From the provider’s
perspective such data can be used to create a product or a service that better targets the
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users. From the user’s perspective such data can be used to improve the quality of received
product or service. This is personalization.

Personalization is achieved by creating and maintaining a user profile. It includes user
provided data, aggregated data from the user history, the current context, and integration
of other data of relevance for the user (e. g. friend’s data and data of users with similar
behavior). The data involved in creating and maintaining the user profile might disclose
a lot of information about the user. The privacy concerns should therefore be of great
importance in such systems.

In this chapter, the process of creating and maintaining user profiles in a complex
ecosystem with a wide range of participants is discussed. A major concern is user pri-
vacy and trust. This should include the ability of the user to influence what information
about her that is shared and used. She should also herself decide when trust is established
and what kind of trust that is established. The discussion includes the collection of input
data to the process and approaches to process the data. The role of cryptography is also
discussed.

26.2 Personalization and User Profile

Personalization is described as the ability to provide tailored content and services to in-
dividuals based on knowledge about their preferences and behavior [1]. With the huge
amount of information and services available on the Internet, personalization has become
a valuable tool for assisting users in searching, filtering and selecting items of interest. Ex-
amples of application areas include personalized search and recommendation, decision-
making, and social and collaboration networks.

Personalization is well known in online stores and web based information systems, and
is used in a wide range of applications and services including digital libraries, e-com-
merce, e-learning, search engines and for personalized recommendations of movies, mu-
sic, books and news. Also, health-care, in particular in combination with Internet of Things
(IoT), has a great potential of improving by applying personalization [2]. Techniques used
for such personalization include demographic filtering [3], content-based filtering [4], col-
laborative filtering [5], social networks tagging [6], query and click-through history [7],
collective search trails [8], implicit relevance feedback [9, 10], and hybrid approaches
[11]. Personalization generates significant revenue for the advertising industry, and is used
by businesses of various types to offer tailored goods and services to their customers.

26.2.1 User Profile

Existing personalization strategies require construction of user profiles that identify inter-
ests, behavior and other characteristics of individual users. A user profile can be described
through a number of dimensions, including personal data (such as gender, age, nationality
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and preferred language), cognitive style (the way in which the user process information),
device information (that may be used to personalize presentation of information or to de-
liver information or services to the right device), context (that describes the physical envi-
ronment when the user process information), history (the user’s past interactions), behav-
ior (the user’s behavior pattern), interests (topics the user is interested in), intention (goals
or purposes of the user), interaction experience (the user’s competence on interacting with
the system) and domain knowledge (the user’s knowledge of a particular topic) [12].

To construct a user profile, information can be collected explicitly, through direct user
participation, or implicitly, through automatic monitoring of user activities [13, 14].

Implicit gathering of user information traditionally includes systems that automatically
infer user interests or behavior by keeping track of the user’s search history in terms of
submitted queries, clicked results, dwell time on clicked documents, processing of stored
documents, and harvesting of information from the user’s interaction with social appli-
cations [13]. Other types of user information can be obtained implicit from interaction
with sensors or through use of short range communication (such as NFC, BLE or LTE)
on a mobile device. For example, when a user touches an NFC tag to pay for a coffee in
a restaurant or obtain a description of some tourist attraction, information about this ac-
tivity (including location and time) can be intercepted and included in a user profile [15].
Wearable sensors can provide health-related information about a user, such as heart rate,
blood pressure or activity monitoring (for example walking or sleeping pattern), while
sensors monitoring the physical environment (such as temperature, noise and air pollution
measurements) provide information about the surrounding of the user.

In explicit information gathering, the users themselves provide information through for
example specification of interests, and positive or negative feedback to retrieved docu-
ments [13]. Implicit collection of profile information is a continuous process, where the
current interests and behavior is constantly mined. The user profile can thus change over
time and periodically be changed to reflect long lasting, short term and new user interests.

A user profile can be represented by different structures. Well known representations
are keyword vectors and semantic networks [13, 14]. Using a vector, the user interests
are maintained as a set (vector) of weighted terms, while semantic networks represent
user interests as nodes and associated nodes that capture terms and their semantically
related or co-occurring terms respectively [13].Weights can also be assigned to nodes. The
terms used in these models are either directly mined from the captured user information
or some conceptual terms that are drawn from some knowledge source (based on the user
information).

Vector-based user models may consist of one or multiple vectors. One vector can for
example represent short-term user interestswhile a second vector represents the long-term
interests [13]. One may also consider using different vectors for different purposes, such
as different user contexts or applications.

A user activity always happens in some context, and can thus be linked to for example
location, time, task, project or event. To make the personalization context relevant, one
should distinguish between different user contexts, and manage the user profile so that
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relevant parts of the profile can relate to the different contexts. This will support adaptive
context-aware personalization.

26.2.2 Personalization and Privacy

There is often a dichotomy between personalization and privacy. A user profile can con-
tain highly sensitive information, and should, on one hand, be kept as a secret to guard
the privacy of the user. On the other hand, a profile contains very useful information for
personalizing applications and services to improve convenience, accuracy and efficiency
for the user. To allow others to personalize a service for you, it is required that you give up
some private and potentially sensitive information. This might take the form of shopping
or movement patters, or even health related information.

Most people are happy to give up personal information as long as their perceived ben-
efit of the services outweighs the perceived cost of giving up said information. However,
it is unclear if this pragmatic approach will be possible in the general case. An empirical
study [16] shows that users exhibit a preference for personalization in their search results,
but are unwilling to give out private information to achieve personalization when search-
ing for topics they deem sensitive. From a societal perspective it is preferable if people
make an informed decision about the amount and type of information they are sharing.
Thus, encouraging people to give up as little information as possible, thereby ensuring
that privacy is not breached and peoples’ integrity is maintained. From the perspective of
a serious business, it is preferable to acquire as much information as possible, and still
protect the customers’ privacy.

Due to the dynamic interests of individual users and different privacy attitudes and
expectations, privacy concerns when doing information retrieval or service selection are
different for different users in different contexts [17]. The goal must be to achieve the
appropriate level of privacy of all user data in context-based personalized services, includ-
ing user profiles, context data and other user related information. Also, there is a need for
new approaches to client-side personalization; balancing the personalization requirements
from the service providers with privacy protection requirements of the users.

26.3 Data Collection

Data collection is essential in the process of creating and maintaining adaptive user pro-
files. This involves many participants with different interests and roles. The quality (preci-
sion) and amount of data (number of data providers and frequency) will affect the quality
of the outcome of the processing. We will discuss the different sources of relevant data
and how the interests and roles of the different participants might influence the collec-
tion process. Examples of such data are user selection, user activities, user context, user
interaction, current user devices, and a wide range of sensor data. Included in this we
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will present usage of Near Field Communication (NFC), Bluetooth Low Energy (BLE)
beacons, and LTE Direct.

26.3.1 Server-Side Data Collection

Usage information can be obtained both from the server-side and the client-side of a sys-
tem [13]. Examples of systems where user interactions are maintained and processed on
the server-side include Facebook, Amazon, and search engines like Google, Yahoo and
Bing.

The server-side is a much used approach for collecting application specific informa-
tion about users. This could be any kind of data, including user location (if the user has
approved to share this information), performed search queries, when and how often the
service is used, user transactions, and much more. Since the server-side is controlled by
the service provider, there is no limit on what the service provider can collect on the server-
side. But for the user to use the service, a form of trust has to be established between the
user and the service provider. The combination of the value of the service (how important
is the service for me), the cost (including the risk of sharing usage data), and the trust
(how is my usage data used and protected) is used to determine if the condition to use the
service is acceptable. Fig. 26.1 illustrates the user profile (UP) in the server side approach.

However, the actual participants involved in accessing a web based service is much
more complex. Most advertisement funded services are connected to large advertisement
networks that collect and combine usage data from a huge number of such services. The

Fig. 26.1 Server side user
profiles (UP)
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user experiences this, when searching for one thing at one service provider, then shortly
after is presented an advertisement for this or similar products at the web page of another
service provider.

The main concern with the server-side approach is the privacy concerns that come with
the automatic collection and storing of user information outside the control of the user.

26.3.2 Client-Side Data Collection

Client-side user profiling and personalization has been proposed as a means for protect-
ing the privacy of users. With client-side user profiling, usage information is stored and
processed on the user’s own device. This approach also allows for the collection and com-
bination of usage information from a number of applications accessed by the user [13].

A user normally has a number of different devices available, and client-side user pro-
filing will thus imply mining of user activities over multiple user-devices. Profile informa-
tion from different devices must be combined and distributed, so that each device holds
a user profile reflecting relevant user interests and preferences that support client-side per-
sonalization. Client-side data collection should support storage of user profiles on the edge
devices and provide privacy-preserving distribution of profile information.

The smart phone is a central device in many people’s lives, and is therefore a device of
specific interest with respect to user profiling. It follows the user everywhere and is used
for a whole range of activities, such as connecting with others, searching and sharing infor-
mation, getting directions and recommendations, gaming, streaming videos/radio/music,
buying products online, social network interaction, and much more. Recently, this has also
included a large range of applications based on short range communication such as Near
Field Communication (NFC), Bluetooth Low Energy (BLE) beacons, and LTE Direct.
The importance of the mobile phone and the variety of mobile user activities makes the
phone the central device for client-side data collection and a natural basis for client-side
user profiling and subsequent client-side personalization.

In [15], we describe how a variety of NFC applications, accessed through a single per-
sonal device (i. e. a smart phone), collectively may provide useful information concerning
user activity and interests. NFC is used in mobile applications to provide easy and con-
venient access to information and services. Examples of NFC-based applications include
payment and loyalty card applications, access keys, ticketing, and various forms of infor-
mation services. We believe that NFC-based services are well suited for user profiling as
information can be implicitly gathered, while they also inhibit some of the preciseness
of explicitly provided information. The touch of an NFC tag represents an explicit action
including an implicit statement of interest.

An NFC interaction can provide information about user activity, interest (through for
example the information tags we choose to touch), physical location and date/time of
activity. Identity of the user is known, as it is assumed to be the owner of the mobile
device. The environment (context) of the user can be determined through the physical
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location, and possibly combined with sensor data in the vicinity to determine for example
weather and/or pollution conditions. User context can also be described through nearby
points of interest and who we interact with (through peer-to-peer NFC interaction).

BLE provides another mobile phone type of interaction that could become of impor-
tance for personalization. A beacon is a small (battery powered) BLE device that could be
used to detect the proximity of a mobile phone. A typical example of usage is to detect
when the user (with her phone) is at or close to a store, a bus stop, or another point-of-
interest. A service (application) on the phone can automatically present personalized of-
fers or news related to this store when the user is close enough to the BLE beacon. BLE
enabled data, such as physical location, time spent in a location (for example a specific
store) and user interaction with offered services, can also be collected, analyzed and used
in a user profile. BLE can also provide information of the user context in terms of available
nearby services.

LTE Direct is a combination of direct communication between LTE Direct enabled
mobile phones (without using cell towers) and proximity detection. This technology is still
at an early stage, but the combination of communication between devices and proximity
detection gives room for the realization of a large range of applications and services. The
common example is to detect and communicate with people with a common interest that
are close by. With LTE Direct, only the mobile devices are involved and no server-side is
necessary. Data on LTE Direct proximity detection and communication could be of great
interest in creating user profiles for personalization.

26.3.3 Application-Independent User Profiling

A user profile can either be obtained within a single application or be application-in-
dependent. The difference is illustrated in Fig. 26.2. With application-independent user
profiling, user profile information is collected from a variety of applications that collec-
tively describe user interests and activities. The resulting user profile will in this case be
made available as a basis for personalization within multiple applications.

In vertically partitioned datasets, different types of data of each user are distributed
over a number of nodes. In horizontally partitioned datasets, one type of data about users
is distributed over a number of nodes. For each user we have one complete user profile,
typically stored on a user device (on the mobile phone in a single security domain). Other
users have separate complete user profiles accessible on their devices. These complete
user profiles located at each user’s secure domain are part of a horizontal partitioned data
set. The other partitions in the data set are located at other users’ secure domains. Up till
now, the predominant approach has been to track user interaction within a single applica-
tion in order to support personalization within the same application. Each application has
a partial user-profile stored in separate security domains. Such an approach is a form of
vertical partitioning of user related data sets. To best capture a comprehensive user profile
that reflects the variety of user activities and interests, we believe that a cross-application
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Fig. 26.2 Application-dependent user profiles (a) and application-independent user profiles with
client side data collection (b)

user profiling approach is beneficial. The consequence is that user profile data will be
horizontal partitioned data sets.

To achieve application-independent user profiling, the involved application providers
have to agree that the increased access to user profile data adds a significant value to
their application, and the cost and risk of sharing this data with the other providers are
reasonable.

26.3.4 User Profiling and Privacy

Despite the obvious conflict of interest, we believe that personalization can be combined
with user privacy guarantees. This can be achieved through a privacy preserving frame-
work handling generation, storing and controlled access to client-side user profiles. Such
a framework must manage a user’s profile so that the user is put in charge of her own
private information. It should provide privacy guarantees through use of privacy preserv-
ing techniques, including cryptography, while at the same time allowing personalization
and controlled sharing of personal information. In Fig. 26.2 we have illustrated this for the
client side user profile management with the user controlled access control, where the user
can decide what user profile data a given application can access in the current context.

Both with server side managed user profiles and during the process of creating and
updating user profiles, user profile data might have to be shared among user devices and
with servers. Such data has to be protected by encryption, but at the same time it has to
be available for participating processes. In the Ensafer project [18], the focus has been
efficient and user friendly secure storing and sharing of data. By combining end-to-end
symmetric and public key encryption, smart encryption key management, cloud storage,
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and user controlled sharing, the user is put in charge of her own private information.
The Ensafer approach can be used to provide fine-grained user-controlled access to user-
profile data. The user can enforce explicit control to what user-profile data that should be
available for a given service. In principle, this means that a copy of a subset of a user’s
user-profile is encrypted with the use of the service provider’s public key. This copy can
only be accessed by this service provider and is used to personalize the service for the
user.

26.4 Privacy Preserving Processing

Processing and mining of user data creates and updates the user profiles. User privacy
concerns influence how and where this processing is performed, and can be performed on
server side, at user devices, and/or in a distributed fashion.

In a personalization system, user profiles are important since they identify interests,
behavior and other characteristics of individual users. Data processing in a personalization
system involves analysis of user profiles, content models (which models the content that
users may be interested in) and also social or community-based information describing
preferences for groups of users.

For personalization systems, we can distinguish between individualized, community-
based and aggregate-level personalization [12, 13]. In individualized personalization, tai-
loring of content is based on information about each individual user as it is found in the
user profile, and perform content filtering by comparing user profile to content models.
In community-based personalization, the relevance of a certain item is determined based
on information of preferences among groups of similar users. Collaborative filtering is an
example of this approach. In aggregate-level personalization, tailoring of content is based
on collective usage data and not on an individual user profile. This provides a general
recommendation, based on for example the most popular films or books, and not a recom-
mendation that is explicitly tailored to specific interests of the user.

There are many approaches to reduce privacy risks in personalization systems. A num-
ber of them are surveyed in [19, 20]. We will in the following present some privacy
preserving techniques, and describe their relevance to data processing performed in user
profiling and personalization systems.

26.4.1 Client-Side Processing

Client-side personalization [21], is assumed to give the user better control over their per-
sonal data, since data is collected and stored on a client-side device. The user can then
determine how and when to use this data for personalization. This is closely related to
scrutability, that emphasizes the user’s ability to understand and control what is included
in the user profile, and what is made available to different personalization systems [19, 22].
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Another advantage of the client-side approach is the ability to collect, on a single de-
vice, a wide range of user interest and behavior data form multiple applications. Client-
side personalization will, on the other hand, complicate community-based personalization,
such as collaborative filtering, since usage data from a group of users is more difficult to
obtain.

Applications on a client device, like a mobile phone, are typically executed in separate
security domains or sandboxed. To achieve application independent user profiling with
client-side only processing, a way to share data between applications has to be available
[15]. This might also include applications and data in secure elements on the device [23].
What applications or service (background process) performing the maintenance of the user
profile is also of interest. Is each application responsible for maintaining its sub (but poten-
tially overlapping)parts of the user profile in a shared database, or is a service running in the
background collecting data from all registered applications? Access to a shared resource
has to be controlled even on a personal mobile device. A user might install applications
and services that she prefers to use but only share a limited or no user profile data with.

Updating the client-side user profile is based on application requests to access and up-
date user profile data, and the context. Context is a collection of information that describes
a given situation. It can include sensor data (e. g. temperature, GPS location, and proxim-
ity), calendar data, registered events, and so on. As illustrated in Fig. 26.3, on the client
a process maintaining the user profile, called the UP manager, collects and analyze all this
data to create and update the user profile. The UP manager can participate in a distributed
computation involving other devices or servers to perform its task.
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26.4.2 Obfuscation and Anonymization

Anonymization or pseudonyms is a privacy preserving technique that shields the true
identity of the user. A system can for example track a pseudonym across different ses-
sions, and provide personalization without knowing the user identity. A system providing
user anonymization, typically use some de-identification solution, such as replacing the
user identity with some random number.

Differential privacy is a method for preserving privacy, which ensures that the removal
or addition of a data item does not (substantially) affect the outcome of any analysis [24].
It is a statistical approach to learn as much as possible about a group without exposing
individual users. Differential privacy typically uses perturbation, where user data are sys-
tematically altered or randomized. A commonly used approach to differential privacy is
through use of the Laplace mechanism, where noise sampled from the Laplace distribution
is added to a computation [20].

Non-perturbative techniques are also used. In contrast to perturbative techniques, non-
perturbative techniques do not modify the data. They reduce the details by generalization
and suppression of data. For example by replacing numerical values with intervals.

All these obfuscation and anonymization techniques should be used with care. If not,
the risk of exposing sensible information about individuals could be high. Examples in-
clude, combining several anonymized data-sets to de-anonymize the data, and gaining
access to individual data when differential privacy is used by repeating the same data
request (question).

When analyzing and maintaining user profile data a combination of these techniques
are used. The obfuscation and anonymization techniques described should be considered
a part of the toolbox available when performing privacy aware (distributed) processing of
user-sensitive data.

26.4.3 Privacy Preserving Algorithms

Secure Multi-Party Computation (SMC) is an algorithmic approach to protect privacy,
which allows to gain new knowledge based on user data in a distributed computation,
while keeping user data confidential. In principle, an SMC algorithm performs a dis-
tributed computation where each node involved access its local data as part of the overall
computation, but does not expose any of its local data to the other nodes. In practice, this
means that the local data at each node can be involved in and contribute to the computation
without being exposed.

In [25], the usage of SMC to process sensitive health data is discussed. The same ap-
proach can be used to process data for personalization. Correlation between two types of
data in a distributed data set is a typical example of what we can compute using SMC.
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Detecting correlation between parameters in a data set, is a common approach to improve
and personalize a user application or service. For a horizontal partitioned data an SMC
algorithm can be used to calculate the Pearson product-moment correlation coefficient
(Pearson’s r). Pearson’s r is used to measure the correlation (linear dependence) between
n samples of two variables x and y, where Nx and Ny are the mean value of x and y, respec-
tively:

r D
Pn

iD1 .xi � Nx/ .yi � Ny/
qPn

iD1 .xi � Nx/2 Pn
iD1 .yi � Ny/2

In the case ofm user profiles with sj samples of xji and yji at each user, r can be rewritten
like this:
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For each user j the following three intermediate results have to be calculated:
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When all intermediate values are calculated at each user (node) and collected, Pear-
son’s r can be calculated:

r D
Pm

j D1 uj
qPm

j D1 vj

Pm
j D1 wj

The mean values Nx and Ny can be securely calculated using another SMC algorithm.
We assume that all messages between the nodes are protected by encryption. The trick to
make this calculation secure is how we calculate the three sums in the equation above.
A coordinator generates three large random unique values u0, v0, w0. These values are the
initial sum values and they are kept secret at the coordinator. The initial sum values are sent
to the first node, who adds its values u1, v1, and w1 to the sums. The first node sends the
partial sums to the next node who performs the same calculations. The algorithm continues
until the last node performs its calculations and forwards the sums to the coordinator. The
coordinator subtracts the initial sum values from the sum to get the real sum values. And
these values are used to finally calculate Pearson’s r. Fig. 26.4 illustrates the messages and
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Fig. 26.4 Three nodes and
a coordinator C calculating
Pearson’s r
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node calculations when calculating Pearson’s r with three nodes and a coordinator C. The
final calculation performed at the coordinator C is the following:

r D up
vw

A more complete description of this approach applied to processing of health data is
found in [25].

Homomorphic encryption [26] allows us to perform computation on encrypted data. In
principle, this could be a good match for personalization where privacy is a major concern.
However, currently such computation is inefficient and does not scale very well.

26.5 Conclusion

The creation and maintenance of user profiles involves private and potential sensitive user
data. We have in this chapter discussed how to protect this data when providing person-
alized services. We have also illustrated how Secure Multiparty Computation (SMC) can
be used to process user profile data from a number of users without compromising their
privacy.
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27Cognitive Computing – the new Paradigm of the
Digital World

Wolfgang Hildesheim

27.1 Cognitive Computing – the new Paradigm of the Digital World

27.1.1 A Brief History of Eras

Cognitive systems like IBM Watson understand at scale, reason with a purpose, learn
with each new interaction, and interact naturally with humans, augmenting human intelli-
gence – but before discerning the significance of cognitive computing, it is firstly impor-
tant to place it within historical context. To date, there have been three distinct eras of com-
puting: 1) The Tabulating Era which helped revolutionize the way in which we were able to
manage large volumes of structured data like the census; 2) The Programmatic Era which
ushered in the computer revolution allowing us to apply rules and logic revolutionizing
the ways in which large and complex transactions were automated (e. g. financial systems,
travel systems, etc.); and 3) The Cognitive Era which is extending our ability to work with
information of all types, structured and unstructured (e. g. text, pictures, video), with natu-
ral conversational interaction, exploration not simple search, decision optimization based
on evidence and confidence, all in a time frame that allows us to achieve better results.

The Tabulating Era, from the early 20th Century to the 1940s, was the birth of comput-
ing, consisting of single-purpose mechanical systems that used punch cards to tabulate.
World War ll moved us from tabulators to electronic systems and marked the beginning
of the Programmatic Era. Subsequent to the war the age of ‘digital computers’ evolved,
moving into businesses and governments. They performed logical operations from a set
of structured instructions (i. e. rules). This is very much what we have known of comput-
ing since the 1950’s, and while the languages we use to program have evolved the basic
premise of computing is the same.
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Now we have entered the Cognitive Computing Era, developing systems that can use
natural language processing to extract meaning from large volumes of unstructured data
and learn as they do so. Cognitive systems such as IBMWatson make sense and give pur-
pose to a world awash in an overwhelming deluge of data. Cognitive computing uses tech-
nologies like machine learning to find meaning by discovering previously unseen patterns,
drawing new inferences and identifying new relationships from vast amounts of data, and
helping humans make confidence weighted, evidence based, decisions more rapidly. Ex-
isting computers – let alone humans – simply cannot handle the volume and diversity of
data being generated everywhere, by everyone, every day. We are not just trying to im-
prove productivity with cognitive – doing things faster and more efficiently; we are trying
to augment human decision-making; we are trying to use these computers to digest data
and come up with better outcomes. Unlike existing computers that must be programmed,
cognitive computing understands the world in the way that humans do: through senses,
learning, and experience. What “search” is to literal data retrieval (i. e. key word match),
“cognitive” is to better, more informed and more timely discovery and decision making.

27.1.2 What is Cognitive Computing’s Relationship with Artificial
Intelligence (AI)?

Cognitive computing brings together technologies associated with artificial intelligence
(AI) with deep subject matter expertise and relevant content. It offers the ability to boost
productivity and nurture new discoveries across a broad range of industries. Based upon AI
technologies such as machine and deep learning; language, speech and vision capabilities;
high-performance cloud computing; and new computing physical devices (e. g. smart-
phones, robots, etc.), cognitive computing is changing the way we work with technology.
Guided by the view of “augmented intelligence” rather than “artificial intelligence” cog-
nitive systems enhance and scale human expertise, side-by-side with humans to accelerate
and improve our ability to act with confidence and authority. Focused on developing prac-
tical applications that assist people with specific challenges and tasks, cognitive computing
exposes a wide range of specific artificial intelligence services that support a range of ap-
plications to help augment human intelligence. The power of cognitive systems is today
helping mankind better understand our world and make more informed decisions about
how we live in it. We believe that in the future, every critical decision will be informed by
systems like Watson.

27.1.3 How CognitiveMoves Beyond Narrow Aspects
of Artificial Intelligence

Unlike other areas of computer science that align to a single discipline, cognitive comput-
ing combines a variety of academic fields, frommachine learning and algorithmic strategy,
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to neural networks and natural language processing, to industry knowledge and beyond.
We see, in our everyday lives, examples of narrowly focused, purpose-built aspects of
artificial specific intelligence (ASI) such as data discovery in genomics and facial recog-
nition for physical device access, each applying select cognitive computing capability. In
contrast, however, cognitive solutions bring together all the abilities to understand in con-
text (i. e. comprehend), reason (deductive, inductive, abductive and adaptive), learn, and
interact naturally with humans (natural language processing, natural language generation).

Cognitive systems take advantage of a plethora of data to create a more human-like
interaction with people, based on the method, type and the preference of each person.
Because the volume of data being generated in today’s world is so large and happening
so quickly, Watson can do what humans – and today’s programmable computers – simply
can’t: ingest incredible amounts of data in every form imaginable to help support better
decision-making. Collating information such as geolocation, medical records and images,
and transactional data with other details that have been traditionally difficult to access
and understand: sentiment, emotions, personality – allowing cognitive systems to adapt to
the individual. Continuously learning from these engagements, cognitive systems deliver
increased value and are emotionally astute.

Secondly, cognitive systems are designed to help organizations augment and scale
expertise in order to enhance the performance of their employees. With the pace of an
industry’s and profession’s knowledge increasing at an untold rate, cognitive systems are
able to master a domain’s language and terminology enabling professionals to become
experts more efficiently. Cognitive computing represents a necessary next step in our abil-
ity to harness technology in the pursuit of knowledge – which goes beyond improving
productivity and efficiency, to actually augmenting human decision-making. Taught by
leading experts in the field, systems like Watson learn at scale, reason with purpose and
interact with humans naturally.

Business processes are also changing with the introduction of cognitive computing,
transforming how a company operates. Incorporating internal and external data sources,
cognitive systems enable organizations a greater awareness of processes, industry contexts
and business environments – feeding a process of continuous improvement and opera-
tional excellence. Further amplified by the Internet of Things (IoT) which with the help of
cognitive capabilities can sense, reason and learn about their users and the world.

Finally, cognitive systems equip businesses with perhaps their most powerful tool –
a better vision, exploration and discovery of their future. From health research to product
innovation, cognitive computing is allowing businesses to spot patterns, trends and oppor-
tunities that would be almost impossible for traditional programmatic systems to identify.
To foster this level of innovation systems like Watson are built on an open platform, cloud
accessible, allowing everyone access to the technology. This affords third parties the ability
to build out services, products and solutions unencumbered by restrictions and benefiting
from the ongoing investments made in R&D. In the case of Watson the user’s IP remains
with the user as well as their data rights. This is a fundamental departure from what has
been a growing trend for organizations to aggregate and take ownership of others’ content.
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27.1.4 Stretching the Boundaries of Cognitive Computing

Cognitive computing has come a long way since Watson first appeared on the gameshow
Jeopardy in 2011. The game playing Watson in that case was limited to understanding
a single corpus of data and responding to a single questions. Today Watson can see im-
ages, helping radiologist make sense of MRIs and CAT scans, analyze audio and help
music producers develop award winning songs, discover hidden patterns in geological
patterns, navigate financial regulations, help optimize legal decisions, and more. In just
five years, we have evolved from Watson at play to Watson at work, helping doctors,
lawyers, accountants, and engineers, to name a few, address the growing challenges of
their respective vocations and tackling some of societies greatest problems.

Cognitive computing is not a single thing but a compendium of capabilities, technolo-
gies, resources, services, and the like. By delivering a broad and robust set of individual
APIs, systems like Watson spark creativity and business innovations. For example, in
a short amount of time, we’ve seen Watson technology applied to everything from cut-
ting edge cancer research and better understanding how diabetes works to oil exploration,
educational toys and the world’s most complex financial systems. Watson’s industry do-
main knowledge continues to expand across industries and Watson has learned the id-
iosyncrasies and colloquialisms in languages like Arabic, Spanish, Brazilian Portuguese,
Korean and Japanese, to name a few. We have witnessed the growth and adoption of cog-
nitive technologies among industry leaders like Apple, Johnson & Johnson, Medtronic,
Memorial Sloan-Kettering, Thomson Reuters, Swiss Re, and many others. To scale sys-
tems like Watson globally, we have witnessed important partnerships with organizations
such as SoftBank in Japan, SK Holdings C&C in Korea, Mubadala in the Middle East and
Africa, and GBM in Latin America – all accelerating the availability of this new era of
computing in their respective geographies.

In order to achieve all of this, and more, our approach to advancing Watson is to focus
on three core tenets: science, simplicity and scale.

Science Over the past two years, IBM has taught Watson new languages; increased its
core knowledge of key industry domains; made it available via new form factors (tablets,
smartphones, robotics and smart watches); and enhanced it with technology allowing it to
“see”, understand tone and emotion, and more.

Simplicity Our ongoing commitment to research, upwards of $6 billion a year is allow-
ing us to make Watson easier to teach, easier to use, and easier to connect to existing
technologies, systems, and data sets. As well as making it easier for developers to build
Watson into their applications.

Scale IBM is committed to scaling Watson by creating a repeatable, robust and secure
platform that is flexible enough to use across a wide variety of domains and industries.
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27.1.5 The Partnership on Artificial Intelligence

We have seen tremendous advances since 2014 in the deployment of cognitive tech-
nologies across industries and professions to address some of the world’s most complex
challenges. In order to advance the public understanding and use of these technologies,
IBM, Amazon, Google, Facebook and Microsoft have created a non-profit organization,
named the Partnership on Artificial Intelligence to Benefit People and Society. Together,
the organization’s members will conduct research, recommend best practices, and publish
research under an open license in areas such as ethics, fairness and inclusivity; trans-
parency, privacy, and interoperability; collaboration between people and AI systems; and
the trustworthiness, reliability and robustness of the technology.

AI has touched many parts of today’s world and cognitive computing is augmenting
humans’ ability to understand – and act upon – the complex volumes of data being gen-
erated across society. Providing consumers of cognitive systems a critical voice in the
development of this great technology – through rigorous research, the development of
best practices, and an open and transparent dialogue – the founding members of the Part-
nership on AI hope to maximize this potential further and ensure it benefits as many people
as possible.

27.2 The Implications of Cognitive Computing on Business

27.2.1 Without Cognitive You Cannot Achieve Digital Intelligence

Cognitive computing is a broad and flexible platform that can be applied to every com-
pany, industry and profession. Watson is helping inspire innovation and transformation. In
a world where every business is digital, what is the differentiator? With data as an enabler
those organizations that can infuse digital intelligence into the mix will be able to learn
more, adapt faster, and provide a more personalized and relevant engagement with all
stakeholders. Digital business is a recipe for growth, not a destination. Where data goes
cognition follows, and can be embedded in everything we do – it will touch billions of
people forever changing the world we live in.

27.2.2 Market Penetration

Healthcare & Life Sciences
Today, the healthcare industry is coping with a significant upheaval due to unprecedented
disruption from economic, societal and industry influences. It’s an industry that is under-
going tremendous change with more than $8 trillion spent annually worldwide. In the U.S.
it represents over 17% of the national GDP and is growing at an unsustainable rate. Health
leaders are facing new and increasingly complex challenges; from rapid digitalization and
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rising consumer expectations to rising costs and shortages of skilled resources. As a re-
sult, it is critical that healthcare providers are smart in how they approach data in order
to unlock its full potential and conquer the disruptive forces within the industry. Cogni-
tive solutions provide new capabilities to health organizations and have the potential to
transform disruption into focus.

In 2015, IBM launched Watson Health and the Watson Health Cloud platform. Since
then, we have invested more than $4 billion dollars in acquisitions and partnerships to
build up our capabilities. The key to success in this new space is access to large, diverse
and meaningful data sets around health and health-related activities. In just one year, we
have amassed one of the world’s largest and most essential sets of health-related data,
including information on more than 300 million patients “lives” and more than 30 billion
medical images. The Watson Health Cloud allows this information to be de-identified,
shared and combined with a dynamic and constantly growing aggregated view of clinical,
research and social health data.

Watson Health will help improve the ability of doctors, researchers and insurers to
innovate by surfacing insights from the massive amount of personal health data being
created and shared daily. Cognitive systems can help increase consumer engagement, dis-
cover new trends in big data at an accelerated pace, and finally, augment intelligence to
the optimize decision-making processes. Oncologists across the world are leveraging cog-
nitive computing as an assistant, trained by experts in the domain, to evaluate specific
details of each patient against clinical evidence. Watson neither diagnoses nor prescribes.
Rather, it analyzes massive amounts of medical data – ranging from EMRs to scientific
papers to images – to provide doctors and care providers with the best information needed
to make quick and informed decisions that support patient well-being. We applied Watson
to healthcare first because it is the most complex industry and contains the biggest data set
imaginable.

With the power of cognitive computing, health organizations have a new resource to
help address consumer and patient concerns quickly and comprehensively. These systems
have the ability to provide timely, evidence-based support to clinicians, patients and con-
sumers; providing individuals access to an expert assistant twenty-four hours a day, seven
days a week. With the ability to read millions of pages of text in a matter of seconds,
cognitive systems are enabling health organizations to discover insights in their data that
could potentially be missed with traditional methods; thus overcoming the restrictions
faced today. What’s exciting to the medical community is Watson’s ability to help doctors
keep up with the incredible volume of data and knowledge that is being generated, over
8000 new reports daily. Watson augments a doctor’s capability by bringing together all of
the best available information and knowledge that humans have created. Watson looks at
that data and brings forth the best of what we know.

Accurate, evidence-based decision-making is vital in the health industry as, very often,
patient lives can depend on this. With the exponential growth in health related data, orga-
nizations must ensure they leverage insights for all their data to optimize decisions relating
to spending, strategy and diagnoses whilst adhering to complex regulatory pressures. Wat-
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son works with doctors to assist them in their day-to-day routines, but ultimately it’s the
doctors and patients that will make the final decisions on the course of action.

Financial Services
As banks struggle to balance fiscal responsibility, with operational complexity and regu-
latory mandates, cognitive computing is changing the way financial service organizations
address these challenges through a data driven, human centric approach to decision-mak-
ing. Allowing personalized communication capabilities on a scalable platform, cognitive
systems are drastically improving the way organizations approach areas like customer
engagement in order to provide a better experience whilst simultaneously reducing ineffi-
ciency and poor experiences. For example, banks today are applying cognitive capabilities
to provide personalized wealth management advice to assist the bank’s relationship man-
agers in analyzing vast amounts of data including research reports, product information
and customer profiles; identifying connections between customers’ needs and the grow-
ing corpus of investment knowledge, and weighing various financial options available to
customers.

Furthermore, cognitive capabilities can help banks extract meaningful patterns from
data about markets, customers, partners and employees – and use information to better
anticipate change and shape the future. At the Royal Bank of Scotland they are using
Watson to help customers who are contacting their call center. By developing a Watson
powered Chatbot, they are able to offer their customers a personal, ever present and pow-
erful route of contact with the bank.Watson services are continuing to break boundaries in
the core areas of speech and language to ensure chatbots are truly effective for the future.
Financial service organizations are embracing cognitive computing to transform internal
operations and the way they interact with customers to produce a data driven approach to
decision-making and a tailored approach to customer engagement.

Industrial
Eighty-three percent (83%)1 of oil and gas executives believe that cognitive technolo-
gies will play a critical role within their industry as a response to significant disruption
in energy prices, reserve replenishment, high resource development costs and constantly
changing health and safety regulations. Amid this disruption, oil and gas companies need
to focus on their capabilities on discovering key insights to decide the best actions to take
at a rapid rate. Cognitive computing is tackling these challenges, transforming the discov-
ery and decision making, enhancing the way business is done. Cognitive systems will help
bridge the information gap and avoid leakage of valuable data insights.

Heightening the ability of finding new data insights cognitive systems are learning from
the best engineers to uncover new ground and unearth new insights and connections from
the information spread across an Oil & Gas organization. For example, Woodside, based

1 http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=XB&infotype=PM&
htmlfid=GBE03747USEN&attachment=GBE03747USEN.PDF.

http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=xb%26infotype=pm%26htmlfid=gbe03747usen%26attachment=gbe03747usen.pdf
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=xb%26infotype=pm%26htmlfid=gbe03747usen%26attachment=gbe03747usen.pdf
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in Australia, is integrating cognitive technologies across their enterprise for a variety of
functions such as to scale an engineer’s knowledge and analyze large volumes of data to
rapidly help produce better informed, timed and expert decisions in one of the world’s
harshest working environments.

Retail, Travel & Hospitality
Continuing to advance what Watson can do, cognitive capabilities have been embedded
into new form factors and interfaces, changing the way businesses interact with their cus-
tomer, most notably in retail, travel and hospitality. Today’s self-service options in retail
environments are typically tablets or kiosks, limiting the scope of how truly interactive
and intuitive a customer experience can be. With an avatar based interaction of robotic
assistant, users can have a more natural conversation in which their words, and even their
gestures and expressions, are understood. Robots for example offer a multi-dimensional
experience between human and machines, expanding beyond the traditional two-dimen-
sional interfaces that have existed for over the last 60 years. Watson-enabled robots can
understand, reason, and learn as well as express and read emotional cues. They combine
the intricate ability to understand the nuances of natural language, including intent and
intonation, with physical achievements, such as gesturing through body language and eye
movement, to reinforce an understanding of what’s being expressed.

Japan’s SoftBank Robotics are leveraging cognitive capabilities in their Pepper robots
to allow systems to make sense of the hidden meaning in data that traditional computers
cannot comprehend – including social media, video, images and text. SoftBank is using
Pepper as a shopping assistant and concierge, among other applications. Various hotels are
piloting robots with Watson to serve as a concierge. Imagine having a conversation with
an AI in order to get answers about the hotel (e. g. where is the pool? when does break-
fast start?), dining recommendations, directions, and information about local attractions.
With the combination of Watson technologies and WayBlazer’s extensive travel domain
knowledge, they are delivering an on-line personalized experience more emblematic of
the interaction one would have with a travel agent.

Communications
Cognitive systems are shifting the way Communication Service Providers (CSPs) interact
with their customers through the use of interactive, intelligent, augmented service support.
CSP customers have increasingly high expectations relating to access, service, quality
and experience, driving the need for providers to change the way they work. Leveraging
insights from cognitive systems can help organizations put the customer at the center of
their service and operations, aide market forecasts and help determine next best actions,
in order to address these growing trends.

With the swell in mobile traffic, CSPs are being pushed to invest heavily in new genera-
tion mobile and data networks, whilst, at the same time, mobile revenue growth is expected
to slow. Advances in cognitive computing can help bridge the gap between data quantity
and data insight, helping locate the proverbial needle in a haystack, identifying new pat-
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terns and insights and significantly transforming the way in which customers interact with
their providers at every touch point.

Public Sector
The public sector faces significant challenges of meeting the ever increasing demand of
services, living up to citizen expectations and defending their systems and infrastructure
from constant security threats. These challenges are exacerbated by budgetary pressures
and the constraints of resources. The digital age has helped the public sector move forward
their data driven approach to decision-making, yet government organizations struggle to
unlock the full potential of this data and keep up as it grows rapidly in volume, variety and
complexity.

Cognitive computing is transforming the way Government and Public Sector organiza-
tions operate by discovering insights from healthcare, to public intelligence to education.
Over 80% of government officials, familiar with cognitive computing, believe it will have
critical impact on the future of their organization with a further 87%2 believing it will play
a disruptive role in their organization. In one case, career advisers are getting help from
cognitive systems to discover the root cause of a chronically unemployed citizen’s strug-
gle to find a job. At the other end of the spectrum, in California, USA, organizations like
OmniEarth are leveraging Watson’s advanced processing, learning and visual recognition
capabilities to quickly make sense of an extensive collection of aerial images allowing
them to analyze drought-stricken lots, looking for specific areas where water usage could
be scaled back. Elsewhere, cognitive systems are enabling intelligence agencies to identify
patterns and trends currently invisible to traditional systems. Cognitive can be embedded
into every process, every application and every organization.

Education
Data-driven cognitive technologies will enable personalized education and help improve
outcomes for students, educators and administrators. Traditional classrooms contain stu-
dents of ranging abilities and favored learning styles, making it an inherently difficult task
for anyone to target curriculum towards such a diverse ability-set. Cognitive systems are
able to extend the capabilities of educators by providing deep domain insights and ex-
pert assistance through the provisioning of information in a timely, natural and personal
way. IBM are teaming with organizations like Sesame Street to transform early childhood
learning. Research shows that a significant extent of brain development occurs in the first
five years of a child’s life, making this window critical for learning and development3.
Sesame Street has over 45 years of deep expertise gained through research and more than
1000 studies on how young children learn best. Watson’s ability to absorb, correlate and

2 http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=XB&infotype=PM&
htmlfid=GBE03714USEN&attachment=GBE03714USEN.PDF.
3 Shonkoff, J. P., Phillips, D. A., & National Research Council (U.S.). (2000). From neurons to
neighborhoods: The science of early child development.Washington, D.C: National Academy Press.

http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=xb%26infotype=pm%26htmlfid=gbe03714usen%26attachment=gbe03714usen.pdf
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=xb%26infotype=pm%26htmlfid=gbe03714usen%26attachment=gbe03714usen.pdf
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learn from huge amounts of unstructured data and then deliver very personalized educa-
tional experiences will help transform the way in which kids learn and teachers teach.

SesameWorkshop and IBM are collaborating on a wide variety of interactive platforms
and interfaces for use in homes and schools. The two companies are working with lead-
ers in the education and technology community to allow continued refinement based on
feedback and domain expertise. Watson’s natural language processing, pattern recogni-
tion, and other cognitive computing technologies will enable highly personalized learning
experiences which are intended to complement the roles that parents and teachers play
in early development. Watson will work to continuously hone and improve educational
activities by studying and adapting to the aggregate experiences of anonymized groups
of students. Cognitive systems, capable of driving adaptive learning, are already being
welcomed by the teaching profession, with the notion of having prescriptive diagnostic
programs, allowing teachers to better understand individual students.

27.3 Conclusion

27.3.1 Cognitive Is Changing theWorldWe Live in

Cognitive systems can understand, reason and learn to interact more naturally with human
beings than traditional systems. Augmenting and scaling expertise, cognitive computing
is here – and this transformative technology is becoming ubiquitous in the day-to-day
working of the business world, fundamentally changing how we perform our jobs, engage
and interact with others, and learn and make decisions. Organizations across all industries
and in every continent are already leveraging cognitive capabilities to uncover significant
business value, transform the fundamentals of their organization and help solve some of
society’s greatest challenges.
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28.1 Digital Evolution Changing the BusinessWorld

The past decades have been a time of digital evolution. The term describes the continuous
transformation and adaptation of businesses to the opportunities of digital technologies
[1], or the adaption of digital transformation to the next stages. In this process, companies
try to continuously optimize their workflow and maximize customer satisfaction in order
to generate higher profits. Thus, businesses need to keep up with the latest technologies.
Table 28.1 provides selected examples of changes in the business world over the past years
due to the digital evolution.

These examples demonstrate that technology as well as people and processes are af-
fected and influenced by the digital transformation, referred to as ‘digital evolution’. The
digital evolution is an ongoing phenomenon, which includes continuously evolving tech-
nology [technology], increasing digitalization of processes [processes] and shifting labor
skill sets towards digital jobs [people]. As a consequence, technology has started to evolve
quite fast, requiring a rearrangement of processes and finally a cultural adaption of the
people in between.

28.2 Content Management from a Current Perspective

From a current perspective (2017), ‘content’ includes all forms of information presented in
the form of text, images, graphs and sounds, which are published on a website [2]. Content
management in turn describes the systematic preparation and processing of information.
The distinction between content and layout is an integral part of content management
[3]. Content Management Systems (CMS) such as WordPress, TYPO3 and Drupal are
envisaged to easily manage digital data and offer a variety of solutions, depending on the
needs of users. The success of content management can be measured for example by how
accurate the published information is and how easily users can find a website on the World
Wide Web [4].

Table 28.1 Examples of changes in the business world due to the digital evolution

From To

Demand analysis Push & pull innovation

Rigid development Agile development based on feedback

Strict division of tasks Culture of change and initiative

Steep hierarchies Open communication

Delegation of narrow tasks Innovative leadership

Focus on implementation Giving directions

Focus on business scenarios Diversified portfolios

Development of existing business segments Simultaneous vertical and horizontal develop-
ment
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Reading about content management frequently raises the issue of ‘owned’, ‘paid’ and
‘earned’ media, which hereafter is important to further investigate the role of content
management in the digital evolution. Owned media describes content that is published
on the brand’s ‘owned’ channels (e. g. website, mobile site, social media, or blogs). The
brand manager has complete control, but it is difficult to acquire new users with it. Paid
content is used to illustrate information about the brand, including advertisements and
higher rankings in search engines. It is useful to raise awareness, but the information is not
always trusted by readers. Earned media embodies all the information that users publish
about you such as mentions, likes, shares, reposts, tweets and feedback through your own,
or third party websites.

28.2.1 ContentManagement and E-Commerce: How Products Become
Content and Content Becomes a Product

Since the beginning of e-commerce, the internal and external communication of brands
has shown steep increases in mostly all forms of digital media. Nowadays, it is not suf-
ficient to solely use one digital marketing instrument in order to reach the target, but
different channels such as display advertising, social media, e-mail marketing, have to be
taken into consideration, to name but a few. The precise orchestration of all instruments
used, including owned, paid and earned media, in an efficient manner is the solution to
digital success.

One way to reach the target is arranging an e-commerce shop in an influential context
by using the instrument ‘content management’. With content management, a brand can
tell its story and connect it to its products – in short: is practicing ‘content marketing’.
Some brands might not even know that they have already implemented content marketing
which can be realized through upsell or cross-sell opportunities such as writing an article
or a blog post about an important topic and suggesting the related products on the page or
giving more information to the customer on the product page by putting links to related
blog posts and indirectly linking more products [5].

In Germany, several best practice e-commerce brands such as Zalando and Saturn (e. g.)
demonstrate how to use and implement purposeful content marketing: ‘Turn on’ is Sat-
urn’s online magazine giving illustrative information without too much technical detail in
easily understandable language. Even though ‘Turn on’ might not be the best form of sto-
rytelling, it follows an exemplary content strategy: Saturn has clearly identified its target
group as well as their interests and tailors content accordingly. On doing so, Saturn po-
sitions itself as an expert of entertainment equipment in the long run. Fashion magazines
are a dime a dozen. But fashion magazines which are connected to sales as a marketing
instrument are rare. Zalando’s ‘Zalando Lounge’ is one of those magazines where website
visitors can buy even fashion at a cheaper price or in special sales during “unique sales
campaigns” from time to time [6]; to mention but a few examples.
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The reason for content management is perfectly plain: content can drive conversions
of e-commerce websites, which means that content can drive sales by making a website
more appealing for search engines (SEO) as well as easier to find and more valuable
for internet searchers who might be (potential) consumers [7]. It is just as important to
remember that increasing traffic, in the end, does not automatically mean better conversion
rates. According to HubSpot, only companies with a plan focused on conversion are twice
as likely to see a large increase in sales [8]. With this in mind, besides SEO content,
marketing can

� raise brand, product and service awareness
� push customers further down the purchase funnel by giving help and advice
� build audiences and communities
� bring traffic that ideally leads to conversion and thus to sales
� give brands something else to post on social media and thus improve their social reach

[9].

The foregoing makes it obvious that e-commerce brands face a lot of challenges and
have to fulfil many requirements to perfectly realize content marketing. Those challenges
and requirements affect people, processes and technology, and some of them are shown in
the next chapter.

28.2.2 Challenges and Requirements for E-Commerce Brands
Becoming Publishers

According to a current study, the investment in content marketing in Europe will reach
2.12 billion euros by 2020 [10]. This corresponds to a growth rate of about 330% in
Germany. Nevertheless, spending the whole budget on media would not be sustainable
because one of the biggest challenges of brands is to reach “operational excellence” [11]
and the ability to compete with other market participants.

Besides, brands are forced to acquire new systems and tools to manage the content
assets, define new processes with new or adapted methodologies such as style guidelines
and editorial procedures [12] and recruit employees with an appropriate skill set, such as
for example writers or brand journalists.

Owned, paid and earned media should interact to reach the aforementioned goals and
the best possible effectiveness of a brand’s digital marketing strategy [13]. Using all three
dimensions together is a tough challenge for many marketers. How should the process of
directing publishing to the most effective content type at the right time be orchestrated?
The most successful companies in content marketing generate a high impact because of
their mature content management processes.

These processes can be divided into the three different stages – sourcing, publishing
and monitoring content – and present many challenges and certain requirements, which
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have to be fulfilled to achieve successful online publishing. In the initial phase (content
sourcing), a brand is focused on gathering information. Afterwards it has to be translated
into meaningful content. What is ‘meaningful’ content? As mentioned before, publish-
ing content to sell products is not led by a certain quantity but more so by the quality of
content. It is still common to equate scaling content with simply producing more content,
regardless of its quality. But that approach is flawed, as it becomes increasingly difficult
to achieve more visibility when content is not that great [8]. The fact is that 73% of con-
sumers get frustrated by irrelevant web content [14]. As a result, search rankings go down.
However, brands that publish quality content such as helpful information, reviews, videos,
blogs and pictures, can engage customers, satisfy their needs, and keep them coming back
for more. Further quality content can help put an e-commerce business on the map for
other businesses or publications in the industry and potentially turn it into a well-known
name and trusted resource as well [7].

Table 28.2 Examples of requirements for the content management process

Sourcing Publishing Monitoring

People’s know-
ledge involved

Protection of copyrights,
as the importance of
‘unique’ content has
grown (especially since
the Google Panda Up-
date)

Protection of know-
how and data to pre-
vent the unwanted
access to company-re-
lated data and content

Definition of internal com-
pany guidelines that define
communication using dig-
ital channels and rules
for meeting commitments
defined therein

Process implica-
tions

Implementation of con-
trols in CMS to prevent
loss of intellectual prop-
erty on internal/external
platforms and networks,
as well as regular proof
of edited content to
avoid plagiarism for
example

Implementation of
controls in CMS to
ensure dual control
and to regulate the
release process, result-
ing in equal treatment
of market participants

Implementation of con-
trols in CMS to clearly
define effective processes
in case of a crisis such as
a ‘shitstorm’ that ensures
consistent exchange of in-
formation between digital
communication platforms
and a physical department
(‘social disconnect’)

Technological
requirements

Choice of IT systems
that offer the right com-
bination of costs and
guarantee for right of
use with due considera-
tion of meeting rules and
commitments
Monitoring of license
agreements and access
rights for research por-
tals, picture data bases
and more

Definition of authority
concept and regular
inventory of users
in communication
systems
Compliance check of
tools used (especially
freeware) and regu-
latory requirements
(especially hosting)

Obligations to archive and
preserve business records:
How and at what intervals
is public communication
archived? What are the
considerations for de-
signing obligations, for
example pursuant to com-
mercial law or Securities
and Exchange Commis-
sion (SEC) rules?
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The second phase covers the publishing of content. While trying to integrate e-com-
merce and content management, brands are confronted with the limits of technology.
Content such as information on the product, and user-generated content such as feedback,
rates and questions, should ideally be found in the same location as the actual buying op-
tions, so both can be mixed manually or automatically and be easily customized as well
[5]. Many e-commerce solutions have become more complex over the years, but almost
none combine all needed shop and content management features so far. Thus, a common
approach to combining CMS and e-commerce is to either use one product with simple
additional features to cover the other requirements or to take two products and integrate
them via different technical temporary solutions such as subdomains [5]. Managing prod-
ucts and content together becomes very important, and making this happen through tightly
integrated CMS and e-commerce systems seamlessly even more important. Thus, synchro-
nizing a CMS with other systems such as the Customer Relationship Management (CRM)
system or the Enterprise Resource Planning (ERP) system should be a regular feature
of the development of any web solution that has a business objective, but is also a very
dynamic process consisting of different sub-processes.

In a last step, it is essential to monitor the impact of publications in order to contin-
uously improve the scope of content, to adapt the content strategy when needed and to
make sure that guidelines and regulations have been obeyed and will be kept in future by
changing them or implementing new ones when necessary.

Table 28.2 gives examples of specific requirements for the content management pro-
cess. It further demonstrates that insufficient content management – meaning content
management that does not take into consideration different requirements – can involve
risks to the organization in all three categories of digitalization: people, processes and
technology. It also shows the importance of analyzing technological conditions, processes,
data and regulatory requirements, because analysis – as a buzzword – will play an increas-
ingly important role in the future of content management.

28.2.3 Content Management of the Future Putting the Customer First

From a current perspective, content management can be seen as a core competency of the
digital evolution as its success is dependent on regularly changing technology, processes
that have to be adapted in line with regulations and guidelines, and the involvement of
people who have to be taught both of the above. As a core competency, it does not only
leverage but also harm the progress of digitalization of e-commerce brands.

What does tomorrow’s content look like and how will it be managed? Communication,
sourcing of information and entertainment have becomemore interpersonal and individual
already. This change has to be transferred to a company’s interaction with its customers
as well as other business. Hence, customer service has changed and companies have to
improve their CRMwith due consideration of content management. Besides a neat product
data base and real-time inventory management, e-commerce brands have to offer their
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customers diverse touchpoints such as owned, earned and paid media for example, as well
as interactive communication with a focus on quality and meaningful content [15].

As demonstrated, content management is going to consider organizational and regula-
tory processes and technologies that allow extensive analytics. It is even imaginable that
the term ‘content management’ will change into ‘experience management’, ‘customer en-
gagement’ or similar terms that put customer satisfaction first. A direct customer approach
will be one of the key competencies of CRM and content management in the future and
companies will have to offer more direct, easier and more attractive ways for customers
to get in touch with a brand – ideally automatically, as marketing automation is another
key word for the content management of the future. That is why intelligent assistants such
as chat bots could serve as a major interface between companies and users in future, as
an interested party turns into a potential buyer or customer just because of an interesting
conversation [15].

28.3 Chat Bots: Content Management System
for the Digital Evolution

Chat bots – digital real time channels that are further defined as speech-driven or virtual
communication assistants [16] – analyze the context of the users’ messages and react to
them. They usually consist of an input and output form which enables the dialogue with an
underlying system or database. Hence, these systems and databases are being filled with
knowledge and answers based on ‘typical’ communication and often follow pre-defined
patterns [17] and thus meet the requirements of the buzzword ‘conversational commerce’.
Bots constantly learn the users’ needs by adding structure and fast and cheap information
to the users’ lives (e. g. answering questions or giving updates automatically). As a result,
user satisfaction is not the only benefit, as other brands can save money and time in their
marketing operations as well [18].

Intelligent assistants get to know a brand’s customers better and better by exploiting
smart data from conversations. Data such as for example gender, favorite colors and travel
destinations are full of value for e-commerce brands as they can be used to create individ-
ualized offers in the form of content for their target group based on a clear picture about
them and their needs and wishes [15]. Bots are already able to automatically spread con-
tent such as news or brochures for a brand matching the information given by users [17].

Usage of applications that integrate chat bots such as WeChat is becoming ever more
popular. The instant messenger has been developedmuch further than any usual messenger
and has become its own ecosystem. For example, users can place orders, pay bills, book
appointments and much more [19]. Briefly summarized, WeChat directly aims at peoples’
daily routines and satisfies their need for less complexity. Nevertheless, WeChat records
lower user numbers than WhatsApp and Facebook Messenger. But, an increase of almost
40% has been observed in the number of monthly active users between Q1 15 and Q1 16
from 549 million to 762 million, which is pointing to the way ahead [20].



282 A. W. Jonke and J. B. Volkwein

Still, in the context of the digital evolution, chat bots have to be developed further to
keep user satisfaction high. Currently, human intelligence is still strongly involved in the
activity patterns of bots, as they either have to be taught by a developer or at least have
to learn from conversations and interactions with humans. When it comes to situations
that exceed clearly defined processes or simple structures, bots still regularly fail. Never-
theless, bots are expected to address even more (potential) customers in future and fulfill
their wishes while working even more automatically and being able to learn and develop
themselves further. They might be integrated into the operating systems of smartphones
or tablets and thus be able to complete all tasks of a user on their own. Customer service
will then reach a new technical level [15].

28.4 Conclusion: Digital Governance Framework
for Content Management

Our conclusion is that, from a current and future perspective, content management can
and must be seen as one of the core competencies of the digital evolution, as it provides
the basis of any information shared with the (digital) public, which increasingly becomes
important for digital marketplaces.

By segmenting the digital evolution into the three categories people, technology and
processes, and by defining content management as three main processes (sourcing and
editing, publishing and monitoring), we set a clear, however incomplete scope for our
arguments within this theoretical article.

Within this scope, we illustrate the comprehensive impact content management has
on corporate digital marketing instruments and on their economic objectives. We pro-
vide recent examples of German e-commerce brands, relating to investments in all three
categories of the digital evolution. On the other hand, we claim that insufficient content
management can trigger risks and harm corporations. We show examples of requirements
that need to be fulfilled for the different content management processes and the respective
categories of evolution.

Chat bots as a scenario for future content management have great potential, but are not
a remedy to fulfill the aforementioned requirements. Quite the opposite is expected: for
increasing automation of the spread of content all three categories of the digital evolution,
namely technology, processes and people, have to be equipped with profound know-how.
Enough resources have to be provided, and commitments, guidelines and regulations for
content management have to be met and their compliance be monitored.

One basic element that focuses adherence to these rules is the development of a ‘dig-
ital governance framework’ for content management systems that defines clearly struc-
tured processes, addressing stakeholders both internally and externally. Such a framework
contains the objectives of a brand’s digital communication as well as risks of content
management, the programs used, structural and procedural organization and processes to
guide monitoring and reporting operations in a particular direction. At the same time,
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Fig. 28.1 Elements of a digital
governance framework consid-
ering three areas of the digital
evolution. (KPMG 2016)

this framework contains practicable guidelines for a company’s communication in general
and enables decision makers to develop and live programs for the promotion of a digital
culture. Fig. 28.1 provides as an example an overview of all the aforementioned elements.

The example of chat bots makes it clear that technology is going to develop further
and will improve continuously and fast. From an ethical and economical point of view the
question arises as to how big and uncontrolled the gap between technology and its users
will grow. Accepting content management as a core competency for digital transformation
will not be sufficient to fill this gap in the long term. An active, well considered implemen-
tation of a governance framework for content management and thus adaption of existing
governance instruments would be suitable to meet modern responsibilities in this area and
would provide an adequate basis for the future of a brand’s digital communication.

As stated above, we have only looked at selected examples to examine content man-
agement as a core competency for the digital evolution. In order to support the argument
with sustainable data, we suggest to further examine this area in a scientific manner, e. g.
through comparisons of investments within the three areas of evolution with key perfor-
mance indicators (KPIs) or a mature existing content management with requirements of
a given governance framework.
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29The European Network and Information Security
Directive – a Cornerstone of the Digital Single
Market

Martin Schallbruch

Abstract
Digital markets strongly depend on a sufficient level of network and information se-
curity. As the digitization of all business processes leads to a complex landscape of
digital networks, systems, and services, overarching security standards become crucial
for the economic development. Thus, state actors worldwide aim to build regulatory
frameworks to somehow guarantee network and information security. Right now, with
regard to the digital economy, Europe is not at the forefront of the global economic
regions. By passing a new regulation on network and information security, the Union
aims to present a modern regulatory approach to a key issue of the digital economy.
The EU directive, set into force in August 2016, is a major step to a stable regula-
tory environment, that might be a raw model for regulators worldwide. However, from
a technology perspective, the legislation will predominantly lead to compliance ef-
forts of market operators, not to technological innovations. To some extent, this can
be bridged by the development of market standards under the regulation. Nevertheless,
further regulatory action is suggested.

29.1 Network and Information Security for Digital Markets

Not a big surprise: The digitization of the economy is essential for growth and prosperity
in Europe. Comparing the global economic regions, the EU is not at the forefront of digi-
tization. According to studies by the European Commission, 41% of European companies
are not digital, only 2% take full advantage of digital opportunities [1]. Few European
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companies are amongst the world’s ICT leaders. The long term investment level in digital
networks in Europe is below the US and Asia [2]. At the same time, it is estimated that
a further digitization of the European economy can create up to 1.5 million new jobs [3].
The completion of a Digital Single Market in Europe is therefore one of the Junker Com-
mission’s key policy objectives. With the Digital Single Market Strategy of 2015, the EU
Commission presented its program for achieving this goal [1].

A high level of cybersecurity is a crucial prerequisite for Europe’s digital growth.
Cybersecurity of digital infrastructures and digital services plays an important and ever
growing role for the functioning of the internal market. Different levels of cybersecurity
among the Member States are hindering transnational electronic services. Economic the-
ory holds that an appropriate level of cybersecurity cannot be achieved by market actors
alone. Government action is required [4].

With the adoption of the EU Directive on Network and Information Security (NIS) in
the summer of 2016, Europe has established requirements and management structures for
network and information security. This article examines the role of the new EU legislation
in the development of digital technology and digital business models. It looks into the
legislation from a technology perspective, asking whether technological development to
reduce cyber risks is stimulated by the regulation.

29.2 Regulatory Approaches to Cybersecurity

For a long time, the only international cybersecurity regulation was the Council of Europe
Cybercrime Convention of 2001 (Budapest convention), set into force in 2004 [5]. Up
to now, 49 countries worldwide have ratified the convention [6]. The aim of the conven-
tion is mainly a common criminal policy on cybercrime, i. e. the classification of criminal
offences. It is not the objective of the Budapest Convention to, at some extent, stimu-
late technological or organisational means to enhance cybersecurity. The starting point
for a broader discussion about cybersecurity regulation can be placed in 2003, when the
G 8 principles for protecting critical infrastructures were adopted. This international doc-
ument was one of the first to call for legislative cybersecurity measures by nation states.
Subsequent recommendations by the UN, OECD, and ITU intensified the international
pressure on states to act for the rising issue of cybersecurity [7].

The core element of the first regulatory discussion was ensuring the security of critical
infrastructures. Critical infrastructures such as energy and water supply, health systems,
transport, finance, and public administration, are crucially important for the functioning of
modern societies. At the same time, these infrastructures are highly dependent on reliable
information technology. Critical infrastructure protection is therefore a key issue of almost
all national cyber security strategies worldwide [8]. Although in general privately owned,
most critical infrastructures are already regulated to implement public requirements such
as the safety of energy supply.
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Therefore, initial regulatory approaches to protect the IT of critical infrastructures had
a strong reference to prevailing models of safety regulation of infrastructures. However,
the regulation models differ from country to country. In particular, rule-based approaches
and risk-based approaches confront each other. In rule-based approaches, the state poses
specific requirements to the operators of critical infrastructures; fulfilment of the require-
ments have to be demonstrated or certified. Under risk-based legislation operators have to
build up their own risk management system. Defining the appropriate means to meet the
risks is up to them [9]. The complex nature of risks in cyberspace, the low level of par-
ticular technical knowledge of the regulatory bodies, and the high technical development
speed makes a purely rule-based approach too complicated. A classic top down regulation
by the state is not possible [4].

Often Public Private Partnerships are considered suitable means for solving this prob-
lem. Also at European level, a corresponding PPP, the European Public Private Partnership
for Resilience (EP3R), was established in 2009 [4]. However, the idea of ensuring cyber
security solely through PPP has proved difficult to implement. Robust empirical evidence
of the success of a pure PPP approach still does not exist. The interests of the parties are
too divergent. The commitment of the private side in the PPP often follows regulatory
threats coming about [4]. Nonetheless, PPP elements can make a contribution to increas-
ing cyber security of critical infrastructures. The technical expertise of the private side
helps to compensate for a lack of sector specific technical understanding on the side of the
rule-setting regulator.

There is broad consensus in the literature that so called mixed regulatory responses
are the best choice for the legislation of cybersecurity of critical infrastructures [4, 9].
Rule setting, elements of self-regulation and stimulating market mechanisms are regarded
to be most successful in combination. Regulators, on the one hand, get an instrument to
check compliance of companies (with respect to the set of rules). Private sector actors,
on the other hand, get the chance to define levels and measures of security improvement
on their own, meanwhile they have to comply with basic government rules. Technological
solutions for cybersecurity are stimulated by giving the market actor the freedom to ask
for innovation to fulfil their own, majorly risk based interest in appropriate cybersecurity.

The advantages of a mixed approach are especially obvious with regard to the different
security maturity of market operators.While small andmedium enterprises have to comply
with the minimum security requirements posed by the regulator, bigger and more security
mature companies easily meet the regulators’ demand. For them, a risk-based innovation
of their security preparedness can be stimulated by regulation [9].

An important reference to the European discussion were the US policy plans for cy-
bersecurity and critical infrastructure protection. With a Presidential Executive Order,
adopted in 2013, together with a Presidential Policy Directive (so called PPD-21), the
US government set out the strategy and action points for cybersecurity of critical infra-
structures. As several bills on cybersecurity failed in congress, the president’s initiative
follows a completely voluntary approach for private companies. On the basis of PPD-21,
the US National Institute of Standards and Technology (NIST) issued a Cybersecurity
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Framework, a set of risk-based cybersecurity standards that had been developed in close
collaboration with industry [7]. In fact, as a result of long-term disputes in congress, the
Cybersecurity Act of 2015 has recently been passed. However, it doesn’t change the vol-
untary character of the technical and organizational standards issued by NIST. The US has
decided to move forward with the soft-law approach to cybersecurity standards.

29.2.1 EU Directive on Network and Information Security

European Institutions started to work on network and information security in 2001. One
of the first steps was the implementation of a European Network and Information Security
Agency (ENISA), based in Heraklion, Greece. Over the years, ENISA gained influence on
the development of cybersecurity structures in the member states (see Table 29.1), assist-
ing in building up Computer Incident Response Teams (CIRTs) and advising European
Commission and Member States. Following this, European Commission and EU Council
adopted various communications on critical information infrastructures and network and
information security. In 2012, the European Commission started an impact assessment to
cover policy options to improve the network and information security. The assessment
involved many stakeholders in Europe, such as Member States, academics, private com-
panies and the general public. The results were presented in 2013 [10]. Grounded on the
findings of the impact assessment and framed by the strategic objectives of the simul-
taneously developed Cybersecurity Strategy of the European Union [11], the European
Commission decided for regulatory action.

Based on the EU competence in harmonisation of the internal market pursuant to
Art. 114 TFEU, the Commission submitted a proposal, which contained, on the one hand,
obligations for Member States, and on the other, requirements for market participants.
While Member States should strengthen their preparedness and cooperation, the market
participants were required to improve the information security of their systems and to
report cyber incidents to relevant authorities [7]. From the beginning, the Commission’s
proposal overarched the field of critical infrastructures (“operators of critical infrastruc-
tures”, later renamed to “operator of essential services”) and also took into account the

Table 29.1 Importance of sectors for NIS regulation. (European Commission [10])

Sector No. of respondents who see the need to ensure NIS in
this sector (in %)

Banking and finance 91.1

Energy 89.4

Health 89.4

Internet services 89.1

Public administrations 87.5

Transport 81.7
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providers of digital services, which were initially called “provider of information soci-
ety services.” This was somehow a result of the impact assessment. Internet services were
seen as one of the most important sectors for security of network and information systems.

As a result of a three-year legislative procedure between the European Parliament, EU
Council, and European Commission, an agreement was reached on a Directive Concern-
ing Measures for a High Common Level of Security of Network and Information Systems
Across the Union at the end of 2015 [12]. It contains three pillars. The first pillar obliges
the EU Member States to step up their own structures for cybersecurity. The adoption of
a national cybersecurity strategy (art. 7), the designation of one or more competent author-
ities (art. 8) and the establishment of a Computer Security Incident Response Team (CIRT)
are mandatory. The second pillar is the establishment of a cooperation mechanism at EU
level. EU and national measures to cybersecurity will be strategically coordinated in a per-
manent Cooperation Group, composed of representatives from Member States, European
Commission, and the ENISA (art. 11). The more practical exchange about risks, incidents,
and best practices will take place in a newly founded European CSIRTs Network (art. 12).

The third pillar of the EU Directive concerns the market operators. The EU requires
Member States to impose cybersecurity requirements on operators of critical infrastruc-
tures and providers of digital services. Here, the EU chooses a mixed regulatory approach,
however, with slight differences between the two kinds of companies: Operators of essen-
tial services have to take technical and organisational measures to manage the risks posed
to the security of their network and information systems. Here, the operator’s measures
must be appropriate to the specific risks. The directive does not specify which concrete
measures are to be taken. However, Member States have to carefully identify the operators
of essential services and ensure compliance with the obligations, for example by conduct-
ing security audits or inspecting results of independent audits. Therefore, it is up to the
Member States to more specifically define what technical and organizational measures
meet compliance requirements. Penalties for the infringements of the security provisions
have to be laid down under national law (art. 21).

The regulation of digital services is less rule based. The inclusion of digital services
was one of the focal points of the political debate. In particular, US based over-the-top
providers massively rejected specific security regulations for their services. Following
lengthy discussions in the legislative process EU institutions agreed to include a part of
the digital services in the regulation, but those which are especially relevant for the digital
economy. These are online marketplaces (including app stores), online search engines, and
cloud computing services. Beyond that, the concept of cloud services is interpreted very
broadly (“a digital service that enables access to a scalable and elastic pool of shareable
computing resources,” Art. 4, No. 19).

For the provider of such digital services the Directive presents much more specific re-
quirements on the technical and organizational means to protect their services (see Art. 16
NIS directive). However, for digital services, Member States are not required to identify
companies governed by these regulations or to check their compliance with the obliga-
tions. Both groups, operators of essential services and digital service providersmust report
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Table 29.2 Policy instruments used in the EU directive. (Source: Own adaption, based on Irion [4])

Policy
Instruments

Positive Incentives Negative Incentives

Legal and
regulatory measures

Public ICT security trustmark National legislation/regulation of
information security

Setting-up national CERT function-
ality

Mandating best practices to enhance
information security
Liabilities in case of failure to meet
required standards
Security breach information duties
Compulsory memberships in profes-
sional organizations/PPP

Economic measures Tax credits and privileges for cer-
tain initiatives

Financial penalties for violation of
legal/regulatory provisions (compen-
satory, punitive)

Public subsidies for certain invest-
ments in information security

Payments for access to valuable in-
formation
Insurance markets

Technical measures Technical guidance Information security standards
Offering technical assistance Mandating security testing, audits or

peer-evaluation
Education and training relevant to
ICT security

Mandating participation in security
exercises

Informational mea-
sures

National and international in-
formation sharing in information
security

Publication of individual operator’s
ICT security breach notifications

security incidents to the appropriate authorities. If there were a public interest in knowing
about the incident, the competent authority should inform the public.

With the mixed approach regulation and the extension of minimum security standards
to digital service providers, the EU is taking a major step in regulating the security of cy-
berspace. The italic fields in Table 29.2 show the negative and positive incentives that the
EU directive takes to enhance cybersecurity. The table is based on a scheme developed by
Kristina Irion out of the variety of policy instruments for cybersecurity found in literature.
It shows that European regulators take up a majority of respective policy instruments. By
May 2018, the Directive must be implemented by the Member States to their national law.
It goes into effect for market operators after that implementation.

29.3 EU Directive and Technology Development – A Critical View

A major objective of the EU’s cybersecurity strategy is to enhance cybersecurity in tech-
nology development and digital business innovation. Companies are requested to use



29 The European Network and Information Security Directive 293

advanced cybersecurity technology and to take cyber risks into account when digital busi-
ness models are further developed. In this respect, the Directive could be characterised as
a first attempt to incentivize more secure technology and services. The regulation of cy-
ber risks is still in its infancy. Worldwide it is based on a weak empirical basis. Also, the
EU proposal was based on an extremely limited number of well-evaluated cyber incidents
[13]. Risk assessment and risk regulation of cyber risks are not yet appropriately devel-
oped, i. e. compared to the banking and finance sector, where regulation followed much
more substantial risk models [13].

With the mixed regulation approach, the EU has chosen the regulation method with
the best prospects of success [7]. It combines a “check box approach,” i. e. the need for
market operators to meet compliance requirements, with an obligation to set-up or improve
a particular risk management system. The central requirement for private companies to
“take appropriate and proportionate technical and organizational measures to manage the
risks posed to the security of network and information systems” (art. 14, similar in art. 16)
is open for a sector or company specific choice of measures. Therefore, “the EU approach
has the potential to set an example to the rest of the world regarding the interests and
values to be preserved through legislation in this field” [7].

What is astounding is the almost total abandonment of self-regulation elements in
the Directive. In particular, a cooperative element could help to improve the technical
measures to be taken [4]. An example of such an instrument can be found in the Ger-
man IT security law of 2015, adopted before the passing of the Directive. There, critical
infrastructure operators are entitled to define industry standards as minimum security stan-
dards. After approval by the competent authority, these standards are obligatory for the
relevant industry [14]. The EU Directive leaves it open to Member States’ implementation
for incorporating such participatory elements – at least for the essential services. However,
in the design of technical standards in the context of such self-regulation, European or in-
ternationally accepted market standards must be taken into account (art. 19). Regarding
the sector of digital services, the consideration of participatory elements is not possible as
the Member States have very little implementation flexibility. The European Commission
is entitled to adopt implementing acts to specify the standards digital service providers
have to comply with. An involvement of the private sector in the development of these
standards is not provided. The cooperation group, composed of European Commission,
ENISA, and Member States, will only discuss standards with representatives from the
relevant European standardisation organisations (art. 11).

Internationally ground-breaking is the specification of security requirements of digital
services [7]. By regulating not only the critical infrastructure, but also the most important
digital services (especially the cloud services), the Directive will immediately influence
the technology development of digitization. Here, Europe goes far beyond the approach of
the United States, which is solely targeting critical infrastructure. In Europe, the “internet
giants [are] involved in the goal of achieving critical infrastructure protection” [7].

More could have been done by the EU to stimulate the development of security tech-
nology. After all, the “mismatch between functional ICT developments and an appropriate
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level of cybersecurity to those developments” [15] is one of the biggest challenges for cy-
bersecurity, so far barely seen by regulators. Only Germany and Japan have addressed
this issue in their cybersecurity strategies. Japan particularly addresses the cybersecurity
challenge from a more technological viewpoint, taking into account the need for technical
agility to address the dynamic cyber threats [15].

In this regard, the issue of stronger liability of ICT producers for vulnerabilities in their
products had been discussed in the legislation process. One of the most important reasons
for security incidents is the exploitation of vulnerabilities in immature software products.
Unfortunately, the Directive could not bring about a system which increases the liability.
To tackle the root of many cybersecurity problems, an increased liability of ICT producers
cannot be avoided. The existing liability regimes have not led software manufacturers to
bringmature products to the market, even if those products are intended for use in essential
services.

For now, the EU Directive at least offers an initial starting point to come to greater
responsibility of manufacturers. By requiring “state-of-the-art” security technology for ap-
propriate cybersecurity, the EU Directive stimulates the development of industry-specific
and cross-industry market standards. First manufacturer organisations have developed
state-of-the-art handbooks to assist market operators in choosing the best technology (for
example [16] in Germany). For the operators of essential services, Member States may
take up the European regulation further; for the digital service providers, it is up to the
European Commission to enhance technological cybersecurity by adopting demanding
implementing acts.
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30The Future of Machine Learning and Predictive
Analytics

Ali Reza Samanpour, André Ruegenberg, and Robin Ahlers

Abstract
The history of artificial intelligence shows us that there has been a gradual and evolu-
tionary development within the special aspects of computational sciences that underlie
the technologies prevalent in machine learning. Most of the technologies consist of
methods defined by so-called computational intelligence, including neural networks,
evolutionary algorithms and fuzzy systems. Data mining topics have also become more
significant, due to the rapid growth in the quantities of data now available (Big Data),
combined with having to face the same challenges encountered in the IoT (Internet of
Things). The question now is: How can computers be made to do what needs to be
done without anyone prescribing how it should be done? Nowadays, a whole range
of providers offers frameworks for machine learning. Some of them allow us to use
machine learning tools in the cloud. This option is mainly provided by the big play-
ers like Microsoft Azure ML, Amazon Machine Learning, IBM Bluemix and Google
Prediction API, to name but a few.

Machine learning algorithms extract high-level, complex abstractions as data repre-
sentations by means of a hierarchical learning process. Complex abstractions are learnt
at a given level based on relatively simple abstractions formulated in the preceding
level in the hierarchy. Deep learning is a subarea of machine learning, and could even
be described as a further development of this. While traditional machine learning al-
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gorithms rely on solid model groups for recognition and classification, deep learning
algorithms develop and create their own new model levels within the neural networks
independently. New models do not need to be repeatedly developed and implemented
manually for each new set of data based on different structures, as would be the case
for classic machine learning algorithms. The advantage of deep learning is the analysis
and learning of massive amounts of unsupervised data, making it a valuable tool for
Big Data Analytics where raw data is largely unlabeled and uncategorized.

30.1 Introduction

The World Wide Web offers a multitude of opportunities for anyone who wants to share
their views with a wide audience or comment on products, movies etc., in particular
through social media platforms like Twitter and Facebook.

Assuming that all profit-seeking companies aspire to maximize their share of the mar-
ket – if not to become market leader – they depend on a high degree of customer satisfac-
tion and will therefore strive to fulfill as many customer wishes as possible.

Companies are extremely keen to make good use of any information they can garner
from social media in order to achieve this goal. Reviews and opinions that consumers
share voluntarily on the Internet can be collated and analyzed to draw conclusions about
customer preferences and identify potential product improvements. Thanks to informa-
tion systems like sentiment analysis the wealth of information available can be translated
effectively into useable knowledge. The challenge lies in obtaining sufficiently accurate
data and applying efficient analysis methods [1].

This article aims to provide an insight into the enigma of artificial intelligence – no
longer limited to science fiction – and to illustrate some useful applications for companies
with a strong consumer focus, as well as a brief look ahead to the future of machine
learning.

30.2 Categorization –Machine Learning and DataMining

As Fig. 30.1 shows, in addition to machine learning and data mining there are several other
terms which should be defined here. Data mining refers to a process of pattern recognition
in existing, structured data. This process may be carried out automatically with the help
of machine learning or semi-automatically by applying statistical methods [2].

Whereas data mining draws from structured data stored in databases, the huge quan-
tities of data we want to analyze from the web are largely unstructured. According [31]
to more than 80% of this data is in text form, which is where text mining comes in, i. e.
the extraction of useable information from input text. Text mining tasks include linguistic
analysis and statistical pre-processing [4]. Text mining starts with document or informa-
tion retrieval, followed by document preparation. First of all, text is tokenized, in other
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Fig. 30.1 Venn diagram – Categorization. (WinfWiki [3])

words broken up into segments, usually individual words, and the punctuation removed.
Stop words (non-content words), such as articles and conjunctions are usually discarded.
The next step is part-of-speech tagging, which involves marking each token with a word
category. Many tokens can be further reduced to their root form by lemmatizing and stem-
ming. Tokenization thus converts a text into a format that lends itself to more effective
analysis. These final steps of document preparation are followed by document transfor-
mation.

Transformation often involves weighting the relevance of words in a text using tf-idf
(term frequency – inverse document frequency). The tf-idf value reflects the significance
of a word in a document, increasing, for example, in proportion with a word’s frequency.

This refined data is then stored in a structured form that allows data mining and the ap-
plication of analysis algorithms, including document classification (Sect. 30.3.2), cluster
analyses and association analyses [4].

Fig. 30.2 illustrates the steps involved in the data mining and text mining process.
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Fig. 30.2 Steps of data mining and text mining. (Sharafi [4])

30.3 Sentiment Analysis in Practice

To better organize the overwhelming quantities of available online content for accurate
analysis, it makes sense to classify texts according to sentiment. Sentiment analysis, or
sentiment detection, serves a number of purposes, including text summarization, the mod-
eration of online forums and monitoring the acceptance levels of a product or brand by
following blog discussions [5]. Sentiment analysis is considerably more complex than tra-
ditional subject-based classification. For example, although the sentence “How can anyone
sit through this movie?” does not contain any obviously negative words, it nevertheless
hints at a strongly negative sentiment [6].

Companies from all industry sectors can benefit from sentiment analysis in many dif-
ferent ways, most notably through the increasingly widespread use of customer feedback
and review sites for rating films, cars, books, travel, in fact an infinite number of products
and services [5].

Sentiment analysis is applied to social media platforms and online retailers for a range
of purposes, such as competitor analysis, trend and market analysis, campaign monitoring,
event detection, issues and crisis management, to name but a few.
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Media-savvy company managers are increasingly recognizing the value of social net-
working websites as an incredibly rich source of information to identify market opportu-
nities, improve product placement or keep an eye on their competitors. In other words, it
allows them to analyze the entire structure of the market.

Most studies classify sentiment by polarity as either positive, negative or neutral [5–
7], usually by applying one of two common approaches: dictionary-based and machine
learning.

30.3.1 Lexicon-Based Approaches

One method of the dictionary-based approach is word spotting. This technique identifies
words or phrases and either compares them with a dictionary database, or uses algorithms
to determine their sentiment. To begin with, a sentence is segmented and a part of speech
is assigned to each word (POS tagging). Then every word that is considered relevant to
the sentiment of the text is categorized by polarity using a dictionary for reference. This
procedure is called the dictionary-based approach [5].

Words can be analyzed in isolation or in context, by taking valence shifters into con-
sideration. These include negations, intensifiers and diminishers that can reverse, augment
or lessen the meaning and thus the polarity value of a sentiment word. If a valence shifter
is found in the vicinity of a sentiment word the weighting of this is multiplied with the
original value of the word [5].

The SO-A approach (semantic orientation from association) allows an automated pre-
diction of polarity based on statistical allocation to a collection of negative and positive
sample words [5]. The SO-A of a word or a sentence is calculated from the difference
between its strength of association with a positive set and its strength of association with
a negative set [8]. The polarity of the text as a whole is then determined by calculating the
average SO-A value of all the sentences that make up the text. A document is classified
by counting the positive or negative words in a text. If the majority of sentiment words
in a text are classified as positive, the text as a whole will be regarded as positive. The
same applies for negative words. The advantage of word counting as opposed to machine
learning approaches is that this method does not require any machine training and can
also be applied when no training data is available.

However, the sheer quantities of information available from different domains render
an automated approach to sentiment analysis almost indispensable [5].

30.3.2 Machine Learning

What exactly is meant by machine learning? Machine learning has become an intrinsic
part of our daily lives. For example, when a customer makes an online purchase, they will
then be presented with a range of similar or complementary products. Machine learning
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is defined as the process of generating models to learn from available data so as to be able
to make predictions about future data.

Microsoft’s cloud-based Azure Machine Learning Studio, for example, allows the user
to create workflows intuitively for machine learning, and there is a wide range of machine
learning libraries available for developing prediction solutions. Users can also extend these
solutions with their own R or Python scripts [9].

One of the most frequently used methods of machine learning for classification in the
context of data and text mining are naive Bayes, support vector machines and maximum
entropy classification [1, 6].

Naive Bayes
Naive Bayes is a simple learning algorithm that applies the Bayes rule in combination
with the assumption that the features are independent for a given class. Although the inde-
pendence assumption does not always apply in practice, naive Bayes nevertheless suffices
in many situations as a reliable method of classification. Naive Bayes uses the informa-
tion from a random sample – the training set – to estimate the underlying probability that
a document belongs to a class [10].

The advantages of this approach are that it is more robust for non-relevant features
than other, more complex learning methods. Furthermore, it is a very quick classification
technique that requires only a small amount of storage capacity [11].

Support Vector Machines (SVM)
Support vector machines are a type of linear algorithm used for classification. In the sim-
plest form of binary classification SVM finds a hyperplane that separates the two classes
of the dataset with as wide a gap as possible [12]. The number of separating hyperplanes
is infinite in linearly separable training sets. All hyperplanes separate the training set accu-
rately into two classes, but with a variety of results. The optimum separation shows a clear
gap between the categories. In other words, the margin between the groups of data points
should be as wide as possible.

The hyperplane which separates the classes from one another can be pinpointed from
a small number of data points that lie on the margin. These are referred to as support
vectors. First these support vectors are identified, then the margin is maximized and the
separating hyperplane determined [11]. In practice, however, many problems in data anal-
ysis are described with non-linear dependencies. The SVM technique can still be applied
in such cases by simply adding kernel functions. The advantages of the SVM method lie
in its high accuracy, flexibility, robustness and efficiency [12].

Maximum Entropy Classification
The entropy of a word is a quantitative measurement of its information content. For ex-
ample, the word “beautiful” has a higher weighting than the word “nice”. In contrast to
the naive Bayes classifier, maximum entropy classification uses weighted properties. It is
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assumed that properties with a higher weighting also classify the training set most accu-
rately. However, relationships between words are disregarded entirely [13]. From a set of
models that are consistent with the observation values the classifier seeks to find an opti-
mum that maximizes the entropy. A higher entropy indicates a higher uncertainty in the
probability distribution. The theory behind this is that every other model whose entropy
value is not maximum assumes values that have not been considered [14].

30.4 Machine Learning – Inspired by Biology

Computers, or rather classical computer programs, have to know everything. Bits and
bytes are being processed, stored and retrieved every millisecond. The results can be re-
produced at any time and traced logically. The computer strictly follows its instructions to
the end. Although we have come a long way in the last 60 years with this type of program-
ming, we are now beginning to encounter problems and issues that demonstrate that this
classical type of information acquisition can be unmanageable, and might even become
antiquated and useless.

The time has come for new concepts: software that writes software, algorithms that
adapt, optimize themselves and can even predict future results. On the face of it machines
do just what we tell them to do. But many problems nowadays are too complex, and
cannot be described with exact instructions. We are familiar with a multitude of survival
strategies from the natural world. Nature constantly offers us new ways of confronting and
mastering difficult situations. The question is therefore: How can machines be created that
do exactly what is needed without having to be instructed [15]?

This takes us into the field of artificial intelligence or, more precisely “computational
intelligence”. Inspired by biology, this field comprises three areas of information process-
ing. These technologies offer mechanisms of biological problem-solving strategies for
mathematical or engineering problems, so that these can be made useful. The challenge
is to derive a general rule from a quantity of data without explicitly instructing the sys-
tem what rules to apply for the classification. Using large quantities of data a software
construction trains computers to accurately interpret other data quantities autonomously.
Although they are trained to learn predictable behavior, the system does not allow any
insights into the learned approaches. This is where the analogy to the biological example
becomes clear.

Computational intelligence is based on algorithms of fuzzy logic [16], neural networks
[17] and evolutionary algorithms [18]. These specialist fields often overlap. Evolutionary
algorithms, for example, are used for the design of neural networks or fuzzy systems, or
even neuro fuzzy systems [19], which on the one hand are visualized in the more com-
prehensible fuzzy form and on the other hand use the efficient learning behavior of neural
networks.
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30.4.1 The Origins of Machine Learning

The Dartmouth Summer Research Conference on Artificial Intelligence in Hanover, New
Hampshire, is widely acknowledged as the birthplace of artificial intelligence research.
It was in the summer of 1956 that John McCarthy organized a 10-person, two-month
workshop to study neural networks, automata theory and intelligence in general. Although
the workshop itself did not present any new findings, the participants were able to agree on
a name for their new field of research. Besides McCarthy the attendees included Marvin
Minsky and Claude Shannon who, over the next 20 years, came to dominate the field of
artificial intelligence [20].

John McCarthy’s core idea was “that every aspect of learning or any other feature of
intelligence can in principle be so precisely described that a machine can be made to
simulate it.” Following the Dartmounth Conference the newly established AI community
set to work with great optimism and developed the first approaches to solving puzzles,
logical reasoning and games like chess [20–22].

Groundbreaking theoretical preliminary work had been carried out several years ear-
lier, however, by Alan Turing. According to Turing we speak of “artificial intelligence”
when an algorithm successfully solves a problem using human-like responses, so that an
evaluator is unable to distinguish whether the answer comes from a human or a machine
[23].

30.4.2 The 60s and 70s

The 1960s saw the first programs to demonstrate intelligent behavior. In computer games
like chess or draughts these programs were already following strategies that enabled them
to beat human opponents. Research had brought computers to a level where they were able
to develop their own solutions to a problem. Soon after, pattern recognition procedures
were being explored for image and speech processing, with systems learning to process
simple commands of natural speech and recognize patterns in images. These developments
then flowed into industrial robot control. In spite of the huge expectations, AI research
made slow progress, which eventually led to several major sponsors withdrawing their
support. This period came to be known among the AI community as the first “AI winter”
[20, 24].

30.4.3 to the Present Day

From 1980 onwards, however, AI research enjoyed fresh impetus – both financially and
conceptionally. Greater emphasis on mathematization, neural networks, which had been
somewhat neglected in the last 20 years, and multi-agent systems – also referred to as
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distributed AI – shaped the next phase of research. Expert systems had by this time reached
a level that made them attractive for industrial applications [20].

Based on the findings of the last few years, where a system “only” had to respond to
problems, these approaches were now applied to robots which, equipped with a body of
their own, came to be perceived as autonomous beings. The obvious progression was to
add rudimentary actions such as autonomous movement and facial expressions. A well-
known example was the Mars robot, Sojourner, which landed on Mars in 1997 and ex-
plored its surroundings on wheels. Since then, scientists and other tech-savvy hobbyists
have organized competitions to show off their skills. One of the most famous competi-
tions is the RoboCup, organized by the Federation of International Robot-soccer Associ-
ation and first held in South Korea in 1996 (FIRA), where soccer-playing robots compete
against one another in different categories [25].

Even if it at first seems like trivial amusement, Marvin Minsky once described the
problems of AI research quite aptly:

AI researchers have worked to solve those problems we humans find difficult, such as chess,
but they didn’t make any progress on the problems that humans find easy [20].

30.5 Learning Methods

Machine learning therefore offers automated and precise predictions from dense, disor-
dered information and converts this into a format that is useful to humans. Depending on
the purpose of a machine learning system or algorithm, these models recommend future
actions based on so called empirical values or probabilities. However, the learning pro-
cess is crucial for a system to be able to make predictions. This process always follows
the following sequence:

To begin with, the model is trained using sample data. It calculates a task, and the result
is compared with the desired result. The target vs. actual difference is then returned to the
model and recalculated according to a suitable procedure (e. g. the gradient descent of the
back propagation algorithm) in order to reduce the error to a pre-defined minimum.

By continually adding data and empirical knowledge a machine learning system can be
trained to visualize the predictions for a specific use case even more accurately [26].

30.6 Implementation Options

There are many different options for implementing machine learning. Besides the various
methods – which can also be applied in combination – the question arises: Which is the
most suitable programming language, which frameworks or tools lend themselves to the
task?

In the science sector, script and standard languages have prevailed. Instead of the clas-
sical C/C++ programming, prototypical developments in Matlab, Python, Julia or R are
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often deployed. For this reason the larger frameworks offer interfaces to further program-
ming languages, so that the methods of these machine learning libraries can be used in
combination with the user’s own preferred programming languages. The largest overlap
can be achieved with the GPL script language Python, which works very well in different
environments and can be extended with the preferred programming languages (C/C++,
Java, C#, etc.).

In this context there are various prefabricated frameworks. These can be implemented
in many different ways. Thanks to documentation and numerous user boards, among other
things, pre-fabricated frameworks are relatively easy to get started with, compared with
single-handed implementation [27].

Acceleration/Parallelization
To meet the growing demand for more and more processing power, huge advances have
been made in the development of high-performance computer systems, along with faster
and more reliable communication networks. At present these systems work at rates of sev-
eral gigahertz and communicate with one another through transmission networks at several
gigabits per second. But existing technology may eventually no longer be able meet our
demand for data. Physical constraints like the speed of light mean that researchers will
have to start looking for alternatives. The parallelization of data offers one solution.

30.7 The Current Situation and Trends

Current trends point to an increased outsourcing of IT structures to the cloud. The cloud,
or cloud computing, offers a variety of service models: from complete infrastructures
with virtual computers that can communicate with one another in virtual networks to the
more basic software-as-a-service (e. g. Microsoft Office 365). Furthermore, clouds offer
an enormous computing capacity, since they are not constrained by the limitations of a lo-
cal server or network. Instead, cloud computing offers every network-compatible device
access to an almost unlimited pool of processing and storage resources.

Beyond advancing performance, researchers are exploring the development of new
models for practical applications.

One major area of application for machine learning is predictive maintenance in the
context of Industry 4.0 and the smart factory. ThyssenKrupp, CGI and Microsoft, for
example, have together developed thousands of sensors and systems to network elevators
directly to the cloud. Data from the elevators is fed into dynamic prediction models, giving
Microsoft AzureML uninterrupted access to current datasets. The data are then transferred
to a dashboard, where continuously updated KPIs (Key Performance Indicator) [4] can be
identified live on computers and mobile devices. This allows ThyssenKrupp to monitor
things like elevator speed and door operation around the clock with minimal effort and
expenditure [28].
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In current research, scientists are reporting on the support of automated production
planning and control systems. As the latest findings allow planners to put their ideas into
practice, the focus continually moves to new challenges. For example, the planning of
a new production facility involves the manual design of several alternative models, which
are then tested and optimized using virtual simulation – a time-consuming and costly
procedure [29].

A common problem encountered by many pattern recognition processes is incomplete
or missing data. The ability to process incomplete data is a fundamental prerequisite for
pattern classification, since the omission of certain values for relevant data attributes can
seriously compromise the accuracy of the classification results [30].

30.8 Conclusion and Outlook

When looking at developments in machine learning over the last few decades, it is evident
that the terminology and methods in this context have evolved on both technological as
well as algorithmic and functional levels. If we consider that the complex issues of ma-
chine learning and predictive analytics are supported by highly parametric, multi-variant
mathematical functions, which can be trained or applied to new problems using sophisti-
cated methods such as neural networks or deep learning, it becomes clear that the rapid
growth of all recent developments is, on the one hand, thanks to the major developments
in hardware and, on the other, to the high scalability made possible by cloud solutions.

Although this may make us think that developments could go on growing in this di-
rection forever, we should always be aware that technology faces physical limitations as
well.

So it could be that the next era of machine learning is not ushered in by taking another
step towards more technological development, like we have seen with In-Memory-Com-
puting or Microsoft Azure ML in recent years. Instead the next step might be something
more revolutionary, such as new insights into genetics and evolution and a deeper un-
derstanding of the human brain above and beyond classic neural networks/deep learning,
which can then be transferred to deal with technological challenges. These new prospects
for research will require adaptations to existing algorithms and, much more than that, the
creation of new ones.
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31HowBanks Can Better Serve Their Customers
Through Artificial Techniques

Armando Vieira and Attul Sehgal

Abstract
Thanks to the big data revolution and advanced computational capabilities, companies
have never had such a deep access to customer data. This is allowing organizations to
interpret, understand, and forecast customer behaviors as never before. Artificial Intel-
ligence (AI) algorithms will play a pivotal role in transforming business intelligence
into a fully predictive probabilistic framework. AI will be able to radically transform
or automate numerous functions within companies, from pricing, budget allocation,
fraud detection and security. This chapter will present some approaches on advanced
analytics and provide some examples from the financial sector on how AI is helping
institutions refine small business credit scoring, understand online behavior and im-
prove customer service. Further, we will also explore how integration with traditional
business processes can work and how organizations can then take advantage of the data
driven approach.

31.1 The Impact of Big Data in Banks

Data generated from online bank transactions, digital sensors and mobile devices is being
produced and recorded at an astonish rate. Every day 2.5 quintillion bytes of data are
created and it is predicted that about 90% of all data processed was produced in the past
two years [1].
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The amount of data needed to be stored in servers is ever expanding, and for banks the
opportunity to have a 360º perspective of the customer life has never been so high. These
developments provide a huge business opportunity for banks, not only by improving their
core business – risk assessment and investment – but also by creating new marketing op-
portunities and reducing costs. The challenge is how to extract the intelligence effectively
[2].

Traditionally, banks have tried to extract information from a sample of its internal data
and produced periodic reports to improve decision making. Nowadays, with the availabil-
ity of vast amounts of structured and unstructured data from both internal and external
sources, there is increased pressure and focus on obtaining an enterprise view of the cus-
tomer in real-time, on a self-service basis and in a more systematic way.

By integrating predictive analytics with automatic decision making, a bank can bet-
ter understand the preferences of its customers, identify customers with high potential to
spend, be able to promote the right products to the right customers, improve customer
experience, and drive revenue. However there are several challenges: i) engineering (how
to store, organize and create views over the unstructured data in a cost-effective way); ii)
analytics (how to process real-time analytics within an ever changing environment); and
business (how to apply these insights to transform the business processes and translate
into competitive advantages).

Advanced data storage for structured and unstructured data based on technologies like
Hadoop and Spark – in the form of the so called “data lakes” – is becoming a standard.
On the analytics side, Deep Learning based machine learning is making a tremendous
progresses in extracting powerful insights from vast quantities of structured (transactional
data), semi-structured (social networks activity) and mostly unstructured data (images,
video or text) [3–5] (see Fig. 31.1).

With online banking, credit card and mobile payment systems, banks have access to
a large amount of customer information. Furthermore, social media data can shed light on
brand sentiment and brand loyalty. However, most traditional customer behavior analytics
techniques only focus on hard information and disregard soft and unstructured informa-
tion.

Traditional customer behavior analytics have four dimensions: customer identifica-
tion, customer attraction, customer retention, and customer development. Among them,

Fig. 31.1 Deep Learning algo-
rithms have a higher learning
capacity
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customer identification is the most fundamental and widely implemented in the banking
industry. Customer identification includes customer segmentation and targeting.

Each component of customer behavior analytics is linked to some standard data mining
techniques. In customer identification, classification and clustering methods are usually
used to target a specific customer group based on the business objective. In addition, re-
gression techniques are applied to predict new potential customers. Almost all frequently
used data mining techniques can be applied to better understand customer loyalty, includ-
ing classification, clustering, sequence discovery, association, and regression.

Association techniques are often used in customer development in affinity analysis
to find the relationship between different products that are bought by a given customer
over his or her lifetime. Numerous solutions have been developed and studies done on
traditional customer behavior analytics. For example, a framework for analyzing customer
value and segmenting customers based on their value was proposed in [6].

31.2 Addressing the Opportunity

With the deriving of new customer insight through advanced analytics marketeers need to
organize themselves internally to take full advantage of the available information. Here
are some suggestions:

1. Build a Robust 360 degree Customer View – banks need to think beyond ‘one-
size-fits-all’ as relationship pricing and product bundling become ever more important.
Banks should look at products and pricing based on CLTV – the value that customers
bring to the bank across the spectrum of rates, fees, features and services. Despite the
challenges in integrating data frommultiple systems and data sharing impediments due
to opt-out policy and regulatory requirements, it is crucial to have a 360 degree view
of customer to improve customer satisfaction and maximize lifetime value.

2. Adopt Advanced Customer segmentation – this is key to cater to individualized
needs and should be based on standard banking metrics – tenure with the bank, num-
ber of accounts, balances of accounts and loans, frequency of interaction, behavioral
(usage rate, price sensitivity, brand loyalty) and demographic variables (occupation,
income, and family-status). Traditional segmentation is dead -each customer is a seg-
ment.

3. Formulate Intelligent Real time cross–selling/up–selling Campaigns – banks can
use real-time events and customer insight to offer cross-channel marketing campaigns
where relevant events are acted on as a way to deepen customer relationships.

4. Design Innovative RewardModels – banks need to move beyond a “one-size-fits-all”
reward model and design a system where valuable customers enjoy premium benefits
and redeem rewards points easily and in various ways.

5. Enable Automated Customer care Systems – In the digital era, customers demand
more self-service options, any-time and anywhere. So expanding customer self-ser-



314 A. Vieira and A. Sehgal

vice, case management, dispute management and event-based decision-making can
be perceived as better customer care, while lowering operational costs and increasing
effectiveness.

6. Enable Prediction through Big Data – Big data is the new disruptive technology.
Big data technologies provides banks the ability to understand their clients at a more
granular level and more quickly deliver targeted personalized offers. Being able to an-
ticipate customer needs and resolve them before they become problems, allows banks
to deliver timely, concise and actionable insight to contact center agents. This can also
lead to increased sales, improved customer satisfaction and a reduction in operating
costs. Fighting fraud, financial crimes and security breaches, in all forms, is among the
most costly challenges facing the finance industry. Big data benefits include: Reduced
costs of fraud screening and monitoring fewer false positives, reduced cost of fraud
investigations, reduced payment fraud losses, real time fraud detection and mitigation,
optimized offers and cross-sell.

7. Improve Multi-Channel Experience – banks should seek to attract and retain cus-
tomers with a compelling multi-channel experience across all touch-points (branches,
online, mortgage and investment advisors, etc.) Virtual channels are becoming more
relevant, with the increasing penetration of high-speed Internet connectivity and Web-
enabled mobile devices allowing consumers to spend more time online. Online bank-
ing and call centers already account for 55% of transactions [7].

Compared with traditional customer behavior analytics methods most used in banking,
there are two major challenges in the big data era. The first involves how to handle the
massive amount of complex data in a cost-effective and efficient way. The availability of
data has grown in magnitude, speed, and dimensionality. Second challenge is in new data
analytical models required to capture the value behind the increasing amount of unstruc-
tured, soft information [8].

Traditionally, solutions to manage the large amount of data are unable to provide rea-
sonable response times in handling expanding data volumes, leaving few options-either
to run the analytics models in batch mode or perform piecemeal transactions for a more
reasonable response time. Therefore, a bank needs to ensure the real-time response which
requires new expertise in the data management and the latest systems management meth-
ods [9].

31.3 What Is Artificial Intelligence?

Askingwhether a computer can think is a bit like asking whether submarines can swim (Edger
Dijkstra).

In its simplest form, Artificial Intelligence (AI), consists of a set of algorithms that can
perform complex cognitive tasks, some deem – up to now – being exclusive to humans,
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and makes them amenable to machines. AI is today one of the most exciting research
fields with plenty of practical applications, from autonomous vehicles to drug discovery,
robotics, language translation and games [5]. Challenges that seemed insurmountable just
a decade ago have been solved and are now present in products and ubiquitous applica-
tions, like voice recognition, navigation systems, facial emotion detection and even in art
creation – like music and painting.

Inspired by the depth structure of the brain, deep learning architectures have revolution-
ized the approach to data analysis [3–5]. Deep Learning networks have won a paramount
number of hard machine learning contests, from voice recognition, image classification,
Natural Language Processing (NLP), to time-series prediction – sometimes by a large
margin [3]. Traditionally AI relied on heavily handcrafted features, for instance, to have
decent results in image classification, several pre-processing techniques have to be ap-
plied, like filters, edge detection, etc. The beauty of DL is that most, if not all, features can
be learned automatically from the data – provide enough (sometimes millions) training
data examples are available.

31.3.1 Deep Neural Networks

Deep models have feature detector units at each layer (level) that gradually extract more
sophisticated and invariant features from the original raw input signals. Lower layers aim
at extracting simple features that are then clamped into higher layers, which in turn de-
tect more complex features. In contrast, shallow models (two-layers neural network or
support vector machine) present very few layers that map the original input features into
a problem-specific feature space. See [3, 4] and for a review and [5] for a business oriented
perspective.

Being essentially non-supervised machines, deep neural architectures can be exponen-
tially more efficient than shallow ones. Since each element of the architecture is learned
using examples, the number of computational elements one can afford is only limited by
the number of training samples – which can be of the order of billions. Deep models can
be trained with hundreds of millions of weights and therefore tend to outperform shallow
models such as Support Vector Machines. Moreover, theoretical results suggest that deep
architectures are fundamental to learn the kind of complex functions that represent high-
level abstractions [4] (e. g. vision, language, semantics), characterized by many factors of
variation that interact in non-linear ways, making the learning process difficult.

There are many DL architectures, but most of the DNNs can be classified into five
major categories (see Fig. 31.2).

1. Networks for unsupervised learning, designed to capture high-order correlation of data
by capturing jointly statistical distributions with the associated classes – when avail-
able. Bayes rule can later be used to create a discriminative learning machine.
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2. Networks for supervised learning. These networks are designed to provide maximum
discriminative power in classification problem are trained only with labeled data – all
the outputs should be tagged.

3. Hybrid or semi-supervised networks, where the objective is to classify data using the
outputs of a generative (unsupervised) model. Normally, data is used to pre-train the
network weights to speed up the learning process prior to the supervision stage.

4. Reinforcement learning – the agent interact and changes the environment and receives
feedback only after a set of actions are completed. This type of learning is normally
used in the field of robotics and games.

5. Generative Neural Networks – Deep generative models are a powerful approach to
unsupervised and semi-supervised learning where the goal is to discover the hidden
structure within data without relying on labels. Since they are generative, such models
can form a rich imagery the world in which they are used: an imagination that can
harnessed to explore variations in data, to reason about the structure and behavior of
the world, and ultimately, for decision-making – an example is the variational auto-
encoder.

DNN have been successfully applied to several problems, ranging from natural lan-
guage processing, time-series prediction and image annotation. In the context of banking,
and customer care, the most relevant applications are in customer segmentation, recom-
mendation algorithm, fraud detection and credit scoring.

The main characteristics that make DNN unique can be summarized in the following
points:

1. High learning capacity: they don’t saturate easily – the more data you have the more
they learn.

2. No feature engineering required: learning can be performed end-to-end.
3. High generative capability: DNN can generate unseen – but plausible – data based on

latent representations.
4. Knowledge transfer: we can teach a machine in one large set of data and transfer the

learning to a similar problem where less data is known.
5. Excellent unsupervised capabilities – DNN can learn hidden statistical representations

without any labels required.
6. Multimodal learning – DNN can integrate seamlessly disparate sources of high-di-

mensional data, like text, images, video and audio to generate conditional probability
distributions.

31.3.2 Why Deep Neural Networks is a Game Changer?

To demonstrate why DNN are so effective, let’s consider the case of weather forecasting.
It’s a very complex problem that takes as inputs many measurements of previous con-



318 A. Vieira and A. Sehgal

ditions in a space-time mesh. Current predictions models are based on huge grid based
finite-element method calculations and large sets of fluid dynamics differential equations
are solved iteratively so that the results are used as initial conditions for the next step.
This is computationally extremely expensive and the predictive accuracy limited as errors
multiply for each predictive time step.

However, recently, using a combination of 3D Convolutional Neural Networks with
neural networks with Long-Short Term Memory (LSTMs) cells, it was possible to build
an accurate model, using up to 100 million parameters, trainable end-to-end, to predict in
less than 0.1 s on a laptop, the weather up to two days ahead achieving a better accuracy
than models that need several hours of computations on a supercomputer [10].

Deep Learning was also applied to other very challenging problems, like image annota-
tion, voice recognition and control, sometimes with super-human accuracy – for instance
in the ImageNet competition [6].

31.4 Deploying Artificial Intelligence in Banks

In 2015, technology companies spent $8.5 billion on deals and investments in artificial
intelligence, four times more than in 2010. In 2016, Deutsche Bank announced a “crowd-
storming” ideas initiative on how artificial intelligence can be used in the financial services
industry, by inviting people to submit their concepts for the chance to develop them at the
German giant’s innovation labs and win cash prizes [11]. With the likes of Google, Face-
book and IBM among those pouring resources into AI, Deutsche Bank is hoping to be at
the forefront of the technology’s application in financial services and arrest some of the
AI talent away from the big technology firms. What is driving this change?

The goal of customer analytics is to create a deeper understanding of customers and
their behavior to maximize their lifetime value to the company. Customer analytics can be
applied to many applications, like customer marketing, credit scoring and approval, prof-
itable credit card customer identification, high-risk loan applicant identification, payment
default prediction, fraud detection, money laundering detection, etc. Banks are using these
techniques to reduce costs and simplify customer interactions. Some early examples can
be seen through recent activities in RBS and Barclays.

After falling £2 billion in the red in 2016, RBS, a UK Bank, announced it will re-
place staff who offer investment tips with so-called ‘robo-advisers’ in order to reduce
costs. Robo-advisers have been around for a while in the US. A report from Cerulli Asso-
ciates in August 2016 said that robo-advice platforms are expected to reach $489 billion
(£323billion) in assets under management by 2020, up from $18.7 billion today. Current
robo-advisers are essentially online wealth management services which use algorithms to
suggest automated investment portfolios based on customers’ goals and attitude to risk.
The RBS deployment will provide an automated system to offer customers advice based
on their responses to a series of questions. At the same time RBS will reduce internal
headcount by over 550 staff [7].
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With the aim to boost its multi-channel delivery and understand customer behavior,
Barclays’ South African subsidiary, Absa, announced a trial of chatbots, using artificial
intelligence to answer simple customer queries posted over popular smart messaging apps.
The goal of the bank is to connect with customers through their conversational channels
of choice rather than by traditional, and more limited options such as SMS or email. The
use of two-way messaging is expected to create a feedback loop to help the bank better
understand the most pressing issues for improving customer service [12].

31.4.1 Customer Segmentation and Preference Analysis

By deploying fine-grained customer segmentations in which customers share similar pref-
erence for different sub-branches or market regions, banks can get deeper insights in their
customer characteristics and preferences. This allows improved customer satisfaction and
improved precision marketing by personalizing banking products and services, as well as
marketing messages.

31.4.2 Recommendation Algorithms for Marketing

Recommendation algorithms are ubiquitous in almost any ecommerce site. A Recom-
mender System (RS) is an algorithm that suggest items to a user that he may be interested.
It uses as input information on past preferences of users (transactional data) over a set
of finite items, either explicitly (ratings) or implicitly (monitoring users behavior, such as
songs heard, applications downloaded, web sites visited) and information about the users
or the items themselves.

Deep Learning can address this problem through an hierarchical Bayesian approach.
Collaborative Deep Learning (CDL) [13] can jointly learns deep representations from
the content of items/users while also considering the ratings matrix with significant bet-
ter results in a self-consistent way. It relies on a method using tightly coupled schemes
that allow two-way interaction between rating matrix and content: the rating information
guides the learning of features and, on the other hand, the extracted features can improve
the predictive power of the CF models.

31.4.3 Credit Scoring

Credit risk analysis is a very important and actual topic. Neves and Vieira [14] pioneered
the use of Deep Artificial Neural Networks for the distress prediction of SME companies.
They showed that these types of ANNs substantially outperform traditional methods based
on Logistic Regression or Support Vector Machines. Recently, Lopes and Ribeiro [24] also
applied a model based on deep belief networks (DBN) for bankruptcy prediction. Despite
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being a small dataset, they showed that DBN can achieve better accuracy than SVM or
Restricted Boltzmann Machines (RBM).

31.4.4 ChurnManagement

Churn is a classical, but important, problem for banks. It cost five times more to acquire
a new customer than to retain an existing one. To prevent such attrition (churn) it is criti-
cal to be able to identify the early warning signs of churn. Artificial Intelligence has been
applied with success in this problem through the selection of features that work as proxies
for early indicators of churn using a semi-supervised approach. This can be done using ei-
ther a more conventional transactional data perspective or analyzing the network activity –
relationships between customers, their degrees of connectivity and influence.

The Churn Score, that assigns a probability to each customer indicating the predicted
likelihood that the particular subscriber will churn within a predefined period of time, is
constructed based on different models, the most useful are Random Forest (or an upgraded
version of gradient boosting trees) or more advanced Convolutional Neural Networks. De-
pending on the quality of data and business activity, accuracies of up to 90% are common.

31.4.5 Customer Identification

This problem consists of identification of potential high-revenue or loyal customers who
are likely to become profitable to the bank but are not on the books. These methods rely
on template matching (target new customers based on past behavior) and allow banks to
get a more complete and accurate target customer list for high-value customers, which can
improve marketing efficiency and bring huge profits.

Other technique is customer network analysis. It consist of understanding customer
and product affinity through analysis of social media networks and their relations through
exploration of graph connectivity analysis. Customer network analysis can improve cus-
tomer retention, cross-sell, and up-sell.

Market potential analysis: Using economic, demographic and geographic data, we
can generate the spatial distribution for both existing customers and potential customers.
With the market potential distribution map, banks can have a clear overview of the target
customers’ locations, and identify the customer concentrating/lacking areas for invest-
ing/divesting, which will support the banks’ customer marketing and exploration [15].

Channel allocation and operation optimization: Based on the banks’ strategy and spatial
distribution of customer resource, this module optimizes the configuration (i. e., location,
type) and operations of service channels – i. e., retail branch or automated teller machine
[16].
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31.4.6 Conversational Bots (Chatbots) for Customer Service

Probably the largest, and most immediate, impact of AI anywhere, supported by DNN,
will not be in self-driving cars or robotics but in customer service. Services like sending
a specific email, a mobile push, or a customer pass for a specific shop or event; predictive
analytics to help support decisions and call centers. Contact centers deal with very mun-
dane interactions that soon will be serviced through automated messaging like chat bots
and personal assistants. AI can help suggest how to deliver a conversation; user interests
and product. It can even use the data for secondary purposes, like risk assessment based
on previous interactions.

Chabots have gone a long way since Eliza, the first conversational machine invented in
the 60’s. Trained in large corpus of data, they are capable of answering almost any type of
question. The technology behind chatbots is based on recurrent neural networks (RNN) for
text generation that can be trained end-to-end [17]. In recent years, the demand for Chat-
bots has changed from answering simple questions (almost as a toy) to performing smooth
in open-domain conversations – like real humans. The challenge is to model conversation
within a given domain. By introducing trainable gates to recall the global domain memory,
deep learning models can incorporate background knowledge to enhance the sequence
semantic modeling ability of LSTMs.

Banks channel users to customer-service representatives—generally via a call or live
chat, but chatbots are a new medium for communication that are fastly making inroads at
other financial institutions. Some examples already implemented based on chatbots:

� DBS in Singapore recently launchedMykai, a conversational bot (created by the startup
Kasisto) to help customers perform routine operations, like payments and checking. In
the future the plan is to integrate it in messaging platforms, like telegram or WhatsApp
[18].

� Digibank, recently launched in India, allows to open an account with a bank that’s
only accessible via mobile devices. It’s based on chatbots intelligent enough to answer
thousands of questions submitted via chats [19].

� Penny is a conversational personal financial assistant [20]
� Bank of America allows customers to interact with a bot on Facebook’s Messenger

platform [21].

31.4.7 Fighting Financial Crime andMoney Laundering

IT companies are working with banks to create tools to increase robustness in the trans-
action monitoring process and the detection of unusual financial activity. These systems
are based on standard typologies of money laundering such as spikes in value or vol-
ume of transactions, monitoring high risk jurisdictions, identifying rapid movement of
funds, screening against sanctioned individuals and politically exposed persons (PEPs)
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and monitoring enlisted terrorist organizations. Challenges today are in setting up the cor-
rect threshold levels and parameters, Identifying ‘false positives’ quickly and accurately,
streamlining operations to minimize costs, accurate data sources and accurate and timely
reporting. The future lies in seeing how the intrinsic benefits of DL can play a role. For ex-
ample, if the IT system could learn from previous cycles and identify false positives before
an alert was generated, it would be a ‘game-changing’ factor in transaction monitoring,
speeding up and increasing the accuracy of identifying the truly suspicious activity.

We are seeing increasing examples of machine learning in many areas of technology
and financial institutions should grasp the opportunity to use it for repetitive analysis.
There are also alerts that are generated which carry a relatively low money laundering
risk, e. g. an alert based on a counterparty moving funds between their own accounts (pos-
sibly held in different jurisdictions or in different banks). False positives are, however, still
very common for most algorithms. If the system could perform a simplified up-front anal-
ysis to exclude these types of alerts, or move them to a specially quarantined area, then
allied with self-learning, the alert landscape becomes cleaner and only the truly suspicious
transactions require costly human intervention.

31.5 Challenges to Artificial Intelligence Deployment

From the industrial revolution to the emergence of the Internet age there have always been
challengers to the deployment promoting fear of a change in traditional roles and jobs
being lost. AI adoption is very much in the eye of the storm with its perceived ability to
provide reliable results from large data sets and to carry out cognitive and creative tasks
more competently than humans.

31.5.1 Consumer Data Protection and Privacy Challenges

The use of big data raises a number of privacy and data protection concerns, including
transparency (what data are being used and where did it originate) and customer consent
(was permission provided for its use and possibilities of access/redress, can the con-
sumer see their own data and request that errors be corrected). While these issues may
be addressed for the data in credit bureaus – which originate with banks and other for-
mal lenders and service providers – the same protections do not typically extend to big
data that are amassed from a combination of private commercial transactions, government
sources and publicly available information such as social media posts. Developing a prac-
tical approach to consumer protection for big data, which balances privacy and consumer
protection with commercial applications that can facilitate commerce and even access to
credit, is a challenge that remains to be met.
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31.5.2 Automation of White Collar Jobs

AI is having an impact not just on routine and repetitive tasks but also on cognitive,
and even creative tasks, as well – see for example [22] where authors used Generative
Adversarial Networks to generate faces and bedrooms. A tipping point seems to have
been reached, at which AI-based automation threatens to supplant the brain-power of
large swathes of middle-income bank employees. The example raised earlier of RBS of
releasing 550 staff, to be replaced with ‘robot-advisers’, is evidence that AI will have
a tremendous impact in workforce by rendering many jobs obsolete [7].

Not only is AI software much cheaper than mechanical automation to install and op-
erate, there is a far greater incentive to adopt it—given the significantly higher cost of
knowledge workers compared with their blue-collar brothers and sisters in the workshop,
on the production line, at the check-out and in the field. The impact is real as far few new
white-collar jobs are expected to be created to replace those at risk of being lost—despite
the hopes many place in technology, innovation and better education.

What constitutes work today—the notion of a full-time job—will have to change dra-
matically. The things that make people human—the ability to imagine, feel, create, adapt,
improvise, have intuition or act spontaneously—may remain comparative advantages with
respect to machines, but even those are not guaranteed as the processes where these
competencies emerge can themselves be described by algorithms [1]. The most recent
advanced in AI proved powerful enough to beat the best human players in the challenging
game of GO [23] – something regarded as impossible a few years ago as it requires the
machine to learn high level strategy – though to be an human exclusive capability.

There is another flipside of AI. The fact that Deep Learning algorithms are probabilistic
cognitive machines controlled by million of parameters, makes them almost impossible
to be understood. This is particularly restrictive for banks as, for instance the scoring
algorithms, have to be white boxes, due to regulation requirements. Furthermore, other
risks may emerge as a consequence of relying on “black box” algorithms: how can we
be sure they less biased than humans? How will they cope with novelty or non-stationary
data? How can we be sure they are reliable?

We should be prepared for smarter than human systems acting in reality that may en-
counter situations beyond both the experience and the imagination of the programmers –
see [1] for further exploration of these possibilities.

31.6 Conclusions and Recommendations

Despite the technological threats, Deep Learning powered AI is transforming businesses
at an accelerating speed. According to IDC, by 2020, the market for machine learning
applications will reach $40 billion. In 2015, only 1% of software include AI, in 2020 this
number will be above 50%. In the future, AI will fundamentally change and automate
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innumerous functions within companies: from pricing, budget allocation, fraud detection
and security to marketing optimization if organizations implement it in the right way.

Machine Learning will make everything in the organization programmatic, from ad-
vertising to customer experience. This allows companies to create products that interact
naturally with humans and will force reorganize several departments in financial institu-
tions.

Deep Learning is well suited for activities that are heavily data intensive, like adver-
tising and click-through information. Most of the data will be collected by the mobile
phones and a myriad of devices delivering real time geo-referenced information. Multi-
modal learning will allow the integration of text, images, video and sound within a unified
representation.

Banks need to exploit the opportunity of digitalization and advanced algorithms ca-
pable to radically change their business. Banks have deployed online servicing, capac-
ity-management software, interactive voice response systems but they’re not using them
widely and still dragged by inertia. They also need to avoid the trap of deploying AI purely
for cost saving initiatives and build forums that could potentially stifle innovation. Banks
need to take positive lessons from the large IT firms open up their APIs and adopt a more
customer centric approach allowing the real innovators to innovate with more freedom to
enable the rapid turnaround of exciting applications.

Too often, banks manage the progress of their digital transformations by tracking ac-
tivity metrics, such as the number of app downloads and log-in rates. Such metrics are,
however, inadequate proxies for business value. Banks must set clear aspirations for value
outcomes, looking at productivity, servicing-unit costs, and lead-conversion rates, and link
these explicitly to digital investments. Additionally, deeper awareness of the technical ca-
pabilities available and how they can affect processes will be a prerequisite to effectively
manage in this new world.

We are on the verge of the biggest revolution of all times. Banks can take huge oppor-
tunities in assuming digitization will change the traditional retail-banking business model,
in some cases radically. The good news is that there is plenty of upside awaiting those
European banks willing to embrace it. The bad news is that change is coming whether or
not banks are ready.

This disruptive technology do not come without risks. The relentless data stream that no
one can cope but the inscrutable algorithms that process it, can have consequences that no
individual can plan, control or comprehend. Maybe that no one really needs to understand
as long as it increase the profitability and loyalty of customers. Users, however, will be
more preoccupied by the lack of privacy, The risk of data-processing system becomes all-
knowing and all-powerful, so connecting to the system becomes the source of all meaning.
This concentration of cognitive computing in a handful of players will create a threat to
banks.
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Hartmut Mai

Abstract
FinTech and InsurTech provide technologies that can make financial services more ef-
ficient, but also have the potential to disrupt the marketplace. They have assumed an
increasingly high profile in the past five years, with investment and research in the
InsurTech sector accelerating dramatically since the beginning of 2015. In this arti-
cle I focus on the current position from the point of view of the non-retail insurer,
a space which InsurTech has not yet disrupted, but which it has already begun to make
more efficient and innovative. I look briefly at the FinTech and InsurTech landscape,
before analyzing possible insurer responses and strategies. I cover the various stages of
the customer journey, from initial contact to claims payment.

32.1 The Landscape

32.1.1 There Is Nothing New About Technology

Technology and finance have gone hand in hand for decades, if not centuries. The insur-
ance underwriter who has been abreast with the new trends was usually the underwriter
who made the largest profit. That knowledge was based mainly on having the best contacts
and the best technology.

When communications improved dramatically in the 19th century, insurers did not
launch their own telegraph companies. They knew that this was something that other com-
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panies could do best. However, astute insurers realized that speedier communications and
more efficient technologies would have a profound impact on their business.

All parts of the insurance value chain can become more efficient by understanding the
potential of new technology, and exploiting it. You don’t need to know precisely how a car
works, but it helps if you know how to drive one. The same applies to InsurTech today.
Insurers and their staff do not necessarily have to understand the technical details of a new
process, but they do need to know how to exploit it to its utmost potential.

32.1.2 The FinTech Investment Universe

According to US-based Route 66 Ventures [1] (see Fig. 32.1), the FinTech sector – in-
cluding InsurTech – is being serviced by three types of companies: the existing financial
services groups, the FinTech service and product providers, and the Fintech disruptors.
Those three types of companies are all working on back-end, middleware and front-end
services.

In turn, these operate in the business to business, the business to consumer and the
so-called B2B2C spaces. And bridging and linking these spaces and companies, within
this we have a distinct dimension of its own: the highly important “protocol” dimension.

Fig. 32.1 US-based Route 66 Ventures. (Accenture [1])
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Blockchain is the highest profile example of this area of FinTech, which increasingly
extends both outside, and deeply within, every part of the sector.

Finally within the sector, we have the five FinTech core business sectors, namely Lend-
ing, Payments, Capital Markets, Asset/Wealth Management and Insurance, It is these in
which the incumbents, the service providers and the disruptors are looking to operate.

32.1.3 FinTech: A Short but Exciting History

The mass infiltration of technology that we know of as “FinTech” – and its insurance
subset, “InsurTech” is about five years old. It did not suddenly appear out of nowhere.
Extraneous events – the financial crisis of 2008/09 and the subsequent collapse in interest
rates – served as catalysts. The banking crisis showed that things could not go on as they
had before, and the plummeting of interest rates forced insurers to face the fact that there
was a “new normal”.

Global investment in FinTech grew from $930m in 2008 to more than $12 bn in 2014
[1] and to $19.1 bn in 2015 [2].

Because banking suffered a bigger capital crisis than did insurance, banks had to re-
spond faster. Accenture’s report on “The Future of FinTech and Banking” [3] identified
three key responses necessary for a financial operation to survive and thrive, to turn threat
into opportunity.

They were:

1) Engage in a transparent way with technology solutions providers, permitting an inter-
change of intellectual property and data with chosen outside innovators;

2) Collaborate with partners beyond the financial services industry, partners who can pro-
vide a new perspective and who would not tend to travel the obvious path;

3) Invest, using venture investment to source new technology, to the benefit of the insurer.

This does not mean that each part of the value chain in insurance needs to employ all
three strategies, but it does mean that insurers, if they are to fully exploit the potential of
InsurTech, must devise strategies that will work in the short-, medium- and long term.

32.1.4 FinTech Today – As at September 2016

FinTech is continuing to branch outward beyond the traditional payments and lending
space, possibly because the “obvious” FinTech areas are now rather crowded with start-
ups. InsurTech, Asset Management (Robo-Advisory) and Capital Markets offerings have
become increasingly popular in the past 18 months. “RegTech” companies have been
offering companies automated systems to ensure that they are in compliance with reg-
ulations in various jurisdictions. InsurTech is just one of eight key verticals – among them
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wealth management, payments, blockchain, mobile banking or financial data – listed in
the KPMG report on the Pulse of FinTech [4].

We have already seen significant disruption in the traditional banking processes, with
PayPal now processing more than 11 million transactions a day, while Apple Pay is likely
to be a major force in cutting banks out of the small wealth transfer process. On the
lending side, Kickstarter and other crowdfunding investment operations currently tend to
offer options for businesses locked out of traditional markets. But there is no reason why
they should not enter the traditional market space as well.

Also on the lending side we have, among many others, Lending Club in the US, Cred-
itEase in China, Zopa in the UK. They serve to provide borrowers with new sources of
cash and lenders with more attractive, albeit less liquid and less secure, forms of invest-
ment.

Competing with financial institutions are retailers, and not just Amazon. Starbucks
is exploring a mobile payment strategy, while OpenTable is another high-profile player;
device makers (Samsung); tech companies (Apple, Microsoft) and online companies (Al-
phabet, parent of Google). What the companies have in common is a direct link to the
consumer – one that could bypass a financial institution if a separate wealth transfer in-
frastructure was in place.

The largest deals of Q2 2016 according to the KPMG “Pulse of Fintech” were with Lu.
com ($1216bn), the largest online P2P marketplace in China, and JD Finance ($1.01 bn),
the consumer finance subsidiary of Chinese e-commerce company JD.com – both of them
in Asia. Three more: Oscar Health Insurance; Welab Holdings, and Betterment, were for
more than $100m. Two of these were in the US. Of the 25 largest FinTech deals in Q1
2016, only one – Spotcap – was in Europe.

JD Finance provides a number of online financial services to consumers, startups,
and companies in China. As with Lu.com, one of its operations – JD-ZestFinance Gaia –
appears to be trying to bring into the investment and borrowing space the millions of
Chinese who, until only recently, would have had only a tangential link with this sector.
It aims to offer new microloan options to Chinese consumers, particularly those who not
have credit history and other credentials traditionally required to land a credit card or other
finance options.

New York City-based Betterment is a leader in the robo-advisor sector. The US com-
pany is a disruptor to traditional asset-management businesses providing a combination
of goal-based tools and low management fees, particularly for accounts over $100,000;
those accounts pay just 0.15% of assets managed. Like other robo-advisors, Betterment
uses exchange-traded funds (ETFs), and clients pay no commissions or transaction fees. It
claims more than $3.9 bn in assets under management, and more customers than all of the
competition combined. WePay, based in San Francisco, processes credit card payments
online, focusing on crowdfunding platforms such as GoFundMe. It is a low-cost option
both deploying FinTech and being used by other FinTech operations.

http://lu.com
http://lu.com
http://jd.com
http://lu.com
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Two US operations – Affirm and Kabbage – take an old-fashioned offline operation
in short-term loans at relatively high interest rates, and transfer it to a lower-cost online
space.

The above all fit into the “disruptor” space, but there are many companies in the ser-
vice provision space. One is Reykjavik-basedMeniga, has developedmoney-management
software which it is licensing to banks, on a subscription basis. It has signed a deal with
Santander, one of the largest banks in Europe, as well as 24 other banks.

These are but a few examples out of many. FinTech business models range from sub-
scriptions to commissions to (less commonly) sales. Some are units of larger e-commerce
operations; some are independent. Some see the retail customer as their target market;
some see other online operations as their potential customers, while many are looking to
sell to the traditional financial sector, helping them transition to the new world.

32.1.5 InsurTech – the Current State of Play

In 2015 there remained a disconnect between banking FinTech and InsurTech. Accenture
observed that FinTech investment in the Asia-Pacific region increased four-fold in 2015,
to $4.3 bn. China attracted 45% of that investment, while India received 38%. However,
78% of FinTech deals targeted banking. Only 1% targeted the insurance sector.

Indeed, the United States currently dominates InsurTech investment. In the first quarter
of 2016 there were 45 InsurTech deals concluded, and most went to US firms (compared
with FinTech as a whole, where the big money tends to be in Asia and, particularly, China).

CB Insights [5] believes that this temporary skewing towards the US is likely to lessen
as InsurTech matures, with funding likely to follow the geographical pattern seen in retail
banking and payments processing.

Meanwhile, analyst firm Gartner has predicted that there will be 20.8 bn “things” con-
nected to the internet by 2020 – about six devices for every person on the planet [6]. Jean-
Francois Gasc, managing director of Accenture’s strategy for insurance in Europe, Africa
and Latin America, said in a 2016 blog post that “our research shows that 45% of insur-
ers believe this trend will be a major driver of revenue in the next three years”. Not only
will product providers be seeking more liability cover, but the “Internet of Things” will
provide insurers with a great deal more data on customer habits. This in turn will offer the
opportunity to provide new products, based on data that had not previously been available
to actuaries [7].

Greater levels of individualized rating are already available via wearables, connected
cars, connected homes, and data gleaned from smartphone apps. The concept of risk as-
sessment before a premium is calculated could be changed into real-time risk assessment.

The concept of “always on” insurance could become outdated. The ability for the cus-
tomer to turn cover on and off as and when required – with a corresponding increase in
unit premiums but a potential decrease in premiums per year – will change radically the
actuarial approach to risk management.
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New entrants will have sophisticated data modelling tools to hand, exploiting tech-
nique such as those used in high-frequency trading. Insurers will need to choose the right
partners when exploiting new techniques. New companies have appeared providing cus-
tomized insurance solutions in response to changing customer demands.

The ultimate disruption threat would be where deployers of InsurTech tried to render
the existing insurance stack irrelevant, creating an entirely new marketplace concept.

32.2 Threats to Insurers

Within the insurance sector described above there are four distinct divisions and three
“spaces” between those divisions. There is the customer, the broker, the insurer and the
reinsurer as “divisions” and B2B, B2C, and B2B2C as “spaces”.

InsurTech can serve as a cooperator in those sectors or as an aid in bridging the spaces
between those sectors helping traditional insurers to create more customer value. However,
InsurTech companies could attempt to disrupt the status quo by using their more efficient
technology to “invade the space” providingmore customized responses to customer needs.

There are IT and tech players, whose names one would not automatically associate
with the insurance business, that are investing heavily in advanced data analytics. At the
moment these companies are not attacking the insurance business – preferring instead
to collaborate with established partners – but this is mainly because they know that the
hurdles of regulation are high. If the regulatory hurdle were not there, there is nothing to
stop them underwriting their own insurance products.

At the time of writing, most of the InsurTech companies are looking into the B2C
retail business space, for example motor insurance, but we see already the first companies
looking into the B2B commercial space. It will probably start with SMEs, but will then
creep up the ladder, serving larger companies.

Insurance is about much more than the sale of a policy. Pricing and conditions must be
correct (risk assessment); potential loss levels for the insurer need to be controlled (risk
management); claims need to be verified (loss adjustment) and payments in both directions
need to be efficiently processed.

The entire insurance cycle needs to be as smooth as possible. Although InsurTech can
be used to help established insurers and brokers make the insurance cycle more efficient
and user-friendly, there is also the threat that new companies will invade spaces that up
until now had been the preserve of established brokers or insurers.

The higher one climbs the insurance ladder, from retail to commercial, the harder it be-
comes to manage the customer experience in an efficient fashion. For the large corporates
and multi-national accounts that remains a challenge today. Customers’ expectations also
shift as they move from retail, through SME, to large corporate segments.

What InsurTech can do in the large corporate space is expedite speedier, more efficient
and accurate risk assessment, pricing, risk management, loss assessment. and payment.
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Although this will cause evolution and, indeed, some disruption, it does not fundamentally
alter the insurer/customer relationship.

However, that does not mean it will never do so.
No-one knows yet what will be the Uber in the insurance segment, but there are many

parts of the insurance space where it might appear. Insurers needs a coherent digital strat-
egy that will make it ready if and when a major disruptive threat takes hold.

32.3 A Digital Strategy Response

Traditional insurers – in parallel with incumbent companies frommore industrial sectors –
have evolved a number of response strategies to position themselves most effectively in
the future insurance eco-system (see Fig. 32.2).

32.3.1 Pillar 1: Investor Approach/Strategic Partnerships

The traditional insurance sector can participate in the wider digital ecosystem through the
establishment of digital partnerships – leveraging the scale and scope of the established
insurer to complement the innovations of InsurTech businesses.

PricewaterhouseCoopers (PwC) observed recently that “the majority of InsurTech start-
ups are focused on activities that will help incumbent insurers to do a better job, rather
than to steal their business”. In terms of the earlier roadmap, this means they would lean
towards the “provider” sector rather than the “disruptor” sector.

Fig. 32.2 Digital strategy re-
sponses by traditional insurers
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Many insurers see InsurTech’s potential for transforming the back office, noting for
example the opportunity for innovation in data and analytics, plus new approaches to
underwriting risk and loss prediction.

Allianz entered a cooperation and investment partnership with Berlin-based sim-
plesurance, an e-commerce provider which now distributes Allianz insurance products
in 28 European countries via customer portals such as Schutzklick.de, as well as some
1500 online shops. Allianz took a minority stake in the InsurTech company. Established
in 2012, simplesurance has developed software that enables customers to buy products
online and purchase corresponding insurance coverage in a few completely paperless
steps.

Munich Re has invested in several “Internet of Things” startups. These include He-
lium, Waygum, and Augury through its corporate venture arm, Munich Re/HSB Ventures.
Munich Re’s subsidiary American Modern helped underwrite venture-capital-backed pet
insurer Embrace Pet Insurance. It has partnered with drone start-startup PrecisionHawk
and with disease outbreak risk analytics firm Metabiota.

32.3.2 Pillar 2: Direct Digital Attacker

A second strategy, which can blur into the first, is for an insurer itself to offer digital
products and channels. These can include the development of customer apps or in-house
client portals as product and service platforms.

A client portal such as myAGCS.com requires registered commercial users to log in to
manage their policies and global programs or access risk reports from one online touch-
point. Other large insurers have also developed client portals. These include myAviva,
RSA Travel Insurance and partnerportal from HDI.

“AGA (Allianz Global Assistance) Mobil” is a smart travel cover application offer-
ing a range of travel insurance services on the customer’s mobile phone. These not only
include policy details, but also useful local telephone numbers, an international drug di-
rectory to make obtaining the right medication as easy as possible, first-aid terms, an
international hospital search, and a hotline to assistance experts.

Offering tailored solutions through digital channels in a fast and convenient way can be
enabled through the employment of white-label technologies such as Blockchain, adapted
to suit the purposes of individual insurance companies or contractual scenarios.

Blockchain is one of the most interesting FinTech and InsurTech areas. It will be the
next big disruptor for the banking and insurance industries, both from an internal and
external perspective.

A recent World Economic Forum report said that distributed ledger technology (DLT)
has “great potential to drive simplicity and efficiency through the establishment of new
financial services infrastructure and processes”.

In June 2016 Allianz Risk Transfer, the alternative risks transfer specialist of Allianz,
worked with Nephila Capital to pilot the use of blockchain smart contract technology. The

http://schutzklick.de
http://myagcs.com
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“proof of concept” put forward by ART and Nephila transacted a natural catastrophe swap.
In the case of a financial cat swap, the insurer pays a third party to assume the financial
risk of a defined catastrophe event, such as a Florida hurricane, in exchange for a payment
or series of payments. If the event occurs and meets the pre-defined trigger criteria, the
third party is responsible for the pre-agreed financial risk. This was a transfer from A to B.
However, the process could also be used for catastrophe bonds, where a number of parties
assume the catastrophe exposure through a securitized financial instrument.

The neatness of blockchain is that each validated contract contains data and self-exe-
cutable codes inherent to that contract. When a triggering event occurs which meets the
agreed conditions, the blockchain smart contract picks up the predefined data sources of all
participants, and then automatically activates and determines payouts to or from contract
parties. Blockchain acts as a distributed ledger, enabling transactional history, contracts
and integrity to be maintained and stored. Any party in the transaction can access these
details. Further, “smart contracts” could see the contracts, and the securities underlying
them, to be created in a single blockchain. Compare that with the process which currently
takes place with catastrophe bonds and the increased efficiencies and speed are plain to
see.

The potential use cases in both retail and corporate insurance are pretty apparent: any
kind of contract we have in paper or pdf today could be translated into a smart contract
on the blockchain. You could close such contracts online and it would be immediately
available to all the participants. The contract would be immutable, and could even have
program code embedded that executes automatically based on events or a certain point
in time. There are a lot of contracts and transactions in insurance and other industries
and these could be modeled, transacted and stored on a blockchain – providing more
transparency, speed and convenience to all.

32.3.3 Pillar 3: Digital Ventures Accelerator Programs

Several major insurers have developed their own “accelerator” programs in response to the
flourishing InsurTech startup environment, although how they define the word can vary. In
some cases it is an internal division, while in others they are closed-end programs, seeking
applications from external startups to benefit from an established insurer’s mentoring and
contacts.

Whatever the precise structure of the accelerator, in all cases opportunistic minds within
the insurance sector encourage new “big ideas” – with the hope of being at the head of the
queue should an individual idea prove successful.

One of the most high-profile InsurTech moves in 2016 was Swiss Re’s insurance accel-
erator program in Bangalore, India, running from mid-July to mid-October. The reinsurer
actively sought out companies that might be threats. Swiss Re’s program mentored and
helped curate startups aimed at disrupting insurance practices. Startups engaged with
Swiss Re executives and were given access to Swiss Re’s expertise.
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In September 2016 Munich Re established MundiLab which is divided into two
phases: A five-week program starting in February 2017 will take 10 selected teams in
diverse industries to the next level, opening opportunities to them within the insurance
market (cash and equity free for participants). Within this phase startups will take part
in workshops to improve their entrepreneurial toolkit, and gain links to the network of
Munich Re partners and clients.

Munich Re will then select the best-performing companies with the highest potential
to disrupt the insurance industry. The startups will be offered an opportunity to work
on a pilot program with Munich Re, an opportunity to pitch their ideas at Munich Re
demo day and access to key investors from European top VCs. Entrepreneurs will also be
given access to key decision-makers at Munich Re to learn how corporates think and take
sourcing and partnership decisions.

Allianz X is the company builder of the Allianz Group, identifying, building and glob-
ally scaling new business models in the InsurTech space. A more open-ended operation
than the Swiss Re or Munich Re programs, Allianz X offers “a unique working environ-
ment and a world-class team to launch new ventures in less than six months from idea to
market entry”.

Allianz X has backed Fairfleet, which provides a platform for a community of amateur
drone pilots. In the past, if there were a natural catastrophe, it would often be several days,
weeks or even months, before loss adjustors could enter safely an area where the loss had
occurred. Fairfleet aims to solve that problem, amongst others by creating a ‘drone on
demand’ marketplace.

For example, a certified drone pilot can apply on that platform to be part of a global
community. This enables the community member to combine a hobby with revenue. As
soon as Allianz has a relevant risk- or disaster assessment, it places the job into the plat-
form, and that job is available to the pilots close to the area. They then fly their drone over
that area in a pre-determined way to produce pictures, for which they get paid.

32.3.4 Pillar 4: Advanced Business Analytics

Analytics are at the core of customer journeys and internal processes. Data is a core as-
set. Since the turn of the century advances in technology and an incredible expansion in
new digital data sources have expanded and reinvented the core disciplines of insurers.
Actuarial science is becoming not only about more data, but also real-time data.

In future, efficient sourcing of data and innovative analytics methods will be much
greater sources of competitive advantage in insurance than the traditional combination of
scale of exposures and underwriting expertise.

Data monitoring on its own can influence customer behavior. New data sources, and
new tools for underwriting risk, will all be major factors for the insurer of tomorrow.

With better access to publicly available third-party data from a wide variety of sources –
the so-called “data exhaust” from social media, smartphone apps, connected cars and con-
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nected homes – insurers will learn to ask new questions that will help them understand
better their existing exposures, and also to create new products for exposures that were
previously uninsurable because of a lack of data.

Erwann Michel-Kerjan, Executive Director at Wharton Risk Center see data analytics
to be at the core of rejuvenation of insurance [8]: “We are now seeing more compa-
nies spending a fair amount of time and money upgrading their risk selection processes,
from improving their understanding of their maximum exposure to extreme events around
the world (direct, business interruption, contingent business interruption), to extracting
information from decades of claims data and combining those with other sources of
knowledge.”

The Supply Chain Stack
An Allianz Global Corporate & Specialty (AGCS) project demonstrates how data analyt-
ics can improve supply chain risks assessment for a corporate insurer: Any kind of multi-
national has a first-tier supply chain – the direct suppliers they need to have operating
in order to keep production running. But these suppliers also have suppliers, the tier-two
supply chain. So if one of these tier two players falls down, then the tier one supplier has
a problem, which means that the insured has a problem. This can be extended to tier-three,
tier-four and tier-five supply chains.

An insurer’s risk manager needs to go through the slow process of checking the various
levels of the supply chain and the back-ups in place. What the insurer needs is to know
more about the client, and the client’s suppliers down through the various tiers, without
having to ask any questions of that client.

AGCS has developed a linguistic algorithm that can read all of the publicly available
information on the client and its suppliers. This information is visualized and helps making
complex supply chains more transparent and identifying bottleneck suppliers.

Praedicat: “The Next Big Thing” in Liability
Los Angeles-based Praedicat is another example of innovative data analysis. The company
focuses on “improving the underwriting and management of liability catastrophe risk”
using big data analytics.

Praedicat sets out a methodology that uses big data to improve insurers’ understand-
ing of liability risk. The new technology mines data from scientific research associated
with potential liability risks, generating a probability of a consensus being reached that
exposure to a substance or product causes a particular form of injury.

The key factor here is that this consensus is seen as the critical threshold at which law-
suits become more likely to succeed. This information is overlaid on an insurer’s portfolio
to identify potential accumulations of liability risk. The analysis can be used to develop
quantitative estimates of mass litigation, allowing a liability catastrophe model to be built
from the bottom up.
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32.4 A Company Is Its People

Digitalization is not only about embracing and integrating new technology. It is also about
a major cultural change; agility, trial and error, less hierarchy in decision making, fewer
silos, more cross-functional collaboration.

It is also about new capabilities.
Insurers must spot and exploit opportunities sooner rather than later, creating a vision

for the fully digital customer journey.
Although companies such as Google, Amazon and Facebook have accumulated huge

amounts of data, insurers not only have a considerable amount of data in store, they have
also been accumulating it for a long time and, most significantly, they know what to do
with it.

For InsurTech the challenge is correlating that unstructured data with the risk. At the
moment the major data collectors do not have the knowledge of risk that an insurance
company has.

Within AGCS there is a division called AZT (Allianz Zentrum für Technik) that ana-
lyzes the root causes of 8000 losses a year, correlating this engineering information with
policy pricing.

Companies such as Microsoft have developed engines to analyze unstructured data,
but it is still necessary to teach the engines what to do. Currently the established insurers
are well-positioned to do that, much more so than the pure data engines out there. But
tomorrow’s world might be totally different, because the opposition is learning fast.

An example of how insurers can use unstructured data in innovative and inductive ways
was a small pilot AGCS ran which looked for correlations between data and fire exposure.
It was nothing big. It was young talents, without much money or investment, who were
told to “go off and do something”. What they discovered was the data gleaned from online
reviews about any lack of cleanliness of hotels had a positive correlation with a higher
likelihood of a fire claim.

The new staff insurers are employing today need to be different from the people they
employed when they themselves were youngsters in the early 1990s. The job of the un-
derwriter will change dramatically over the next few years. It will still be there, but the
underwriter in five or 10 years’ time will be a data scientist. He or she will have the abil-
ity to understand data from a completely different angle; to be able to express data into
algorithms.

It is vital that insurers support their long-serving staff on that journey, through internal
or possibly external programs.

32.5 Conclusion

The progress of InsurTech in insurance can be a partnership rather than a battle. We do
not need to blow everything up and start again from scratch.
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But there is without doubt a possibility of disruption from outsiders. Real disruption
so far has always come from the customer acquisition angle. These companies want to
disrupt the current placement process. It will not be like the current insurance industry
placement process with a bit of technology attached to it. It will be something completely
re-imagined.

InsurTech will have wide-ranging implications for the industry, both short-term and
long-term. It will cover the entire customer process, from customer acquisition through to
claims payment, and will influence the entire insurance “stack”, from customer to rein-
surer, via internal and external processes. Insurers need to react nimbly to ensure that the
opportunities offered by InsurTech are used to the advantage of the industry rather than
exploited by non-insurers to negatively impact what is a sound, reputationally strong and
robust macro-model.

Traditional market leaders need to make the most of the opportunities presented by the
digital age being amongst those spearheading change and taking an active role in shap-
ing its course, instead of letting the change drive them. Many organizations in the financial
services sector are undergoing a process of fundamental transformation to incorporate dis-
ruptive technologies. What will emerge are organizations that are close to their customers,
better at responding to their wishes and demands and capable of creating closer emotional
ties between the customer and the company.
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Abstract
Digitalization has changed the way customers interact with their banks and financial
advisors. Fintech companies restructure the value chain, re-bundle offerings and cre-
ate new services that are to be presented and processed digitally – perhaps completely.
Nevertheless, recent research with wealthy internet savvy investment customers in Ger-
many shows that this attractive segment can be regarded as hybrid in respect of their
demand for digital as well as personal asset management services and products. On the
one hand wealthy internet savvy investors indicate a high level of satisfaction with ad-
vice and products from their traditional financial services partners. On the other hand
they continue to search for better investment opportunities, thus showing significant
demand for innovative digital banking/brokerage/advice products. Ultimately, research
gives strong evidence for a high need for personal advice and human guidance. This is
particularly valid when answering the question which (traditional vs. innovative) part-
ner to choose as the future (exclusive or additional) bank, broker or financial advisor.

This paper outlines the world of Fintech start-up companies, presents key findings
regarding the attractive and large segment of wealthy internet savvy investors and also
explores how the new Fintech conquerors as well as established banks and advisors
might embrace this new business environment.
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33.1 Fintech Hypes, Particularly in the Past Two Years

Selling financial services products by using technical equipment as well as electronic
media reaches back a couple of decades. Back then players in retail banking and asset man-
agement used technology that offered the ability to secure unlimited operational readiness
and to make advice and sales independent from branch locations: ATMs and statement
printers had been on the rise since the early 1980s, electronic cash POS-systems as well
as home banking with videotext had been broadly offered since the late 1980s, and the
1990s saw the emergence of online banking & direct brokerage.

In the past two decades the continually spreading use of the internet, the prevalence of
mobile technology as well as digital innovation have lead to new and revolutionary tech-
nologies that serve as impulse generators for deep changes to the ecosystem of financial
institutions: The brick-and-mortar-centered financial industry has embarked on separat-
ing customer liaison, customer advice, information gathering, product sales and product
servicing from long-established human interaction in branches. Thus, the value chain is
constantly being restructured, offerings are getting re-bundled, information gathering and
treatment are redefined and new services are created that are presented and processed
digitally.

Today banking and brokerage by telephone, internet, and mobile/app have fundamen-
tally changed the way retail as well as corporate and institutional customers interact with
their banks and financial advisors. As a consequence, long-established players like high
street banks and traditional brokers are confronted with new entries, so called Fintech
companies, that apply ‘technology to conduct the fundamental functions provided by fi-
nancial services, impacting how consumers store, save, borrow, invest, move, pay, and
protect money’ [1]1. The following statistics illustrate the growing importance of Fintech
start-up-companies and might potentially point up the ‘hype’:

The current number of Fintech companies in the world is estimated anywhere between
5000 to 6000 with some recent sources also quoting an amount of 12,000 – although there
even might be a high underestimation as startup companies that have not used external
funding might not to be recorded in any database [1, 2, 3, 4, p. 354 f.].

Fintechs are new ventures founded in the last ten years: According to joint research
by KPMG and H2Ventures published in December 2015, only 18% of the global top-50
Fintech-companies are older than eight years, 28% are between six and eight years old
and the remaining 54% were set-up in 2011 or later [5].2

1 “Unless mentioned otherwise Fintech in this paper encompass technology solutions for retail cus-
tomers (b-to-c and/or c-to-c). If used in a broader sense, Fintech also include solutions for small and
medium sized businesses as well as big corporates and institutional customers of banks/financial
institutions (b-to-b); or, in the widest sense, also for the insurance sector (‘Insurtech’).
2 The quoted list of top 50 established Fintech companies produced by KPMG and H2Ventures
is based on four groups of factors (total capital raised, rate of capital raising, location, degree of
sub-industry disruption) and an adjustment by a judging panel’s subjective rating of the degree of
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Fintech companies have been set up all over the world, although some regional clusters
can be identified: An indication for the regional distribution may be that out of the top
50 Fintechs, 40% are headquartered in North America, 20% in Europe, 14% in China,
10% in South America and 12% in the rest of the world [5].

Globally, already 29 Fintech start-up companies founded after the year 2000, can be
regarded as ‘unicorns’ with a market valuation of more than USD one billion [6].3 Another
about 50 firms qualify as ‘narwhals’ or ‘semi-unicorns’, each with an estimated value of
at least USD 500 million. In total, all these ‘animals’ together are valued at about USD
120 billion. In comparison, the banking group with the highest market capitalization in
the world and going back to the 1850s, Wells Fargo Group, was at the same time valued
at about USD 300 billion; the next biggest banking conglomerate and also from the early
1800s, J.P. Morgan Chase, as well as Industrial & Commercial Bank of China (at least
over 30 years old) were worth USD 260 billion each [10]. The 20 biggest European banks
have a market capitalization between USD 30 and 160 billion, but most of them, if not all,
look back on a history of more than 100 years [11].

Their big number as well as the high valuations of Fintechs also indicate that they
have very successfully attracted investors: During the last seven years, global investments
into financial technology have increased from slightly above USD one billion to nearly
USD 20 billion in 2015 [1, 12, p. 46]. Funding is geared towards regional clusters with
fluctuations in its distribution: In the year 2015, venture-capital backed Fintechs received
USD 14.5 billion in equity investments overall, an amount of USD 4.9 billion was invested
in the first quarter of 2016 alone. Out of this, North America received 56% (in brackets:
Q1/2016: 37%), Asia 32% (53%), Europe 10% (6%) and the rest of the world 2% (4%)
[13].

Interest has not only increased amongst financial investors, e. g. business angels, ven-
ture capitalists, mutual/private equity/hedge funds. Also public interest as measured by
Google searches for the keyword ‘Fintech’ has rocketed in the past seven years: Average
popularity of searches in comparison to all other searches in Google was stable for the first
five years, in 2014 it approximately doubled and in 2015 it again went up five to six times
[14]. Average relative popularity of keywords as ‘internet, mobile, e-commerce, online
banking, retail banking’ in the same seven years remained or rather declined slightly.

Fintechs span their offering of products and services as well as their customer reach
over all segments of financial services: 88% of the already mentioned top 50 Fintechs
focus on banking and only 12% on insurance products and services [5]. With 32%, the
majority of the banking-related top 50 Fintechs focus on lending to retail as well as SME
clients; wealth management and trading services are offered by 23%, payment services by
14%; other products and services account for the remaining 31% [5].

product, service, customer experience and business model innovation; the definition of Fintech also
includes Insurtech and solutions for corporate/institutional customers.
3 Numbers on Fintechs in this paragraph include direct services to clients and software suppliers
founded since 2000, valued at USD 500 million or more, also exits, public companies, real estate
plays and not pure-play Fintech but with substantial operations in that vertical; also see [5, 7–9].
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A slightly different view on the product and customer orientation is given by recent
McKinsey research on more than 350 mainly smaller banking-related Fintechs: With
a share of 43% the main product area is payments, followed by 24% for lending, 19% for
asset management/sales & trading/securities services (‘financial assets and capital mar-
kets’), and the remainder for account management [1]. 62% of the companies registered
in this database focus on the retail customer segment, 28% on small and medium-size
enterprises, the remainder on large corporates, public entities and nonbanking financial
institutions [1].4

25 to 30% of established top players in the banking field are also active outside their
home market; at the moment, none of the insurance Fintechs has a multi-country or even
global reach (yet) [5].

33.2 Wealthy Internet Savvy Investors BetweenHigh Acceptance
of Fintechs’ Offerings and Uncertainty of Their Choices

Fintech companies intend to fundamentally disrupt the traditional way of banking, broker-
age and financial advice: Long established personal relationships between clients and their
bankers/brokers disconnect and move to a digital environment. Thereby Fintechs’ offer-
ings serve as strong impulse generators for deep changes in the industry particularly as the
traditional value chain of attraction, information, advice, sales, servicing and processing
is broken up, re-designed and re-bundled.

This provides big opportunities for new entrants, but also for established players that
are either able to cement historic relationships to their customers ‘forever’ or to use the
new technologies to also play the digital game. This chapter will point at the customers’
view. Although probably all customers of the financial services industry will be affected
in some form by digitalization of the industry, this paper exemplifies the effect on wealthy
and at the same time internet savvy investors.5

4 Different to [1], the top 50 banking-related Fintechs illustrate a slightly different view: between
45 to 50% focus on retail solutions, approx. 40% on SMEs and the rest on bigger corporates and
platform/enabling technologies [5].
5 Based on research commissioned by the authors of this paper, executed in November 2015 by
Norstat Deutschland GmbH (Kaflerstr. 8, D-81241 Munich), in the form of an online panel with
1048 participants from Germany; in the research internet savvy individuals are defined and pre-
screened as willing to participate in an online panel and indicate to use internet/mobile for banking
and/or brokerage [15].
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33.2.1 Wealthy Internet Savvy Investors
as an Attractive Showcase Segment

Wealthy internet savvy investors can be characterized by two dimensions: On the one hand
they are open for innovative technology and apply modern communication, thus belonging
to the about 75% of all EU citizens that form the community of internet users.6 And they
are also part of those 60% who use internet or mobile for banking and/or brokerage [18].

On the other hand these digital natives have money to invest, either in cash or in any
form of securities, like stocks, bonds or mutual funds (‘liquid monetary assets’; with
investments in real estate, alternative investments, commodities etc. as well as pension
entitlements not being considered). Wealthy internet savvy investors work with banks,
brokers, financial advisors and financial sales organizations to fulfill their financial re-
quirements. But they do not only belong to the small group of high net worth-/ultra high
net worth- or affluent-/mass affluent-individuals at the top of the wealth pyramid7. Instead
they form the mass market of individuals who have to invest (at least some) money and
want to increase their fortune. Taking Germany as an example, they represent about 15%
of the country’s population above the age of 18 years and own liquid monetary assets of
EUR 600 to 700 billion.8

Quantity and magnitude of their accumulated wealth make this broad sector of the
population an attractive customer segment for the financial services industry and a focus
area for Fintech entrants as well. An extrapolation of the German figures to EU-level
should give a range of assets of between C3500 to 4000 billion held by the respective
between 70 and 80 million individuals in Europe. Applying a gross revenue margin for
asset management of 1%, European wealthy internet savvy investors offer a gross revenue
pool of about C35 to 40 billion for the financial services industry.9

This estimate of gross revenue might be too conservative and a doubling of the pre-
sented range for the near future should be considered: On the one hand the researched
group in Germany as well as the extrapolated population in Europe does not include peo-
ple 65+ years, which make up approx. 20% of the German and 18% of EU population.
This group is also a target group of banks and brokers and therefore should be in the focus

6 Data from Eurostat with EU28 average [16]; minimum internet usage once a week, but less than
daily; daily usage by ca. 60% of citizens [17, p. 9]. report that 83% of households have access to the
internet at home and 43% through mobile phone.
7 Approaches to segmentation in wealth management are offered by [19, p. 5 f., 20, p. 3 f.]; an ex-
ample for segmentation using asset and income situation is delivered by [21, p. 328 f.]; an empirical
analysis of a specific investor segment can be found at [22, p. 194 f.].
8 Research in Germany: aged 25 to 65 years; individuals with net household income < C3000 ex-
cluded unless possession of liquid monetary assets > C30,000.
9 Extrapolation is based on population data only as average possession of liquid assets per capita
in Germany is about Euro zone level [23, 24, pp. 6–12]; population in Germany ca. 16% of EU28
with about similar share of age group 18–65 on total age structure in EU28 countries; extrapola-
tion factor of six applied based on German share of EU population; no consideration of different
internet/mobile usage in Europe vs. Germany.
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of Fintechs as well: It has to be regarded as above-average moneyed. But it shows a lower
than average propensity to deal with digital media and equipment, thus it might be less
straightforward to be targeted and reached by digital offerings.

On the other hand digitalization is not static. In the near future, the general public will
get more and more comfortable to follow the digital natives interviewed and make use
of digital media and equipment for their banking and brokerage needs: On average as
opposed to the researched wealthy internet savvy individuals, only 51% of the Germans
use the internet for banking/brokerage. The European average is 46%. However, some
countries show a much higher usage already today that can be regarded as a benchmark
for the near future: France and the UK 58%, the BeNeLux countries between 62 and 85%,
Scandinavia between 85 and 90% [18].10

33.2.2 The Grass Is Always Greener on the Other Side of the Fence

Looking at the researched wealthy internet savvy investors aged 25 to 65, about 65% of
them show special interest in all aspects of managing money.11 This interest is far greater
than in other financial services products as e. g. payment services and credit cards with
33%, insurance products with 30%, real estate financing with 27% and financing a new
car with 18%.

The special interest slumps with age but it increases with net household income and
liquid assets. As an example, 84% of individuals worth C100,000+ express special interest
in money matters.

30% of the respondents say that that they use only one bank for the investment/manage-
ment/custody of their liquid assets.

But 70% keep (at least) a second relationship with another financial services provider
where they deposit cash, hold securities or trade stocks, etc.12 A relationship with another
financial player has to be regarded as an act of reduced loyalty, looking through the eyes
of the management of a bank that provides asset management services to their customers
(and wants to keep or even increase this business) [25, p. 361].

Yet, opening a second relationship does not need to result in a complete relocation
of the former liaison; it might only lead to some cherry-picking outside the original
connection: Customers are attracted e. g. by slightly better interest rates, more valuable
investments tips, a friendlier personal advisors in the branch or a more modern, attractive
digital offering from one of the new Fintech entries. The checking account and the mort-
gage might stay with the ‘old player’, but liquid assets will be transferred or new monies
from a gratuity or the sale of real estate will directly find a new home.

10 A more general view on variations among countries in Europe with respect of being digitized
economies is presented by [17, p. 27 f .].
11 All subsequent research data on wealthy internet savvy investors is taken from [15].
12 Includes all traditional branch based banks as well as online banks and online brokers, operating
in Germany, irrespective whether the providers offer digital and/or brick & mortar services.
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Table 33.1 Satisfaction levels of wealthy internet savvy investors (top 2 grades of 6, in %)

Liquid assets (EUR)

Up to
50,000
(in %)

50 to
100,000
(in %)

More than
100,000
(in %)

Average
(in %)

Main bank
relationship

‘Get (very) good advice’ 72 77 72 73
‘I think that investment
opportunities on offer are
(very) satisfactory’

59 59 59 59

Secondary bank
relationship

‘I get (very) good advice’ 58 58 61 58
‘I think that investment
opportunities on offer are
(very) satisfactory’

60 61 55 59

‘I am looking for better investment alternatives
for my assets’

43 61 67 49

The high proportion of multi-bank usage leads to the question of satisfaction of the
wealthy internet savvy investors with their current banking partners. The above Table
indicates that on average 73% claim to get good or even very good advice from their main
bank, and 58% from their secondary banking relationship as well (see Table 33.1).

It is also remarkable that the investment opportunities on offer are also regarded as
(very) satisfactory, more or less irrespectively whether main or secondary providers are
used and also independent from the magnitude of the liquid assets owned by the respon-
dents.

However, on average half of the wealthy internet savvy investors state that they are
looking for better investment alternatives for their assets. This is particularly true for the
wealthier segments with more than EUR 50,000 or even more than EUR 100,000 to in-
vest.13,14 The observed high level of satisfaction with advice and investment opportunities
offered by the current institution(s) is contradictory to the claim that customers are looking
for better investment alternatives for their assets.

Obviously better investment alternatives can either be expected to be offered by the ex-
isting banking/brokerage partner(s). Otherwise, better investment alternatives are searched
for and originate from a new relationship. Therefore, it was researched whether wealthy in-
ternet savvy investors agree with the claim the grass is always greener on the other side of
the fence. This means that those who agree undertake the burden to change banks, at least

13 Average liquid assets of the participants in the underlying research are about C60,000 which is
ca. 150% of German average; participants in the middle column of the table own approx. C71,000,
right-hand column on average C267,000 [15, p. 218 f.]; the European average of liquid assets is
estimated by the authors at approx. C50,000.
14 Additional research shows that those who move banks or at least open new accounts have a higher
income and are younger than average, can rather be found amongst real estate owners and more often
have a secondary bank relationship [15, pp. 225–227].



350 T. Altenhain and C. Heinemann

open a new relationship, and voluntarily undergo the necessary bureaucratic hurdles im-
posed by know-your-customer and anti-money-laundering regulation. As a consequence,
the revenue pool of the incumbent bank will diminish:

� 25% of the wealthy internet savvy investors do not envisage shipping their liquid assets
from their traditional banking and brokerage partners to (new) specialized institutions
for deposits, asset management or brokerage. For answering this question, respondents
were informed that these specialized firms would offer tailor-made investment opportu-
nities as well as independent advice, present reputable products with appropriate risk-
return-profile, and would have the same guarantee level as their current bank(s).

� However, 38% might envisage working with those specialized institutions – although
on average 70% already have a secondary relationship for managing their liquid assets.

� The consensus that the grass is greener on the other side of the fence is even higher
amongst those internet savvy investors owning more than C50,000 (43%) or more than
C100,000 (48%).

� In addition, investors in the highest monthly net income bracket of C6000+ agree with
51%; real estate owners concur with 43%.

� Only 26% of internet savvy investors aged 60 years+ might envisage shipping their
liquid assets; the highest consent of 50% is found in the age range from 30 to 40 years.

These numbers indicate that wealthy internet savvy investors ‘hang on but keep dig-
ging’, particularly if they are younger, earn an above average salary, own a (paid-off)
house and have accumulated a bigger then average fortune.

33.2.3 No Clear Preference for Digital vs. Analog – But Personal
Investment Advice Appreciated

Wealthy internet savvy investors offer opportunities and threats for all players in the finan-
cial industry. The winners can be traditional and established firms that are able to convince
new customers with e. g. proven quality or sound reputation. But winners might also be
the new Fintech entries on the marketplace with innovative products, seamless digital pro-
cesses or an attractive pricing. Fig. 33.1 answers the question what service is expected
by those who go for a new/additional financial partner for deposits, asset management or
brokerage – online, mobile, phone, social media or personal. As there is no clear prefer-
ence for one service channel, wealthy internet savvy investors may be regarded as being
hybrid – somewhere between being attracted by digital offerings and capabilities, but also
sticking to human interaction.

Slightly above 60%want to be serviced online through the providers’ websites. Slightly
below 60% of the wealthy internet savvy investors name personal advice as their primary
required form of service delivery. Both channels claim about the same level of importance.
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Fig. 33.1 Required service channels of (new/additional) specialized institutions for deposits, asset
management, brokerage (German wealthy internet savvy investors, aged 25 to 65; multiple selec-
tions possible). (Altenhain [15, p. 233])

Advice by phone is asked for much less than both preferred service channels, but is
looked upon as the most preferred fall-back offer.

Although the researched customers belong to a tech-friendly and internet savvy seg-
ment, they do not expect their partners for deposits, asset management or brokerage to
offer mobile or social media services. This might be explained by mobile and social me-
dia being used predominantly for information gathering and information sharing; it looks
like the media (at least today) are not in focus of wealthy internet savvy investors when
looking for advice, opening an account, shipping money, making a transaction, etc.

An even deeper insight in customers’ (hybrid) needs is gained when asking the
wealthy internet savvy investors whether they appreciate human support when looking for
new/additional financial partners:15

� 51% deem personal advice by human experts as (very) important when trying to find
the best specialized institution for deposits, asset management or brokerage.16

� And 70% of those who go for personal advice might consider working with the pro-
posed new/additional financial partner – which is about double the amount of the above
reported average of 38% of all respondents.

15 Face-to-face conversation or by phone; following questions asked to sub-group looking for better
investment alternatives for assets, according to above Table.
16 Corresponds to top two out of six possible entries. It should be also reported that just about 27%
(bottom three out of six possible entries) do not regard personal advice as important; two thirds of
those inform themselves online, 64% quote that they suspect advisors to ‘only sell’ a product, and
52% imply that advice is never objective.
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As a consequence, availability of personal advice has to be regarded as the key driver
for answering the question of whether to add a new banking/brokerage relationship, with
whom to liaise and howmuch business to transfer over to the new partner. Personal advice
seems to be the underpinning for stepping over the fence and finding out whether the grass
is greener out there.

33.3 Opportunities for New but Also Established Players

According to the research findings reported in this paper, wealthy internet savvy investors
can be regarded as an attractive customer segment:

� They like to deal with money matters and more than two thirds of them already work
with more than one dedicated bank or broker.

� They are highly satisfied with the advice they are getting from their financial partners
as well as the products and services.

� However, every other investor is looking for better investment alternatives for their
liquid assets. This is even more applicable for the richer and younger individuals.

� Consequently, almost half of the respondents, depending on wealth, age and income
level, might open up additional relationships with financial services providers dedicated
to servicing, managing and brokering liquid assets.

This new orientation of the investors provides a significant opportunity for those in-
stitutions that can capture the business, be it the incumbents of the industry or the new
Fintech players: Wealthy internet savvy investors are identified as an attractive market
segment for the financial services industry worth billions of EUR in gross revenue.

Does this mean that the Fintech companies as digital newcomers will take it all, thus
kicking the traditional players out of the market? The research presented in this paper does
not support this threat to the incumbents, as a significant portion of the wealthy internet
savvy investors has to be regarded as a hybrid consumer segment – positioned between
being highly responsive for modern technology and similarly distinctively prefer human
interaction.

Responsiveness for modern technology . . .
The respondents are digital citizens who are use modern innovative technology to perform
their digital needs, to communicate and search for information digitally, to shop on digital
marketplaces and to achieve their banking and brokerage needs digitally.

All this explains the high affinity to players that present themselves as digital. As a con-
sequence, they might source their banking and brokerage needs from the new Fintech
players. The successful development of this fairly new cluster of industry players is de-
scribed in the first chapter of this paper.
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However, wealthy internet savvy investors might also rely on the established incum-
bents that they have been working with for a long time – obviously only with those that
have understood the investors’ digital demands and have geared up their digital offerings
and capabilities to meet the digital natives’ financial needs. An example for traditional
players ‘reverse-disrupting’ the Fintechs and tying in their established customer base can
be found with the so called robo-advisors in the United States.

Robo-advisors are automated software platforms for financial advice, usually targeted
to smaller portfolios and promising lower fees, but in general applying a standardized,
algorithm-driven investment management approach. The biggest robo-advisors are Better-
ment (USD 4 billion under management) andWealthfront (USD 3 billion); both companies
are Fintech ‘semi-unicorns’ valued at approx. USD 700 million [26].

In early 2015, the major US online broker Charles Schwab and the worlds’ biggest as-
set manager Vanguard launched their own rob-services. Meanwhile, they have surpassed
the new players in terms of assets under management (Charles Schwab USD 5+ billion;
Vanguard 12 USD billion). The main reason for this volume buildup was the ability to con-
vince existing customers to shift their assets from other (potentially endangered) product
areas to the new robo-services, thus protecting these assets [27–29]. Similar developments
might happen in Europe as well, with banks like Barclays Bank, Deutsche Bank, Lloyds
Bank, Royal Bank of Scotland, Santander Group and UBS Group recently having an-
nounced to launch, buy or partner with robo-services.

. . . as well as preference for human interaction
The broad demand of the wealthy internet savvy investors for digital financial products
and services is obvious. But this does not mean that all members of the analyzed customer
segment will completely shift their demand from traditional person-to-person banking to
the internet/mobile world. A large percentage shows an equally high preference for per-
sonal/analog delivery. In addition, half of the digitally educated individuals prefer personal
advice on their choices – they ask for human guidance and answers to questions which fi-
nancial partner to choose, be it new vs. traditional, but also digital vs. analog offerings.
The following sections discuss some hypotheses on three typical, generic customer pro-
files and outline opportunities for new, but also established players [30, p. 242 f.].

(a) Self-directed investors: Within the attractive but hybrid consumer segment of wealthy
internet-savvy people, there are self-directed individuals who do not want to or do
not have to rely on personal advice. For more than two decades they have had the
opportunity to work with online banks and direct brokers; they are able and willing
to inform themselves about their choices, take the necessary decisions and perform
the bureaucratic activities needed to manage their liquid assets. They might find the
following new Fintech offerings attractive (in brackets: examples for companies):
� search engines dedicated to financial products (voola),
� services that comb through social media for investment trends (stockpulse),
� platforms for investment portfolios from non-professional managers (wikifolio),
� new banks to deposit cash (number26).
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(b) Convenience-driven investors: Wealthy internet savvy investors also include people
who want to delegate as many money matters as possible to their partners from the
financial industry: On the one hand they are highly attracted by the capabilities of
modern digital technologies in many areas of interest, e. g. when it comes to using
social media apps for communicating with friends or colleagues or booking holiday
trips and shopping online etc. But on the other hand, when it comes to money matters
they do not particularly want to deal with or devote time to all necessary aspects.

These customers might use discretionary investment management services offered by
robo-advisors – given the growing number of players in Europe, this paper can only draw
a short and incomplete list of incumbents, e. g. MoneyFarm from Italy, Nutmeg from the
UK,Ginmon, Scalable and Vaamo fromGermany, Indexacapital from Spain, Yomoni from
France. As the above mentioned examples from the USA show, also European conve-
nience-driven but also technology-affine investors might alternatively stick to the newly
introduced robo-solutions offered by their above mentioned traditional wealth managers,
e. g. brokers, asset managers and private banks [31, 32].

(c) Hybrid, advice-seeking investors: Finally, there are hybrid investors who on the one
hand want digital services to e. g. receive up to date information on the performance
of invested assets, to secure transparent and lean administration and to receive modern
portfolio allocation enabled by artificial intelligence. But on the other hand they also
expect personal communication and advice up to regular face-to-face meetings with
their account manager.

These investors might be served by ‘hybrid-robos’. An example for this approach inte-
grating technology-enabled investment management and the availability of a tied force of
agents is the US-based company Personalcapital. It offers digital investment management
solutions like the ‘traditional’ clean-play robo-advisors, but also gives access to their team
of financial advisors – this ranges from a digital, video-based offering for smaller port-
folios to personal visits of advisors to major clients. In addition, it provides a suite of
self-service financial calculation and reporting tools that even might be interesting for the
above mentioned self-directed investors.17

Integrated, hybrid robo-approaches have not been developed for Europe yet. But part-
nerships of clean-play robo-advisors with independent financial advisors or acquisitions
by banks have recently been announced (e. g. cooperation of Scalable with KSW, acquisi-
tion of easyfolio by bank Hauck & Aufhäuser in Germany). Depending on the underlying
financial services license (e. g. portfolio management under § 33 of KWG/German Bank-
ing Act), smaller portfolios with a discretionary mandate can be handled in a more stan-

17 With assets under management of USD 2+ billion, Personalcapital is ranked number three
by assets under management in the United States, after clean-play robo-advisors Betterment and
Wealthfront; Personalcapital’s valuation is not disclosed [26].
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dardized and cost-effective way, while wealthier clients receive the opportunity to access
personal advice.

A similar approach might be developed by the administrators of broker pools. Today,
they support their member IFAs18 and provide access to product suppliers for investment
funds and ETFs, offer operational as well as sales support and organize mutual liability
protection. In addition to these traditional services, the pools might partner with Fintech
companies or themselves build a standardized algorithm-driven portfolio management
comparable to robo-advisors. If they offer a suite of self-service financial calculation and
reporting tools in addition, their member IFAs will be able to combine their today’s per-
sonal sales approach with more sophisticated consulting and portfolio management skills,
as a consequence approaching the hybrid advice-demanding investors.

In the end, the question remains how wealthy internet-savvy investors will find their
way through the broad spectrum of digital, analog and even hybrid offerings of banks,
brokers, advisors, robots, etc., irrespective of their (generic) customer profile.

One answer might be the creation of a new type of player, comparable to an ‘investor’s
agent’: To begin with, it can help the investor to analyze and understand his/her needs, e. g.
define long term targets, become clear on risk/return expectations, but also sort out own
skills and willingness to manage the investments themselves or outsource it to a financial
partner. Like a portal, the investor’s agent might also provide access to self-service finan-
cial tools for those who deserve so, and propose e. g. potential brokers, banks, custodians
as well as IFAs and robo-advisors to self-directed or convenience-driven investors. Those
wealthy internet savvy investors who demand a more tailored or an even personal advice
can be serviced accordingly: The investor’s agent will offer a human interface (e. g. video
conferencing, IP-telephone, instant messaging, screen sharing, or even a visit at home or
in the office). In addition, the agent might change role from a more neutral gateway to fi-
nancial services to a long term investment advisor – in the latter case, the services offered
may span from pure funds/ETF sales to discretionary management to family office type
of full-service.

Another answer might be that due to their high affinity to technology and digital ser-
vices wealthy, internet savvy investors themselves will move toward the most appropriate
solutions for their liquid assets. Those solutions are then (still) sourced from traditional
players that have understood the digital needs of the investors and either come up with
own digital offerings or invest in/partner with Fintech players. Alternatively, the solutions
to manage the huge amount of funds of this attractive customer segment may be provided
by new Fintechs that are able to position themselves as ‘best-in-class’, thus capturing
a significant part of the wealth management industry’s gross revenues.

18 Independent financial advisors, operating e. g. in Germany under a license according to § 34
GewO/trade law (‘Finanzanlagenvermittler’).
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Expectation in a Rapidly ChangingWorld
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Abstract
Internal and external factors are driving change in the insurance market – at a pace
not yet seen before. The focus of the insurance industry has shifted from managing
the insurance sector itself to managing an agile cross-linked environment. Insurers are
now part of a complex ecosystem consisting of companies from various industries that
either are or want to be part of the end-to-end customer journey. Furthermore, customer
demands like ‘mobility’ require a joined customer journey of traditional insurers, Fin-
Techs and technology manufacturers. This article provides an in-depth insight into both
the customer journey and ecosystem of insurers. It identifies common trends that re-
quire a fundamental realignment of the corporate culture and gives various examples of
insurance companies that go new ways. By suggesting a 10-point roadmap, it proposes
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a guideline of how insurance companies can respond to the challenges of digitalization
and what actions they should take to do so.

34.1 A Rapidly ChangingWorld

The announcement by two companies that they will in future make common cause pro-
voked a furore in the summer of 2016: Allianz, an insurance group with a history dating
back almost 130 years and a stock market value of around 60 billion euros, will in future
exchange staff and expertise with Rocket Internet, the start-up studio that is barely ten
years old and that is valued on the stock market at around 3 billion euros. How extensive
the co-operation will be remains uncertain, but the intention of Allianz’s chief executive
officer Oliver Bäte is clear: he wants to force the organisation of his company to become
more agile so that it can meet the challenges of the future [1].

Quicker workflows, lower costs, more cross-selling, greater proximity to the customer –
is there an insurer who is not pursuing these goals? For example, according to the KPMG
study ‘The Insurance Innovation Imperative’, 60 per cent of insurers see process optimisa-
tion and the use of technology as offering the greatest potential in the next two years. The
journey to that destination traverses an extensive realignment of the business model, the
break-up of data silos in the company and the comprehensive digitalisation of processes.
Only in this way will it be possible to recognise customer needs swiftly and to develop
and market bespoke products for specific target groups.

Anyone facing a decision to make a major purchase or enter into a contract will gener-
ally visit company websites to inform themselves of the terms and conditions or browse
comparison sites. The importance of these sites is growing enormously. Take Germany
as an example: on YouGov’s BrandIndex, which checks and monitors the perception and
recognition of 60 major online brands, the leading German brand, behind international
players such as Google, Facebook and Wikipedia, is Check24. Established in 1999, the
portal presents the tariffs and rates of the most varied of companies – from energy suppli-
ers to insurers – and earns money on each contract entered into between the users and the
service providers [2].

It is not just consumers who are gaining greater insights into what is on offer. Service
providers, too, are acquiring ever more information about customers – current as well as
future customers. The traces that consumers leave behind on the Internet allow user pro-
files to be created, likes and dislikes to be identified, patterns of behaviour to be forecast.
Companies such as Google, Amazon and Facebook are pioneers in this field and trans-
form this information into revenues that run into the billions. Their business models have
changed fundamentally the way in which products (and advertising) are sold and turned
on its head the balance of power in whole industries (retailing, media).

Successful digital business models score points with their transparency, speed and
proximity to the customer. This is also true in the financial services sector, which has
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lagged several years behind, but is now being seized by digitalisation: direct banks are win-
ning market share at the expense of classic financial institutions thanks to their favourable
cost structures (and competitive offers). Fintech companies such as Wealthfront, Better-
ment (both USA) and Nutmeg (Great Britain) have recently introduced automation into
the investment business.

So what about the insurance industry? Is the revolution in full swing here, too?

� Price comparison sites such as Check24 in Germany and The Zebra in the US attract
customers with comprehensive overviews of rates and prices on their web pages and
are in the process of revolutionising the brokerage business.

� Peer-to-peer providers such as Friendsurance (Germany), Guevara (Great Britain) and
Lemonade (US), are redefining the collective, as they bring together policyholders in
small networks that provide mutual support in the event of a loss – which lowers the
premium.

� Health insurers are using technical innovations such as health wristbands to track the
behaviour of policyholders and to generate new products and premiummodels with the
help of the findings they provide.

The speed at which new digital products are coming onto the market has accelerated
enormously. Processes and structures that have taken years to build are increasingly giving
way to agile models where the time from conception to market launch sometimes takes
just a few weeks.

For insurance companies, this development offers a massive opportunity. It is not only
that costs can be significantly reduced through automation. Beyond that, the wealth of
information in their won systems offers the possibility of recognising the needs, likes
and life choices of their target groups – and quickly proposing to customers’ attractive
personalised offers. With the help of needs-based processes and structures, these treasure
troves of data can be tapped and sustainable business models can be established.

34.2 Re-Invention of the Insurance Business

Disruptive innovations are shattering business models and even entire markets: Amazon
has reinvented the retail trade, even though the company does not operate any brick and
mortar stores. AirBnB has risen to become the most important service provider in the hotel
industry, even though the company does not own a single hotel room. And Uber ranks
among the largest taxi companies in the world, even though it only brokers journeys. The
lesson: it is no longer about selling one’s own goods and services, but about negotiating
between the producer and the consumer.

This is also the starting point for important aggressors in the insurance business. Com-
parison sites do not offer any policies of their own. They earn money exclusively by
connecting customers with insurance companies. Peer-to-peer service providers do not
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(at the moment) take on the risks in their own books, but see themselves as agents for the
insurance policies registered with the customer. The direct link to the customer is at risk
of being lost – with unforeseeable consequences for the business model. It is important
here to take resolute countermeasures and to strengthen the customer’s loyalty.

Even well into the 1980s, the ‘customer journey’ in the insurance industry was simple
and unassailable: the customer needed a policy, the local agent made an offer, the customer
signed the policy. If an adjustment was required, the agent put forward a new proposal.
In the event of a loss, the agent took care of the processing. Home visits, telephone calls,
letters – no other communication channels were envisaged (see Fig. 34.1).

Today, it is essential for companies to use social networks and blogs in order to filter
customer habits and propose suitable individualized offers. It has long been possible, using
the location of a customer, to send a suitable product proposal to their smartphone, which
they can immediately accept by pressing a button. Detailed questions about the policy
can be clarified by video chat. Telematic applications continually deliver data from the
customer to the insurer, which is then evaluated and incorporated in the calculation of the
premium. The insurer has to move to where the customer is: in a digital world. This is
how the insurer manages to become a constant companion.

These external factors increase the necessity to act. Those who want to survive on the
market will have to organise their processes more efficiently and more cost-effectively.
The resources that are freed up should be used to accelerate the conversion to a business
model that accommodates the increased demands of customers. Customers who expect
fairness and appreciation, high service quality and appropriate value for money. They
want personalised, tailored offers. They expect short response times to communications,
regardless of time, place, sales channel or device.

Fig. 34.1 The customer journey – online versus offline touchpoints
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Fig. 34.2 Claims processing using cognitive systems

Digitalisation also brings perceptible customer benefits in the settlement of claims. It
will be possible in future to initiate a notification of claim for example by sending a mes-
sage through WhatsApp. There will be no need to fill in a form any more. Intelligent
speech and image recognition will for example enable the plausibility of a rear-end colli-
sion to be checked using the description of the course of events and photos of the damaged
car (see Fig. 34.2). In particular, minor damages could be settled with more automation in
more individual cases than is the case today.

Successful innovations always follow the same motto: keep it simple! The customer
is more likely to decide to take out a policy the easier it is made for them. Anyone who
does not have to fill out pages and pages of forms, but simply press a ‘buy’ button in their
app will be more prepared to take out travel health insurance or an accident policy. The
opening of communication channels such as Facebook Messenger, which is offered by
Axa for its Switch insurance offer in France for example [3], makes it easier to contact
younger target groups.

A lot of customers want less ‘full service’ from their insurer and instead more ‘bite-
sized’ offers that are tailored to their individual needs. For example, the service provider
Trov has recently started selling on-demand policies for individual items such as laptops,
snowboards and headphones in Australia. Using a virtual slider bar on their smartphone,
the customer can decide for themselves howmuch the deductible – and thus the premium –
will be [4].

When a customer buys a product online, the German start-up Simplesurance, which
Allianz recently got on board with, immediately offers an insurance policy to match [5].
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Metromile in the US offers a pay-per-mile policy to car drivers who only very rarely
take their cars out for a spin. The driver can take advantage of additional services through
a smartphone app. For example, they can mark on a map where they parked the car and
get a warning if street cleaning services are approaching and the parking space has to be
vacated. In Great Britain, Cuvva offers car insurance that can be taken out for a period of
just a few hours or days. The customer enters into the contract using an app – and it takes
just ten minutes [6].

Health insurers grant privileges if policyholders adopt patterns of behaviour that are
beneficial to their health and allow this to be tracked through a fitness wristband, for
example, which enables all physical activities, sleep phases and resting pulse data to be
recorded. The information allows conclusions to be drawn about customer habits as well
as a personalised training programme to be developed for the insured. The progress made
by the customer can be rewarded through a bonus system.

The US insurer Oscar furnishes its customers with free wristbands and additionally
even offers an app that enables policyholders to talk with a doctor or to get prescriptions
[7]. Even in Germany, where data privacy generally enjoys a higher priority than in En-
glish-speaking countries, the Allgemeine Ortskrankenkasse (AOK), the statutory health
insurer, and the Deutsche Angestellten Krankenkasse (DAK), the private health insurer,
now subsidise the purchase of these devices [8].

The examples of the telematics tariffs and health wristbands show that customers are
definitely ready to divulge data about themselves if the insurer can credibly prove that it
will handle the data with care and they can derive a direct benefit. A positive selection is
supported, as long as it is associated with lower rates or other benefits.

Nevertheless, the insurance companies are going to have to prepare for a discussion
about the continued existence of the principle of collectivity. For example, consumer pro-
tection groups in Germany have for some time now criticised the fact that the increasing
segmentation for example in occupational disability insurance is actually excluding many
craftspeople from this type of insurance because of the prohibitively high premiums [9].
Something similar is happening in the area of professional liability, where midwives, for
example, are finding it almost impossible to continue financing the premiums [10]. Not
everything that is possible by imputation with the help of digitalisation will be feasible on
the market.

The penetration of new products on the insurance market will not be without con-
sequences for their sale. The classic sale of policies through insurance agents will be
increasingly squeezed out by transactions conducted via digital channels. Direct insurers
have already dispensed with a cost-intensive network of brokers and agents today. The
market shares of the direct insurers are growing especially in the area of standard policies,
such as third-party liability, motor and home insurance, which require little consultancy
[11]. At the same time, classic brokers are coming under increasing pressure from price
comparison website and peer-to-peer service providers, which connect customer directly
to the insurance companies in return for commission.
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The faster digitalisation progresses, the more intensively people, machines and other
objects will be able to communicate with each other. The transmission of information
and data in real time opens up the possibility for totally new products – also in the in-
surance industry. For example, Beam Technologies, a US start-up, offers dental insurance
together with a toothbrush that records data about the brushing behaviour of the owner by
Bluetooth and sends it via their smartphone to the company. Someone who regularly and
thoroughly looks after their tooth runs less risk of developing caries and therefore pays
lower premiums [12].

The example above illustrates the fact that classic insurers on their own have little
chance of exploiting the possibilities of digitalisation to the full. This will depend more
than ever on teaming up with other companies – from the insurance sector or from other
industries – and developing new ecosystems that enable additional points of contract with
(potential) customers. 54 per cent of insurers say that their motivation for collaboration
and alliances is to promote ideas and talent, while 24 per cent say it is to promote a literal
speed to market.

This crossing of borders has already been taking place in similar areas for several years:
numerous car manufacturers offer their models in combination with motor insurance.
A car insurer – Huk Coburg, Germany’s industry leader – has recently started selling
cars as well. The company had already entered into co-operation projects with partner
garages, where Huk customers can enjoy benefits related to inspections, tyre services and
general and exhaust emissions testing, and customer retention is now to be expanded to
used car buyers [13]. It will be important to develop this way of thinking, which goes
beyond traditional industry borders, and to transfer it into the digital sphere.

34.3 Fitting into the New Ecosystem

The new insurance world breaks with customs that have been handed down. Protectionist
individualism, where information is partitioned to one’s own advantage, will be replaced
by an ecosystem in which the partners work together for their mutual benefit. Companies
that want to survive will have no other choice but to engage in co-operative projects of this
kind. The speed with which new technologies are coming onto the market and consumers
are changing their preferences continues to increase. Companies will have to equally quick
in adjusting to change. Sealed off from developments in other companies and industries,
this will be almost impossible.

The change soundsmore revolutionary than it is. Trying new things does not mean burn-
ing all your bridges behind you. Nor does it mean focusing exclusively on digital channels.
‘Old’ channelswill remain important andwill have to bemaintained both for internal work-
flows and in the relationship with the customer. The customer may like to take out an in-
surance policy at the click of a mouse. Later, however, they may want advice and an agent
to call on them at home. An app may be suitable as a sales channel for car insurance, but
a complex occupational disability policy will always require more consulting time and ef-
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fort. The key to success lies in correctly interpreting consumer behaviour and finding the
right balance between analogue and digital possibilities for exchanging information.

Particular care is demanded in the handling of customer data here. Business models
in which losses are supposed to be prevented by the ‘positive’ behaviour of the insured
assign a new role to the customer – as a partner who is prepared to divulge extensive
information about themselves. Unlawful use of personal data, for example the misuse of
data to select risks, may bring with it not only fines for the insurer, but also significant
reputational damage.

Customers have to be sure that the data that they provide is used in their best interests
and not in order to discriminate against them or to force them from the market. The discus-
sion on the employment of new technologies thus has an important ethical component. An
important instrument in active data protection is clear communication between the com-
pany and the customer. What data is collected? What is it used for? Only someone who
acts openly will encourage the acceptance of digital innovations and increase customer
satisfaction – and will be able to take advantage of a positive image to implement better
prices. Yet how can all these changes be put into practice in the day-to-day business op-
erations? And in such a way that changes in the market can be reacted to quickly, without
putting functioning work processes at risk?

Existing IT systems are not suitable for many of the requirements of the digital world.
They allow customers to be addressed in equal measure across all relevant channels (om-
nichannel capability) and digital ecosystems to be developed only to an unsatisfactory
extent. On the other hand, new systems are expensive and launching them is time-consum-
ing and risky. The establishment of two-speed IT allows existing systems to be continued
and new, agile processes to be saddled up. Digital technologies can be quickly adapted,
the stability of conventional processes is retained (see Fig. 34.3).

Old and new systems are uncoupled in this process: the digital IT as the ‘agility layer’
lies on top of the mature IT as the ‘stability layer’. Various user interfaces can be integrated
through the agility layer. Existing specialist functions and the primary data storage remain
in the old systems.

The newly designed processes will be integrated through an integration layer, in which
process and control logics are separated. This structure allows adjustments to be made
quickly and cost-effectively without any need to interfere with the old systems. Work-
flows can thus be swiftly developed and put into executable practice. This integration
layer also offers the possibility of incorporating external service providers quickly and
flexibly within a digital ecosystem.

The majority of management boards of insurance companies have understood the need
to act. For example, Dr Thomas Blunk of Munich Re for example says: “We cannot wait
for the structural changes to occur before we start moving; we need to address these
changes now if we hope to offer the business new growth opportunities over the next
5 years.”[14] Measures such as formal channels for generating new ideas or the co-opera-
tion with external stakeholders are regarded by the vast majority of executives as important
or very important for the successful implementation of innovations. According to KPMG’s
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CEO Outlook, disruptive technologies are already employed in more than half of the com-
panies surveyed, primarily in the interaction with customers [14].

34.4 Manoeuvring Change

The business model of insurance companies is undergoing a radical change:

� The customer is better informed and more demanding than ever. They expect transpar-
ent information at all times wherever they are and demand customised products that
meet their individual needs. Depending on the requirement, they select digital or ana-
logue channels to get in contact with the insurer.

� New technology-driven companies increase the pressure to act on both the product
and the sales side. Newcomers are especially agile, because they come to the market
without the baggage of mature data and IT systems.

� It is clear to see that old borders between industries are fading away. Companies must
be prepared (and able) to co-operate across industries in order jointly to develop new
and attractive products.

These trends require a fundamental realignment of the corporate culture: traditionally
more risk-averse insurance companies will have to learn to embrace experimentation –
without escalating the financial risks. KPMG’s global study ‘The insurance innovation

Fig. 34.3 Two-speed IT
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imperative’ describes a ten-point roadmap that insurance companies can use as a guide
before and during this realignment:

1. Drive change
The change that insurers are facing is massive. The size of the task and pride in one’s
own traditions frequently lead to a failure to take the necessary steps. A fatal error.
Companies should analyse in detail how technological advances influence their own
organisation – and draft a dedicated action plan in which digitalisation and innovation
are given a prominent role.

2. Apply agile and dedicated leadership
New mindsets can take root in a company only when the top management lead by
example. Innovation is a leadership issue. The appointment of a chief digital officer
who initiates processes and provides the resources required for the implementation is
an important step here. The company should additionally train its staff and provide
incentives to develop new ideas and put them into practice in the organisation. This
includes questioning approaches that have been practised for decades.

3. Adapt structures
For many insurers, the introduction of innovation management means a break with
their culture. Organisational structures must be made more transparent, slimmed
down and co-ordinated more closely with each other in order to pave the way for new
products and business models that serve the customer’s interests.

4. Develop talent
Innovation takes place in the staff’s heads. It is important to identify talent that can
develop ideas to simplify processes and drive new business models. Flexible working
hours, the option of working from a home office, more frequent changes of job or
team are examples of measures that can be taken to anchor a ‘new mindset’ among
staff and to allow their vision to extend beyond the boundaries of their own depart-
ment. Inventive models help to increase the willingness to innovate.

5. Encourage entrepreneurship
Innovation is not an end in itself, but must pursue entrepreneurial goals. The suc-
cess of any action should be measured, the risk should be spread over time. A strict
entrepreneurial attitude is important: anyone who wins a budget for an innovative
project should treat this as their own business and share financially in the any suc-
cesses.

6. Observe the competition
The decision to restructure an organisation is not a single act. Strategies have to be
reviewed and business models adapted at fixed intervals. This requires constant com-
parison with competitors.

7. Learn from others
Co-operation – also with companies outside the industry – is the key to success for
insurers in a digital world. This is a new experience especially for large organisations.
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But it is unavoidable if new products with major customer benefits that will play a part
in deepening value added are to be given a swift kick-start.

8. Leverage new technologies into the current business
Flexible IT systems make it easier to introduce new technologies and to link up with
external partners. The streamlining of routine processes such as administrative tasks
or claims processing frees up resources for developing new business models and
adapting additional user interfaces. Information for staff and customers can be made
available on demand using cloud computing, something that facilitates the scalability
of processes and reduces fixed costs. Insurers are accorded a special role in publicly
advocating for this technology to be meaningfully employed.

9. Create transparency
The increasing analysis and processing of customer data that accompany digitali-
sation requires a high degree of openness when communicating with the insured.
Companies must make clear to customers what the benefits of evaluating personal in-
formation are – very much in the sense of customer centricity. The insurance industry
is called on to conduct this discussion in public in order to be perceived as a credible
partner. The goal must be to create maximum transparency without losing the benefits
of asymmetrical information.

10. Question business models
Size alone does not help a company survive on the market. The players who will
benefit most from the change in the insurance industry will be those who are able
early on to combine developments, identify trends and throw out old business models.
Developing and maintaining this innovative capability will in future make up the true
strength of a company.
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35FinTech and Blockchain – Keep Bubbling?
Or Better Get Real?

Nils Winkler and Björn Matthies

Abstract
“If I had asked people what they wanted, they would have said faster horses”, is a well-
known quote of Henry Ford, the inventor of automobile mass production. And, it is
a commonly used opening phrase for tech start-up investor presentations. Being “dis-
ruptive” and “innovative” are key ingredients for such pitch decks and are inflationary
buzzwords in today’s venture scene. What’s often left out is being visionary and having
the goal to create something substantial, something that generates a positive cash flow,
building a lasting and leading business. Buzz has replaced reason in so many cases and
cause has been replaced with reach, which is the usually the aim of businesses, rather
than creating value.

When we take a look under the hood of FinTech, we can try to see whether it is ac-
tually something – or perhaps just a way of categorizing start-ups of a specific industry.
And, as FinTech is very often associated with the omnipresent discussion about crypto
currencies and blockchain, we’ll take a look at that too. In discussions and in keynotes
the word blockchain is also used as a buzzword. Everyone else seems to hop on the
same train, leaving it pretty unclear what it actually means or does – what blockchain
is. Hype bears the risk of blindness for the risks and limitations there might be. It
appears as if everything in IT could be replaced by blockchain these days, yet it is
reasonable to believe that might not be the case at all.

To start off, we will take a look at how trends have developed in digital business in
recent times.
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35.1 FinTech – the Emperor’s New Clothes?

FinTech stands for Financial Technology. It is an economic industry composed of com-
panies that use technology to make financial services more efficient. Financial technol-
ogy companies are generally startups trying to disrupt incumbent financial systems and
challenge traditional corporations that are less reliant on software [1]. The segment is sig-
nificantly clustered and a lot of buzz-words float in the discussion. Helpful to grasp the
magnitude is a mind-map created by fintech.info. See Fig. 35.1.

FinTech is a trend – no one will deny that. But how is it different from other trends in
the “startup business”? We have seen waves of excitement and euphoria over things that
passed or became “normal” – unreasonable bubbles, which have propelled industries or
industry sectors to become a new hype.

Who does not remember the times of AOL buying TimeWarner and everyone believing
that the “new economy” would take over the world? At least this is a concrete example of
an unheard-of business transformation of a traditional, dinosaur publishing company and
a traditional, dinosaur Internet access company – both being threatened by the Internet
itself. But does MySpace ring a bell? Or Biotech? Or Marketplaces? Or Messengers? Or
Photo sharing platforms? Or social platforms? Any and all of these trends have in common
that there has been one player standing out, coming up with a new idea in a space that was
overlooked by the venture investors. Money needs a place to go and it tends to flow toward
the direction of a success. Or at least it tries to. So, when venture capital investors see that
something works and that they have not seen it yet (where there is little or no competition),
they will pump it up with cash. Old measures like a quick return on investment are no

Fig. 35.1 Mind-Map showing the complexity of todays FinTech eco-system. (Source: www.
FinTech.info)

http://www.fintech.info
http://www.fintech.info
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longer relevant. Size matters. Ease matters. Scaling the business and taking as much space
as possible. Because, what happens next is that other investors will see that they missed
something and push a “me-too-product” – a copycat. And there you go – you have your
hype. I admit this is a simplified view but nevertheless a view that can be validated by
a simple Google search.

One major trend is that big corporations add “disruptive elements” to their portfolio by
purchasing start-ups that have proven a point in something. Pharmaceutical companies buy
biotech start-ups with promising new drugs in their portfolio (saving their own R&D cost
by spending money on something they can already validate). Forbes asked in February
2015: “Are M&A replacing R&D in Pharma” [2]? – an interesting aspect stated is this:
“The spike in mergers and acquisitions in Pharma is beginning to make the industry look
more like a pyramid where more companies develop drug molecules at the bottom than
they commercialize drug products at the top. This shift has many in the space wondering
what exactly is happening and how it will affect health care in the short and long term.”

Google, Facebook and the others do it the same way. While some exciting huge and
visionary projects are kept in-house, like for instance the idea of bringing Internet to re-
mote areas on the planet with balloons in the stratosphere in the case of Google – they are
surrounded by a large number of start-ups that build product enhancements. For instance,
things that work with Google or Apps for Facebook –work only in those environments. Or
Apps that enhance mobile operating systems, like navigation apps did before navigation
became an integral part of the maps solutions of the mobile operating systems. The benefit
of the big internet players is that they can see whether something is successful and works
for large audiences without spending a single cent, and then incorporate it in their environ-
ment when they see the value. Google is “building a start-up ecosystem” around itself, as
the CEO and Founder of TraitPerception, Juan Cartagena, puts it [3]. This tendency some-
times, as we all know, is not even driven by an immediate urge to build revenue – but by
the urge to make their footprint bigger and get access to additional audiences or data. Take
the acquisition of the extremely popular WhatsApp by Facebook, followed by Facebook
making it free of charge for everyone.

The same applies for Trends in FinTech, which is not so much “tech” after all when
you look at it. In so many cases it is really just the Emperors new clothes. Most of the
things FinTech startups do were possible before, but even more in this (partly) regulated
environment than in overall “tech startups,” it is evident that the old way of interacting
between a solution provider (which might be a bank) and its customer has been somewhat
clumsy (even though we were happy campers and used to it), and can be made so much
more convenient. In an industry in which trust, history and reliability are strong values for
consumers, convenience may not be the number one factor though. In Germany, a study
by VuMA [4] shows that over 66% of the consumers in the country prefer to have their
personal bank accounts with savings banks or cooperative (mutual) banks, which have
a big network of outlets and interactions with real human beings.

If we take a look at the top topics in the FinTech area over the past years we can see
that the focus has shifted from B2C to B2B and also that to a large part nothing revolu-
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tionary has happened at all – but the attempt was to make existing processes cheaper or
more convenient. An indicator for that is the list of topics for the past years Finnovate
Conferences, in which FinTech startups pitched their ideas to interested audiences. While
in 2011 and 2012 the hot topics were ranging between Social Media integration, robo ad-
vice (for consumer investment products) and personal wealth management, this shifted to
gamification (did not fly for banking, needless to say) and mobile solutions in 2013 and
2014, followed by more substantial topics like Bitcoin/crypto currencies, digital banking
solutions and data mining in 2015 – and biometrics in 2016 [5]. Looking closer this shows
that product enhancements in the digital field – solutions tailored to improve business
processes that are sold to businesses rather than consumers – are leading the field now.
B2C is much less attractive for FinTech these days, it seems, with many ePayment- and
wallet-companies such as Powa in the UK disappearing or even CurrentC or respectively
MCX, the “Merchant Consumer Exchange” with which Wal-Mart and many other mer-
chants in the US meant to compete with PayPal. They de-activated all consumer accounts
in early 2016 and announced, according to the website “Consumerist.com”: “(We) will
concentrate more heavily in the immediate term on other aspects of the business including
working with financial institutions, like Chase, to enable and scale mobile payment solu-
tions” [6]. This quite simply means: The merchants lost. The banks won. The same applies
for Germany, where we as the authors of this chapter had some own experiences with the
alternative payment scheme Yapital, which was driven as a merchant based solution – and
now no longer exists. The German banks are trying to compete with PayPal with their
co-operation “PayDirekt”. This initiative again does not seem to be a very promising un-
dertaking. PayDirekt, in its second year after launch, does not share any statistics about
adoption or usage. They probably know why. There are many ways FinTech companies
interact or interfere with traditional banks – which are nicely illustrated by José Antonio
Gallego Vázquez: see Fig. 35.2.

To find out why this shift occurs and why this perhaps was bound to happen, it’s worth
a summary of the Finch market form it’s beginning. Basically, it started when incumbents
shifted some costly and labor-intensive processes (mainly in terms of time savings and
the savings in personnel costs) to their existing contractors (both retail and business cus-
tomers). Offering new applications and the partial opening of their APIs did this. Long
before the invention of the term FinTech, but using new technology. An example of this
is the introduction of self-service terminals and online banking to initiate transfer orders,
retrieving account and deposit information, or to print and save account statements. This
goes without saying for today’s banking customers but around the turn of the millennium,
however, this was a revolution. In the field of business partners (for example with car deal-
ers) banks shifted in the lending business the input of all data necessary for a credit con-
tract to the merchants. The so-called credit factories were born. The same was done in the
area of securities trading. The banks not favored business with retail investors was left to
the investment and contract intermediaries. However, only the time and cost intensive ad-
visory business was shifted and in return they paid a little more commission. The deposits
of course remained, partly because of regulatory requirements, in the hands of the banks.
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Fig. 35.2 A visualization impact of FinTech on traditional banks. (Source: José Antonio Gallego
Vázquez)

Let’s check out the “real” Finch topics of recent years in more details in this context.
Have the developing approaches been truly revolutionary? Can this really be the downfall
of the banks? Has the gatekeeper issue been solved?What about the technical possibilities,
the regulatory requirements and for sure the revenue side?

Robo advice (a class of financial adviser that provides financial advice or portfolio
management online with minimal human intervention [7].) and personal wealth manage-
ment seems to be revolutionary, but is it really? To understand the backbone of this kind
of applications we need to take a look under the hood of the used models and theories.
An example is the use of Harry Markowitz model (developed in 1952) [8], which con-
cept of efficiency was undoubtedly one of the essentials to the development of the capital
asset pricing models. It’s still used in many robo advisory tools to mitigate the risk of
unwanted correlations and allocating given assets towards a portfolio that will give the
highest expected return for its given level of risk. The fundamental problems of all differ-
ent portfolio models and theories are not solved by robo advisory. The technical solutions
can only process the amount of data provided. Everything is based on historical values
(even when talking about swarm intelligence). They do not consider the transaction costs
and do not consider sufficiently the automatic allocation shift by price changes in the mar-
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ket. The solutions offered suggest to retail investors that they are now in control of their
investments themselves, but in the end all securities transactions are still carried out only
through banks and stock exchanges. By the way, an old fashion stop-loss order is still faster
to perform as a push notification from an app that only informs you that a threshold has
been reached. Robo advisory therefore is not really revolutionary but it offers specialized
investment advisors the opportunity to remodel the portfolios of their clients, based on the
data provided to the system, to maximize their inventory and transaction commission, all
with the painting of modern technologies and scientific evidence.

Is there anything revolutionary in the payment area? Technically, none of a single Fin-
Tech Company has managed to disengage from the payment systems of the banks or the
other current players (credit card schemes, payment service providers, network operators
or terminal operators). The margin of a single payment transaction in this area are very
low, because the competition between the existing players is very high and in some cases
(e. g. Europe’s regulation on interchange fees) are additionally fueled by the local legis-
lation. Add to that the necessity to cooperate with the existing gatekeepers to use their
existing infrastructure and carrier technology for the processing of transactions. It logi-
cally runs down to that it is only worth to be active in the payment area, when you can
scale very quickly. Claiming that the required mass in transactions as well as the access
to end customers may success without the goodwill of the banks is illusory. The dispos-
able income of customers is still in the banks and not in blockchain systems or the like.
Salaries are still paid in fiat currencies and not in crypto currencies like bitcoin. As stated
by Jean-Pierre Buntinx on his article “Lack of innovation could turn FinTech into another
buzzword”: Not even popular solutions such as Apple Pay are innovative or revolutionary,
but simply the old hiding under the cloak of the new, as it is essentially only the same
credit card payment people have been making for years. The only difference is a fancy
user interface accessible from a mobile device [9]. Who will pay the additional costs of
the transactions, if it is not to make the customer? The merchants? Probably not, because
they are experienced n negotiating their transaction costs with new vendors or with their
existing payment service providers. In the final result, FinTech investors need to bear the
cost of such experiments and therefore change the business model to B2B to get paid by
the existing players for new fancy interfaces rather than taking up the fight with Goliath
for B2C.

The only successful example, using the open interfaces and support technology of
banks without paying the banks for it, is Klarna with its direct payment solution via online
banking (part of Klarna’s portfolio by acquiring Sofort AG). But this is more a European
phenomenon rather than replicable to other markets such as North America or Asia. Real
development potential therefore only is in under banked areas and countries where there
is no such sophisticated regulation, as in Europe or North America.

The area of data mining and biometrics should also be evaluated in particular from
a cost perspective. For sure banks have been forced and will be forced in the future to
open up their interfaces for third party but that this is sufficient enough that new FinTech
companies can offer their services to end customers cost-covering is more than a dar-
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ing theory. Free service does not exist. Only the equivalent does not always exist in real
money. Nowadays, the user pays rather with his transaction data for a fancy interface and
slightly more convenience. Therefore, in the future the question will arise as to how much
data security and sovereignty a consumer is willing to give up to obtain a few improved
interfaces without real value. Is that something revolutionary? Of course not. Not even the
area of social media and advertising needs to be used for this evidence. All established
market players, such as MasterCard, Visa and Amex practice data mining and evaluation
of transaction data or several decades continuously and highly professional. The results of
their studies they then sell to their principal members, partners and whoever is willing to
pay the asked price. Big data or data mining on the basis of transactions is therefore also
no innovation but only somewhat pimped with some other data sources. Needless to say,
using a B2B rather than a B2C business model in this area is more appropriate.

The winners in FinTech seem to be the traditional players – which is probably because
of their customer reach and financial power, but also because they offer more than a prod-
uct enhancement or an easier way to close a loan with a mobile app. They offer stability,
reliability, and scale. They are partners which consumers may not like so much – but they
trust them. They do it like the Pharmaceutical companies and wait for the start-ups to fail
or succeed; picking the cherries that fit their overall strategy instead of taking the risk to
develop solutions in-house. That in itself is a chance for the FinTech start-ups, but it also
means that the hype we see is more a bubble than substance.

Yes, the industry needs more simplicity, especially for how consumers interact with
their banks or lenders or other financial vendors. But it is still a numbers game and cost
cannot and should not be ignored, nor can the cost of business easily be earned back with
low user adoption instead of having one of their own.

Let’s assume banks and traditional players in the financial sector are not the natural in-
novators and will probably never be – the most interesting aspect of starting up a business
in this industry therefore seems to be one that fills a gap and provides additional value for
the relationship between the traditional players and their end customers.

This assumption would also speak against the theory that FinTech means the death of
personal service provided to consumers. In fact, it could mean that after a long time of suf-
fering service could again become more personalized and individual, based on smart tools
allowing exactly that. Markus Hill, an independent financial services consultant, writes
about FinTech in funds-investment that “FinTech work with passive, low budget funds
solutions. The standard topic active versus passive gets a constructive boost” because tra-
ditional players “need to find better arguments and explain better what the benefits of
active funds management are” [10]. So in essence: competition helps the business – and
the consumers.

In essence we can state that the trends in FinTech are not much different than the
trends in general for the start-up industry. FinTech to a large degree provide solutions to
fill gaps in the offering of traditional players – which could mean gaps in the sense of
actual products or gaps in service and convenience. But, as Jens Munch of Hottopics.ht
is writing, “FinTech has only just got started. The rise of FinTech has opened up a world
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of possibilities. Businesses can offer more services than ever and for a fraction of the
price of what it would have cost before” [11]. While one might weigh in the necessity to
consolidate to get to a relevant scale (in case there are too many FinTech companies doing
the same thing there might be too little business for each) and question the cost, based on
what scaling IT costs in a regulated environment, the direction is clear.

Of course, and for the sake of completeness, there are ground-breaking new things
which are clearly FinTech and make such a difference – and at the forefront of that I would
like to mention crowd funding, with vendors such as Kickstarter or Indiegogo enabling
founders to attract money from a large number of individual contributors, who pretty much
buy pre-production products and “back” the start-ups they support – so it’s not a loan and
it’s not an investment but it helps to speed up innovation by reducing the burden for start-
ups to get through the seed phase of their business. The phase that often takes a massive
personal toll from the founders and is at the same time the phase in which they ideally
focus on their products and inventions the most (and rather not spend time for investor
road shows and venture capital pitches). So this is truly brilliant.

And then there is another big thing, crypto currencies like Bitcoin and the underlying
new technology of a blockchain. Again: is this hype, a bubble or is there something to it?
Being aware that there are more than 700 virtual currencies, divided into mineable and
not mineable, closed and open systems. The ten most capital-based currencies stand for
a turnover of about $92 million per day . . . [12]

35.2 Blockchain, What Art Thou?

What is missing at times in the current discussion is a definition what we are actually
talking about. It seems like blockchain technology is the perfect recipe for about every-
thing and anything in IT and while “legacy technology” is outdated and cannot compete,
blockchain is shining. I believe that a proper discussion, and more importantly business
decisions should be based on a good understanding and reason. That is why the hype
around blockchain raises concern for me, as reason and understanding do not seem to be
a major ingredient to it.

So what is blockchain, the technology behind Bitcoins. Investopedia has a brief but
abstract definition [13]. “A blockchain is a public ledger of all Bitcoin transactions that
have ever been executed. It is constantly growing as ‘completed’ blocks are added to it
with a new set of recordings. The blocks are added to the blockchain in a linear, chrono-
logical order. Each node (computer connected to the Bitcoin network using a client that
performs the task of validating and relaying transactions) gets a copy of the blockchain,
which gets downloaded automatically upon joining the Bitcoin network. The blockchain
has complete information about the addresses and their balances right from the genesis
block to the most recently completed block.”

So in essence, the blockchain is getting bigger (or rather longer) with each transaction.
While in the traditional way, the structure is to have an account structure for an account
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holder in which then the transactions and the balance of each account holder are stored, in
a crypto currency using blockchain technology snippets of this information are distributed
across many computers as some sort of swarm intelligence and added to one big ledger
instead of many. And the value of a block is attached to an address, so it is possible to
identify who owns (or owned) what and when.

That means a blockchain is getting bigger with every transaction. Bitcoin has far fewer
transactions as the traditional transaction banking back-ends though. Currently it is only
processing some 200K transactions a day according to blockchain. see Fig. 35.3.

Even though the transaction volume is low, the time to process has increased with time
and volume and led to transaction delays, which fueled a new discussion about blockchain
in early 2016. David Gilbert of Ibtimes.com writes: “Bitcoin is facing a major problem as
the time it takes transactions to be processed has increased dramatically leading businesses
to stop accepting the crypto currency and others to issue warnings that the problems might
be terminal” [14]. He continues that the issue is not something that came out of the blue,
but that researchers had pointed “to this looming issue for some time”: “The problem
relates to how transactions are processed in a blockchain, the decentralized, distributed
ledger technology that underpins Bitcoin”.

Too bad, because there is a lot appealing with blockchain technology, mainly that it is
very democratic. In a blockchain, no institution or individual controls it, instead whoever
participates controls a part of it. The theory is that also it becomes more resistant to all kind
of attacks with the growing number of participants, making it harder to get the full picture
and an entry point for malicious activities. There has not been a democracy invented which
not someone tried to undermine and so it is with blockchain too. That happens when
people pool their computing power in the blockchain – giving control of their power to
a central wallet.

So, wait a moment – a de-centralized system that lives from no central control is being
centralized somehow? Yes. And if the pools control more than 50% of the blockchain
they control it completely. There is even a name for it, the “Greater than 50% attack”.
According to Bitcoin.info, in May 2016 there were four major pools controlling 58% of all
Bitcoin transactions [15]. If these individuals would work together, they could essentially
take over and re-write the whole blockchain.

According to Mike Hearn, an industry expert, it is even worse with two pools control-
ling over 50% of Bitcoin – and both coming from Mainland China [16]. His article “The
resolution of the Bitcoin experiment” is eye opening and scary.

Nowadays, blockchain technology is muchmore powerful than in its beginning, when it
was designed to only perform a small set of simple transactions like currency-like tokens.
Today’s blockchains are ready to perform more complex operations. Moreover, while not
solving the essential problems of the first blockchain designs but starting licensing of
bitcoin exchanges by applying existing regulatory and legislative frameworks, the next
buzzword within the blockchain context already got off the starting blocks to take this
bubble to the next level; smart contracts – with all its foreseeable legal uncertainty as well
as growing detachment from existing legal structures and jurisdiction.

http://ibtimes.com
http://bitcoin.info
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We will not bother you with a description or contest between competing terminol-
ogy of smart contracts as “autonomous machines”, “contracts between parties tired on
a blockchain” or “any computation that takes place on a blockchain” but refer to the prag-
matic and straight forward classification as used by Josh Stark in his article “Making sense
of blockchain smart contracts” [17]. For a specific technology – code that is stored, verified
and executed on a blockchain we will use the definition “smart contract code”. A specific
application of that technology: as a complement, or substitute, for legal contracts we will
use the definition “smart legal contracts”. Now we will have a look at the different layers
included and focus on the overall question, whether blockchain technology is ready for
big business in the financial industry.

So things are not quite as they appear – neither is a blockchain necessarily superior in
performance in scalability nor is it as democratic and secure as one might think. Which
is probably what makes the leaders of big US banks less optimistic about blockchain, as
heard at the Davos World Economic Forum 2016. Citi’s chief economist Willem Buiter
referred to “the number one law in programming software: that anything that can be pro-
grammed can be hacked”. “It’s not going to change everyone’s life tomorrow”, said the
Chairman and CEO of Morgan Stanley, James Gorman. Garry Lyons, MasterCard’s Chief
InformationOfficer summarized: “It’s not just the industry that’s excited about blockchain,
it’s the world, everyone. Even at Davos, every single tech panel I have gone to mentions
blockchain. But while we think it’s very interesting, we don’t want to, and no one wants
to, be blindsided by rushing into it” [18].

The decentralization of the system is blessing and a curse. Especially in the financial
industry trust and reliability are fundamental pillars. To use a new system like blockchain
it is essential to be able to trust the program code and to ensure that necessary, practi-
cal extensions cannot be blocked; this for the protection and benefit of all participants.
It therefore requires a certain institutionalization of the system, which is not given yet.
In addition, as in any normal processing of transactions, sometimes there is a need for
adjustment or even roll back. Current blockchain technology used for virtual currencies
and smart contracts don’t provide this function but are unidirectional updates that cannot
be reversed. One of the recent examples from the current times, why can cause real big
problems, is the hack at the DAO, the Distributed Autonomous Organization that lives on
the Ethereum blockchain and that was supposed to take money from investors and invest
it in projects voted on by the investors and administered through smart contracts. It is also
a perfect example to have closer look on the different layers of this technology and the
challenges to line up intention, implementation and results. First there is the intention of
a contract and its expected results (set by the smart legal contract), followed by the smart
contract code, stored, verified and executed on a blockchain, and at its end the real results
which may differ from the initial expectations. In case of DAO the intention was to take
money from investors and put it in projects voted on by the investors, administered through
smart contracts. After coding the intentions and definitions didn’t matter any longer but
the code did and ended up in the loss of $60 million for the investors. Some may say that
this has been a hack others may say it wasn’t. The difference between the hack of Mt.Gox
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(valued $500million) or Bitfinex (valued $70million) where bitcoins were stolen from
a system by unauthorized access is that at DAO the code of the smart contract was used to
transfer the money. As a result, DAO was not hacked but the attacker executed the recur-
sive splitting function, which was implemented, in the smart contract, just not for this kind
of transaction and intention. In the regulated environment of banks and financial institu-
tions customers would be safeguarded by regulatory frameworks against losing all their
money and would have the possibility to sue the hacked company. Within the blockchain
sector this is not the case.

This directly leads to a conclusion that blockchain, as a decentralized and open source
technology is not ready for big business yet. Blockchain sector is not imbedded into the
existing regulatory frameworks and legislature. As the intense legal risk attached to this
kind of technology is just the expression of not existing trust and reliability there will be
much more development necessary before the buzzwords will turn into real solutions and
business cases. Maybe this is one of the reasons why Bitcoin and Blockchain as attempt
to break through and skip the existing, traditional intermediary role of banks is not ex-
pected until 2027 by the Global Agenda Council of the Future of Software & Society’s
Technological Tipping Points and Social Impact survey 2015 [19].

35.3 SoWhere Does All this Lead Us to?

Let’s go back and see what happened with the Pharmaceutical industry after it has been
shaken up – and I refrain from using the word “disrupted” – by the biotech hype. Tremen-
dous money was attracted by more or less obscure start-ups claiming nothing less than
a cure for cancer and the likes. But there were also solid, legitimate companies in the field
doing serious work with a professional approach. The hype is long gone and the industry
adjusted to a new model, in which a lot of the R&D is done by startups attracting ven-
ture capital for meaningful research. And when the case is proven, the big corporations
acquire the products or the companies and apply their power and financial means to bring
it to market. Similar things happen in the Internet industry around the big Internet players
in the US. Ecosystems for innovation are created and the industry changes its approach
to innovation. The financial sector, being especially careful and conservative, has taken
a little longer and became a target for hungry, well-funded start-ups. My prediction would
be, and many examples can be seen already [20], that the traditional players embrace the
FinTech sector and nurture the developments and innovation, then incorporating it when
the case is proven. This will be a benefit for everyone – including the consumer.
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36On the Quest to the Ultimate Digital Money

Helmut Scherzer

Abstract
Digital money in contrast to payment schemes has not received much attention through
the last years. Although BitCoin (a digital currency) is unacceptable as digital money,
its appearance pointed out the versatility of the digital money idea. The business models
for digital money are not as apparent as compared to payment schemes. However, the
most critical path for digital money is the technical implementation that has long-term
security, e. g. the value of digital money shall not be breakable even after 40 years of
evolutionary security analysis.

In our research, we wanted to know, which features a user would expect from an
‘ultimate digital money’ solution. We created a set of ‘ultimate claims’ of which we
were prepared to be so hard, that no existing system would pass the entire set. As an
example . . . one claim demands that the ultimate digital money should allow the owner
to create as many copies/backups as s(he) desires. Our plan was that by reducing our
ultimate filter by some selected claims, we could expect to find the next best candidates
to be as close to ‘ultimate’ as possible. After we created the ‘impossible to pass’ set
of ultimate claims, to our surprise we found one system, that did pass all our claims
without having to downsize our filter. The present article describes our ‘ultimate filter’
and presents the digital money system which we found to satisfy all our conditions.
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36.1 The Definition of Digital Money

Money from the first day it was invented around 2500 years ago – had always been
a ‘touchable thing’ which represented a value. From the early trade of goods exchange
(e. g. a chicken for a cluster of wood) humanity discovered the brilliance of a ‘represented
value’ through shells, gem stones, pearls, silver, gold and whatever could represent a value.

Creating a gold coin is difficult since gold is a rare resource. It requires a large effort
to find gold to finally create a gold coin – more effort than growing a cow. It is that major
effort which generates the intrinsic value of the gold coin and that ‘proof of work’ it is the
reason that farmers would rather grow cattle than trying to find gold.

Today the concept of a “Proof-of-Work” has come to the attention of civilization
through the upcome of the BitCoin currency. Banknotes do no more keep their intrinsic
value from its material (like gold). The “Proof-Of-Work” here comes from the extreme
difficulty to create a valid banknote.

Information Technology – for the first time in history – allows an immaterial rep-
resentation of money which breaks with the classical forms of money representation.
Information can be copied, which is absolutely forbidden for a material representation.
So how can we define “digital money” in contrast to “materialized money”.

Money is the acknowledged representation of a recognizable value through a transferable
carrier.

Digital money is the acknowledged and transferable off-line representation of a recog-
nizable value through information.

Bank accounts do not qualify as “digital money” according to the above definition.
Electronic payment does not actually transfer money but it commands a bank to send
money from the sender’s account to the receiver’s account. Electronic payment transfers
the right to claim money – it does not transfer money. Electronic payment with “Digital
Money” implies sending data from the receiver to the sender which actually represents
a value. The receiver can trade this data anonymously to any bank in exchange for bills,
coins or other money representations – of course s(he) can also credit the data(!) to his/her
bank account.

Like coins and bills, “Digital Money” changes between persons without the require-
ment of any bank account. This idea makes digital money highly attractive, but it also
implies a high technical challenge to realize.

36.2 The Criteria to Ultimate Digital Money

On our quest for high end solutions we scrutinized the question of the “ultimate digital
money” and our results will not answer this question forever, neither do we claim its
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universal acceptance. Yet the results have been found very helpful to distinguish between
the existing solutions.

� Anonymous
� No Account
� Stability
� Currency bound
� Central bank option
� Free off-line Peer-2-Peer transfer
� Infinite hops
� Off-line-Exchange
� Online and off-line operations possible
� No forgery possible
� No double spending possible
� No risk to the issuer bank
� Not using cryptography
� Additional services
� Backing up money
� Instant invalidation
� Limited bad press

36.2.1 Anonymous

Quality No 1 of (digital) money is still the fact that the user can spend/earn it anonymously.
People do not like to be tracked by their business operations – while this is an aspect that
associates to criminal activities it is actually the very normal user who doesn’t want to be
read by any institution or individual. Business behavior is considered as a rather intimate
property regardless from the content of the transaction.

36.2.2 No Account Required

The ultimate digital money shall not be account based. While the association of an ac-
count is already contradicting our definition of digital money, this does not require further
consideration. It shall, however, be understood that any system providing account based
transactions will not qualify as ‘digital money’ at all. This does not criticize account based
systems which are very practical for other purposes than digital money and they are suit-
able for uni-directional payments (e. g. customer to merchant).
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36.2.3 Currency Bound

The great inflation (Germany 1923) exchanged about 4.2 × 109 (4.2 Bio.) “Reichsmark”
for one dollar. People did no more use any money since its value could change by a factor
of 2 to 10 within a few days.

For digital money this has a consequence:

Digital money shall represent an existing currency
No matter what the currency is, the stability of digital money will consequently follow the
stability of a currency that is managed by banks and finally the world bank.

Trust in digital money will only establish if it is backed by an official currency. Trying
to invent a new currency (e. g. BitCoin) triggers consequences of changing value (BitCoin:
from 20–200$ within several months) that will hardly be honestly taken by any business
except for those who are speculating on the stock exchange anyway. Hence digital money
should represent an existing currency ($, Yen, Euro, . . . ) and at best, it has the feature
of a ‘face value’ i. e. the user can recognize the value of a digital bill by its intrinsic
parameters.

36.2.4 Central Bank Option

A central bank, reserve bank, or monetary authority is an institution that manages a state’s
currency, money supply, and interest rates [1]. Part of this mission is to control the traded
money flow. If digital money is simply bought as another representation of an actual cur-
rency (see above) then the central bank does not need to be worried about the actual money
volume in a country. Nevertheless digital money should have the option to be controlled by
the central bank. As with bank notes, this option does not mandate to trade in the quality
of anonymity.

36.2.5 Free Off-line Peer-2-Peer Transfer

Off-line peer-2-peer transfer shall easily be possible between holders of digital money. As
with bank notes, users want to be able to exchange money without having to consult an
account, a network or any third party.

This quality also is an important aspect to prove anonymous transactions. Of course
users do not want to pay for such transfer – like with bank notes. As a consequence such
off-line-transfer shall be free of cost. And in addition, if the same amount was exchanged
between two parties, the actual representation of money shall not change i. e. no traces of
the exchange are attached to the money.
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36.2.6 Infinite Hops

The basic definition of the ultimate digital money shall allow an infinite (practically
a large) number of hops between peers. The size of the ultimate digital money token
shall not change, neither shall it add signatures or traceable information when changing
its holder. This does not exclude the option of a controllable number of hops. The popu-
larity of block-cipher based approaches cannot stand this criteria because it is the nature
of a block-cipher to accumulate signatures on every hop.

36.2.7 Off-line “Change”

A major quality of the ultimate digital money would be its ability to be off-line-splittable.
This is a difficult claim that most available solutions do not satisfy. Off-line split associates
the idea that a digital coin/bill can be split into the “exact change” and the remainder. The
“exact change” can be spent whereas the remainder will stay with the payee. The typical
problem on most digital money implementations is, that the split amounts need to be re-
signed whereas the signing key is of course not allowed to stay on the user’s side.

The ultimate digital money shall allow unrestricted off-line splits up to the granularity
of the smallest represented value (for the $ or Euro this would be 1 cent).

36.2.8 Online and Off-line Operations Possible

Despite the fact that the ultimate digital money shall be off-line capable, it shall also be
online-compatible. Money draft through a Smart Phone shall be possible and also any
other banking operations (money transfer). In particular the ultimate digital money shall
allow the exchange of digital money with paper based money (ATM draft) and vice versa.

36.2.9 No Forgery Possible

The ultimate digital money shall not be forgeable. This is a basic claim yet it is important
to be named since the ultimate digital money shall also be allowed to be copied!

36.2.10 No Double Spending Possible

A copy, however, shall not be able to be used to pay twice with the same bill – this would
turn a copy into forgery. The ultimate digital money shall solve this paradox.
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36.2.11 No Risk to the Issuer Bank

The ultimate digital money will be risk-free for the issuing bank. This idea comprises that
any duplication, forgery or theft will not lead to any financial damage of the issuer of
the digital money. Although this claim may appear to be irritating, this is already partly
fulfilled by the present paper based money (= bank notes/coins). Of course managing fake
bank notes will not be entirely cost-free for the central bank, however, faking a banknote
does not paralyze or kill an entire currency. In particular a fake bank note does not harm
the issuing (central) bank nor any private or bank association.

The ultimate digital money would even improve the situation such that any duplication
or (attempt of) generation will intrinsically give neither trouble nor cost to the issuing
bank or instance and also cannot harm the digital money system itself.

36.2.12 Shall Not Use Cryptography

One of the hardest claims to the ultimate digital money is, that its representation is not
depending on cryptology. While cryptology will be vital to many aspects of handling dig-
ital money (storage, transfer, exchange, online etc.). the actual representation of a digital
money value shall be free from cryptography and hence not being attackable by cryptol-
ogy.

The background of this claim is the idea that even if galactical numbers of security
are used (e. g. 78,400 bit RSA) it will be hard to convince an issuing instance or central
bank that there is no risk to the bank. This is given through the long-term existence of
money (can be traded after 30 years) and the unpredictability of possible attacks through
unforeseeable technology (e. g. Quantum Cryptography).

A central bank will still have a hard time to issue 100 Bio. units of digital money if they
risk a security breach which today is still out of imagination. As the possible catastrophe is
too large, even the security level of nuclear plants will not be convincing to central banks.
So the ultimate solution to the ultimate digital money is not to use cryptography at all for
the representation of digital money.

As secure cryptography is . . . there will be enough press out that puts it in question
nevertheless. For instance a recent revelation regarding the NSA claims that the old work
horses, AES, RSA, etc. have been compromised [2]. Such article does not prove the claim
of broken cryptography, however, it can be sufficiently scaring to a decision maker with
a potential victim as heavy as a digital money.

36.2.13 Additional Services

If money gets digital, the ultimate digital money shall allow to attach information to allow
additional services. This can be qualities for privileges, spending limits, closed group
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application or purpose of spending – the range shall not be restricted, yet the representation
of the ultimate digital money shall allow to attach attributes and these attributes shall be
as secure as the digital money itself.

36.2.14 Backing UpMoney

One of the qualities of digital money shall be that it can be copied by its legitimate owner,
in particular for the purpose of backup. It shall even be possible that the legitimate owner
of digital amount shall keep the same “bill” in different devices (backup or duplication)
and s(he) would still be able to spent even parts of the “bill”, from any device without
having to communicate from one to the other.

The backup idea will be attractive to many users because for the first time in the history
of money you would be able to backup money and if the “purse” (= Smart Phone /PC)
gets broken, then the money does still exist and can be spent without any administrative
interventions.

Account based systems provide this idea of course, but the challenge to the ultimate
digital money is to solve this problem without any association to an account.

36.2.15 Instant Invalidation

Directly associated to the backup idea is the instant invalidation. A user would want to
invalidate money that s(he) has stored on a device that gets stolen. By returning the backup
copy of the stolen money to a financial institution, the user would expect to receive the
same amount of fresh money whereas the money in the stolen device is invalidated without
having access to the device.

At best, this shall be possible even without having to call an emergency number or the
intervention of authorities.

36.2.16 Limited Bad Press

A killer of a digital money system can be a bad reputation which comes from bad press
which comes from flaws in the system. The ultimate digital money shall survive successful
attacks without raising attraction to bad press. This can be achieved by limiting the maxi-
mum possible damage. If for instance a person is robbed today and his/her purse is stolen,
there will not be bad press about the systems of bank notes because such a thing cannot be
avoided and is not something expected to be solved by the money system. The same shall
be possible if the ultimate digital money as being attacked by hacking or typical system
attacks. Bad press will not develop if the damage compares to the rather small damage of
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a stolen purse. Finally the “loss of confidence” will not occur if the attack cannot lead to
disastrous results.

36.3 The Evolution of Digital Money

A view on the history of digital money is necessary to understand the basic principles of
today’s money systems. Digital money became public around 1990 and about 23 years
later it has seen a high public attention through the availability of systems that could be
implemented on the growing number of Smart Phones.

36.3.1 DigiCash

One cannot think of the history of digital money without mentioning DigiCash in the first
row. DigiCash Inc. was an electronic money corporation founded by David Chaum in
1990. DigiCash transactions were unique in that they were anonymous due to a number
of cryptographic protocols developed by its founder. The company failed, but not because
of technical reasons.

Digicash is a payment scheme relying entirely on software, i. e. no hardware token is
necessary. In addition, one of its most important goals is anonymity.

The so-called “blind-signature” scheme guarantees the anonymity. The bank signs
coins without knowing their serial number and assigns them to an owner.

A payment between a spender and a receiver involves the bank as a third party:
The coins the spender is willing to pay are transferred to the bank. The bank maintains
a database of already spent coins. In this way, double-spending is prevented: The bank
will refuse the payment if it realizes that any of the coins in the current transaction is
already stored in the database. In spite of that, anonymity is granted, because the bank
does not know to whom the coin has been issued at the beginning. In fact, the anonymity
is complete, which also means that a thief can steal a coin and spend it without problems.

This implies that each coin can be spent only once. The receiver cannot use it anymore;
it must be reimbursed to him by the bank (usually, in the form of conventional money).

This shows the characteristics of the payment scheme: It is anonymous, only software
is needed – no secure token, but it involves the bank as a third party for each transaction
(which has to maintain a database for digital coins).

Therefore the absence of an online connection cannot be fulfilled: Either the receiver
of the payment must have the payment verified immediately (which definitely requires an
online connection to the bank), or he must do it off-line after the transaction, in which case
he would possibly realize a fraud too late. Thus, “peer-to-peer” payments are not possible
or insecure.
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36.3.2 Mondex

Mondex was founded in 1990 as an electronic purse with money directly stored in a smart
card (and not a background system), with the possibility of a direct transfer of money
between purses [3].

The security model for the MONDEX system was confidential. MONDEX didn’t suc-
ceed in the long run because of concerns of the banks against purse-to-purse transactions.
In particular MONDEX required a SmartCard and a small secure device, the “MONDEX
wallet” to execute peer-2-peer payments between two persons.

The attraction of MONDEX was made by its ability of off-line transactions, its major
acceptance flaw in the user acceptance came from the fact that people did not want to carry
separate electronic devices. Today the Smart Phone is such a device, but its versatility is
way beyond that of the MONDEX wallet.

Hence the transport in electronic devices is back and now possible, however, the se-
curity level of MONDEX cannot be expected a priori from today’s Smart Phones. The
current technology discussed the Trusted Execution Environment which is a step further
into the direction of secure Smart Phones.

36.3.3 FairCASH

FairCash is a payment scheme based on digital coins and hardware-based electronic wal-
lets (so-called “CASTORs”, Cask for Storage and Transport of access restricted secrets).
By using “P2P-Teleportation”, electronic value is transferred from the spender to the re-
ceiver (i. e. the spender’s wallet to the receiver’s wallet).

FairCASH fulfills the principles of anonymity, peer-to-peer and transferability, but it
has principally the same drawback as “Token money”: It relies on the security of the
“CASTOR”, a secure element where the coins are stored. If an attacker manages to create
copies of the coins inside his wallet, there is no way to stop or detect him.

The design presented in [4] is sophisticated, but it doesn’t estimate the consequences
on the payment scheme as a whole if an attack would nevertheless succeed. If these con-
sequences are unknown, it is also impossible to estimate the ratio of benefit to effort for
breaking the system, which is the crucial factor for determining the risk of a successful
attack.

36.3.4 GoogleWallet and Others

Although no digital cash in the strict sense of the definition, payment schemes offered by
strong market players like Google, PayPal and others deserve some attention. GoogleWal-
let [5] is a means for contactless payment, which is currently tied to certain technologies
(NFC-capable mobile phones and Google’s operating system Android). In addition, the
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user needs a Master card issued by the Citibank or a prepaid card from Google. Therefore,
the focus of the concept is rather on the convenient contactless payment procedure than
on the advantages of digital cash. Besides, privacy concerns arise because Google could
(and will) relatively easily collect data about the consumer’s behavior. Data about the pur-
chased goods are not readily available, but the person and the place and date of payment
are.

Facebook Credits [6] (deprecated in 2012) are a similar example for a scheme which
does not put privacy at the top of the priority list. It can be expected that other big players
will enter the market soon, however the concepts they offer despite a huge advertisement
power and the availability of a lot of potential customers cannot compensate the fact that
the offered systems are way apart from the idea of ultimate digital money.

The characteristics of “pure” digital cash, for example the possibility to pass cash from
one end user to another one, are not in the focus of these schemes.

36.3.5 BitCoin

Satoshi Nakamoto proposed a payment scheme called Bitcoin [7] which is “peer-to-peer”,
thus fulfilling the requirement of “transferability”. BitCoin is completely independent of
an issuing authority like a bank, which makes it attractive to numerous users, but also
raises legal and even political issues. In this sense, it is also a reaction to recent financial
crashes, inflations and other considerations how to be independent from official banking
and state economy. The basis for the Bitcoin concept is the so-called “b-money”. A digital
coin is designed as a chain of digital signatures. The owner of a coin can be recognized
by the owner’s public key contained in the coin. The transfer of a coin from A to B is
achieved by adding B’s public key to the coin and signing it with A’s private key. Double-
spending is prevented by storing all previous transactions in the network of peers. Before
each transaction get closed the coin’s validity will be checked. The potential trust in the
validity of a received BitCoin depends on the number of confirmations collected in a 10-
minute (or longer = better) confirmation cycle minutes which makes BitCoin unusable for
the purpose of a typical purchase scenario by digital money (seconds).

Some disadvantages of this payment scheme are documented in [8] and [9]. The ma-
jor drawback, however, for the serious user who is not considering money as an object
of speculation is the idea that Bitcoin does not represent a currency but pretends to be
a currency on its own.

Fig. 36.1 shows the Bitcoin exchange rate from January 2013 (Black graph). ! http://
www.coindesk.com/. Although the value was growing from below $20 to a peak of $220
in April, only users who like to gamble on the stock anyway would be enthusiastic about
such a rapid change. But what about those who bought in April 2013? They already lost
$60 on average until today which is more than 30% of the selling price. And in November
the peak raised to 1300 USD falling by 600 USD within about 4 weeks.

http://www.coindesk.com/
http://www.coindesk.com/
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Some people pray Bitcoin for being revolutionary, however, they could pray for any
other object of speculation except for the fact that Bitcoins are much easier to transfer
than papers from the stock exchange.

As common digital money, Bitcoin has never had a chance to exist – it does not get
even any close to the idea of ultimate digital money yet it might still have a standing as an
electronic token that can be used for speculative actions.

36.4 Finding the Ultimate Digital Money

During our research we scanned many digital money schemes, first we dropped all the
account based systems since by definition they would not qualify for a versatile global
use.

In Africa it is known that many people do not have bank accounts (a native friend
of mine confirmed this and told me that this is due to lack of trust to banks while in
households there are the most sophisticated hidden corners where (older) people hide their
valuables).

The next powerful filter was the off-line-option claim. Many suggested schemes did
not pass and when we added the third and very hard claim of off-line-exchange capability
we had already reduced the candidates down to less than five.

It was quite easy to apply the next hurdle which was the demand for a copyable im-
plementation which should still prevent double-spending. As we had already planned to
weaken our claims for the ultimate digital money we were prepared that final stroke of
demanding the representation of the ultimate digital money without cryptography filtered
out everything.

Everything . . . but one.
As a matter of fact the last system was not created in a small Gallic village in the North

West of France but a candidate who started to become more and more fascinating and
finally showed up as the only idea that actually qualified for any of our claims on the way
to the ultimate digital money.

It did even have features which exceeded our claims and at the same time it was so
simple that at a first glance we were even a bit disappointed that a.) it had not been our
idea and b.) that our hard claims could be answered with a system that was simpler that
we could have imagined. But maybe that is the idea of geniality.

The name of the system was BitMint.

36.5 How BitMint Works

BitMint was invented by Professor Gideon Samid, PhD (mailto:Gideon@BitMint.com)
leading academic research on digital currency in the department of Electrical Engineer-
ing and Computer Science at Case Western Reserve University. Prof. Samid also advises
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graduate students performing research on the topic of digital money – currently acquiring
PhD candidates (gideon.samid@Case.edu).

The BitMint novelty is based on the idea that any bit string that represents contents is
a bit string that reflects a pattern of some sort. That pattern may be deeply hidden (well
encrypted), andmay be masked with random bits, but it cannot be eliminated. If the pattern
represents value (e. g. “I am 1000 USD”) then it will be target of attack (e. g. changing it
to “am 5000 USD”).

That is where BitMint is different: the Bitmint-Bill bill is totally pattern-less, purely
randomized. Since it carries no pattern, there is no pattern to discover, no credible way to
fake or steal the money. A pattern-less string of data, however, cannot store information
a-priori so how does the BitMint string convey information and remain pattern-less? In
general the BitMint money string conveys its monetary value through a selected function
of its cardinal number, or, say its size.

Indeed, the only attributes of a string that are not expressed by the identity of its bits are
functions of the string size. It is this very principle that allows the BitMint money string
to be immunized against future mathematical insight, or future technology.

Unlike any other of our scrutinized digital money systems BitMint withstands the com-
ing onslaught of quantum computing. And that principle underlies the claim that the
issuing bank of the BitMint currency does not take cryptographic risks, and is not sub-
jecting its users to the horrific catastrophe of a total financial meltdown.

We will see later that cryptography is not shunned, but heavily used, albeit by traders
and users who wish to store and move the money securely. Much as cash can be lost
or stolen without undermining the mint, so it is with digital currency, it can withstand
cryptographic risk to safeguard against retail fraud, while avoiding any cryptographic risk
for the issuing bank, the mint, the total wealth, digitally expressed.

If you buy a Bitmint-Bill of value 100 $, than you buy a freshly generated random
number which from the moment of your purchase is created in the BitMint factory. The
random number does not have any cryptological signature nor encryption, it exists in plain
text and (!) it is registered in the BitMint factory, as depicted in Fig. 36.2.

The perfect randomization of the Bitmint-Bill, undermines the efficacy of brute force
crypto analysis, that requires a deterministic target. Of course the idea of a random number
is well known as a one-time password. For the transmission, of course, cryptology is in
place, yet it is not part of the representation of the currency but only required for its secure
transport.

The random number may be digitally used to pay and purchase trade until finally the
digital coin it is returned to the BitMint factory. On return the BitMint factory will pay the
cash back – with the exact face value as returned by a Bitmint-Bill. As the idea is to keep
the face value with no deductions (transaction fee) the question of the associated business
model rises.

After pay-out of the cash the BitMint factory will delete the coin (or relevant parts
of it) from its server. Hence any other return will not be successful. At this point the
BitMint factory does not care whether the first return was coming from a fraudulent source
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Fig. 36.2 BitMint trade cycle

or a legitimate one. The risk is not on the bank’s side but on the user. This is a major
advantage over any other digital cash system and very relevant for the acceptance of banks.
It also solves the claim of “Limited bad press” as the maximum fraud (except for hacking
the BitMint factory) hits one purse which compares to all the unlucky events happening
in the criminal scene every day.

The BitMint factory keeps exactly the amount of cash that a client has bought. If a client
buys $100, then the BitMint factory saves his $100. Since the client can only reclaim these
$100, the BitMint factory is not exposed to any market risk. If the value of the $ falls
drastically, the BitMint factory is untouched since they keep exactly those $100 of the
customer. No risk, no speculation.

36.5.1 Online Verification

As the risk is on the user’s side, the user might want to have a method to minimize this risk.
So any user receiving a BitMint payment may online-verify the received Bitmint-Bill by
a simple verification exchange with the BitMint server. The server will not credit cash, but
it will return a new, fresh Bitmint-Bill random number in exchange. The returned Bitmint-
Bill will be deleted and made unusable for any other imposter. If the random number is not
found valid, the verifying user will be informed and can object the trade s(he) is planning
to do. If the exchange was successful, the receiver may be 100% sure that s(he) has a fresh
valid Bitmint-Bill that is free from any risk of fraud. This will promise a high confidence
to the user.
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36.5.2 BitMint OnlineWorld

The refresh example only works in the BitMint online world, i. e. an online connection
shall be available on demand. There is also a BitMint off-line world which will be dis-
cussed later.

In the BitMint online world (Fig. 36.3) a transaction requires an Online verification if
the receiver of a payment does not trust the payee. The advantage of online based transac-
tions is, that they do not need any secure element or other security on the side of the user.
Of course a user will be able to make clones of Bitmint-Bills. But since we are in online-
world, he can spent such a Bitmint-Bill only once. The receiver of a clone will always
verify the Bitmint-Bill and deny the trade, if the Bitmint-Bill did not qualify.

Clones become unusable with online verification. Online-Bitmint-Bills can be carried
in unsecured devices, e. g. in mobile devices/phones that do not provide a secure element
for the off-line variant.

Reasons to use the BitMint off-line world are the limited availability of networks or the
associated roaming cost which can exceed the actual amount to pay.

Fig. 36.3 BitMint Online Payment
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36.5.3 BitMint Off-lineWorld

Using Bitmint-Bills off-line makes BitMint more flexible. Off-line use, however shall
avoid cloning of Bitmint-Bills although there is no risk to the bank, user’s would not want
to be rejected after they received a cloned Bitmint-Bill. As a consequence the Bitmint-
Bills need to be kept in secure hardware and its security depends on the security level of
this hardware. Again there is no risk to the bank who does not care about online or off-
line world.

For the discussion of the off-line world we need to make an assumption that the secure
hardware can be considered secure. In this case a Bitmint-Bill will be securely deleted in
the sender’s secure element after it was confirmed to be received by the receiver.

The attractive multi-device storage and backup facility of digital money is not solv-
able as easy as in the BitMint online world, however, as the online flavor can always be
converted to an off-line money the user may determine a certain amount only that s(he)
requires for the particular case of off-line payments ® 36.5.4 “Moving from world to
another”.

Bitmint-Bill will only go from one secure element to another secure element (Fig. 36.4).
Since both secure elements will provide a mutual secure session, today’s cryptology may
well generate the associated security.

The advantage of the BitMint off-line world is the independence from networks. Online
connection may also imply charges that exceed the actual amount of the transaction.

The disadvantage of the off-line world is the mandatory use of secure hardware. That,
however, is only a relative disadvantage, any other digital money system mandates this
claim nevertheless. BitMint still makes a difference because on breaking the security of
secure hardware, the bank does not have any risk as argued above. The device containing
the secure hardware shall be kept like a classical purse, once being stolen there is an
exposure to the amount of off-line-stored Bitmint-Bills.

Fig. 36.4 BitMint Off-line payment
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Fig. 36.5 BitMint Online Payment

36.5.4 Moving Between On-/Off-lineWorld

A Bitmint-Bill may be imported and exported to/from the secure element that represents
the off-line world. Export is uncritical – the secure element shall simply tag the Bitmint-
Bill “unpayable” or even delete it after it has achieved confidence, that the Bitmint-Bill
was exported properly.

The import of a Bitmint-Bill into the secure storage demands a mandatory online verifi-
cation before made available in the secure element. The secure element will itself establish
a secure session with the BitMint factory and replace the online Bitmint-Bill by a unique
and fresh off-line Bitmint-Bill (Fig. 36.5).

Fig. 36.6 Moving money to Online-Storage



402 H. Scherzer

Hence further attempts to recharge the same or another secure element with the same
(old) online Bitmint-Bill will only result in bad verification and again the online-clone
would be useless. To move a Bitmint-Bill from the secure storage (off-line) into the online-
world, there is no server connection necessary because the Bitmint-Bill can be trusted as
it comes from the secure storage featuring uniqueness and integrity (Fig. 36.6).

36.5.5 Off-line or Online?

The off-line mode is the preferred mode through its better flexibility in situations where
online-verification is too expensive (data roaming) or simply not possible. Off-line is al-
ways available and independent from the local reception quality. Online mode is suggested
in association with extended features like backing up Bitmint bills. For instance, a user
may have cloned his/her entire purse, which can only be done in the off-secure element
variant = online world.

At the time, the user needs to make an off-line payment, s(he) shall pick the desired
Bitmint-Bills and import them to the off-line-world. Of course an online verification is
inevitable for the transfer.

Which world to be used

� is up to the user and determined by the risk a user is able to take as a consequence of
his (non-/secure) environment.

� depends on the environment and context a user wants to work in

The move between these worlds might be supported by applications. Unexperienced
users might not even need to understand these ideas but may pay as just as usual and easy
without having to care.

36.5.6 Giving a Change

As long as the idea of digital coins and bills exists, there is the problem of correct change.
In particular in the off-line situation, a bill with the exact required amount cannot be
ordered.

BitMint allows to split any Bitmint-Bill into accurate fragments to be used for a correct
change.

If a Bitmint-Bill is split into a correct sub-part and a change remainder, both parts are
independent Bitmint-Bills with no further impact on the associated security. This can be
achieved off-line. The broken parts will contain the hash value of the original Bitmint-
Bill which allows the verification system to recognize from which original Bitmint-Bill
the split was made.
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Fig. 36.7 Splitting a BitMint-Bill

Together with a position information
“I am a fragment of the original Bitmint-Bill (Hash: xxxx) at <Position Index>”
all information is available to resolve the fragment securely. The hash value does not

provide further security. It is used to find the original bill in the database whenever a later
verification is launched.

Fig. 36.7 shows a Bitmint-Bill being split for a change. The value can be split whereas
the position information will be different for the fragments to indicate their position in the
original bill.

36.5.7 Money Draft

Money draft from ATMs has always been subject to sometimes sensitive charges. Very
often money draft is only possible with an ATM of the user’s home bank.

Bitmint-Bills draft is possible wherever a network is available. This compares to a uni-
versal ATM system independent from home banks and cash issues.

Money draft means to access money on your own account. This is not a business trans-
action but indeed a service of most sensitive nature. Any attacker who is able to open such
a transaction to your account could be thought of drafting Bitmint-Bills.

36.5.8 Using Special Features of Digital Money

Through the system of anonymously registered Bitmint-Bills it is possible to attach at-
tributes to a Bitmint-Bill. These attributes may control the scope of the Bitmint-Bill and
provide attractive use cases i. e. binding the money to a particular purpose (only organic
food for the student) or person (cannot be traded/used by other than an “attached” as-
signee).
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36.6 Summary

In our quest for the ultimate digital money we did not expect any system to survive our
hard claims. Finally there was one candidate to overperform our filter and we identified
BitMint as the only candidate qualifying as a universal digital representation of worldwide
currencies. This led us to further investigation about BitMint’s nature and features. The
short perspective on BitMint made in this article cannot cover the versatile aspects that can
be achieved by that system. Further information can be found on the inventor’s website
www.bitmint.com or optionally contacting the author helmut@hscherzer.de.

The worldwide spread of SmartPhones and the availability of the required security
technology these device are most suitable as tomorrow’s secure wallet. The elegance of
digital money can unfold with the current attention on mobile payment – in particular if
the ultimate criteria described in this article will be made available for the consumer.
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37Preface: Smart Traffic Hubs

Steve Lee

Abstract
An airport is an example of a traffic hub. In fact, a large airport like Changi Airport
in Singapore is like a small city with its own hospitality, retail, logistics, transport
and much more. With the growth of air traffic, alongside increasing competition and
market challenges, and the need to cater for travellers’ rapidly evolving expectations,
airports need to expand and enhance their appeal to customers. In addition to infrastruc-
ture investments, Changi Airport has also been investing in technology to improve the
customers’ experience and enhance operations efficiency. Examples of these are data
analytics and cloud solutions, robotics, autonomous vehicles, artificial intelligence, in-
ternet of things and many more. However, the deployment of new technologies alone
will not be sufficient to keep Changi ahead, as IT systems and applications become
more readily available and commoditised. Increasingly, the “smartness” of an airport
will hinge on the strategic capability to collect data and on how intelligently the data
can be exploited. To build data as a capability, Changi Airport adopts a Smart Air-
port Framework. SMART stands for Service, Safety & Security Management through
Analytics and Resource Transformation. The article uses examples to explain the core
elements of the framework. The Smart Airport Framework has helped to focus clearly
on the key outcomes and ensures that Changi continues to invest in the enablers needed
to support Smart outcomes. Just as Singapore is pursuing Smart Nation initiatives to
improve the lives of the citizens, Changi Airport has been and will continue to pur-
sue Smart Airport ideas to improve the experience of the customers and to enhance
operational efficiency at the airport.
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37.1 About Changi Airport

An airport is an example of a traffic hub. In fact, a large airport like Changi Airport in
Singapore is like a small city with its own hospitality, retail, logistics, transport and much
more. In 2016, Changi Airport served a record of 58.7 million passengers. About 100
airlines flying to 300 cities in more than 70 countries and territories worldwide take off
from the airport where a flight takes off or lands every 90 s. Despite the sheer volume
of traffic, service standards are very high. The airport has won more than 525 awards
since its opening in 1981. It has won the UK Business Traveller’s “Best Airport in the
World” Award for the past 27 years, and has also been conferred the Skytrax “Airport of
the World” award 7 times including 2013 to 2016.

While the existing three terminals have an annual handling capacity of 66 million pas-
sengers, the growth of air traffic alongside increasing competition and market challenges
will result in tighter capacity utilisation, especially during peak hours. The global air-
ports landscape and travellers’ expectations are also evolving rapidly. Airports today are
no longer interchanges. Air hubs around the world are expanding and enhancing their ap-
peal in order to increase their share of air travel and tourism. In this highly competitive
environment, Changi Airport needs to continuously expand and innovate to strengthen its
attractiveness to travellers. This is the reason for Changi’s investment into new infrastruc-
tural projects such as Terminal 4 (which is planned to open in 2017) and in Changi East,
a major initiative that will ensure that Changi Airport continues to have capacity for an
adequate growth into the future.

37.2 What Makes a Hub Smart?

In addition to infrastructure investments, Changi Airport has also been investing in tech-
nology to improve the customers’ experience and enhance operations efficiency. In con-
nection with the sustained effort to become a Smart Airport Hub, Changi Airport has
explored a range of technologies, some of which are mature and readily available, like
data analytics and cloud solutions, while others are emerging, like robotics, autonomous
vehicles, artificial intelligence, internet of things and many more.

However, the deployment of new technologies alone will not be sufficient to keep
Changi ahead, as IT systems and applications become more readily available and com-
moditised. Increasingly, the “smartness” of an airport will hinge on the strategic capability
to collect data and on how intelligently the data can be exploited.

Changi’s Smart Airport initiative mirrors Singapore’s Smart Nation Vision that defines
Smart as the “harnessing of technology to the fullest with the aim of improving the lives
of citizens, creating more opportunities, and building stronger communities”, and states
that a Smart Nation is “built upon the collection of data and the ability to make sense of
information”.
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37.3 Why the Need for Smart Data Capability?

Data analytics will be a key driver in enabling the identification of patterns and the opti-
mal deployment of resources to capitalise on the following opportunities. The following
challenges are addressed:

Meeting the Expectations of Tech-Savvy Customers
Many travellers today live largely in the virtual world they create and curate for themselves
via the social media and online services on their mobile devices. In order to gain mind-
share, we must be able to deliver personalised value to individual customers. Customers’
interactions and transactions with the airport provide an opportunity to collect data about
their individual behaviours and needs, and to use that data to enhance their experience at
the airport, or even to deliver new services.

Improving Partners’ Performance and Productivity
A hub will need to develop a sound plan and invest into infrastructure to reduce manpower
requirements and improve productivity and service, not only for the airport operator, but
also for the airport tenants and partners. Hubs will increasingly have to innovate on how
data exchange around airport wide processes can help each stakeholder with their own
productivity.

Excelling in Spite of Increasing Business Complexity
With high traffic growth in many hubs, there is a need to optimise existing physical ca-
pacity through deeper collaboration and information exchange among all airport partners.
Airport Collaboration Decision Making (A-CDM) is an example where airports have ex-
ploited greater accuracy of flight arrival times and their corresponding passenger loads, to
better manage airport traffic levels and schedule scarce ground resources. Deep collabora-
tion has also enabled more robust and integrated responses to crises and disruptions.

Maintaining Safety & Security
Safety and security of hubs are important aspects of hub operations. The deployment of
sensors and sense-making technologywill allow operators to quickly filter through “noise”
and zoom in on incidents and exceptions to enhance safety and security. With the immense
data being collected and processed and the response time needed for these incidents and
situations, a smart way is needed to respond effectively.

Ensuring Cyber Security and Information Assurance
Even when exploiting the use of data analytics to transform the way resources are used,
one needs to Ensure to invest adequately in information assurance and cyber security in
order to ensure an effective and safe operation. Cyber Security Operations Centre (CSOC)
is an important smart way to collect and analyse data on cyber attack attempts, allowing
to understand patterns, to identify weaknesses, and to strengthen cyber defences.
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37.4 What Benefits Has Smart Data Capability Achieved so Far?

Some examples of Changi’s smart capability achieved so far include:

� Fuse airport operations information on maps and graphical charts, like for example the
movements of planes or vehicles, or measures of on/off block timings. With this ability,
the coordination and management of operations is highly improved.

� Digitise the position of aircraft and airside vehicles, status of key resources (for exam-
ple, aircraft parking stands, runways), and other ground sensors (for example, perimeter
security sensors) on an interactive airport map. This provides ground staff with the sit-
uational awareness of the airport to better manage operations.

� Help ground staff to quickly comprehend the situation on the ground such as upcoming
flights and passenger volume through graphical charts of operations information. This
helps operations staff to proactively prepare for possible surges in flight or passenger
traffic.

� Exploit big data analytics. With 58.7 million passengers travelling through the airport
last year, every transaction, whether at check-in, retail or boarding, gives Changi Air-
port tremendous insights into how it can serve customers better. For example, the air-
port electronically received instant feedback from the customers at the rate of 1.8 mil-
lion per month. The repair and service recovery actions that had been performed pro-
vide another large data set to understand how an airport can innovate and improve.
Aircraft movements are tracked and statistics and performance measures are also col-
lated for touch points to measure service standards; as is the large data set in terms of
retail transactions. Such data sets are being used to gain deep insights so as to help to
better plan resource allocation for check-in and aircraft gates and other resources.

An example of a smart project is called SWIFT (Service Workforce Instant Feedback
Transformation). The project is explained below.

37.5 ServiceWorkforce Instant Feedback Transformation (SWIFT)

SWIFT was implemented in September 2010 to improve feedback management and raise
performance standards of service personnel across all three terminals. It comprises two
components – the instant feedback system (IFS) and e-Inspection as shown in Fig. 37.1.

e-Inspection enables timely responses to facility faults across all terminals through real-
time inspections by service teams. The system also raises productivity levels of frontline
staff such as washroom attendants, facilities management officers and other service per-
sonnel, with more streamlined workflows and processes. A total of 750 SWIFT instant
feedback devices have been installed at nine key customer touch points. Each month,
about 1.8 million instant feedback is collected from customers.
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Fig. 37.1 Instant Feedback System (IFS) and e-Inspection

Achieving Operational Anticipation & Reaction
In the toilet cleanliness context, while anticipated passenger loads allow to deploy cleaners
proactively, it would be too costly to deploy an army of cleaners to ensure that toilets meet
cleanliness standards at all hours. By collecting instant feedback from passengers and
putting in place the technology and processes to alert the cleaning crew so that they can
act on specific feedback promptly, it is possible to greatly reduce the cleaning and main-
tenance resources required, while keeping cleanliness and maintenance standards high.

Achieving Data-Enabled Resource Planning
Over time, the data collected in SWIFT guides the allocation of resources as the patterns
and correlation between flights and toilet cleanliness are being appreciated. The charts
below (Fig. 37.2) are examples of the data analytics that is possible. It shows examples
of analysis that can be performed to understand time of day effects on demand and top
reasons of service feedback. This empowers the management teams to deep dive using
data into areas for improvement.

Achieving Data-Driven Collaboration & Problem Solving
The SWIFT platform serves as a platform to share feedback data and patterns directly
with partners, but the foundational technology platform itself is insufficient to drive col-
laboration. The data captured has helped Changi Airport to drive service enhancement

Fig. 37.2 Example analyses of the data collected in SWIFT
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conversations with partners, and while the initial collaboration seen in SWIFT is encour-
aging, the project is still young to create a truly collaborative problem-solving culture.

37.6 SMART Framework

With the proliferation of technologies and ideas it is imperative to have a frame to think
about smart projects. The smart data capability is premised on the SMART framework
as shown in Fig. 37.3, which aptly stands for “Service, Safety & Security Management
through Analytics and Resource Transformation”.

37.6.1 Smart Outcomes

The described smart data capability is more than a technology tool and involves the air-
port community coming together to share data and solve problems. There are three key
outcomes envisioned:

1. Operational Anticipation and Reaction. Using information to anticipate and take
pre-emptive measures if possible; furthermore respond promptly to operational issues
across the airport, especially when situations change suddenly. With such data it will
be possible to describe many of the situations that expert “intuitively” know. With

Fig. 37.3 SMART (Service, Safety & Security Management through Analytics and Resource
Transformation) Framework
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increasing operational complexity, intuition without a Smart data capability may not
be good enough.

2. Data-enabled Resource Planning. Allocating resources efficiently based on effective
collection and analysis of data. There is often a gap between the design capacity and
the actual operable capacity, and a data-enabled resource planning approach will help
planners for resources like infrastructure or even manpower planning see trends over
time; that cannot be solved or even justified without such a basis.

3. Data-driven Platform for Collaboration & Problem Solving. Building platforms
for data sharing between airport partners that not only enable each other’s outcomes,
but also foster a data-driven approach to find airport-wide improvements, and insti-
tutionalise a culture of collaborative problem-solving for the benefit of the air hub.
The A-CDM (Airport Collaborative Decision Making) platform mentioned earlier is
an excellent example of such a platform.

37.6.2 Smart Enablers

Three key enablers underpin these Smart data capability outcomes. The ability to collect
the right data and to make sense of the information will be central to the development
of Changi’s Smart Data Capability. To that end, Changi Airport will continue to invest
in sensors and data fusion, as well as to begin investing in the rapidly-maturing machine
cognitive capabilities.

1. Sensor Masterplan. Deploy sensors, collecting data via digital touchpoints, and even
through travellers’ mobile devices. This is Changi’s own “Internet of Things”. The
sensors are used to help tracking the demand and supply of resources, tracking airside
movements and status, and monitoring queues. Changi will continue to invest in ‘eyes’
on the ground to obtain real-time operations information for proactive and even pre-
dictive response, as well as longitudinal analysis. The Sensor Masterplan goes beyond
data collection and includes data analytics and business intelligence that quantify per-
formance and identify areas for improvement. Underpinning the sensor projects in the
Masterplan is an investment in enabling IT infrastructure which provides connectivity
for the sensors in Changi’s “Internet of Things”.

2. Data Fusion. Merge collected data into a coherent view, giving planners and opera-
tors Changi’s “Comprehensive Awareness”. For example, with the establishment of the
Airport Operations Centre (AOC) in 2010, Changi Airport also implemented an AOC
System that provided “comprehensive awareness” for everything needed to know to
help coordinate and collaborate across the wider airport community, both airside and
landside; Direct contractors and staff and partners like ground handlers and govern-
ment agencies were also involved.
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Another example is the fusion of customer data into insights into the needs of cus-
tomers and passengers in both, online and offline channels, to help serve customers
better.

3. Cognitive Capabilities. Use Smart data capability to move from predictive decisions
to artificial intelligence (AI)-enabled prescriptive actions. Machine learning and arti-
ficial intelligence are quickly becoming accessible and available through applications
(e. g. virtual assistants and chat bots) and more sophisticated predictive models for
resource allocation and modelling. These cognitive capabilities have the potential to
enhance sense-making abilities, and are still relatively new. Changi Airport is explor-
ing use cases for such capabilities and will invest in proofs-of-concepts.

To illustrate the Smart Framework, the A-CDM implementation will be used as a case
study. Changi Airport was fully operationalised A-CDM in Nov 2016, after more than
2 years of testing and pilots to ensure a smooth rollout.

37.7 Airport Collaborative Decision Making (A-CDM) as an Example
of Smart Initiative

Changi’s A-CDM program is a prime example of the Smart data capability and illustrates
the SMART Framework well. In 2014, Changi Airport partnered with Air Traffic Control
(ATC) on the A-CDM capacity enhancement programme whose objective is to improve
operational efficiency, predictability and punctuality for the air traffic management (ATM)
network and airport stakeholders. A-CDM shifts the concept of operations from “First
Come First Serve” to “Best Planned Best Served”, where flights would be sequenced for
departure in a plannedmanner that would ultimately benefit the entire system with reduced
variability.

A-CDM Operational Anticipation & Reaction
With A-CDM, ground handling agents (GHAs) and airlines work towards a common Tar-
get Off-Block Time (TOBT) for each flight. ATC uses the TOBT to set the best Target
Start-up Approval Time (TSAT) and clear aircraft for departure, significantly optimising
the usage of taxiways and runways.

A-CDM Data-Enabled Resource Planning
With tactical planning information such as TOBT and TSAT available in advance, airlines,
GHAs, ATC, and Changi’s airport operations planners are then capable of optimising the
available resources to meet both the above-wing and below-wing operational needs.

A-CDM Data-Driven Platform for Collaboration & Problem Solving
By aligning airport partners (ATC, Airport Operations, airlines and GHAs) to a common
operations framework, A-CDM becomes a data-driven collaboration platform for:
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� Improving the operational efficiency of all airport partners by reducing delays;
� Increasing the predictability of events of a flight (turnaround; pre-departure plans; etc.);
� Maximising the utilisation of resources (manpower, airport fixed resources like gates,

stands, airspace, etc.); and
� Paving the way for further benefits in baggage performance and passenger experience.

Changi’s investment in airside initiatives like A-CDM is paying off in an average of
2min taxi-out time savings per departure, and a 10% improvement in daily departure slots
punctuality. The A-CDM framework has also enabled the airport community to recover
effectively when runway capacity was disrupted.

To enable these A-CDM outcomes, Changi Airport invested systematically in:

� Sensors, as part of the wider Sensor Masterplan. To provide the awareness of air-
craft position, docking status and other relevant useful information, several projects to
link all the aircraft docking & guidance systems were completed, as well as sensor in-
formation from ATC and other sources. In addition to supporting A-CDM, Changi is
leveraging these same sensors in various other service and security related applications.

� Data Fusion and Analytics. For A-CDM, data from various sources have been col-
lected and fused into useful data sets for operational planning and anticipation. Sources
include flight data from airlines’ operational systems, arrival passenger load data, and
airport gate allocation data. Changi Airport is currently integrating new air traffic in-
formation to better predict aircraft on-block time up to 20min before arrival.

� Cognitive capabilities. Changi Airport is only starting to invest in this emerging area.
The use of artificial intelligence and analytics to predict arrival times better are ex-
plored. Also, the arrival passenger loads for various arrival touch points such as immi-
gration, arrival trolleys and taxi queues are anticipated. The ability to exploit cognitive
capabilities is dependent and builds on the availability of large datasets that are now
becoming available to Changi from internal and external sources.

37.8 Conclusion

Changi’s progress on the Smart Airport initiative has been made possible largely by strong
teamwork at all levels within the airport as well as the close collaboration with partners,
airlines, government, and tenants. Changi Airport will continue to innovate with the best in
the industry to develop the best possible data-driven collaborative problem-solving capa-
bility that enriches the passengers’ experience, improves productivity for airport partners,
and addresses complexities wrought by capacity constraints, while keeping Changi safe
and secure in a sustainable manner.

The Smart Airport Framework that has been described has helped to focus clearly on
the key outcomes and ensures that Changi continues to invest in the enablers needed to
support Smart outcomes.
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Just as Singapore is pursuing Smart Nation initiatives to improve the lives of the citi-
zens, Changi Airport has been and will continue to pursue Smart Airport ideas to improve
the experience of the customers and to enhance operational efficiency at the airport.



38SmartPORT Traffic Hub – The Prospects for an
Intermodal Port of the Future

Sebastian Saxe

Abstract
Due to the political geography of the Free and Hanseatic City of Hamburg, the physical
limits of the area covered by the Port of Hamburg present special challenges. On the
one hand, handling capacities will have to be increased substantially on an area that
is virtually impossible to enlarge. On the other hand, for the future the port needs to
develop in terms of quality from being merely a handling base to a hub for innovative
industrial and service companies and for universities and non-academic research facili-
ties. An important task for Hamburg as a commercial base will also be to develop new,
data-driven business models.

By launching the smartPORT initiative, Hamburg Port Authority (HPA) is creating
the conditions for boosting the efficiency of the port from an economic and ecological
perspective by providing intelligent, digital solutions for the flow of traffic and goods.

In the future, the Port Traffic Center will integrate the traffic information from all
water-, rail- and road-bound carriers and control all forms of transportation in order to
guarantee optimum traffic flows in the port.

Regarding the infrastructure, digital, sensor-based solutions will make maintenance
on and management of port railway facilities, bridges and locks, more efficient and
cost-effective.

The following chapter outlines the status quo of traffic- and infrastructure-manage-
ment at the Port of Hamburg and gives an insight into the HPA’s strategic planning.
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38.1 The Situation and the Challenge Entailed:
The Port of Hamburg vis à vis International Competition

The Port of Hamburg is growing, albeit not as fast as predicted just a few years ago.
According to an up-to-date handling potential analysis by the Institute of Shipping Eco-
nomics and Logistics (ISL) [1], at the Port of Hamburg growth in container handling is
set to jump from 8.9 million TEU (Twenty Foot Equivalent Units = standard container)
in 2015 to about 18 million TEU by 2030. In terms of competition, particularly with the
ports of Rotterdam and Antwerp, the port planners are faced with a complex problem.
Hamburg is both a federal state and a city. As a result, the space available to extend the
port is restricted to the south, in other words to the left of the river Elbe by the federal state
of Lower Saxony and by Hamburg residential developments on the hillside in the north.
Therefore, any growth in capacity has to be achieved from within the existing space.

Two factors come into play. On the one hand the use of the terminals and the traffic
infrastructure are to become more efficient.

This is achieved by boosting the capacities of the gantry cranes which load and unload
the container ships for example. However, on the other hand, digitisation plays the most
crucial role in enhancing the efficiency of the Port of Hamburg as a whole.

How is digital technology used now and what is its potential in the future to improve
the efficiency of the Port of Hamburg via smart, digital solutions for intermodal flows
of traffic and goods?

Intelligent and increasingly interconnected systems are to be used to monitor, control
and consequently improve merchandise logistics and flows of waterborne, road and rail
traffic. In the mid-term autonomous vehicles will also play a role. At the same time, the
operation and maintenance of the port infrastructure (roads, rails, bridges, traffic manage-
ment systems, lighting, locks, dikes etc.) are to become more cost efficient, effective and
safer via constant monitoring of all parts of the infrastructure. Monitoring is based on two
systems: firstly, a network of sensors which report the current maintenance status to a cen-
tral control centre of all components fitted with the sensors and secondly, drones which
operate both above and below water and transmit photos, videos and measurement results.
Finally, the level of sediment deposits in the fairway can be measured and the condition
of dikes easily inspected at regular intervals.

38.2 The Digitisation of the Port of Hamburg –
A Cornerstone of Strategic Planning

By launching the smartPORT [2] initiative, Hamburg Port Authority (HPA), together with
all the other players at the Port of Hamburg, is creating the conditions for improving the
efficiency of the port from a commercial and ecological perspective by providing intelli-
gent, digital solutions for the flow of traffic and goods.
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38.2.1 Traffic Management

Port traffic on the water, road and rail is already managed and monitored digitally. How-
ever, integration of management, monitoring and optimisation procedures to reflect the
impact of each of the carriers on one another has not yet taken place; but it is a strategic
planning objective.

Status Quo

Water shipping in the Port of Hamburg is monitored and coordinated in the Vessel Traffic
Service Center which was inaugurated in 2014. Data is collated from existing systems and
displayed with the help of the Port Monitor control centre software on one large high
resolution monitor that can be viewed from all workspaces. The information provided
includes nautical details such as charts, current shipping positions and berths, water level
data, the heights and widths of bridges, but also dynamic data such as construction sites or
scheduled dives. The technical architecture of the Port Monitor allows for mapping of rail
and road traffic at a later developmental stage and for supporting monitoring of the port
infrastructure, in other words of bridges, locks, tracks, signal boxes etc.

Rails the port railway has over 300 km of track. Some 200 trains per day leave the port
for areas outside Hamburg, which also include eastern, south-eastern and southern Europe.
In other words, 14% of all Germany’s rail freight transport stems from or going towards
the Port of Hamburg. This proportion will probably increase substantially because trains
will play a significant role in the transportation of tomorrow. The assumption is that if the
amount of traffic as a whole doubles, rail traffic will triple.

Currently, trains in the port are connected semi-automatically. Wagons are pushed by
shunting locomotives onto humps and from this point their own weight propels them on
to the target track. The points are switched and the speed and very precise braking of the
wagons are controlled automatically. The sequence of the wagons and allocation of the
right track on the shunting yards in the port are based on loading lists and specified by
planners.

Road the purpose of the EVE system (Effektive Verkehrslageermittlung – effective traffic
situation identification) is to control and optimise road traffic. Based on video images of
the traffic junctions and data from inductive loops and Bluetooth detectors, it provides an
overview of the volume of traffic. The idea behind the Smart Area Parking project already
in production is to manage parking space in the port efficiently. It records the number of
parking spaces occupied in real time and reports the results to truck drivers and terminal
operators.

The overview of the traffic and parking space situation is used in the Port Road Man-
agement Center to give road users, terminal operators and the authorities up-to-date in-
formation on the traffic in the port. The DIVA system (Dynamische Information über das
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Verkehrsaufkommen – dynamic information on volume of traffic) transmits the informa-
tion via info panels located in the port area, on the access roads and motorways to the
port and via a smartphone app. These options allow drivers to find out and decide for
themselves which are the best routes to their destinations, whether it is worth waiting for
a traffic jam to subside, or whether it is advisable to choose an alternative route instead.

Port Traffic Center to Control Waterborne, Rail- and Road-Bound Traffic
The technical architecture of the Port Monitor control system has already been primed so
that in future all the information on movement and identity of all carriers can be incorpo-
rated into one integrated system, in other words rail- and road-bound traffic in the port.
The goal is to achieve full traffic management in the Port Traffic Center (PTC) in which
movable infrastructure is also to be included in order to guarantee ideal traffic flows in the
port.

The PTC will therefore act as a traffic control centre for the whole port. All ships,
road- and rail-bound vehicles, points and locks, as well as lift bridges and bascule bridges,
will then be displayed on a high resolution monitor which shows the entire port. The
current positions of all ships, complemented by information about their destinations and
realistic speed estimations, enable very reliable forecasts of imminent traffic conditions.
Floating car data, in other words movement data of trucks will play an important role.
An increasing number of these will be fitted with Bluetooth detectors so that they can be
measured at measurement points; when they drive by two measurement points the speed
is recorded and the speed data of several vehicles indicates the volume of traffic. The rise
in the amount of information from the PTC also increases the quality of the information
given to the drivers.

Planning Traffic Capacities Based on Information About Goods
from an Import Messaging Platform
Logistics companies and authorities involved in export and import already communi-
cate today via the central data centre belonging to Dakosy, the IT company owned by
Hamburger Seehafen-Verkehrswirtschaft. One of the things Dakosy provides is an import
message platform (IMP) [3] which is used by forwarders and transportation companies,
shipping firms, railway companies and feeders, but also by customs, the port police, fire
brigade and other authorities, as well as production companies and enterprises in the port
itself. The IMP is the result of a project group set up by Dakosy in 2004 whose work is
subsidised as part of the ISETEC (Innovative Seehafentechnologien) II [4] research pro-
gramme, initiated by the German Federal Ministry for Economic Affairs as part of the
Lean Port Management project.

The IMP consists of a central data pool which collects and provides information about
flows of goods into the port and forwarding of these goods from the port. As early as
the planning stage, an individual logical data pool with a unique registration number for
each import procedure is created, where all the data regarding the planned transportation
is stored. Importers and other logistics companies report scheduled transports, what these
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transports include and their current status. Transatlantic carriers file their customs dec-
larations on the IMP which can then be retrieved by customs and where the appropriate
assessments and information on their statuses can be filed.

In this way, the port container terminals are told which containers have which customs
status, when they will arrive and what type of onward transportation needs to be planned.
Trucks, trains and feeder shipping which are loaded or unloaded at the container terminals
receive their transportation orders based on this data.

The level of detailed data on the IMP will increase vastly in the future because a rising
number of containers are being fitted with wireless tags. These allow identification of the
position of individual containers in the port at any time, regardless of whether they are still
located on the ships, on the terminal, or have already been loaded onto trucks or trains. In
conjunction with information on destinations this will allow much more accurate traffic
planning and faster responses. The limited road space available could therefore be used
much more efficiently than in the past and energy efficiency of port traffic will rise too.

Smart Area Parking in the Port, to Relieve Pressure on Existing Road Space
Some of the Smart Area Parking project is already up and running. Its goal is to capture
available capacities of four important truck parking spaces in the port and to inform park-
ing space users and the terminal operators accordingly. The purpose is to make the offering
of parking areas for trucks at the Port of Hamburg much more effective and environ-
mentally friendly. Traffic resulting from drivers seeking parking spaces and the resulting
disruptions on the road network is to be minimised and logistical processes made more
efficient as a result.

Incoming and outgoing truck traffic is captured in the smart areas via inductive loop de-
tectors. The vehicles are allocated unique fingerprints so that they can be identified when
they depart; data protection considerations mean this is accomplished without linking in-
formation to vehicle number plates. The summary of incoming and outgoing vehicles
according to quantity and vehicle type reveals the number of parking spaces available.

Furthermore, in the future, statistical data on the analysis of the length of time a vehi-
cle is parked will be captured. This will enable forecasts on how the situation regarding
parking spaces will develop in comparable situations. Information on parking spaces is
published by the Port Road Management Center. Similarly to traffic updates, it will dis-
played on the road network on DIVA display panels and sent directly to road users via
online information systems.

Pre-Port Hubs: Goods Handling Outside the Port to Cut Down
on In-Port Traffic
In the long term, the purpose of pre-port hubs is to boost the benefits of Smart Area Parking
as regards traffic in the port. These hubs are container transfer points outside the port site
which still need to be constructed and which will also act as smart parking spaces where
vehicles wait. Incoming traffic will be grouped into separate lanes for each target terminal
and wait until loading capacities there are available. Waiting times at the terminal itself
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will then be passé. At the same time, transporter shuttles will pass between the terminals
and the hubs to hand over their loads there. The objective is to reduce the need for traffic
areas and the emission of harmful substances. Overarching terminal handling planning
will also shorten the times for handling and forwarding the goods and will therefore benefit
the forwarders and their customers.

In the long term, driverless trailers are to be used for shuttle transport of containers
between pre-port hubs and container terminals in order to make disruption-free handling
easier.

38.2.2 Infrastructure Management and Operation

The infrastructure which the HPA is responsible for managing and operating includes all
non-moveable and moveable technical equipment, but also environmental factors such as
the Elbe’s fairway. Monitoring operations, maintenance and repair currently entails huge
manpower costs and other expenses. By using digital technology, the efficiency and quality
of infrastructure maintenance is to be increased significantly in the future; experience is
being gained at the moment in two pilot projects.

Status Quo

Smart Switch Pilot Project: Intelligent Points
The port railway has 880 points which need to be checked regularly to ascertain whether
repairs or maintenance are necessitated. Despite all the effort required, on-site inspection
teams cannot constantly inspect all points and take action if these prove to be hard to
move.

For a while now, 11 points have been converted to smart switches; these include sensors
which, based on the electricity consumption and also physical power each time a point is
moved, measure whether a point is harder to move than normal and what the air and
material temperatures are. Ice, blockages or other mechanical restrictions can therefore be
identified immediately. Gradual, minimal increases in electricity consumption over a long
period of time also suggest that maintenance on a point will soon be needed. In both cases,
Port Monitor is informed accordingly via a network interface.

In this way, operational management of the port railway has an up-to-date overview
of the condition of the points and can take action before malfunctions occur. Fewer pre-
ventative inspections have to be performed at the same time. The number of on-site staff
deployments drops accordingly and fewer malfunctions occur when operating the railway.

Smart Tag Pilot Project: Intelligent Construction Site Beacons
Capture of the situation on daytime construction sites is currently being piloted. Smart
Tags are used for this purpose and are integrated into construction site beacons. The tags
are a combination of a mobile communications system, Global Positioning System (GPS)
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sensors and other sensors. The position of the beacon and the working order of its flashing
light, the temperature and CO2 levels in the air are recorded. An angle sensor also estab-
lishes whether the beacon is still standing or has fallen over. All data is sent to the Port
Road Management Center and saved in a traffic data base in real time.

The digital beacon has an impact in two ways. The information collected helps to reg-
ulate traffic flow in the port. And the frequency of inspection trips to the construction sites
falls drastically.

The intention of the pilot project is to try out a mobile multi-purpose sensor which in
the future can be applied to indispensable objects, such as floating cranes or shunting loco-
motives in order to obtain environmental data, movement profiles and other information.

Central Infrastructure Control Centre
Intelligent points and intelligent construction site beacons are the first elements in a future
sensor-based network that is to monitor and optimise the operation and maintenance of
all the infrastructure in the port. Static bridges, bascule bridges, lift bridges, locks and
barrages, track and railway systems with points, street lighting, traffic lights, electronic
display boards and construction site equipment are some of the items that will be fitted
with sophisticated sensors. Also included will be quays and dikes with components above
and below the water.

Based on sensor data and other information supplied by autonomous surveillance ve-
hicles, it will be possible to read all current load and maintenance conditions, as well as
environmental information, at a central infrastructure control centre at any time. This will
allow more efficient, forward planning of maintenance and repair work with a much lower
impact on the logistical processes in the port. If for example work on a railway bridge and
points in the same area of the port occurs at the same time, entailing a negative impact on
road- and rail-bound traffic, the control centre will indicate this immediately. The work
can then be planned in such a way that the bridge and points are repaired at the same time
and minimises disruption to road traffic.

Autonomous Digital Technology for Monitoring and Predictive Maintenance
In addition to the sensor network, in the long term autonomous underwater and overwater
vehicles are to be used. These drones can prevent time-consuming, complex and some-
times dangerous dives because they measure and capture sediment deposits on bridges
and locks. They check the condition of quay walls and embankments under water, or cap-
ture flow data in the fairway and notify the infrastructure control centre accordingly. This
is possible much more frequently than in the past with round-the-clock autonomous dig-
ital technology. Consequently, information on the condition of the infrastructure is much
more up to date, more reliable and better quality.

The widespread use of sensor networks and drones will also enable what has in princi-
ple already been achieved with intelligent points. In other words, predictive maintenance
which allows maintenance and repair to be tailored to current conditions and requirements.



424 S. Saxe

Reliability is no longer based on safety margins, but on precise, up-to-date knowledge of
how long a part of the infrastructure could still carry on working reliably.

Maintenance and Planning with the Aid of Augmented Reality
Augmented reality (AR) technology will take on a special role for two reasons. The HPA
has collaborated with the University of Hamburg to develop an AR app. A smartphone’s
camera is held over a map of the port to show the location and functions of sensors and
the IT systems they are connected with. In this case, the app is a type of meta information
instrument regarding the systems and tools whose purpose is to enhance the infrastructure.
Other applications for the app are conceivable. For example, underground pipes and lines,
or networks of all types could be shown in detail on a map of the port.

Furthermore, in the mid-term AR will support mechanics carrying out special work
on the infrastructure and under water. The technicians will have display devices which
superimpose and complement the real image with additional information, for example the
detailed design plan of a lock, where otherwise only a surface covered in sediment would
be seen.What is more, the exact demonstration of work by video also serves as instructions
for almost all repairs. Local manpower could then carry out this work immediately instead
of possibly having to wait for specialists for a long time.

AR will play a third role in construction projects. Scheduled construction and infra-
structure can be visualised at the design stage already in the context of real infrastructure.
In fact, when planning a new cruise terminal, three-dimensional views have already been
projected into an image of the real environment, including the access roads, in order to
assess traffic management alternatives.

38.3 The Importance of Simulations and Big Data to the Port

38.3.1 Optimising Logistics and Traffic Flows

Thanks to satellite and positioning technology, traffic operations in the port, in particular
container transports, are becoming increasingly more efficient, faster and less prone to
disruptions. But the need for further, advanced measures is still enormous. Because port
business is continuing to grow unabated, one question will continue to be relevant: how
can containers be directed optimally through the port and what is the best way to design
intermodal interfaces between the water-borne, rail- and road-bound traffic?

In the future, this issue will increasingly rely on big data to provide the answers. On
the one hand it is a question of the vast and inexorable growth in data which is gained
from logistical procedures and the operation and management of the infrastructure with
the aid of sensors and traffic and infrastructure control rooms. A large proportion of this
information will be movement data which is supplied by Smart Tags on containers and
vehicles. On the other hand, it will also be necessary to use complex sensors to work out
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how to enhance the intermodal interaction of shipping, rail- and road-bound traffic from
commercial and ecological standpoints.

38.3.2 Sediment Management

Big data analyses and simulations are also applied to sediment management, in other
words preventing, controlling and removing deposits in the fairway. Due to larger and
larger shipping with deeper and deeper draughts, this task is strategically important for
the development of the Port of Hamburg.

In partnership with the Federal Waterways and Shipping Administration, the HPA is al-
ready analysing a variety of effects in the tidal Elbe to understand how sediment deposits
occur. In future, the data will be much more comprehensive and detailed. Underwater
drones will constantly measure the fairway and record parameters such as speeds of cur-
rents and the water temperature. These measurement results can be compared with other
information, such as meteorological data, to detect interdependencies which would not
have been uncovered with conventional analysis methods, but which play a pivotal role in
sediment management.

38.3.3 Developing Data-Driven Business Models

The digitisation of traffic, logistics and infrastructure at the Port of Hamburg creates the
cornerstones for developing data-driven business models. The data collated from all pro-
cesses in the port contain values which need to be developed to the benefit of people and
businesses.

Consequently, as part of the smartPORT initiative, the port industries and the HPA
are collaborating with partners from the IT industry to set up a virtual market place to
interconnect the port. The idea is that in the future software applications, services, apps
and data are to be offered here. Apps with information on available parking spaces in the
area surrounding the port, repair workshops for trucks, or an ordering service for supplies
on inland waterway vessels are conceivable.

38.4 Outlook – Development of the Port
into a Business and Science Hub

With these types of data-driven business models, the Port of Hamburg also has the oppor-
tunity to evolve from a handling hub to a research, development and production site and
therefore a digital market place. It is not suitable for industries requiring vast amounts of
space, but does offer excellent opportunities for research-focused and technology-centric
companies. Ideal traffic conditions, a very powerful network infrastructure with gigabit
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transmission rates, as well as research facilities of international repute, such as HafenCity
University Hamburg and the Kühne Logistics University, create the conditions for inno-
vative companies, start-ups and established businesses to thrive – and not just on digital
market places.
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39AnOverview of Technology, Benefits and Impact
of Automated and Autonomous Driving on the
Automotive Industry

Walter Brenner and Andreas Herrmann

Abstract
Autonomous driving is becoming a central moving force towards the change in vehicles
and therefore among others the automobile and mobility business, as well as numerous
other industries, which today still believe that they do not have a relationship to digital-
ized autonomous vehicles. The changes in different industries, which can be initiated
by autonomous vehicles, are a good example of changes, which can be initiated by
digitalization on market places. This article is based on the hypothesis that the devel-
opment of automated and later autonomous vehicles are an unstoppable development,
which will be of great use to the economy and society. Against this background, the ar-
ticle illustrates what is to be understood by the concepts of automated and autonomous
driving, and what useful effects can be expected for a number of stakeholders. In addi-
tion to this, the article explains the technical fundamentals of automated vehicles and
the changes in the traffic-related industry. In the last part, the article elaborates the
impact on the automobile and traffic industry.

39.1 Introduction

Automated and autonomous driving has become a topic, which has gained broad attention
in the public during the last few years. The handling of the update for automated driving,
which has been available for the Tesla S for approximately one year, demonstrates the
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intensity and emotionality of the public discussion. Immediately after the availability of
this functionality euphoric reporting started. Autonomous driving with the Tesla S and the
download of the software to the vehicle overnight was hailed by the press and by many
potential customers as a masterpiece of innovation [1]. Tesla was incorrectly named as
the pioneer of autonomous driving. Vehicles built by Audi, BMW or Daimler are more
advanced in development and covered large distances completely autonomously or with
speeds up to 240 km/h on closed racing circuits at a much earlier time [2]. However, Tesla
and Google’s small cars with panda faces dominate the discussion about autonomous driv-
ing [3]. From the start, it was predictable that automated and autonomous driving would
lead to serious accidents, just the same as traditional driving. Very quickly, videos of the
Tesla S appeared on YouTube, where it showed it being driven completely driverless,
against the provisions of Tesla [4]. When “expectedly” information about a fatal acci-
dent with a Tesla S, which was travelling autonomously, appeared in June 2016, reporting
tipped in the other direction [5]. The previously positive reporting changed to negative
almost overnight. The fact that the driver of the Tesla S used the vehicle contrary to the
provisions of Tesla played merely a subordinated role in the public discussion. Only a fact-
based and unemotional discussion can indicate the uses and dangers of automated and au-
tonomous driving, and establish a base for future-oriented decisions. This article seeks
to make a contribution to this discussion. It is based on the fundamental statement that
the uses of autonomous vehicles exceed the risks, and that autonomous driving as part of
the digitalization of vehicles is an unstoppable development. The competitiveness of the
European automobile industry will be determined decisively by the way digitalization is
handled. In view of the dominance of American companies, especially the so-called inter-
net giants such as Amazon, Apple, Google and Facebook, the discussion about automated
and autonomous driving is a central one for the industrial location Europe.

Against this backdrop this article deals with the different aspects of automated and au-
tonomous driving. In the first section we define automated and autonomous driving. The
second part of our article is concerned with the uses of automated and autonomous vehi-
cles. The third part shows changes in the vehicle, the traffic-related aspects and changes
in the IT infrastructure. The last section handles changes in the automobile industry, and
future developments in the mobility sector.

The article is based on discussions with experts and extensive literature analysis on the
topic “Automated Driving”, which was carried out in cooperation with Audi AG between
July 2015 and August 2016.

39.2 Automated & Autonomous Driving

The current development of vehicles, which are primarily steered by drivers to au-
tonomous vehicles, i. e. completely self-driving vehicles, can be divided into several
developmental steps. The Society of Auto Engineers [6] and the respective department in
Germany [7] has provided a structuring for those development steps. However, the model
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of the National Highway Traffic Administration (NHTSA), the civil regulating authority
of the USA, has established itself as a “de-facto standard” worldwide [8]:

� No-Automation (Level 0): The driver is in complete and sole control of the primary
vehicle controls – brake, steering, throttle, and motive power – at all times.

� Function-specific Automation (Level 1): Automation at this level involves one or more
specific control functions. Examples include electronic stability control or pre-charged
brakes, where the vehicle automatically assists with braking to enable the driver to
regain control of the vehicle or stop faster than possible by acting alone.

� Combined Function Automation (Level 2): This level involves automation of at least
two primary control functions designed to work in unison to relieve the driver of control
of those functions. An example of combined functions enabling a Level 2 system is
adaptive cruise control in combination with lane centering.

� Limited Self-Driving Automation (Level 3): Vehicles at this level of automation enable
the driver to cede full control of all safety-critical functions under certain traffic or en-
vironmental conditions and in those conditions to rely heavily on the vehicle to monitor
for changes in those conditions requiring transition back to driver control. The driver
is expected to be available for occasional control, but with sufficiently comfortable
transition time. The Google car is an example of limited self-driving automation.

� Full Self-Driving Automation (Level 4): The vehicle is designed to perform all safety-
critical driving functions and monitor roadway conditions for an entire trip. Such a de-
sign anticipates that the driver will provide destination or navigation input, but is not
expected to be available for control at any time during the trip. This includes both
occupied and unoccupied vehicles.

Computer-assisted driving at level 1 and 2 is described as automated driving, while
driving at level 3 is designated to be highly automated driving. The term autonomous
driving is reserved for driving at level 4.

Automated and autonomous driving at the experimental stage is already reality to-
day. Numerous vehicles already have relatively extensive packages of assisting systems,
which correspond to level 1 or level 2. Examples of these assisting systems are emergency
braking systems, lane or park assistant systems, and automatic vehicle interval control,
sometimes called “adaptive cruise control”.

Automated driving at level 3 will probably be feasible in the next few years, for exam-
ple with the highway assistant, which will probably be on the market in 2017 or 2018, for
instance with the Audi A 8. Autonomous driving is currently taking place at low speeds
on closed off sections or testing grounds, or with special permissions in public transport.
Google is testing autonomous vehicles in the vicinity of Mountain View. A vehicle made
by Audi drove autonomously from San Francisco to Las Vegas [9]. A further vehicle de-
veloped by the automotive component supplier Delphi drove from the west coast to the
east coast [10].
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Even optimistic estimates go on the assumption that autonomous vehicles will, at the
earliest, go into production between 2025 and 2030 [11, p. 8]. Against this background,
many statements and reports on the chances and dangers of autonomous driving are to be
viewed as speculation rather than based on facts and research. Major leaps in development
are not to be expected. The Apple iPhone and the ensuing development it created, for exam-
ple the app worlds, among them being Apple and Google, who initiated an app explosion,
prove that unexpected disruptive developments are possible. Like these developments, app
worlds have developed disruptively along new technical possibilities in the last ten years,
automated and autonomous driving will steadily continue to develop over the next years.

There could possibly be resistance against new technologies. The past has proven that
organized societal resistance can lead to the end of a technology, in spite of expert opin-
ions, as can be seen from the example of nuclear energy, to name just one. The philosopher
Nida-Rümelin demands, against this backdrop, an open discussion about the chances and
dangers of automated and autonomous driving [12, 13]. Also against this background,
the Tesla competitors should participate in the discussion about accidents through auto-
mated driving in a factual and businesslike manner. The discussion about the so-called
dilemma situation should also be conducted at a broad societal level. When talking about
dilemma situations we mean situations in which a robot must decide between two or more
catastrophic situations. A classical question is, for example: “Will an autonomous vehicle,
when faced with the situation of an unavoidable driving maneuver, run over a pedestrian or
will it collide with an obstacle thus endangering the driver”. Ultimately, these decisions are
based on philosophical discussions, which have been conducted for years, on the so-called
“Trolley Problem”. From today’s view, it remains a thought experiment as to how an au-
tonomous vehicle must and will react to a dilemma situation. Nevertheless, the automobile
industry will have to face this discussion and forward its assessment and possible solutions
at a broad societal level. The discussion as to the feasibility and future of automated and
autonomous driving in the US senate [14] and many parliaments worldwide and round-
table discussions [15] in Germany all offer constructive contributions to these discourses.

Automated and autonomous driving does not only concern vehicles carrying persons,
although these are currently often at the center of discussion. The starting point of the
development of autonomous vehicles were two competitions run by DARPA, part of the
AmericanMinistry of Defense, in a desert-like area in the years 2004 and 2005, and a chal-
lenge in an urban area in the year 2007 (Urban Challenge [16]) The military continues to
be an important driver in the development of automated and autonomous driving. More-
over, there is intensive work being done worldwide on automated and autonomous trucks
[17–19], trucks for farming [20] and special vehicles, for example for mining [21].

39.3 Benefits of Automated & Autonomous Vehicles

The most important benefits of automated and autonomous vehicles is the reduction of the
risk of accidents. Every year more than 1.2 million people die as a result of traffic acci-
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dents: In Germany approx. 3500 people die in traffic every year and more than 300,000 are
injured, many of them seriously. According to coinciding estimates approx. 90% of these
accidents were caused by human error [22]. Automated and autonomous vehicles, i. e.
robots, work without error as long as they are programmed correctly. Robots are always
attentive, never tire and carry out the programmed maneuver under all circumstances. In
view of this, it can be assumed that the number of accidents will decrease with an increas-
ing degree of automation. The higher the level of development of these robots, the more
complex the traffic situations they can recognize, compute and master. Already currently
the figures issued by insurances indicate that, for example, the automatic emergency brake
assistant reduces rear-end collisions by 38%, the lane keeping assistant reduces accidents
by 4.4% and the lane changing assistant by 1.7%. Whoever is driving on the highway
using the adaptive cruise control knows how comforting it is when the robot “thinks in
advance” and initiates a braking maneuver if another vehicle surprisingly pushes in ahead
of you.

A further benefit of highly automated and autonomous vehicles in future, is the fact that
the driver can better utilize the time spent in the vehicle. Initial tests show that the time can
be used for entertainment, for example in the form of movies, work, and also resting up.
Rupert Stadler, Audi CEO, speaks in this context of about 25 h, which customers can gain
through the use of highly automated and autonomous driving [23]. A study by Horvath and
partner, which was conducted in cooperation with the Fraunhofer Institute for Industrial
Science, showed that the additionally gained time in the vehicle could lead to a billion
Euro market [24].

Autonomous driving will make a contribution to increasing social justice. Older cit-
izens, sick and physically challenged people are partially excluded from automobile in-
dividual mobility today. They cannot or are not permitted to drive vehicles themselves.
Autonomous vehicles enable them to use this form of individual mobility, since a robot is
the driver. In a video on user behavior in the case of autonomous vehicles from Google,
shows a blind elderly man, as a representative of this group of people, who is quite obvi-
ously enjoying the trip [25].

Further benefits are expected from the influence on inner city traffic and city planning,
once autonomous vehicles have become reality. Public space can most probably be utilized
differently and more advantageously. It can already be seen that automated parking, which
will be offered in vehicles in the near future, will improve the usage of parking space in
park garages by approximately 30%. New traffic and city development concepts will be
possible. In the context of the Audi Urban Future Initiative [26] the city of Somerville,
a suburb of Boston, demonstrates what a suburb with autonomous vehicles could look
like. It is planned to realize this concept in the near future [27].

The benefits mentioned are difficult to quantify. Nevertheless, there are first attempts.
A study by Morgan Stanley estimates the benefits of automated and autonomous vehi-
cles in a pessimistic scenario 0.7, an optimistic scenario 2.2 and in a realistic scenario
1.3 quadrillion USD [11, p. 8]. The 1.3 quadrillion are made up of mainly 488 trillion
through savings by avoiding accidents, 507 trillion through productivity gains through
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better utilization of the time spent in the vehicle, 158 trillion through fuel savings and 138
trillion through the avoidance of traffic jams. A study by the Rand Corporation [28] goes
on the assumption that autonomous driving reduces accidents, makes a contribution to
social justice, avoids traffic jams, reduces land usage and reduces environmental damage,
among others.

39.4 Automated & Autonomous Vehicles and Their Infrastructure

Automated vehicles can be seen as so-called cyber physical systems, i. e. a combination
of physical product and associated computer supported information processing. Cyber
physical systems address the close connection of embedded systems for the control and
steering of physical processes using sensors and actuators via communications connec-
tions with the global digital net (cyberspace). The higher the proportion of information-
and communication technology, i. e. the degree of automation in the vehicle, the larger
and therefore more central will be the proportion of computer supported information pro-
cessing in adding value and in the development of a vehicle.

Automated and autonomous driving can be described by the structure “Entry – pro-
cessing – output”, well-known from information processing. The input of the data, which
the vehicle requires for automated driving, occurs via sensors. The sensor technology re-
quired for automated driving, is illustrated in Fig. 39.1 as an example on an Audi RS 7

Fig. 39.1 Audi RS 7 piloted driving concept
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[29]. This vehicle is able to drive automatically at speeds of up to 240 km/h on a closed
racetrack. The cars available from other manufacturers currently possess – although there
are manufacturer-specific differences – basically a sensor technology, which is compara-
ble to that of the Audi RS 7. Not every model of car, however, has all of the sensors built
into the Audi RS 7.

The sensor technology of the RS 7 consists of GPS, ultrasonic sensors, radar- and cam-
era systems. Each of these sensors captures different aspects of the environment on the
basis of specific features. Therefore, ultrasonic sensors, for example, are efficient only in
the nearby area and are used for parking assistants. Radar systems are effective for greater
distances and are used for automatic vehicle interval control (in Audi terminology: ACC
Adaptive Cruise Control). Infrared sensors are used predominantly at night. Camera sys-
tems capture and identify objects, such as other vehicles, for example, and other motorists
or pedestrians and follow these. The GPS system is a further part of the sensor technology,
which recognizes the location and movements of a vehicle. Differential GPS is based on
the well-known and commonly used GPS, but it is more precise. The Lidar (Light Detec-
tion and Ranging), a sensor technology based on laser technology, which is related to radar
technology, will, in future, enhance the sensor technology of automated and autonomous
vehicles in the near future and will increase the precision and range of environmental de-
tection. Additionally, the entry of the destination takes place via the user interface of the
navigation system. The development of the sensor systems and the software to recognize
objects, identify them, track them and, in a best case scenario to predict their behavior
is a focus of research and development for automated and autonomous vehicles. In the
area of object recognition, identification and tracking, a jump in development is expected
through the increased utilization of machine learning, or deep learning [30].

The perceptions of the individual sensors are compiled during processing to show an
image of the environment. The processing system knows the destination from the entry
into the GPS system and the route to this via the maps. On this basis how the vehicle
should move is calculated in real time. Processing of the entries into driving commands is
a computing process, which has to take place in real time. It places high demands on the
computing process. The processors, which are responsible for this, will in future consti-
tute a central component of vehicles. Individual experts are of the opinion that this central
unit will equal the engine in significance for the vehicle. The issuing of the driving com-
mands is effected by so-called actuators to the electronic accelerator, the electronic brakes
and the electronic steering. In the automated vehicle, these power units are addressed via
the network, i. e. “by wire” and moved by electric motors. The movement of a vehicle
exclusively “by wire” is a jump in development, which is a deep encroachment into the
development and operation of vehicles.

The actual process of automated and autonomous driving will be completed by fur-
ther entry, processing and output functionalities. Above all, the interface to the driver,
the so-called user interface, is of great significance. A central aspect in automated and
autonomous vehicles is the process by which the driver wants to, or has to, because of
a dangerous situation, return to taking control while the vehicle is travelling in automated
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mode. Problems, which have to be solved for this process are, for example, how the driver
will be informed that he or she needs to take control, or how he or she receives the in-
formation that he or she can safely control the vehicle. Already today there are different
interfaces to the driver in automated vehicles, for example warning lights, which are pro-
jected into the windscreen, acoustic signals or vibration of the steering wheel with or
without automatic steering correction if the vehicle begins to leave the designated lane.
A further aspect which will play a major role in future is the interface of highly automated
and later autonomous vehicles with the environment, for example pedestrians.

When vehicles travel for longer periods of time in highly automated or later au-
tonomousmode, it will be possible to construct and use the interiors of vehicles differently.
In this context, one speaks of a change from driver-orientation to benefit-orientation. The
benefit-creating usage of time in the vehicle is in the foreground. The steering wheel,
for example, is reduced in significance in a highly automated vehicle. The Mercedes
F015, a prototype of an autonomous vehicle, has only a rudimentary steering wheel.
Autonomous vehicles will not have a steering wheel anymore. The Mercedes prototype
and the Google vehicles illustrate that highly automated and autonomous vehicles enable
innovative design of the interior. What these vehicles will eventually look like will be
decided by the customer, or how they will imagine spending their time when the vehicle
is travelling autonomously.

In future, not only the interior but also the external appearance, or the concept of the
vehicle will most probably change [31]. The Google prototypes are built for low speeds
and short distances, the so-called “last-mile”. Their area of operation is the autonomous
short-distance traffic, for example home from the railway station. Road trains, a type of
bus with a capacity of up to 20 people, represent a mixture of classic bus and taxi. They
serve the more individual transport of several people over short or medium distances.
Contrary to these automatically travelling special vehicles will be the highly automated
and later autonomous universal vehicles. They are similar to today’s vehicles, but enable
highly automated and autonomous driving.

Independent of the development of automated and autonomous driving, today’s vehi-
cles have already been connected over the last few years, mostly via the mobile network.
Currently this interconnectedness is largely used for local communication, for text mes-
sages, and for entertainment. The interconnection of vehicles (Car2Car.communication)
with the infrastructure (Car2Infrastructure-communication) and with cloud services will
play a large role in highly automated and autonomous driving. Car2car-communica-
tion, for example, will enable the process where cars will transmit information about
speed, directional change or danger situations directly to all other vehicles in the vicinity.
Car2Infrastructure, for example, connects a vehicle with traffic signs or traffic lights. Of
special significance for highly automated and autonomous driving is the interconnection
of the vehicle with cloud services. Highly precise maps are of central significance for
highly automated and autonomous driving. Through interconnection with, for example,
highly precise maps available from the cloud, the steering of the vehicle can be improved
in extension with the environmental images received in the vehicle by the sensors. Infor-
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mation about temperature, weather, roadworks or danger situations can be made available
to the highly automated and autonomous vehicles. At a price of 2.4 billion euro Audi,
BMW and Daimler have bought HERE, the map division of Nokia against this back-
ground [32]. The aim is to make available to highly automated and autonomous vehicles
digital services, for example in the form of maps or route information, in the sense of
a digital ecosystem together with other partners, based on the highly precise map material
from HERE [33]. During the CeBIT 2016 in Hannover, Huawei presented a first prototype
for 5G networks. This technology will be of great significance when large amounts of
data are exchanged between vehicles, with the infrastructure or with cloud services [34,
35].

39.5 Automated & Autonomous Vehicles and Their Infrastructure

Highly automated and later autonomous vehicles will change the automobile industry. In
a structure-changing manner, as we know it from, for example, electronic commerce, we
will see the corresponding changes from a market penetration exceeding approximately
10%. The proportion of online purchases expressed as a percentage of total purchases in
Germany in 2015 amounted to approximately 11.5% [36]. The repercussions on the retail
trade are considerable. It is to be expected that the automobile industry will soon feel the
effects of highly automated and autonomous driving and that this will cause structural
changes shortly after 2020. These disruptive effects of automated and autonomous driving
in the automobile industry will further be exacerbated by additional megatrends:

� The development towards electric vehicles is a trend change for the established auto-
mobile industry, whose consequences are currently not foreseeable. Tesla has proven
that many customers in the high price bracket are willing to purchase electric vehicles,
regardless of the fact that electric vehicles are afflicted with many uncertainties.

� A further megatrend, which can alter the changes in the automobile industry, results
from the so-called “share-economy”. Enterprises such as, for example, AirBnb or Uber
have shown that the so-called share-economy was able to shake the lodging and taxi
industries in its foundations. The trend of many young people to see themselves as
participants of the so-called share-economy will have an effect on the mobility sector.
Offerings such as Drive-Now and Moovel by Daimler or Mobility in Switzerland show
that the share-economy is also moving into individual traffic.

� The growing environmental consciousness and, concretely, the aim of more and more
people to reduce their carbon footprints, increases the speed of the change.

These three megatrends will intensify the structurally changing effects, which occur
through the development towards autonomous vehicles.
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39.5.1 The Growing Impact of Information Technology

Automated and autonomous vehicles can, as already indicated, be seen as so-called cyber
physical systems. The proportion of information and communication technology to the
added-value and the functionality of the vehicle is a deciding factor in automated and au-
tonomous vehicles. In a study by the Fraunhofer Institute for Industrial Engineering and
Organization, which was conducted by mandate of the Federal Ministry for Economy and
Energy, it is estimated that the market volume of systems for highly automated driving
will grow from 4.38 billion euro in 2014 to 17.3 billion euro in 2020 [37]. The valued per-
centages in this market are spread as follows: 36% for sensor technology, 19% for control
units, 18% for software development, 17% for validation and testing (incl. sales margin)
and 10% for user interface, maps and back-end services as well as systems integration
[37].

The automobile industry has to establish expertise in the information and communica-
tions technology at the same high level as in the classic competencies, which it built up in
over 100 years. Different automobile manufacturers and suppliers, which are affected by
precisely these changes, are making great efforts to master this challenge. The absolute
figure as well as the relative number of people working on information and communi-
cations competencies, above all software development, is rising. Continental, one of the
large component suppliers, has already employed more than 10,000 software developers
since 2012 [38]. Numerous automobile manufacturers, such as VW, BMW or Daimler
and also suppliers such as Bosch or Michelin have established labs in Silicon Valley in
order to be closer to the development of information and communication technology. The
VW lab is integrated into the campus of Stanford University [39]. Many prototypes of au-
tomated and autonomous vehicles were developed in this laboratory in cooperation with
the Engineering Department of Stanford University. General Motors works together with
CarnegieMellon University, one of the other hot spots of automated and autonomous driv-
ing [40]. Toyota invests a billion dollars in machine learning in universities on the west
and east coats of the USA [41]. All of these efforts indicate that the traditional automo-
bile industry and its suppliers have started with the so-called digital transformation. This
transformation process is proving to be very difficult when talking to leading personali-
ties from the automobile industry. The further development of vehicles to cyber physical
systems is not undisputed with many experienced employees of the automobile industry.
The cultural change of companies, which, in the past, produced mechanical products with
a few electronics, to move to products for which, in future, software is the deciding com-
ponent and the metrics of Silicon Valley apply, is a difficult step for traditionally thinking
and classically trained engineers. A further reason for resistance is the development from
driver to benefit orientation, which is being initiated by autonomous driving. For many
traditionally thinking proponents of the automobile industry it is simply not feasible that,
in future, not the sporting driver, but a programmed robot has control over the vehicle.
The change in the sector is visible: In his speech at the Consumer Electronics Show 2014,
Rupert Stadler made clear that digitalization in the automobile industry has top priority
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[42]. Numerous CEO’s of the automobile industry have followed his example. Today the
CES is not only one of the most important fairs for consumer electronics, but also one of
the most important automobile fairs.

39.5.2 New Competitors & New Suppliers

The digital transformation of the automobile industry opens, just like every technolog-
ical change, chances for new suppliers. Above all, the combination of electro-mobility
and digitalization motivates people from outside of the industry and start-ups to invest
in mobility. Tesla is a well-known example, Faraday [43] is a further automobile manu-
facturer, which is developing in Silicon Valley. Mobileye, an Israeli high-tech company,
which develops camera systems and the corresponding software, among others, delivers
central components for automatic and autonomous driving to many traditional automobile
manufacturers.

In the vicinity of Stanford University in Silicon Valley not only labs of the traditional
automobile industry have been established, but also new players have been created. The
most well-known example is Google, which is engaged in autonomous mobility. Google
has enticed away numerous people, who worked on autonomous vehicles at Stanford or
Carnegie Mellon University, for example Chris Urmson [44]. The next internet giant,
which could become active on the automobile market is Apple. There have been rumors to
this effect for some time. For these internet giants the development to autonomous driving,
or the digitalization of vehicles is an ideal starting point. With their competency in infor-
mation and communication technology, above all the ability to master complex problems
with algorithms, and to utilize new technologies, such as machine learning in any given
area, the internet giants are opening up the automobile market from the software side. One
cannot say in the year 2016 whether these strategies will ultimately be successful, but they
will definitely accelerate the digitalization process and contribute to the structural change
in the automobile industry.

39.5.3 New Locations

Silicon Valley has been distinguishing itself for the last few years as the center for the
future in the automobile and mobility industry. When talking to insiders of Silicon Val-
ley one has been hearing now for several years “The valley loves mobility”. Numerous
companies and entrepreneurs are convinced that the increasing digitalization of vehicles,
together with mobility platforms on the internet, such as Uber, offers the hard- and soft-
ware industry in Silicon Valley the chance to penetrate the vehicle and mobility market.
The unique mixture of innovation power, entrepreneurship and currently almost unlimited
financial means in Silicon Valley, presents a good foundation for penetrating new markets.
The simple motto of these new suppliers is “The more software, the more Silicon Valley”.
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When talking to politicians in Detroit, Munich and Stuttgart, one indeed gets the impres-
sion that these traditional locations for the automobile industry are in direct competition
with Silicon Valley. For the automobile industry, on the other hand, there are no alterna-
tives to a certain degree to the establishment of at least research and development centers
on the west coast. Whether, in future, hundreds or thousands of software developers will
program software for automated and autonomous driving for traditional automobile man-
ufacturers in Silicon Valley cannot be predicted at the moment. It is, however, at least
a realistic option.

A central aspect in the development of new future-oriented locations for the automobile
industry is legislation. Automated and, in any case, autonomous driving requires changes
in existing laws. A real competition among legislators can be observed. In the USA, the
states California, Nevada, Michigan and Florida have taken the initiative [45]. In Germany,
a draft legal bill for autonomous driving was tabled in summer 2016 [46].

39.5.4 From Car Produce toMobility Provider

For a few years now the mobility landscape has been changing. Car-sharing for exam-
ple, has been spread for example by Daimler’s Car2Go, BMW’s Drive-Now, or Audi’s
Unite [47] and also by vendors such as Mobility in Switzerland. Uber and Lyft, being so-
called mobility platforms, are very successful in attacking established taxi companies. Ad-
ditionally, they are building large customer bases, which can be analyzed for the mobility
requirements of these customers. Railway companies such as the German Federal Rail-
way or the Swiss National Railway collect extensive data on the mobility requirements of
their customers on their websites (bahnd.de and sbb.ch). Automobile manufacturers are
beginning to get increasingly involved in this market. Daimler has consolidated its mo-
bility platform in Moovel [48] and plans to buy up taxi companies across Europe [49].
Daimler already participates in Mytaxi. Moreover, there are cooperations with German
Federal Railways [50]. General Motors holds interests in Lyft [51]. According to press
reports, Uber is negotiating with Daimler as to the purchase of a large number of S class
models, which are suitable for autonomous driving [52]. Railway companies are busy in
the sense of strategic early recognition with the effects of autonomous driving. There are
indications that mobility platforms will play the central role in reaching so-called “Seam-
less mobility”, i. e. optimal connection of different means of transportation. Autonomous
automobile mobility will be an important contribution to the “Transportation chain”. In
view of this background, tests with the previously mentioned road-trains or the so-called
“Last-mile-vehicles”, which are similar to the Google vehicles, must be seen as a con-
tribution to future mobility. In this view, automobile manufacturers should rethink their
position in the transportation chain. Examples from other sectors, such as retail trade or
the travel industry show that the companies, or platforms, who have customer contacts
and customer data will ultimately determine which vendors under which conditions will
be used in future, and who are able to set up digital ecosystems. In any case, it is becoming

http://sbb.ch
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apparent that the requirements of the young generation, the so-called digital natives, will
change the understanding of mobility.

39.6 Outlook: the First Steps on a Long Journey

Automated and autonomous vehicles are cyber physical systems, i. e. the mechanical
components are enhanced by extensive information and communication technology. This
means that in research and development, and also in the maintenance of the vehicles in
future extensive competencies in information and communication technology will be re-
quired.

In view of this, the automobile industry and the entire mobility sector are facing a major
upheaval. Software, whether it be in the car itself, or as a mobility platform, will become a,
perhaps even the deciding, factor in competition. For the traditional manufacturers and
component vendors, this represents a major challenge against this background of digital
transformation.

The further development of vehicles primarily controlled by humans to automated
and ultimately autonomous vehicles is unstoppable and offers numerous opportunities for
economy and society. The inherent dangers must be extensively and openly discussed in
political and social arenas.

At present, we still cannot predict how quickly or when autonomous vehicles will be
available on the market, reach greater market penetration and start the disruptive process
of change in the mobility sector. There are currently already automated vehicles on the
market. The structure change has already started. Mobility vendors, which are unable to
develop their core competencies will face great, perhaps existential problems. It seems
clear today that stakeholders in the ecosystem “Mobility” will have to concern themselves
with the digital transformation, in the sense of the Chinese philosopher Confucius, who
said: “Every journey starts with the first step”.
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40HubAirport 4.0 – How Frankfurt Airport Uses
Predictive Analytics to Enhance Customer
Experience and Drive Operational Excellence

Rolf Felkel, Dieter Steinmann, and Frank Follert

Abstract
In this article, an overview is given of several recent projects at Frankfurt airport that
broke new ground by using predictive analytics and adopting innovative approaches
to tackle commercial and hub specific operational challenges with big data analytics.
The first exemplary project focused on the design and implementation of a compre-
hensive passenger flow management solution, which resulted in reduced waiting times
leading to significantly increased customer satisfaction. Furthermore, the Smart Data
Lab concept is presented, an agile approach to investigate business opportunities with
predictive analytics which has been successfully applied to various topics such as rec-
ognizing trends in retail revenues.

40.1 Introduction

With more than 61 mi. passengers in 2015, Frankfurt Airport is Germany’s largest airport
and a leading international traffic hub in the heart of Europe. At Frankfurt Airport, pas-
senger demand has been growing incessantly over the past decades, pushing the capacity
utilization of the airport infrastructure, such as security checkpoints and passport control,
towards design limits. Currently, a major expansion program is in progress, including the
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construction of a new terminal. In parallel, latest advancements in technology are being
implemented to support airport operations and to provide the passengers with a great travel
experience.

In this context, Big Data technologies, and most notably predictive analytics, are a key
success factor to enable Fraport, owner and operator of Frankfurt Airport,

� to continuously improve operational processes,
� to obtain a sound basis for business decisions, and
� to increase customer satisfaction.

Based on its integrated business model, Fraport is in the unique position to correlate
and integrate data from various business domains such as flight data, ground handling
data, and retail data and passenger data. This exclusive source is subsequently used to
obtain new insights that serve as a basis for deriving consequential and adequate action
strategies.

40.2 Passenger Flow Analysis

Smallest possible waiting times, e. g. at security checkpoints, are a critical factor for pas-
senger satisfaction. In order to minimize waiting times, Fraport developed an integral
strategy for advanced passenger flow management. It is based on the fact that the waiting
time at a specific process point (such as security checkpoints or border control) is pre-
dominantly determined by the capacity, in terms of throughput, of the process point as
well as the number of passengers appearing at the process point in a specific time frame.
Core strategy of the selected approach is to continuously balance the effective through-
put capacity and current passenger demand. Implementation of this procedural method is
realized by either adapting the capacity to the expected demand or by redirecting the de-
mand to process points with capacity available. This presupposes to permanently obtain
an overview of the current passenger situation in the terminals as well as to predict its
future development over the next hours – especially in terms of the demand at the various
process points. From a conceptual point of view, Fraport’s approach to passenger flow
management comprises three consecutive steps:

The first step is to measure the passenger flow through the terminal at multiple pro-
cess points. For this purpose, data is collected by means of various sensor technologies
including video based solutions and boarding pass bar code scanners.

In a second step, forecasts of the future demand at different process points are cal-
culated. This process uses sophisticated models to predict the number of passengers on
each individual flight as well as the transfer relations between all flights. These are used
to compute quantitatively corroborated passenger flow prognostications between differ-
ent gates, gate areas, concourses and terminals. Finally, advanced technologies such as
agent-based behavior simulation are applied to calculate the expected movement of the
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Fig. 40.1 Interaction of Disciplines

passengers through the terminal, allowing conclusions on the future demand at individual
process points.

In the third step, the resulting data from the measurement and forecasting functions are
taken as a basis for decision making processes, either affecting the staffing of the process
points or passenger guidance via dynamic signage for wayfinding in the terminal. Each of
the individual steps is described in further detail in the following sections.

For an adequate calculation of the future demand in step two an interaction between the
three disciplines measuring, forecasting, and controlling the passenger flow is compulsory,
as shown in Fig. 40.1. A more detailed insight in the whole passenger flow management
is given in [1].

40.2.1 Measurement of the Passenger Flow

Fraport has been exploring various technologies to measure the actual passenger flow
through the terminal building over the last decade, thereby gathering significant expertise
in this challenging discipline. While some of the technical solutions that were imple-
mented, tested and evaluated proved to be promising or adequate, others were removed
after a few years, since technical developments or changing conditions inside the termi-
nal negatively influenced the results with the technology. Fraport decided to make the
experience gained in implementing and utilizing various passenger flow measurement
technologies available for airports worldwide by coauthoring a paper on Best Practice



446 R. Felkel et al.

on Automated Passenger Flow Measurement Solutions (version 1.1) [2] issued by ACI
World1. Please see [3] for further information. Finally, two solutions have proven to de-
liver sufficient quality and reliability for permanent operational use at Frankfurt Airport:
the boarding pass scan and a camera based passenger counting solution.

Passengers proceeding through a boarding pass checkpoint scan their 2D barcodes on
the boarding passes they are carrying in digital form on their smartphones, or as print-outs.
After the validity of the boarding pass was successfully checked, an anonymized excerpt
of the data is transferred for further processing. Nevertheless, the majority of passenger
flow related information is gathered with a video detection technology. It can provide data
on the amount of passengers in a queuing area or at the checkpoint in close to real time.
The specific solution used at Frankfurt Airport does not deliver video streams over the
local IP network, but provides the results of a counting process conducted internally in the
cameras.

The raw data delivered by the boarding pass scanners and the passenger flow mea-
surement cameras are used to calculate several performance indicators, such as waiting
times, throughput, arrival profiles2, or area occupancy. Most of the measured and all of
the calculated data is stored in the central data warehouse BIAF (Business Intelligence
Architecture Framework) for further processing and analysis. This powerful BI platform
supports all operational processes managed by Fraport at Frankfurt Airport and contains
detailed historical data from the last decades as well as up to date process information
from all relevant processes including ground handling. Consequently, the second step of
the integral passenger flow management, calculation of forecasts on the future demand, is
also implemented on the BIAF platform.

40.2.2 Forecast of the Passenger Demand at Process Points

The function calculating the passenger demand forecast is the core of the entire passenger
flowmanagement solution. It consists of four modules: the data preparation, the forecast of
the passenger numbers on board of a flight and the number of transfer passengers between
flights, the simulation of the passenger flow inside the terminal building, and finally the
visualization of the results on a sophisticated HMI3.

The data preparation module selects and prepares the historical data for calculating the
subsequent forecast. Significant attention to this process step is necessary to achieve high
data quality, which is automatically and manually double checked. This process requires
diligent quality assurance measures, as inaccuracies at this stage would potentially render
the final result inaccurate or incorrect.

1 Airports Council International World.
2 The arrival profile shows how many passengers typically show up at a process point in a predefined
time pattern.
3 Human Machine Interface.
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The forecast module predicts two important variables: the number of passengers on
board a future flight, represented by its flight number, as well as the transfer relations be-
tween inbound and outbound flights, in terms of how many passengers from an inbound
flight A will transfer to an outbound flight B. This is a complex and comprehensive task,
given the between 1200 and 1500 passenger flights operated in Frankfurt per day. The fore-
cast takes into account various external influencing factors such as school holidays, public
holidays, seasonal effects, and fairs. The transfer relations are of major importance since
more than 50% of all passengers in Frankfurt are changing flights in Frankfurt and con-
tinue to their final destination. An unprecedented level of forecast precision was achieved
by combining multiple statistical methods, including decision-trees, linear regression and
multiple imputation.

In order to calculate future passenger demand at specific process points, a powerful
simulation platform was erected. It operates on a detailed model of the terminal buildings,
including security checkpoints, boarding pass control points, boarding gates as well as
the corridors, stairs, elevators and terminal areas connecting them. By combining state-
of-the-art simulation technologies, i. e. discrete event processing and agent-based behav-
ior simulation, Fraport was able to achieve an adequate quality of the simulation results
required for the subsequent process steps. The event discrete simulation is used to model
process points (e. g. security checks). The future capacity of the process points is required
as input data for the modelling process and is obtained from the relevant staff planning
and scheduling systems. The agent-based simulation models the movement of passengers

Fig. 40.2 Passenger Flow Analysis (PFA) HMI
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through the terminals between the successional process points. For this purpose, probabil-
ities for different connecting paths are assessed in order to represent the complex topology
of the terminals, especially in Terminal 1. The processing time needed to simulate the en-
tire airport for one day of operation was gradually reduced to less than two minutes by
using an optimized behavior model for the agent-based part of the simulation platform.
An integrated feedback loop analyzing discrepancies between the forecast and the subse-
quently measured passenger flow, is used to continuously improve the parameters used in
the highly sophisticated simulation approach. The simulation phase results in detailed pre-
dictions on the number of passengers expected to reach a specific process point at a certain
point in time in the future. This corresponds to the expected demand at the process points.

Fraport’s IT department and experts from the Terminal Control Center (TCC) have
jointly specified and developed a powerful HMI on the BIAF platform (see Fig. 40.2 Pas-
senger Flow Analysis (PFA)), depicting the predicted demand and the measured passenger
flow information at a process point. The HMI provides decision makers in the TCC with
all information they need to efficiently manage the complex passenger flow at Frankfurt
Airport, including the number of connecting passengers between flights and the corre-
sponding connection times.

40.2.3 Managing the Passenger Flow

As depicted in Fig. 40.2, the decision makers in the TCC have access to all relevant in-
formation, the measured passenger flows, process point specific demand predictions, and
transfer information, via a single highly integrated HMI. It enables the responsible staff to
take corrective action in case demand and capacity are predicted to get out of balance at
specific process points.

In principle, TCC staff has two options to tackle imminent imbalances. First, personnel
can be instructed to move from one process point to another or to either open or close
specific lanes at checkpoints. Second, passengers can be actively guided to alternative
but functionally identical process points with sufficient remaining capacity immediately
available. This process is implemented via 102 pre-defined wayfinding scenarios through
the terminal buildings available to the TCC staff. Whenever a specific scenario is selected,
in excess of 100 dynamic signage displays in more than 40 locations provide unambiguous
guidance information to passengers.

40.2.4 Results and Next Steps

The innovative passenger flow management solution implemented at Frankfurt Airport
has been leading to significant service improvements. Moreover, the data generated in
the flow management process can be used on various communication channels to inform
passengers as well as so called ‘meeters and greeters’ on the current situation in the ter-



40 Hub Airport 4.0 449

minals. Users of the Fraport Mobile Passenger App (FRA App) [4, 5] have for instance
access to up to date measured queue times at security checkpoints. The same information
is presented to passengers inside the terminal via displays. In the future, passenger flow
management information and individual guidance instructions may also be integrated with
way-finding and indoor navigation solutions in the FRA App.

40.3 Smart Data Lab

Fraport has recently started a new and innovative initiative for investigating new ideas
for applying Big Data and predictive analytics to business problems (commercial as well
as operational): the Smart Data Lab. In this environment, interdisciplinary teams of data
analysts, mathematicians, business process experts, and IT specialists successfully work
on clearly delimited business challenges with high relevance in a predefined time frame of
several weeks. The most promising results achieved during a Smart Data Lab period will
be turned into regular implementation projects in order to thoroughly prepare a sustainable
utilization of the findings in daily operations or business.

The following elements were identified as key success factors for the Smart Data Lab:

� it is a mandatory prerequisite to provide the interdisciplinary working groups with un-
limited access to all data the company possesses,

� the teams need to be composed adequately,
� the lab has to constitute a protected environment that accepts initial failure as progress

towards the best possible solution, and
� a powerful analytic toolset is needed as well as agile working methods.

With regard to the first success factor “unlimited access to all data”, Fraport has es-
tablished two comprehensive centralized BI data repositories (the Business Intelligence
Architecture Framework BIAF for operational data and SAP Business Warehouse for ad-
ministrative/commercial data), which have been collecting relevant business data for many
years and keep them available for detailed analysis through various channels and tools.
Based on its integrated business model, Fraport owns data from various areas of the air-
port business’ value added chain, including flight data, ground handling data, passenger
flow data, retail data etc. It is essential that the Smart Data Lab team has access to all data
across business units, as this allows for the identification and investigation of interrelations
between different data sets and the related business processes.

The second key success factor is related to the best possible composition of the in-
terdisciplinary teams. Besides experts in data analytics, the team needs to comprise rep-
resentatives with detailed knowledge of the business processes related to the operational
problem under investigation, such as business analysts and process experts. Moreover, the
ICT department provides technical and methodical assistance – especially concerning the
data repositories and the available tools.
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Thirdly, it is important that the team is able to operate in a protected and non-con-
straining environment. This allows for the formulation of new hypotheses unpersuaded by
typical limiting factors such as the previously established approach or political influences.
Nothing is stigmatized as off-limits and the teams can use the available data to evaluate
any correlation that appears constructive. Moreover, it is very important that failure is
an accepted outcome of the investigation phase. The earlier an approach fails, the better,
since it is then more likely that the team is able to find a better approach towards the right
answer in the remaining available time.

In addition, the industry-leading BIAF platform provides a powerful toolset for cus-
tomized analysis and reporting. One of the modules is a visual analytics tool that enables
the user to display and explore georeferenced data as shown in Fig. 40.3. A typical exem-
plary application based on these capabilities is a visual analysis of the distribution of retail
sales in different terminal areas. With the help of this tool set, data analysts can drill down
into data sets in close to real time in order to identify superordinate patterns and trends.

Finally, the working methods in the Smart Data Lab follow agile principles, e. g. by
using a Kanban board to illustrate tasks and progress and by holding short daily (stand-
up) meetings to facilitate team communication and to scrutinize progress. Fraport has
been making repeated use of the Smart Data Lab and achieved remarkable results. Some
examples are presented in the following subsections.

Fig. 40.3 Visual Analytics
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40.3.1 Recognizing Trends in Retail

Today, non-aviation revenues contribute significantly to the overall financial success of
an airport. An important source of non-aviation revenue is retail, where airport opera-
tors typically earn a share of the retail revenues of the stores in the terminal buildings as
a concession fee.

Against this background, the Smart Data Lab was tasked to derive a method to forecast
retail revenues and to identify deviations from earlier predictions. Based on a statistical
analysis of historical data, it was found that the overall retail revenue can be predicted
with high confidence based on only two parameters: number of passengers and time.

In order to detect deviations from the predicted trend, a control chart was developed
which illustrates the deviation of the predicted retail revenue from the actual revenue over
time. It includes lower and upper boundaries for the deviations which trigger a warning
whenever they are crossed. These warnings subsequently lead to a root cause analysis of
the deviation and enable the airport management to take corresponding actions.

40.3.2 Optimization of Aircraft Positioning

The Smart Data Lab recently investigated the impact of aircraft stand allocation on retail
revenue. Previous analysis had exposed that different passenger groups, e. g. passengers
to certain destinations, have different shopping preferences and behaviors. The resultant
challenge for the Smart Data Lab was then to analyze how the planned allocation of air-
craft to stands on the aprons – which in turn, at least to a large extent, determines the path
of the passengers through the terminals – can influence retail revenue.

As a first step, a rather simple model only relying on gate information was consid-
ered, but this model had limited explanatory power only. Consequently, as a second step,
a multivariate model taking into account gate, airline, destination, waiting time, dwelling
time and other parameters was implemented and led to significant results. Based on these
insights, a prototype was developed which allows to simulate effect on retail revenues
of holistic positioning plans. Furthermore, the prototype is able to calculate the opportu-
nity cost of suboptimal positioning plans and to suggest ‘retail-optimized’ positions for
connecting flights.

40.3.3 Improvement of Estimated In-Block Time

Efficient planning of the ground handling activities at an airport requires precise estima-
tions of the arrival times for incoming aircraft. An aircraft arriving at the parking position
before the ground handing crew arrives on site may lead to fines to be paid by the ground
handling department to the aircraft operator. On the other hand, if the aircraft arrives on
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stand a long time after the ground handling crew, they will be idle for some time, leading
to inefficient resource allocation.

Currently, the time stamp “Ten Minutes Out” (TMO), i. e. the aircraft is expected to
land (touch down) in ten minutes, is used as a major triggering milestone for ground
handling operations. By definition, TMO does not take into account the taxi-in process
of the aircraft from vacating the landing runway to the parking position. In the past, the
taxi-in time was taken from a fixed tabulation providing standard taxi times based on the
planned runway and the parking position only.

A Smart Data Lab project team analyzed the current situation and discovered that the
majority of asynchronous arrivals of aircraft and ground handling crews at parking posi-
tions was due to unexpected high variations of the actual taxi-in times from the standard
taxi time. The main causes of this effect are comprehensible with common sense: the
traffic at Frankfurt Airport has been growing significantly over the last decade and the
complexity in surface traffic management has been increasing simultaneously and espe-
cially since the new runway 25R/07L opened in 2011 leading to converging traffic flows
on the airport surface. However, the majority of changes in the taxi route leading to unex-
pected taxi-in times is caused by runway changes during final approach, i. e. after TMO.
The actual landing runway has a significant effect on the expected taxi time as the dis-
tances from the different landing runways to the allocated parking position may be very
different.

An alternative and promising time stamp in the aircraft arrival process is the “Esti-
mated In-Block Time” (EIBT) – the estimated time an arriving aircraft reaches its aircraft
type specific stopping point on the parking position – including the taxi-in process. A high
quality EIBT available 15 or 20min prior to the real in-blocks event would be very helpful,
since it would provide the ground handling crews with unprecedented planning reliability.
Hence, the Smart Data Lab accepted the challenge to improve the EIBT calculation in
a time range of approx. 15min in advance of the actual event. As a first step, the team
introduced a new time stamp called ‘15min before On Block’(EIBT-15). In order to
establish and to calibrate an adequate calculation model delivering the new time stamp
in sufficiently high quality, the interdisciplinary working group used historical aircraft
surveillance data of the final approach and the taxi-in phase.

Finally, the Smart Data Lab project team was also able to quantify the gain in accuracy
of the new EIBT-15 time stamp compared to the currently used TMO plus fixed taxi-in
time. Based on this information, the business case of a system wide change from TMO
to EIBT-15 can be calculated: while the estimated gain in efficiency and reduction of
penalties are the profits, CAPEX4 and OPEX5 for the change of various IT systems and
procedures constitute the costs.

4 Capital Expenditure.
5 Operational Expenditure.
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This example reflects the rationale behind the Smart Data Lab: the lab itself can demon-
strate a possible improvement based on statistical information. Nevertheless, the decision
to use this improvement in daily business can only be made based on a positive business
case for Fraport AG as a whole, taking into account all cost and benefits.

40.4 Summary

The example of the Passenger Flow Analysis shows the potentials of predictive ana-
lytics for the operational, and indirectly also the commercial, further improvement of
Frankfurt Airport. Based on this insight, Fraport AG has developed the organizational
and methodical approach of the Smart Data Lab. It aims at exploring comparable po-
tentials systematically all across the Fraport business units. The examples dealing with
airport retail revenue trends and improvements by optimal aircraft positioning, and also
the improved ground handling efficiency due to the implementation of EIBT-15, show
how flexibly predictive analytics can be applied to various business scenarios – always as-
suming that a sound basis of historical data is available and powerful tools exist to explore
them.

Fraport AG will reiterate the Smart Data Lab initiative annually and with the clear
objective to improve the business step by step making Frankfurt Airport a Hub Airport 4.0.
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41Preface: Beyond the Hood: the Development of
Mobility Services in theMobile Internet

Markus Heyn

Abstract
It won’t only be the engine that changes the mobility of tomorrow. Where in the past,
the focus of attention in automotive development was on the technology under the
hood, today it is much more on road traffic as a whole. Traffic that is regulated by odd
and even numbered days both in Paris and in Beijing. Traffic that moves at a speed of
19 kilometers per hour in London and five in Mumbai. Yet not only is the volume of
traffic rising. Higher mobility costs and an increasing shortage of parking space, par-
ticularly in urban areas, have resulted in a change in values away from car ownership
and towards convenient use when needed. Young people are growing ever less inter-
ested in having their own car; the option of having access to one is enough. The motto
is: Mobility without restrictions. An ever larger range of mobility services is available
to this target group today. Besides standard car-sharing services, it is possible to rent
bicycles in large cities, ride-sharing services are becoming ever more appealing, and
the public transportation network is increasingly being supplemented by other modes
of transport. For instance, China aims to build an expected 170 new local transportation
systems such as subways and suburban trains by 2030. In addition, connectivity and the
mobile internet have a decisive influence on mobility. Today, people have a high affinity
with the use of web-based services. They take their smartphone with them everywhere
and the next item of information is just a finger tap away. But not only information can
be obtained on mobile devices: whether for search, bookings, payments, or reviews –
today, a simple tap of an index finger on a smartphone display is enough to operate and
manage end-to-end processes and functionalities.

All this shows that automotive manufacturers and suppliers must rethink mobility
in big cities and beyond. Bosch sees the electrification of the powertrain and the au-
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tomation and connectivity of driving as the greatest challenges and transformations
in the development of the mobility solutions of tomorrow. These three development
paths make individual mobility resource-conserving and appealing. What’s more, they
complement each other: it makes driving more relaxing to know that you can go on-
line to find and book not only the nearest free parking space but also the nearest free
charge spot. And automated driving is even safer if vehicles warn each other of blind
junctions or the tail end of a traffic jam. Through the development of the internet and
mobile applications, connectivity opens up numerous new possibilities. Today, control
unit data and driving profiles are recorded and transmitted to digital platforms. Terms
such as fleet management and mobility portals are used in everyday language. The in-
ternet is already in cars, and cars are on the internet. New mobility services are being
created as independent ecosystems on digital platforms. They bring together those of-
fering mobility and those seeking it in a kind of marketplace, combining data from both
sides to form innovative value-added services through new mobile access options. This
means that on the one hand mobility services offer new products that go beyond the
car, while on the other they attract new customers – since in the future these might be
all road users. The future aim is therefore not only to make the technology under the
hood more efficient, convenient, and safe but to organize traffic as a whole so that it is
individual, connected, and intermodal.

41.1 Parking Spaces are Going Online

Typically, any trip in a car ends up at a parking space. Of course, the driver has to find
one first. In downtown areas, the search for parking spaces is responsible for roughly one-
third of traffic. Pressure on parking is growing, and curbside spaces are especially rare.
Searching for an empty parking space is inconvenient, and usually time-consuming and
stressful. No wonder that looking for a parking space ranks in tenth place of the greatest
worries of German car drivers1 and that, according to the online portal Statista, 87% of
drivers are interested in solutions that make it easier to find parking. That is why web-
based parking services have gained considerably in importance in recent years. With what
is referred to as “cellphone parking,” drivers get a parking ticket from a machine when
they drive into the parking lot but without paying. When they leave the parking lot, they
send a text message with the parking number shown on their parking ticket to a number
also shown on the ticket. The parking charges are then either deducted from their prepaid
card or debited from their cellphone bill.

But even when cellphone parking, driver still have to find a parking space. On average
people take ten minutes and cover around 4.5 km when looking for somewhere to park,

1 GfK Verein (2014): Sorgen der Autofahrer in Deutschland im Jahr 2014, http://de.statista.com/
statistik/daten/studie/431413/umfrage/sorgen-der-autofahrer-in-deutschland/.

http://de.statista.com/statistik/daten/studie/431413/umfrage/sorgen-der-autofahrer-in-deutschland/
http://de.statista.com/statistik/daten/studie/431413/umfrage/sorgen-der-autofahrer-in-deutschland/
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resulting in vehicle costs of 1.35 C per search and CO2 emissions of 1.3 kg per km2. Con-
nectivity now makes it possible for vehicles themselves to find a free curbside parking
space. With community-based parking, the car becomes a driving parking sensor in the
Internet of Things (IoT). It detects parking spaces on the side of the road with the sen-
sors of its parking assistant. In Germany, the most common assistance systems in modern
cars are parking assistants. According to a Bosch evaluation of the 2014 vehicle regis-
tration statistics, of the nearly three million cars that were registered that year, half of
them (52%) feature just such a system. The picture is fairly similar in other countries:
in Belgium and the Netherlands, half of all new cars in 2014 (50%) come equipped with
a parking assistant. In the U.K., the figure is 19%. Vehicles fitted with a parking assistant
can recognize curbside spaces between parked cars as they drive past. The information is
sent to the respective vehicle manufacturer by means of a communication interface and
then forwarded in anonymized form to a cloud. Here, an intelligent process pools the data
from all participating vehicles independently from thein brands to generate a digital park-
ing map that is delivered back to the vehicle manufacturers. They in turn can share the
map with all of their cars that are connected to the internet, for example via the navigation
system. Drivers can then navigate straight to an available parking space. The search for
a parking space could conceivably also be made less stressful by means of a mobile app.
But the fact that not every curbside gap a car detects and reports automatically qualifies as
a valid parking spot makes preparing the data a challenge. The gap could just as easily be
a driveway, a bus stop, or a no-parking zone. Data mining methods can be used to identify
gaps next to the curb unequivocally as parking spaces. Should several vehicles repeatedly
report a curbside gap as unoccupied, it is most likely not a valid parking space. Accord-
ingly, these gaps are then not labeled as parking spaces on the digital parking map. The
more vehicles that participate in community-based parking, the more accurate and more
comprehensive the service is. Once a certain number of users are participating, the digital
finder for parking spaces can even provide information on a space’s length and width. This
makes it possible to search for spaces that fit a specific vehicle, for instance a motorhome
or compact car, in addition to the general benefit of considerably shortening the overall
search for a parking space and lessening its environmental impact in cities. To be able to
offer the service throughout Germany, it is necessary to work with multiple automakers.
That is why community-based parking was set up to be an open service platform in which
multiple vehicle manufacturers can participate at the same time. The platform brings to-
gether a large number of participants and combines an offline parking offering with an
innovative online service.

Another way of ending what is at times a nerve-wracking search for an empty parking
space, especially in city centers, is an active parking lot management. This involves an
intelligent technology detecting and reporting how many and which parking spaces are
empty in a city center. These solutions are based on micromechanical components that are
web-enabled and installed in special occupancy sensors, which are subsequently discreetly

2 APCOA PARKING Deutschland (2013): APCOA PARKING Study 2013.
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placed in parking areas. The occupancy sensors are barely larger than a CD in terms of cir-
cumference and measure around three centimeters in height. They are installed in parking
garages and on-street parking spaces, either on or in the asphalt, as desired. Since they are
battery-powered and communicate using radio, there is no complicated laying of cables.
The sensors check at regular intervals whether a parking space is occupied or not. Using
an internet connection, they relay the securely encrypted information to a cloud. There,
a real-time parkingmap of all free and occupied spaces is created that can be accessed with
the app or on the internet. Meta-information on each parking space is available as well,
including whether it is a space reserved for families, women, or the disabled, what the
parking time costs, and if a charge spot for electric vehicles is available. Drivers can have
themselves guided straight to the parking space by a smartphone app. More comprehen-
sive services are also possible, such as a payment function by app. Yet active parking lot
management has further advantages for parking lot operators, particularly as it can further
improve the occupancy rate of heavily used parking spaces. The key to this is intelligent
data evaluation. A web portal provides parking lot operators with a clear overview of
which parking spaces were occupied by how many vehicles and when. During peak times,
this information can direct drivers to spaces that are less frequently occupied, for example.
In the Stuttgart region, Bosch is conducting further development work on active parking
lot management in a pilot project with the Verband Region Stuttgart. The main idea behind
it is that if drivers know they can find a free park-and-ride space, they will be more will-
ing to use the city trains. Sensors fitted in 15 park-and-ride facilities along two city train
lines will detect whether parking spaces are available or occupied. They will report this
up-to-the-minute information in real time to the Stuttgart transportation authority, VVS,
which will make it available through its app and website. Eleven towns and municipalities
in the northeast of the Stuttgart region have declared their willingness to support the pi-
lot project. They will provide internet access and power connections for what are mostly
municipal park-and-ride facilities. The Verband Region Stuttgart is supporting this project
with a grant from the “Sustainable Model Region Stuttgart” state program.

41.2 Intermodality Made Easy: ConnectedMobility
is the BetterMobility

Many people, particularly in big cities, use more than one modes of transportation to get
from A to B. They use buses, trams, trains, and car-sharing – depending on whatever is
suitable for their current need for mobility, what times these run, and what the current traf-
fic situation is like. At times it has to be fast, at times comfortable, and at times particularly
affordable. This is where integrated and digital mobility platforms come into play. Users
can first obtain information on door-to-door mobility chains, then reserve or book them
and also pay for them. Examples include a Daimler subsidiary’s moovel and Deutsche
Bahn’s Qixxit. These apps see themselves as intermodal travel planners and intermedi-
aries between providers and users of mobility services. Users enter the starting point and
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destination into the apps, then select the combination they personally prefer from a list
of suitable means of transport. Separate contracts are concluded between the user and the
providers of the relevant services. “Smile – einfach mobil” is an integrated mobility plat-
form that promises a broader, more strongly integrated and more flexible range. It was
developed in a joint project between the Austrian Federal Railways, Wiener Stadtwerken,
and further participants. Smile intends to provide users with a comprehensive mobility
range that they can use to conveniently combine mobility with public transportation ser-
vices. A special focus is placed on integrating electro mobility services, such as electro
car-sharing, and using public charging infrastructure for electric vehicles used by their
owners3. A new mobility assistant in the greater Stuttgart area is also acting on the idea
of the innovative, intermodal connectivity of individual methods of transportation. It en-
ables drivers to navigate routes using different modes of transportation, including bikes,
trams and trains, buses, and sharing offers. It takes just one app to plan, book, and pay for
a journey involving different modes of transportation. The mobility assistant for Stuttgart
is supplied with real-time data from a big data platform. It accompanies road users live
via an app and takes account of any disturbances or obstacles, for example traffic jams or
train delays. In such cases, it suggests better ways of reaching the destination more quickly
and conveniently. Drivers can also use the assistant to book parking spaces. No matter the
modes of transportation, at the end of the month the user receives one easy-to-read bill that
covers all the mobility services used. In addition, the system has an interface and provides
support to the Stuttgart region’s traffic management authority. For example, the assistant
can be fed route recommendations that help manage traffic effectively and thus improve
the traffic situation in the Stuttgart metropolitan area. Led by Bosch, the mobility assistant
project is being implemented together with other urban mobility companies. Bosch is cre-
ating the central service platform, the intermodal navigation system, and the smartphone
app used to operate the mobility assistant.

For individual mobility to become intermodal mobility, the relevant solutions have to
be simple to use. The aim must be to keep barriers to registration, use, and billing as low
as possible. In this regard, there is room for future improvements, for instance to simplify
mobile access to digital mobility services. In Germany alone, the constantly growing shar-
ing economy currently comprises around 150 services, covering everything from cars to
bikes and scooters. New services are being added every year, such as Coup, the eScooter
sharing service that Bosch first put on the market in Berlin. But at present, every shar-
ing provider has its own registration procedure, some of them quite complicated. Often,
a user’s driving license has to be physically validated for each service. This is yet an-
other area where new digital services can help: by considerably simplifying registration
processes and thus access to sharing services. The idea is to implement simple, fast, and
transparent central registration as a digital “master key” for the world of mobility. This

3 Adam, S. und Meyer M. (2015): Integration der Kundenperspektive als Basis für Bedarfsori-
entierung und Weiterentwicklung integrierter Mobilitätsplattformen, In: C. Linnhoff-Popien et al.
(editors): Marktplätze im Umbruch, p. 589–601.
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would make the filling in of various forms and the multiple validation of the required
documents a thing of the past. Once registered, users would have access to a whole range
of sharing offers, including ones that they might not have heard of before. One look at
a central app would suffice: it would take just one click to book any of the vehicles, bikes,
and scooters available. Not only users but mobility services, too, stand to benefit from
this service. Central registration lowers their individual registration process costs; the new
service would allow them to attract new customers without themselves conducting com-
plex registration and validation processes. This digital service clearly shows that users and
their mobility needs and desires must be the focus of attention in the development of new
mobility services. Users’ smartphones serve as a universal medium. This is why issues of
ergonomics in use, the flexibility of the offers, and the dovetailing of different modes of
transportation with efficient data platforms plays a major role in helping intermodal mo-
bility to enrich people’s lives. This is why the term “mobile first” is becoming ever more
important. In the future, this will no longer stand only for web pages being optimized first
and foremost for mobile devices. Instead, it will mean developing digital strategies for
services in the internet that primarily use mobile access to customers to create data-based
additional value for them.

41.3 Digital Services for theMobility of Tomorrow

Beyond the topics of parking, sharing offers and intermodal traffic solutions, there are
more eco-systems in which a digital offering meets a connected customer in inner-city
and suburban locations. Examples of this include smart apps for the charging of electric
vehicles, connectivity solutions for trucks and the digitization of workshop appointments.

It is often a problem for drivers of electric vehicles to find a free charge spot. Any-
one using an all-electric vehicle knows what it is like to look for one, and the frustration
felt when the charge spot chosen is unavailable or first involves going through a com-
plicated procedure to register for the different booking and payment systems. Innovative
charging apps that help users to immediately find charge spots and pay with just one click
are the solution. Here, too, smartphones are the key: charging apps on the phone allow
drivers of electric cars to quickly find available charging stations in their area and then
use them simply and conveniently. Working together with various automakers including
smart, Mercedes-Benz, and Renault, Bosch offers charging apps along with the backend
infrastructure. A major advantage of the Bosch solution is its scope: by 2016 it covered
around 3700 – or around 80% – of the web-enabled, public charge spots in Germany,
and additional European countries will later follow. This means that app users can conve-
niently use the displayed charging stations without the need for cash, and without having
to resolve complex technical and contractual issues themselves before doing so. Instead,
all they need is a PayPal account and to have completed a one-time registration. Even the
payment process is completed fromwithin the app in a convenient and secure fashion. This
digital service lays the foundation for bringing together various players such as automak-
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ers, charge spot operators, energy providers, retailers, and electric car drivers on a single
software platform. Meanwhile, the charging app again places the customer at the center
of the digital solution. It is intended to help make electro mobility a little more practical
for everyday use throughout Germany: because aside from attractive vehicle offerings,
a straightforward recharging procedure plays a critical role in the continued advancement
of electro mobility.

Mobility services must not stop at the city limits. Connectivity is thus also a way of
making commercial vehicles even more useful and of developing new digital business
models both for truck drivers and for fleet operators. Connectivity makes trucks even
smarter and connects them with the internet. The hardware this requires is a connec-
tivity control unit – a box that connects the automotive electronics with a cloud. This
enables freight forwarding companies to monitor the wear and tear of truck fleets via con-
trol units and the internet to assist with planning maintenance and repairs in advance. It is
also suitable for the logistics sector. Furthermore, connectivity via the internet can ensure
that transported goods are safe, for instance through an eCall solution or trailer monitor-
ing with satellite positioning. Rest areas for truckers along freeways are often hopelessly
overfilled – especially at night. That is also when the risk of theft increases. Bosch offers
a new solution for this as well: the online reservation of secure truck parking spaces at
rest areas along the freeway via a smartphone app. Whenever truck drivers are looking
to park, their truck sends its location data and a parking request to the system. This finds
a nearby parking space and sends the details directly to the truck’s navigation system.
These premium parking spaces can be video monitored, too, using camera systems and
security control centers that track video footage.

A third example of new mobile services is the appointment at the workshop. How help-
ful would it be if the vehicle itself knew when it had to go the workshop and the spare parts
needed were already in stock when it arrived? There are also digital solutions that gen-
erate, analyze, and correlate data to offer customers added value based on their mobile
access. Since 2012, customers have been able to register with the Drivelog online portal
and use a host of services for their own vehicle. In 2015, the new additional Drivelog Con-
nect module expanded the car driver and workshop portal to include real-time information.
A Bluetooth adapter transfers data from the vehicle’s OBD interface to the Drivelog mo-
bile app on the driver’s smartphone. This gives the driver information on vehicle data,
route, fuel economy, mileage, and time, with the details entered into a log book for every
journey. A car check function shows the state of the vehicle and any fault signals. If neces-
sary, the driver can then book a service appointment directly and, if desired, automatically
transfer the data to the workshop, so that information on the vehicle, fault codes, and the
necessary maintenance requirements is immediately available. Furthermore, the program
provides feedback on driving style and tips for fuel-efficient driving. Digital communi-
cation and data transfer are playing an ever greater role at workshops. The workshop of
the future can thus continually monitor the status of customers’ vehicles and, if necessary,
recommend a repair before a vehicle component stops working. Moreover, the workshop
can order spare parts and organize employees’ working hours much more effectively. If
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a customer arrives at the workshop on the agreed date, the fault memory is automatically
read and the battery, tire pressure, and chassis geometry checked. But things could be
even more convenient in the future: hardly any customers like taking their vehicle to the
workshop appointment and either picking it up again in the afternoon or waiting until the
repairs are completed. But this is yet another opportunity to put an app at the center of
a digitalized business process. First, customers book their appointment via the app, re-
gardless of whether this is for servicing, diagnosis, a repair, or a breakdown service. They
state when a driver can collect the vehicle and where, for example from the customer’s
own home or place of work. If a customer wishes to stay mobile during the workshop
appointment, a replacement vehicle is provided. Every step of the work in the workshop
is then made transparent via the app. Customers are informed via their smartphone of the
work performed, service results, and costs. Once all the work has been completed, a driver
takes the vehicle back to the place stated by the customer. This makes the workshop ap-
pointment of the future transparent and convenient.

41.4 Technical Requirements for Mobility Services

The digital transformation of business models and increasing connectivity is an opportu-
nity to redesign the mobility of the future and make it customer-centered. This requires
software and IT skills on the one hand and expertise in sensor technology for connectivity
on the other. New services are being created on the basis of these key technologies. Scal-
ability is a key factor for the success of connected solutions. Scalable infrastructure is thus
essential, especially for digital business models. It must be able to be flexibly designed,
and it must analyze, evaluate, and correlate corporate, customer, and market data in real
time and send the results back to the customer. Like other technology companies in the
connected devices arena Bosch has launched its own cloud network for the Internet of
Things, the Bosch IoT Cloud. The first cloud is located in Germany in Bosch’s own com-
puting center near Stuttgart. The software core of the Bosch IoT Cloud is the company’s
own IoT Suite. It identifies any objects that are web-enabled, orchestrates the exchange
of data, and enables a multitude of services and business models. Big data management
allows enormous amounts of data to be analyzed. Rules for automatic decisions can be
stored in the Bosch IoT Suite – such as when patterns of wear and tear should be reported
and preventive action taken to service machinery.

However, technology alone cannot guarantee the success of digital business models.
Security is also an important precondition for customer and user confidence. Functional
safety ensures that applications function reliably and that systems are safely deactivated
if a fault occurs in one of the components. Data security, meanwhile, is about protecting
against unauthorized external access. It is essential to ensure that data is protected against
unauthorized use by third parties and that misuse is not possible. Here, Bosch for example
relies on a multi-tier approach to both hardware and software so that it can maintain the
high level of security it offers today in a future of increasingly connected applications. In
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the future, secure over-the-air updates will enable increasingly sophisticated functions, for
example, but they will also entail potential security risks for which technological protec-
tion is required. Finally, data protection is a legal consideration that is defined by laws and
regulations. If a mobility service uses the Bosch IoT Cloud, the fundamental legal frame-
work for this is German or European data protection law. Customers and users thus have
full transparency and decide for themselves how their data will be used. After all, a sig-
nificant precondition for the introduction of new services is the sensitive and consistently
secure handling of the data mobility services generate.

41.5 The Future Vision of Mobility Services

Vehicle connectivity and mobility services development have only just begun – and that
includes for example work on connecting the car with the smart home. For instance, the
car’s navigation system can instruct the home’s heating system to warm up the living room
for when the driver gets back. In the future, then, it will not be enough for Bosch as a sup-
plier of technology and services to merely bring greater efficiency, convenience, and safety
to components and systems under the hood. Instead, the company is very much looking
beyond the hood to solutions for road traffic as a whole. This is where Bosch is finding
customers with a wide range of mobility requirements, is deriving ideas and measures
for the future, and is developing new technologies and services for a world of changing
mobility. The foundation for this is a strategy with defined priorities extending from con-
nected, electrified, and automated mobility through to new mobility services on which all
divisions are jointly working on a cross-company basis. However, people’s mobility re-
quirements will continue to change in the future; infrastructure, transportation routes, and
mobility users will increasingly connect. Consequently, it will also be necessary to de-
velop new mobility services that enable the safe, convenient, and economic transportation
of people and goods on land, in the air, and on water. If these digital services and business
models are also simple to use and thrill automotive manufacturers, mobility providers, and
users, then they will rightly be seen as technology that is invented for life.



42Analyzing the Digital Society
by TrackingMobile Customer Devices

Lorenz Schauer

Abstract
Nowadays, most people use smartphones or tablets for personal or commercial pur-
poses in their daily life. Such mobile devices are electronic all-rounders equipped with
several sensors and communication interfaces, e. g., Wi-Fi and Bluetooth. Both com-
munication systems leak information to the surroundings during operation which can
be used for monitoring customers and analyzing their behavior in an area of inter-
est. This article shortly describes techniques for tracking mobile customer devices and
identifies potentials and limitations for analyzing the digital society based on mobile
tracking data. Both scientific papers and commercial projects are investigated focus-
ing on trends for the digitalization of the retail industry. Furthermore, different start-
ups currently working in the field of retail analytics are presented and compared in
terms of their unique selling point (usp) and future oriented projects. Overall, this book
chapter presents a compact overview of state-of-the art techniques and future works for
analyzing the digital society by tracking mobile customer devices.

42.1 Introduction

The ongoing digitalization is not only changing business and marketplaces, it is also
changing our complete society. One of the most evident observation of this trend can
be made in our life every day, e. g. when we go to work, when we meet friends, or even
when we have dinner: people use their smartphones or other modern mobile devices for
making business, chatting with friends, buying new products, or reading the newspapers
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on their way. Hence, the increasing usage of these electronic all-rounders in nearly all
situations of today’s life is an obvious characteristic of our digital society. Technically, the
permanent and ubiquitous connection to data networks plays a key role in this process ren-
dering digital mobile applications and services very powerful. Overall, without Internet,
most services are not able to provide full functionality.

Therefore, together with the immense diffusion of smartphones and tablets, the usage
of Wi-Fi as state-of-the-art wireless communication standard, has increased dramatically.
Wi-Fi infrastructures have been installed in many public spaces and buildings providing
Internet access and local services to mobile clients. Both facts lead to a high percentage
of Wi-Fi enabled mobile devices which can be used to analyze our digital society by
tracking mobile customer devices and without the users’ consent or even awareness. The
extracted information from such tracking data might be very valuable and helpful for
different kind of use cases, such as retail analytics, crowd control, emergency situations,
or just commercial purposes. On the other hand, tracking mobile customer devices without
asking for users’ compliance represents a privacy attack.

This book chapter firstly describes the technical background of tracking mobile devices
using Wi-Fi signals which are automatically sent out by any Wi-Fi enabled smartphone,
or tablet. Secondly, both scientific and commercial projects are presented and compared
using such tracking data for different purposes. Overall, we discover potentials, risks, and
limitations of this analyzation technique and focus on trends for the digitalization of the
retail industry. In this context, some start-ups are presented and evaluated in terms of their
unique selling point (usp) and future oriented projects. The aim of this article is to give
a compact overview of state-of-the-art methods nowadays, and how Wi-Fi tracking can
be used in the near future, when even more people use more than one device and MAC-
Address randomization is integrated in common phones.

42.2 Technical Background

As already mentioned, we firstly give a short description of why and how Wi-Fi tracking
can be realized technically. Wireless local area networks, commonly known as Wi-Fi, are
standardized in IEEE 802.11 [1]. The communication range varies from about 35m for
indoor to over 100m for outdoor scenarios. The standard defines three individual frame
types:

� Control frames, to support the delivery process of data frames and to manage the
medium access

� Data frames, to transport user data for higher layers
� Management frames, to exchange management information for connection establish-

ment and maintenance
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For Wi-Fi tracking, only management frames are of interest being involved in the
802.11 network discovery and association process as shown in Fig. 42.1.

From the view of a mobile device, the discovery process can be either passive by just
listening on beacon frames which are periodically transmitted by the access point (1) or
it can be active by sending out probe request frames (2). The latter is preferred in mobile
context, due to lower energy-consumption and shorter discovery time of access points
which could come into reach while moving [2].

Hence, Wi-Fi enabled mobile devices periodically perform an IEEE 802.11 active scan,
in order to discover available access points in their surroundings more quickly. The scan-
ning interval depends on the used chipset and the Wi-Fi driver, but not on the association
status. Our own investigations show that an active scan is performed at least once within
two minutes on average for Android and iOS devices. Furthermore, we also found a max-
imum idle time of less than 5min where no probe requests were sent out during a 10 h test
phase, despite the case that the test device was associated to an access point or not.

Generally, a device starts an active scan by sending out probe requests and listens for
probe responses (3). This is done for each channel iteratively. Each probe request frame
contains the device specific MAC address of sender and receiver, supported rates, the des-
tination’s network name (SSID) and other management information. If the SSID field is
left empty, then the probe request addresses all access points in range which is seen as
broadcast. If the SSID field is filled with a specific network name, only the correspond-
ing access point with the same SSID will answer with a probe response frame when it’s
within range. These directed active probe requests are the consequence of hidden net-
works, broadcasting beacons with an empty SSID field which makes a directed probe
necessary. In practice, various mobile devices broadcast directed probes for each SSID,
which is saved in the preferred network list (PNL). In combination with other informa-
tion from periodical active probes, such as the device MAC address, this can be a serious
privacy issue [3].

Fig. 42.1 IEEE 802.11
Network Discovery and As-
sociation Process
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All of the mentioned Wi-Fi management frames can be easily captured by any Wi-Fi
card within range which is set into a special monitor mode. Hence, it is very simple to im-
plement this technique on almost any stationary device containing a Wi-Fi interface, e. g.,
access points, laptops, pcs, etc. The aggregation and analyzation of captured packets in an
area of interest is also quite simple, due to the fact that management frames contain the
essential information in plain-text, without any encryption. With the usage of advance al-
gorithms in data analytics, one is able to gather useful information from the digital society
in a very efficient and easy way. This information can be of high interest for different kind
of purposes. Some of these will be presented in the sequel, where we describe scientific
and commercial investigations based on captured Wi-Fi data from the digital crowd.

42.3 Wi-Fi Tracking as Emerging Research Field

Due to the increasing percentage of Wi-Fi enabled devices in our digital society, the topic
of Wi-Fi tracking has gathered high interest in the scientific world since recent years.
Some of the most relevant papers are presented in the following subsections, clustered by
the kind of extracted information.

42.3.1 CrowdData and Social Information

As already mentioned, probe request frames transport different types of management data
which can be used to gather some general information about mobile users passing by aWi-
Fi monitor.

For instance, on the basis of the first three Bytes of a captured MAC-address, Barbera
et al. [4] determine the manufacturer ID of the sender by performing an OUI – organiza-
tionally unique identifier – lookup. One observation of this investigation is the remarkable
dominance of Apple devices, which was also detected by our tests at a major German
airport [5]. However, these results have to be treated carefully, due to the fact, that Apple
devices perform active scans more often, and thus, they might be detected more frequently
than other devices.

Beside this, Barbera et al. focus on social relationships in their work and use captured
Wi-Fi probes to uncover the social structure of the set of people in the crowd. They deter-
mine the similarity of users’ context by comparing the SSIDs in the probes and performed
a thorough social analysis in terms of social links, user languages, and vendor adoptions
in different real-world scenarios.

Cunche et al. [6] also investigate social links based on captured Wi-Fi probes by com-
paring SSIDs fingerprints using different similarity metrics. On the basis of two large
datasets, partly collected with the help of volunteers, the authors conclude that the de-
tection of relationships by analyzing captured Wi-Fi probes is very easy and also a huge
privacy risk.
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Ruiz-Ruiz et al. [7] present several analysis methods for extracting knowledge from
Wi-Fi tracking data. They perform a huge real-world study in a hospital and calculate
various features, such as vendor adoptions, arrival and stay times, frequented places, den-
sities, flows, and so on. The authors conclude that they could extract realistic information
reflecting real behavior of people in such a complex environment.

42.3.2 Density and Pedestrian Flow Information

The current user density is quite easy to determine by the amount of captured unique
devices being within a Wi-Fi monitor’s coverage range for a certain time interval. Flow
information can then be extracted out of the density information from more than one
monitor node supervising an area of interest, as it is schematically illustrated in Fig. 42.2.
The pedestrian flow is computed as the amount of people moving one way through this
area which can be determined by comparing capturedMAC-addresses at all of the installed
monitor nodes [5].

Schauer et al. [8] used this procedure and deployed two monitor nodes in the public and
security area of an airport divided by a single security check-in counter. With the access
to corresponding boarding pass scans, they were able to compare their density and flow
estimations with ground truth data. Overall, they determined a strong correlation of 0.75
between the Wi-Fi estimations and the real amount of people passing through the security
check.

Fukuzaki et al. [9] claim that pedestrian flow sensing usingWi-Fi monitors is one of the
most promising technique for smart cities. They conducted a two-month experiment with
20 Wi-Fi monitors deployed in a shopping mall and determined a coefficient to estimate
the number of people. An error rate of 260 persons for weekdays has been achieved.

Li et al. [10] presented a system called SenseFlow for monitoring people density and
flows based onWi-Fi tracking data. The system was evaluated in four different application
scenarios focusing on various parameters which may have an influence on the tracking
accuracy e. g., the device type, the device’s operational mode, or the underlying human
walking behavior. Overall, the system showed an accuracy of up to 93% in case of Android
and 80% for Apple devices in best case.

Fig. 42.2 Density and Pedes-
trian Flow in an Area of
Interest
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42.3.3 Location and Trajectory Information

One of the most interesting but also very challenging topic in the field of Wi-Fi tracking
is the detection and determination of users’ current locations and their trajectories. Due
to arbitrary probe transmissions form moving mobile devices and significant fluctuations
in the Wi-Fi based received signal strengths indicator (RSSI), simple positioning methods
are not sufficient for achieving accurate localization results. Bonné et al. [11] confirm
this statement claiming that several empirical tests have indicated that the RSSI value
is not feasible in crowded environments for tracking the device’s location. The authors
conducted two large real-world experiments at their university campus and at a music
festival.

A more sophisticated solution for tracking complete trajectories of unmodified smart-
phones is presented by Musa and Eriksson [12]. They used a probabilistic method based
on Hidden Markov Model and Viterbi’s algorithm and performed real-word experiments
on a road network. Their Wi-Fi based trajectory estimations are compared to ground truth
data provided by GPS resulting in a mean estimation error of under 70m.

Chon et al. [13] performed a complete urban mobility monitoring project based on
Wi-Fi tracking. They used the well-adopted fingerprinting technique and distinguished
between stationary and moving users, in order to detect logical and revisited places. Their
experiment was conducted with 25 students over a seven week period in Seoul.

Wi-Fi based trajectory estimations for indoor scenarios were also performed by
Schauer et al. [14]. They investigated several probabilistic methods and introduced
a modification to a common particle filter implementation in order to improve the tracking
accuracy and its performance. Overall, a mean error of 11.65 meters for complete trajec-
tories have been achieved indicating that highly accurate localizations of users based on
Wi-Fi tracking data remain challenging.

42.3.4 Other Context Information

Beside the mentioned types of extracted information, there is still a lot of research infer-
ring other context information from Wi-Fi tracking data.

For instance, Wang et al. [15] proposed a method for measuring human queues using
a single Wi-Fi monitor. Such queues can be found in different business scenarios, such as
retail stores, or at state departments. The authors infer typical and significant time spans,
e. g., waiting in the queue, being attended, or leaving the queue, just by Wi-Fi signal
readings form mobile devices. Their approach was tested within several experiments at
different places, such as coffee shops, laboratory, or at an airport, reaching an estimation
error of about 5 s for short and normal service times and under 10 s for longer service
times.

Another interesting work is introduced by Maier et al. [16] who use Wi-Fi management
frames for a privacy-preserving proximity detection for mobile users. The authors use
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a variation of the well-adopted cosine similarity to measure the degree of spatial closeness
of mobile targets listening on probe requests from their environment. The idea behind
is, that the collections of Wi-Fi probes in the surrounding of a mobile user depends on
both spatial and temporal criteria. If two users capture a similar amount of probes, they
can be seen in a spatial closeness at this moment. The results derived from conducted
experiments at different scenarios yield to the conclusion, that a short-range and privacy
preserving proximity detection is possible when using Wi-Fi tracking data.

Based on the presented scientific works, we conclude that Wi-Fi tracking involves high
potentials for analyzing our digital society without requiring any active user participation
nor any device or hardware modification. We have shown different aspects of extracting
essential information from the crowd which can be very valuable for various use and
business cases. Considering the ongoing digitalization with the increasing usage of Wi-
Fi enabled devices, this technique becomes even more promising for innovative business
cases in the near future.

42.4 Wi-Fi Tracking as Innovative BusinessModel

We have just demonstrated the potentials of Wi-Fi tracking and the kind of investigations
which are performed in an experimental and scientific context. In this section, however,
we highlight the business context and show howWi-Fi tracking can be used economically.

Due to the increased attention of this technique, a lot of smaller and bigger companies
exists offering products and special business services based on Wi-Fi tracking. Most cus-
tomers of such products are retail shop managers who search for adequate analytic tools in
order to analyze the behavior of their customers, like it is well-established in online shops.
Hence, they require valuable insights about locations, interests, and all interactions of cus-
tomers inside their shops. In the sequel, we present and compare some of the companies
trying to solve this problem by Wi-Fi tracking:

42reports1 is a Berlin Start-up focusing on Wi-Fi tracking to monitor customers in re-
tail stores. It was founded in December 2012 and bought by DILAX Intelcom GmbH in
April 2016. Beside Wi-Fi, they use other sensors, such as cameras and Bluetooth Beacons,
and offer both the infrastructure and tools for retail analytics. Their services are divided
into three packages and can be used to access different levels of information about cus-
tomers’ behavior and the shop’s situation. Hence, shop managers get the possibility to
see how their marketing performs and can make data-driven decisions. Some important
features from the provided services are listed below:

� Detection and recognition of customers (new and old)
� Counting, frequency and success rates
� Forecasts

1 https://42reports.com.

https://42reports.com
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� Return of investment (ROI) analyzations
� Dwell times, density and flow information
� Visualization tools for different platforms in responsive design

Another important topic for 42reports is the protection of users’ privacy. The start-up
claim to be one of the leaders in security and protection of data privacy. Therefore, they
perform 256-bit SSL encryption and a MAC-address anonymization for their retail ana-
lytic tools. Hence, third parties and shop owners don’t get access to real MAC-addresses
which belong to personal information (like IP-addresses).

sensalytics2 provides similar services for retail shops, events and public buildings.
Again, they offer different sensors, such as infrared, Wi-Fi, 3D-cameras, and a partic-
ular revenue sensor. Their basic concept is to measure all kind of customer and user
interactions, in order to provide thorough analyzation possibilities for manager to make
operational and strategic decisions. Based on Wi-Fi tracking, sensalytics extract similar
information as 42reports, such as dwell times, detection and recognition of visitors, etc.
On their website, they specify the counting accuracy between 40 and 70%. Note here, that
other Wi-Fi tracking companies do not publish any data about accuracies and precisions of
their services. Beside in-store analytics, sensalytics also focus on fairs and events, and of-
fers a solution for human queue analysis which is, unlike to Wang et al. [15], based on 3D-
camera sensors. Overall, with the fusion of the named sensors and the proposed software,
they give retailers and event managers some of the possibilities which are quite common
and well-adopted in e-commerce: the analyzation of customers. In this context, other Ger-
man business rivals have to be mentioned, such as Infsoft3, Crosscan4, or RetailReports5,
providing similar analytic tools and services for retail shops.

Within the European market, walkbase6 is one of the most famous retail analytics
providers. Some of their key partners are IBM, Samsung, or Cisco. Beside the services
we already mentioned above, walkbase also provides marketing optimization tools, queue
management, passenger flow optimization, and location based services. They claim that
“Wi-Fi is the most versatile technology for modern retail analytics”. Using Wi-Fi and
Bluetooth enabled devices, they even provide indoor positioning for opt-in passengers at
travel hubs.

Euclid Analytics7 is another company from the US using Wi-Fi probes from mobile
devices for customer analytics. They offer “three distinct products to meet the needs
of retailers, restaurants and malls”. Their services include among others: visitor counts,
evaluation of marketing campaigns, identifying visitor patterns, analyzation of visitor be-
havior, and understanding entire customer buying journeys. Like walkbase, Euclid was

2 https://sensalytics.net/de.
3 https://www.infsoft.de.
4 http://crosscan.com/de.
5 https://www.retailreports.de.
6 http://www.walkbase.com.
7 http://euclidanalytics.com.

https://sensalytics.net/de
https://www.infsoft.de
http://crosscan.com/de
https://www.retailreports.de
http://www.walkbase.com
http://euclidanalytics.com
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founded in 2010 and states that it is nowadays “monitoring hundreds of millions of events
daily”.

Based on the introduced examples of companies and start-ups from above, one can get
an adequate overview of the potentials of Wi-Fi tracking for innovative business models
in our digital world where mobile devices are more and more popular. Hence, on the
one hand, this technique renders digital analytic tools possible for retailers and offline
marketplaces. On the other hand, we have to look carefully on social restrictions, such as
users’ privacy, and consider technical changes in the near future which may degrade these
potentials and cause negative impacts. Thus, we will discuss these points in the following
section.

42.5 Social and Technical Consequences of Wi-Fi Tracking

As we have demonstrated, Wi-Fi tracking combined with big data algorithms creates the
ability to track and analyze mobile users without their consent or even awareness. No
complex hard- or software is required, and thus, it is very easy for companies or even
malicious persons to use this technique for their intents. Hence, anyone who carries a Wi-
Fi enabled mobile device risks to be tracked all the time involuntarily. This fact is a major
issue for users’ privacy and their implicit rights on personal data.

So what are the consequences for our more and more digitalized society where a stable
and fast connection to the Internet is treated as a valuable asset? Sure, the easiest and most
effective way is just to disable Wi-Fi interfaces and use more mobile data connections.
However, inside huge buildings, e. g., shopping malls, or airports, only Wi-Fi may provide
a stable connection. Furthermore, we suppose that only a few people are willing to enable
or disable the Wi-Fi adapter several times per day.

Stricter laws and penalties which prohibit passive Wi-Fi sniffing in public spaces would
be a political way trying to reduce the risk of being involuntarily analyzed. However,
this would probably not prevent malicious persons from sniffing Wi-Fi traffic, and would
definitively destroy all the innovative business models we mentioned in the previous sec-
tion.

Users could also actively remove network names from their PNL which are not going
to be used anymore. This would at least decrease the number of SSIDs sent out by probe
requests and thus, social profiling becomes more difficult and inaccurate. However, most
users never delete their saved networks and furthermore, this method does not protect
users from being analyzed by Wi-Fi sniffers.

A more sophisticated and technical method to protect users against efficient Wi-Fi
tracking is provided by Apple’s current mobile operating System (iOS 9). Since iOS 8,
a mechanism for automatic MAC-address randomization is integrated in the OS which
fakes the real hardware identifier of the device. Hence, continuous tracing or recognizing
an iOS device by distributed Wi-Fi sniffers becomes more difficult. When Apple intro-
duced this feature in 2014, it was hardly criticized as impractical, due to the fact that the
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new randomization process only worked for devices which entered into full sleep mode
which was only in case of both disabled cellular data connection and disabled location
services [17]. Hence, most users didn’t really had MAC-randomization activated in their
daily life. Thus, Apple recently improved and extended the mechanism to location and
auto-join scans, meaning that MAC randomization is now available also for active devices
and during IEEE 802.11 active scans [18]. Note, that the randomization process is not
activated for associated devices.

So for the first time, Apple as one of the leading providers for mobile devices, has
established an automatic method for protecting users’ privacy againstWi-Fi sniffing which
is directly integrated in the operating system. However, MAC-randomization makes Wi-Fi
based analyzations more complicate, but it doesn’t fulfill a complete privacy protection,
as it is stated in [19]. Furthermore, Pang et al. [20] have already demonstrated in 2007
that so-called implicit identifiers and certain characteristics of 802.11 traffic can be used
to identify many users with high accuracy and without knowing the device specific MAC-
address. Hence, Apple’s mechanism is just a first but also important step to react on the
needs for complete privacy protection in our digital society. Overall, it has to be observed
in the near future, how companies and people deal with this topic and how retail analytics
can be performed when Wi-Fi tracking becomes inaccurate due to more sophisticated
privacy-preserving mechanisms. Probably, the fairest and best way would always be to
ask people for compliance before tracking them.

42.6 Conclusion and Future Impacts

In this book chapter, we have demonstrated the possibilities, risks and limitations of
tracking mobile customer devices in our more and more digitalized world. Technical back-
grounds to standard IEEE 802.11 Wi-Fi tracking have been described. Furthermore, both
scientific and commercial works have been presented focusing on the type of crowd infor-
mation which can be extracted from Wi-Fi tracking data. It was seen that this technique
has gathered a high interest also for innovative business models and shows great potentials
for the near future, due to an increasing amount of Wi-Fi capable mobile devices. On the
other hand, the technique includes serious risks for users’ privacy and people should be
aware of the fact, that their phone is sending data without their awareness.

We have also demonstrated, that new privacy-preserving mechanisms are developed
and partially integrated in current mobile operating systems. However, they still do not
guarantee a complete protection against being tracked in public spaces, due to implicit
identifiers. Hence, if users want to be sure they just have to switch off the Wi-Fi interface
of their device.

For the near future, we assume that Wi-Fi tracking will even spread in public spaces,
due to low cost, more mobile devices, and more sophisticated data mining algorithms.
Especially retailers who require similar analytic tools as in online-shops will install
such a technique in their business. The highest uncertainty for our prediction will be the



42 Analyzing the Digital Society by Tracking Mobile Customer Devices 477

prospective user acceptance and the development of more advanced privacy-preserving
mechanism. Overall, voluntary tracking of mobile users will always be possible, which is
the fairest way in our opinion.
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43Improving Urban Transportation: an Open
Plat-Form for Digital Mobility Services

Maximilian Schreieck, Christoph Pflügler, David Soto Setzke, Manuel
Wiesche, and Helmut Krcmar

Abstract
Due to the ubiquity of smartphones, the impact of digital mobility services on in-
dividual traffic behavior within cities has increased significantly over the last years.
Companies, as for example Google, and city administrations or parastatal municipal
transport providers issue digital mobility services. As a result, a heterogeneous land-
scape of digital mobility services has emerged.While the services serve different needs,
they are based on similar service modules and data sources. By analyzing 59 digital mo-
bility services available as smartphone applications or web services, we show that an
integration of service modules and data sources can increase the value of digital mobil-
ity services. Based on this analysis, we propose a concept for the architecture of an open
platform for digital mobility services that enables co-creation of value by making data
sources and service modules available for developers. The concept developed for the
platform architecture consists of the following elements: data sources, layers of modu-
lar services, an integration layer and solutions. We illustrated the concept by describing
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possible modular services and how they could be used to improve urban transportation.
Our work supports practitioners from industry and public administration in identifying
potential for innovative services and foster co-creation and innovation within existing
systems for urban transportation.

43.1 Introduction1,2

Today, the traffic situation in many cities is challenging. Due to an increasing degree
of urbanization and traffic complexity people lose more and more time in traffic jams
and during the search for parking spots. It is estimated that European cities lose between
2.69 and 4.63% of their Gross Domestic Product (GDP) because of traffic congestions
[1]. Additionally, the increase in congestion leads to an aggravation of air pollution and
greenhouse gas emissions in cities all around the globe [2].

Recently, IT has emerged as one of the key influencing factors on traffic [3]. City
administrators operate intelligent transportation systems (ITS) that use IT to improve the
safety, efficiency, and convenience of surface transportation [4] and it has been shown
that ITS have a greater impact on energy and environmental benefits than construction-
phase measures [5]. In the last few years, mobility and location-based services emerged on
smartphones as well as within cars. As a result, mobile services have become an important
influencing factor on individual mobility in addition to existing ITS [6]. The variety of
services that is used by end users include journey planning, ride-sharing matching, maps,
navigation etc. and use a variety of data sources.

Many of these solutions are dependent on accurate data, e. g. the location of the users,
time-schedule of public transportation or information on the current traffic or parking sit-
uation. However, it is difficult for developers of mobility solutions to gather this data,
because there are only a few platforms, such as Google Maps or Bing Maps, that offer
mobility data and services through standardized interfaces. Service providers only offer
isolated services with a specific focus; access to their data and services is often limited and
restricted. Furthermore, existing services are not yet integrated and the landscape of dig-
ital solutions is vast and unstructured. On the other hand, smart cities generate extensive
mobility data such as floating car data of individual vehicles but this data is not offered
to external providers nor is it standardized. Making this data accessible and offering stan-
dardized modular services that aggregate and analyze the available mobility data would

1 This chapter is based on the following two publications: Schreieck, M.; Wiesche, M.; Krcmar, H.
(2016). Modularization of Digital Services for Urban Transportation. Twenty-second Americas
Conference on Information Systems (AMCIS), San Diego and Pflügler C.; Schreieck, M.; Her-
nandez, G.; Wiesche, M. and Krcmar, H. (2016). A concept for the architecture of an open platform
for modular mobility services in the smart city. International Scientific Conference on Mobility and
Transport (mobil.TUM), Munich.
2 We thank the German Federal Ministry for Economic Affairs and Energy for funding this research
as part of the project 01MD15001D (ExCELL).
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ease the effort for solution providers and foster further development of innovative mobility
services. Especially in the case of small and middle-sized enterprises, this could lead to
an increased use of mobility data since in these companies there often is a lack of highly
specialized knowledge which would be required to analyze and make use of unstructured
mobility data produced by smart cities [7]. However, until now it remains unclear what
the concept for the architecture of an open and modular digital mobility services platform
should look like.

In order to develop the requirements for a solution, we have conducted an analysis of
already existing services [8]. We have identified distinct service modules and data sources
that are used across these existing services in order to show that an integration of these can
increase the value of digital mobility services. Based on our findings from the analysis,
which will be presented in the next chapter, we developed a proposition of an architec-
tural concept for an open digital mobility services platform, which we will present and
discuss in the subsequent chapters. Our concept contributes to theory by giving guidance
for future research on service platforms, especially in the context of mobility services. It
also contributes to practice by showing how currently available mobility-related data can
be made accessible for developers of digital mobility solutions.

43.2 Analysis of Existing Digital Mobility Services

For our analysis, we applied a methodology framework by Dörbecker and Böhmann [9]
for the design of modular service systems. Based on service systems engineering theory, it
helps with analyzing, designing, implementing and monitoring service modules as parts of
a modular service system architecture. While previous research on modularity has focused
mainly on products, recent studies have applied these concepts in the design of services
[10]. Dörbecker and Böhmann [11] identified and analyzed 12 methods for designing
modular service systems and, as a result, proposed their own iterative design framework.
It addresses several limitations and weaknesses of the analyzed methods such as missing
generalizability and introduces new aspects such as an iterative design approach across
several distinct phases. Böhmann et al. [12] call for future research on service systems
engineering in information systems and mention sustainable mobility as an area where
services can generate significant benefits. With our analysis, we apply the second step of
modularization within the mentioned framework, which comprises the identification and
analysis of the service system’s modules.

In order to provide an overview of existing mobility services for urban transportation,
we conducted a broad search within app stores of mobile devices and tech blogs. All
together, we identified 59 mobility services that we analyzed in more detail.

These services were first grouped into six categories, following a taxonomy devel-
opment process described by Nickerson et al. [13]: Trip planners, ride and car sharing
services, navigation services, smart logistics services, location-based services and parking
services. A summary along with a description and example services is presented in Ta-
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Table 43.1 Categories of Digital Mobility Services

Category Description Example service

Trip planners Provide information for planning trips moovel

Ride/Car sharing Share cars and rides flinc/drivy

Navigation Follow a route by giving directions Google Maps

Smart logistics Facilitate the movement of goods foodora

Location-based information Provide location-relevant information Services for radar controls

Parking Provide information on parking lots Parknav

ble 43.1. In a second step, we analyzed modules and data sources of all services. We will
now further describe the results of our analysis.

Table 43.2 presents an overview of the modules that we identified. They can be struc-
tured according to the origin of their value proposition. One group of modules provides
information, while a second group contributes analytics to enhance existing information.
The modules map view, POIs, location sharing, traffic information and parking informa-
tion provide the user with information he or she needs in a specific context. The modules
routing and matching are based on analytic capabilities and combine existing information
to derive new information.

An analysis of which service modules are included in which digital mobility service
is shown in Fig. 43.1. Some service modules are integrated in most of the services. The
map view, for example, is the most basic module and therefore integrated in almost all
mobility services. Another important module is the routing module, which is integrated in
navigation services and trip planners.

Some service modules are not yet integrated in many services although they might of-
fer an additional benefit. The module that enables location sharing, for example, is mostly
used in smart logistics services and car and ride sharing services. However, also trip plan-
ners or parking services could benefit from location sharing as it might be useful for users
to know when a public transport vehicle is arriving or when a parking spot is left by an-
other user. The matching module, as another example, is specific to services that match

Table 43.2 Modules of Digital Mobility Services

Module Description Example
service

Map view Show current location and surroundings, relevant
information and directions

DriveNow

Routing Provide suggestions on how to travel to a destination Google Maps

POIs (Points of interest) Provide information about relevant points of interest ChargeNOW

Location sharing Share location with other users myTaxi

Traffic information Provide information on the current traffic situation Intrix Traffic

Parking information Provide information on parking lots Parknav

Matching Match demand and supply BlaBlaCar
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Fig. 43.1 Service modules of digital mobility services

supply and demand and is therefore mainly integrated in car and ride sharing services or
smart logistics services that match free capacities with delivery requests.

Table 43.3 presents an overview of the data sources that we identified. Most services
are based on more than one data source. Especially navigation services and trip planners
integrate data from private and public sources and enhance the data via sensor and crowd-
sourced data. Data from public transportation providers and from public administration
is not yet integrated throughout the categories of digital mobility services. An analysis
of which service modules are included in which digital mobility service is shown in
Fig. 43.2.

Our analysis provides an overview of existing mobility services showing that there is
a large number of different services that need to be combined by the users in order to fulfill
their individual needs. Users need to switch between apps and providers since most of the
services are not integrated.

However, in this chapter we have shown that services can be structured based on their
modules and data sources. We have also shown that a lot of distinct services use similar
modules and data sources which suggests that there is a lot of potential for reusing cer-
tain components. This serves as further motivation and guidance for the development of

Table 43.3 Data Sources of Digital Mobility Services

Data source Provided data

Google Map, routing and traffic information

Device sensors User location

Crowdsourced data Data aggregated across users

Other private providers Solution-specific data

Public transportation providers Time tables, information on delays and incidents

Public administration E. g. traffic situation, usage of public parking decks
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Fig. 43.2 Data sources of digital mobility services

an open platform for digital mobility services which facilitates the development of new
services by providing reusable modules and services and pre-structured data. In the next
chapter, we will outline our architectural concept for such a platform.

43.3 Architectural Concept of an Open Platform
for Digital Mobility Services

We will first further define the requirements for our platform based on the findings of
our analysis in the preceding chapter. The platform should offer several modular mobil-
ity services with different levels of granularity. These services should access different
data sources and refine their information. All services should be hosted in a secure and
safe environment. As many of these mobility services are quite computation intensive,
the platform needs to be able to handle sufficient parallel service calls. Additionally, each
user should be identifiable by the platform. Furthermore, the platform should support de-
velopers that contribute services to the platform’s ecosystem by providing access to raw
or analyzed data, analysis tools and specifications on how to develop the services accord-
ing to the platforms standards. The resources on the platform should be standardized so
that similar datasets from different sources can be presented and interpreted in a similar
way. The platform should provide a web-based interface which allows browsing through
the different resources by providing user credentials. The proposed platform should fur-
thermore support cooperation between the public and the private sector. They can create
consortia or public-private partnerships and define who will operate the platform.

Fig. 43.3 shows the concept for the architecture of an open platform for digital mobility
services. It consists of the following elements and layers which we will now explain in
further detail.
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Fig. 43.3 Concept for the architecture of an open platform for digital mobility services

Data Sources The platform is based on several different data sets, for example floating
car data or parking lot data. This data could be gathered through on board units within
cars or through sensors in parking garages or on the streets. Additionally, data from pub-
lic transportation providers and taxi corporations such as time tables or the positions of
currently available cars could also be an important addition to the set of data sources.

Layers of Modular Services Modular services represent the core of the platform. They
can be structured into several layers where the level of granularity increases from the top
to the bottom. Services at the bottom focus on analyzing and refining the data sources,
whereas services on higher levels reuse the services from lower levels and integrate them
using their results. Services that will be used by end users can be found on the highest
level. Fig. 43.4 illustrates these different levels and shows several example services which
we will now explain in further detail.

� Parking situation The parking situation service shows the current availability of park-
ing spaces. It is based on data provided by the parking garages, sensors, or the crowd.

� Prediction of parking situation This service predicts the parking situation for a certain
point of time in the future. It is based on the parking situation service and the traffic
information service. This service processes the provided data with machine learning
algorithms. Additionally, it is possible that this service also accesses other information
such as weather data.

� Traffic situation The traffic information service collects the traffic data from different
sources like floating car data, road sensors and road alerts. Then, it combines this data
and estimates the current traffic situation.

� Prediction of traffic situation This service predicts the traffic situation for a certain
point of time in the future. It is based on the traffic situation service and on other data
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Fig. 43.4 Layer of modular services with example services

sources such as weather data. This service processes the data with machine learning
algorithms.

� Routing The routing service calculates the best route between two points. The user can
specify whether the current traffic situation or the predicted traffic situation for a certain
point of time in the future should be considered.

� Public transportation information This service shows current and future time tables
of trains, subways and buses. It also provides information about any failures or unfore-
seen situations.

� Public transportation navigator The public transportation navigator service suggests
the best public transportation route between two points for a certain point of time. It is
based on the public transportation information service.

� Multimodal navigator This service offers the optimal route within the city for car
drivers. It considers the traffic situation for selecting the optimal route, but also checks
where it is possible to find a parking space at the destination. Additionally, it checks
whether it is better to park the car near a bus station and to use public transportation.
This service is supposed to be used by end-users and is based on the previously de-
scribed modular services.

Integration Layer The integration layer creates a secure and safe environment. Services
can only be accessed through the integration layer which buffers service calls and acts as
a load balancer. User management and access control also reside in this layer. Since all
service calls have to pass this layer, it can also be used for analyzing service calls.
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Solutions Developers who are using the platform can use the service to create new mo-
bility solutions. These solutions could be solutions targeted to end-users or they could
be integrated into services outside of the platform. An example for a possible solution
is a scheduling and routing service for small and medium-sized businesses with multiple
appointments within one or several cities. By considering the routes between the appoint-
ments and the predicted traffic situation at that point in time, appointment scheduling can
be optimized. For example, a nursing service could optimize its daily schedule using this
solution and save driving time that could be dedicated to the patient care instead.

43.4 Discussion

Our architectural concept for an open platform for digital mobility services can be used to
make data of smart cities available, such as data on public transportation, parking spaces
and traffic situation. Such a platform creates a mobility ecosystem and fosters the devel-
opment of innovative mobility solutions based on the provided modular services. Without
it, each developer has to gather data on his own, which is difficult if at all possible.

In this context, another challenge arises: Due to the highly dynamic nature of the plat-
form, caused by the different stakeholders and participants, extensive control, also known
as platform governance is required as a precondition for further success of the platform
[14]. For example, the data that is aggregated from different sources and then made public
by our platform could be used by other developers to strengthen their own competitive
position vis-à-vis the platform owner [15]. The platform’s standards and interfaces should
be carefully examined in order to control the data flow and to avoid misuse. Although
effective governance is crucial for the success of a platform, many operators still struggle
with designing and implementing a suitable governance concept. The work of Hein et al.
[16] and Manner et al. [17] analyses different governance mechanisms and proposes core
principles for the governance of mobile platforms. Their findings can give guidance for
the design and implementation of a governance concept for our proposed platform.

The example services in the previous section demonstrate and clarify different layers
of services. Each service can be offered to the end-user individually, but it is also possible
for external developers to combine them to offer new services.

Data related to mobility is of a highly sensitive nature and requires special mechanism
for preserving privacy [18]. Methods for preserving privacy while storing and managing
mobility-related data are presented as an alternative to a trusted authority by Sucasas et al.
[19]. Based on these findings, we suggest to give users as much control as possible by pro-
viding standardized processes for setting privacy requirements in order to ensure privacy
and transparency in the provided services. For example, tracking data is anonymized and
assigned to a regularly changing identifier. Data set owners can then see and track the use
of their data.

Our proposed concept is subject to a few limitations. As of now, the architecture of the
service platform has not been evaluated. Additionally, only a few exemplary services have
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been presented. For mobility solution providers, a comprehensive list of services would
be more useful. In future research, the remaining steps of the methodology framework by
Dörbecker and Böhmann [9], such as implementation and validation, could be applied to
our findings. The architectural concept and a concrete implementation could be evaluated
by using qualitative and quantitative approaches such as expert interviews and surveys.

Our findings contribute to both theory and practice. As for theoretical implications, our
results give guidance on potential future research on service platforms, especially in the
context of mobility-related applications. Additionally, they show how the framework of
Dörbecker and Böhmann [9] can be applied for the modularization of service systems as
presented in our analysis on existing mobility services.

As for practical implications, our concept presents a way of making already existing
mobility-related data available for mobility solution developers by fulfilling several re-
quirements related to safety, privacy and governance mechanisms. The proposed platform
can be used for the creation of integrated and innovative services and identifying further
potential among data source providers for collaboration and synergies. Furthermore, ex-
isting systems for urban transportation can benefit from the platform by using offered
services to enhance their own solutions and in turn provide new data to the platform, thus
further fostering co-creation and innovation.

43.5 Conclusion

Individual mobility is heavily impacted by digital mobility services. Therefore, research
on digital mobility services can contribute to the efforts of companies and policy makers
to make transportation more sustainable. We analyzed existing mobility services with re-
gard to their modules and data sources. We showed that some modules and data sources
are integrated throughout almost all categories while others are only available in highly
specialized solutions. Our analysis shows that there is a large number of different services
that need to be combined by the users in order to fulfill their individual needs.

In order to ease development of new, integrated mobility solutions, we designed an
architectural concept for an open and modular digital mobility services platform. The
platform supports the development of solutions by providing mobility data and services
through open and standardized interfaces. A broad variety of services at different levels of
complexity is offered by the platform which encourages reuse of existing service. Devel-
opers can find and pick the services that best fit their needs and goals.
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44Safety Belt for Pedestrians

Klaus David and Hendrik Berndt

Abstract
The paper outlines an innovative and efficient pedestrian protection system. It is mobile
phone based and easy to implement. It detects and evaluates context and surroundings
of vulnerable road users to reduce their number of accidents, injuries and fatalities.
Involved stakeholders and potential business scenarios are identified.

44.1 Heads Up

“Heads up! Cross the street and then update Facebook” that’s how new street signs, in-
stalled to protect, seek pedestrians’ attention in Hayward, CA, USA. According to [1]
distractions from mobile phones divert attention from traffic similar as for a person with
0.8 per mill blood alcohol. Obviously this fact might just be seen as a minor influence on
the number of traffic fatalities in total. Latest numbers from 2/2016 give an overview on
road safety evolution in the European Union. According to CARE (the EU road accidents
database) 25,900 people were killed [2] in 2014 within the EU. Pedestrians and other un-
protected road users are vulnerable and highest in number amongst most severe injured
persons. Worldwide 22% of all fatalities are pedestrians [3]. Something more has to be
done to protect them.

Today’s vulnerable road user (VRU) protection systems are mainly based on cam-
eras, radar, infrared-systems, microwaves or combination thereof. They are predominantly
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placed in vehicles and request a line of sight to pedestrians to be faultlessly recognized.
This line of sight however is often not available.

Moreover, a dangerous situation has to be detected as early as possible to start accident
avoidance measures. For that it would be desirable to have more information such as po-
sition, direction, velocity of movement from both pedestrians and cars involved, available
or projected. There can even more relevant information to be exploited, such as closeness
of the pedestrian to the curb, or his/her step onto the street level and even personalized
information about the height of the person (child or grown up) the age (young or elderly
both with different movement patterns at one’s disposal).

The presented solution allows for the pedestrian to play a decisive role in the prevention
of accidents.

44.2 Communication Infrastructure

Our Pedestrian protection system assumes a mobile phone is available for the service
user. Through optimal use of the phone’s full capabilities it becomes part of a commu-
nication infrastructure, which as an overall solution will provide alerts and protection
to participants. Communications between pedestrians and affected cars is using existing
technologies and does not necessarily request a specific infrastructure or standard. Several
possibilities are at disposal, such as WLAN, cellular or device-to-device communications.
Unquestionably latency has to be low enough to allow for several message exchanges dur-

Fig. 44.1 ComTec 2016 – Communication infrastructure building blocks – 1 On Board Unit Inside
Car, 2 Smartphone of pedestrian, 3 Ad-hoc WLAN communications, 4 Cellular communications
(UMTS/HPSA/LTE/. . . ), 5 Potential server for scenario calculation (can also be done on Smart-
phone and On Board Unit only)
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ing an average accident avoidance response time, available typically at 2 s, as analyzed
in [4]. LTE with its ˙50ms round-trip delay is providing a time cushion that allows for
several message exchanges, and next mobile generation, 5G, is targeting even single digit
millisecond delays.

Fig. 44.1 below depicts a potential communications infrastructure for the pedestrian’s
safety belt.

Amongst the different options for a communication infrastructure the smartphone
based WiFiHonk system, introduced in [5] is noted. It uses WiFi Beacon Stuffing,
a method to exchange information between WiFi devices, without establishing a con-
nection, through the SSID or BSSID in the WiFi beacon header of a Wifi network. Wifi
Beacon Stuffing can be used to propagate the latitude and longitude, the speed, and the
direction of both VRUs and vehicles. These data can be transmitted every 100ms and
thus also be seemly as infrastructure unit of a pedestrian protection system. [6] introduces
another communication infrastructure unit for cooperative applications between vehicle
and pedestrians based on DSRC modules.

44.3 Context Filter

At the core of our protection system is an architectural building block called context filter.
It interprets and transforms sensor data, gathered through the pedestrian’s mobile phone
sensors into activity detection. Additionally it filters, fuses and evaluates available infor-
mation from the pedestrian’s surrounding context. To protect privacy of pedestrians all
information gathered would be anonymized trough a specific component inside the con-
text filter, the anonymizer. (Legal groundwork for data protection has been elaborated on
in [7]).

Our context filter consists out of the modules, depicted in Fig. 44.2.

Fig. 44.2 ComTec 2016 –
Context filtering and collision
estimation
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Once information is fused, filtered and evaluated a collision likelihood based on the
situation is estimated and further actions are triggered if seen necessary. There are different
possibilities to perform collision estimation e. g. at a central server, the onboard unit of the
vehicle or the pedestrian’s mobile phone, as depicted in Fig. 44.1.

Each context filter module follows its own mission as exemplified by the following
instances:

Position Module
Positioning is based on a global navigation system such as Global Positioning System
(GPS). GPS modules in Smartphones today however with a precision about 5 to 8m and
a sampling frequency of 1Hz do not fulfill the necessary requirements for a safe pedestrian
protection system. Our solution combines GPS with information from acceleration sensor
and gyroscope for better precision and faster recognition of a position change. For the
motion recognition, the data of the acceleration sensor and the gyroscope in the x-, y-
and z-axis are captured with a sample rate of 40Hz. Motion recognition is combined with
walking speed estimation to develop a dead reckoning algorithm for pedestrians that takes
their current movement state into account. Details about the algorithm can be found in
[8].

Direction Module
This module gathers the movement of a pedestrian relative to the street utilizing the built-
in magnetometer sensor of a smartphone. Results are important for verifying the likeli-
hood of a collision with a vehicle. All pedestrians moving away from the street are not
endangered; others have to be further observed, taking the information about the position,
direction, speed and acceleration of the respective cars -provided by the vehicle detec-
tion module – into account. Attainable direction accuracy of the digital compass has been
described through experiments in [9] and assessed as being suitable. However special
attention shall be given to the impact of magnetic diversions since they influence the accu-
racy of the magnetometer (e. g. through parking cars). Our algorithm developed allows for
necessary corrections and to compensate for any magnetic deviation, simply by subtract-
ing the assessed deviation from the magnetometer sensor data in order to achieve a more
precise movement direction detection of pedestrians.

Curb Detection Module
Our method developed for curb detection has shown, that with smartphone sensor data
from accelerometer and gyroscope and combined with an appropriate classifier, it is pos-
sible for the system to recognize when the pedestrian steps down onto the street level. This
stepping on the road detection is one of the most relevant indications for higher collision
likelihood. Due to the short duration of “curb crossing”, only 0.56 s on average, sliding
window parameters are chosen to support its detection. In [10] a large number of experi-
ments have been conducted to evaluate achievable results for stepping down from the curb
recognition, taking into account several parameters such as different curb heights and dif-
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ferent walking speeds. The context filter fuses this information about “curb crossing” into
the situation assessment as a specific trigger for collision risk evaluation.

Complimentary approaches to solve the street crossing detections for pedestrians exist.
In [11] street crossing detection relies only on GPS data. The street crossing algorithm
checks if the path of a pedestrian will cross the street by extrapolating the user’s path
from its position using the bearing values from the GPS data over a fixed distance. In the
evaluation it was found that the algorithm was able to detect 85% of all street crossings
in a suburban and 78% in an urban environment at a maximum of 5 s after the person
actually stepped on the street. The authors of [11] conclude that GPS only “does not serve
well the fine-grained positioning needs of pedestrian safety applications in dense urban
environments”.

Motion Profile Module
The context filter offers to create a pedestrian specific motion profile. It provides important
information that concern movement behavior patterns, maximum speed capabilities, age
and height and additional personalized information about the pedestrian involved to be
utilized for an even more efficient protection procedure. Of course under strict observance
of privacy and data protection. Guidelines and first approaches have been published in
[12].

Finally – after combining and filtering data available from all context filter modules –
a collision estimation module computes the likelihood of an accident and if appropriate
starts preset warning procedures, which can be acoustic, optic or haptic or any combi-

Fig. 44.3 ComTec 2016 – Safety Belt for pedestrian overall solution
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nation thereof for user alerts, as depicted in Fig. 44.3. Within the collision avoidance
scenarios “missed alarms” and “false alarms” are important performance indicators, they
have been sampled for each of the context filter’s modules and have to be continuously
evaluated for improving the overall accuracy of collision estimation results.

44.4 Business Case Scenarios

The proposed “safety belt for pedestrian” solution provides a compelling approach to re-
duce an ever-increasing number of traffic casualties from vulnerable road users. Its market
potential builds upon the high acceptance of communities and the society as a whole to
overcome traffic fatalities and to reduce the related expenses. With that in mind it is envi-
sioned that many stakeholders, from health insurance companies to elderly care centers,
from safe community activists to OEM manufacturer will participate in a valuable set of
business cases. The safety belt for pedestrian thus can foster business liaisons for all in-
terested parties and establish a sustainable business organization for market coverage and
growth.

A first use case could be based on lowmonthly fee for participants, who use the service.
Other use cases foresee free services from e. g. infrastructure provider or apply a “pay per
use”, where service is only charged for if a warning has been issued to the pedestrian.

44.5 Conclusion

The paper presents a protection system for vulnerable road users, with minimal invest-
ments and high efficiency. It is distinct from existing road user protection efforts in partic-
ular through:

� No line of site as a prerequisite for pedestrian’s detection
� The proposed solution works weather independent
� Time advantage, through early recognition of a developing dangerous situation, which

will allow for earlier triggering of alerts and actions.

Still a risk for the best possible impact of the overall system remains, since the complex-
ity for filtering and analyzing the situational data at hand is rather large and naturally very
time-critical. Therefore the efficiency of the core element “context-filter” is of outmost
significance. However a huge market acceptance for the proposed pedestrian protection
system can be expected since it will interest many different players and all of the in public
health care involved parties to participate in sustainable business cases, to overcome traffic
fatalities and to considerably reduce related expenses.
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45The Impact of Indoor Navigation Systems for
Public Malls – a Comprehensive Overview –

Karsten Weronek

Abstract
This paper introduces the most favored technologies for Indoor Positioning Systems
and the features of Indoor Navigation Systems for malls. These systems guide the cus-
tomer through a building on his way to a desired place. On the other hand it makes
possible to analyze the customer’s journey. Combined with retail business apps on the
customers’ smartphones promises to generate revenue and customer loyalty. An in-
tellectual stakeholder analysis reveals the potential benefits and issues for the future.
However, the technology is not mature yet, business integration is complex and the im-
plementation and operation of such a system has to mitigate various risks to be able to
reach its return of investment.

45.1 Introduction

Large e-tailers are disrupting the established shop retail business. Therefor these shops try
to compensate their decreasing revenue by extending into online business [1]. Even so,
shopping centers and malls have increased their market share recently and seem to play
a distinct role [2]. To gain this momentum the upcoming possibilities of indoor positioning
and indoor navigation may be a preferential way for mall managers (MM) to add value to
customers and retailers within the mall.
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This paper gives a comprehensive overview of Indoor Positioning Systems (IPS) and
Indoor Navigation Systems (INS) in large malls or similar places (large railway stations,
airport terminals, etc.). Starting with an overview of the actual possible technologies the
conceptual layer is illustrated by some examples. On the business layer the impact of an
INS will be discussed, especially owing to an expected conflict of the stakeholders in
a mall. The primary goal for implementing indoor navigation is to generate revenue by
guiding the customer and providing shopping information using a smart-phone app and
optimizing this by acquiring customer behavior.

The second section after this introduction explains briefly the latest most promising
technologies to detect the current position of the customer in a mall. The section thereafter
shows the possibilities to use the IPS as basis for INS and some options for the user
interface. The fourth section will identify the stakeholders of IPS and INS. An intellectual
stakeholder analysis reveals the different interests and possible benefits of the stakeholders
from such an infrastructure. It identifies similar but also competing aims and interests
of the stakeholders. It also shows the outstanding role of the manager of a mall. In this
paper the MM is synonym for the executive person of the operative mall management
to act in the interest of the mall’s owner. He is responsible for providing the technical
infrastructure (TI) and thus the data owner of the position data. Due to lack of space, legal
and contractual issues like data privacy as well as issues regarding business intelligence
systems are not discussed in this paper.

The last section is about the different risks of implementing and operating an IPS/INS
and how to mitigate them. At the end a conclusion will summarize the results and give
a short outlook for the future.

45.2 Indoor Positioning Systems as Technology Enabler

Outdoor positioning systems rely on Global Navigation Satellite Systems and are mature
using e. g. the Geographical Positioning System (GPS). They are a commodity and are
used not only in cars and ships but also by byciclists, joggers and hikers. When approach-
ing semi-outdoor or indoor environments the GPS-satellite signals become unreliable or
unavailable due to reflection and/or absorption by the building. Thinking about large build-
ings like (sport-)stadiums, airports, railway stations, shopping malls or campuses with
multiple buildings (fairs, universities, museums, etc.) there exists a desire to extend the
outdoor navigation to indoor seamlessly. Gartner positions IPS in his technology hype cy-
cle as “climbing of the slope of enlightening” and to reach “the platform of productivity”
within the next two years [3]. Since smartphones are becoming more and more ubiquitous
they are the perfect end user device (UD).

The aim of IPS is to determine the whereabouts of a pedestrian in a mall by using
sensors of the UD and a terrestrial, inertial TI that is suitable to be installed in a mall.
Most modern smartphones have the following sensors integrated by default: camera, mi-
crophone, accelerometer, gyroscope, WLAN, Bluetooth, GPS, GSM and a 3D-magnetic
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sensor. There are many publications about using all these sensors and the related physics
for indoor positioning (light, radio waves, sound waves, magnetic fields and mechanical
parameters) [4, 5]. However at the moment there are two sensors to favor for immediate
practical use in malls namely WLAN and Bluetooth. Both of the technologies are also im-
plemented in the UD as a transmitter which enables forward and reverse signal detection.
Beacons are small transmitters of Bluetooth signals that frequently send a customable ID
with a defined period and a defined power. Beacons use the Bluetooth Low Energy Pro-
tocol (released in 2009) that is an extension of Bluetooth. Since WLAN and Bluetooth
work in the same frequency band they might interfere. Due to the frequency multiplex
technology the interference can be minimized by skilled selection of the WLAN chan-
nels. The beacons may be installed as stand alone. Some types are manageable by beacon
controllers or by using them as a mesh net. Controllers are still expensive and need LAN-
connection and power-connection which leads to significant additional costs compared to
the beacons themselves. The mesh net approach has often been the disadvantage of a re-
duced feature set and leads to addition power consumption. Since most of the beacons use
batteries that have to be changed after a time (life-time depends on radio power and trans-
mission rate and the battery size and ranges between a couple of weeks and few years).
The management facility also allows to set all parameters, to update the firmware and to
detect defective or lost beacons or identify weak battery status for replacement demand.

Since the position and the physics of the TI is well known there are different possi-
bilities to determine the unknown position of the UD. There are mainly two dimensions
of the IPS issue. The first one distinguishes if the UD is the transmitter and the TI de-
termines absolute or relative physical parameters or if the TI is the transmitter and the
UD has to measure the physical parameters. The second dimension is the mathematical
way of how to calculate the UD’s position. There are mainly three possibilities. First is
the trilateration that needs at least three distances that are determined either by the signal
amplitude and a simple propagation model of the radio waves or by using the time of ar-
rival or time difference of arrival. The second possibility is the triangulation that measures
the angle of arrival by using amplitude or phase differences of antenna arrays. The third
possibility is to model the radio topology. This can be done by empirical investigation
of the signal strength by grid measurements and/or by using a parametrical radio wave
propagation model. By having the radio map and the indoor map joined it is possible to
compare a received signal strength (RSS) by the UD with the offline determined radio
map of the related area in real time [6]. The relative RSS will then be correlated with the
most probable and reasonable position of the UD. This method is called fingerprinting or
received signal strength identification [7]. When changing the TI or the building the radio
map needs to be updated which is an additional effort. Whereas parametrical models do
not need the cost to establish the empirical radio map, since they are not as accurate. On
the other hand using an empirical radio map leads to better spatial accuracy but needs
much more storage and computing time on the UD and increases the power consumption.
For further reading about IPS see [5] and references therein.



502 K. Weronek

45.2.1 Wireless LAN for Indoor Positioning

Wireless LAN seems to be a good possibility to implement IPS since WLAN is often
already installed. However it has some weaknesses to be mentioned. Apple’s iOS does not
allow to detect the amplitude of the received WLAN. So the use of UD as the receiver is
not suitable. The use of the UD as sender is suitable and commercial solutions of different
vendors are available in the market. However this solution is cost intensive since you need
to have many access points. For accurate position at any point in time the receiver should
have at least 4 conventional access points. Furthermore WLAN-IPS is only possible for
connected UD. The standard period of the access-point-request by the UD is about 2min
in the case that the UDs are not connected to the WLAN. In this case it is only possible to
determine the position every 2min which is inappropriate.

However practical experience shows that WLAN-IPS have good accuracy (see e. g.
[8]). They are suitable for semi-indoor environments and large halls like terminals where
few access points may cover a large area.

45.2.2 Beacons for Indoor Positioning

Recently more and more malls have started to implement beacon-based indoor-position-
ing-infrastructure. A thorough planning of the position of the beacons is necessary depend-
ing on the requirements. When only push notifications are required it is easy to implement
single beacons at the required points of interest (POI) and to use a simple app to receive
notifications or to display a website. Sometimes it is necessary to detect the transition
between areas (geo-fencing) e. g. to detect if the customer is in front of or already in the
shop. In this case the number of necessary beacons doubles. The change of floors by es-
calators seems to be very difficult due to the metal and the interference of beacons located
in different floors. For indoor navigation a dense distribution of beacons is necessary to
get the required accuracy of the position to be able to navigate the customer through the
building. In this case the number of beacons increases dramatically. The issue is that in
many cases it is not easy to put beacons in place due to optical or mechanical issues. The
large height of a hall is also disadvantageous. As a rule of thumb the distance between
beacons should be double the spatial resolution requirements. However depending on the
topological circumstances this varies strongly. Best practice is to start with a standard dis-
tribution and to generate an empirical “heat map” that shows the special resolution and to
add more beacons where necessary.

45.2.3 Improving Indoor Positioning by Sensor Fusion

Empirical measurements show that the radio level of beacons fluctuates significantly. This
can be due to moving people or objects, or modifications of buildings. The RSS also de-
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pends on the specific UD and the spatial orientation of the device because of the anisotropy
of the receiving antenna. The relative position of the user and the UD influences the RSS as
well. These fluctuations and uncertainties can be reduced by mathematical methods. The
most prominent and efficient ones are Bayesian statistical analysis and Kalman filtering.

In practice it turns out that due to the topology of the mall the different technologies
differ in implementation costs as well as in accuracy of the error of the detected position
of the device. To improve accuracy one possibility is to combine the detected position
of two different IPS (mostly WLAN and Beacon-based). Different holistic algorithms
exist to join the position results of different IPS to decrease the deviation error of the
position. This is called Indoor Positioning by Sensor Fusion (IPSF). The factors of the
conjunction metrics may depend on topology, time, possible error factors (like moving
people or trolleys etc.), the device type or signal-to-noise ratio. The use of IPSF is not
trivial because it may lead to a jitter of the position. This is not caused by the IPS but by
artefacts of the IPSF algorithm, so intense testing is required. However if the coverage of
WLAN and/or beacons’ signals are not comprehensive and the user maybe switched off
either Bluetooth orWLAN on the UD, IPSF is the only chance to achieve a comprehensive
IPS/INS over the complete area. IPSF is also necessary when seamless navigation between
outdoor semi-indoor and indoor navigation is required.

45.3 Indoor Navigation Systems as Business Enabler

This chapter introduces the “conceptual layer” based on an IPS as “infrastructure layer”
to implement an INS. An INS gives the possibility to guide the customer dynamically
through the building which adds the first value to the customer. Second it enables the
integration of business applications to provide location-based services and to navigate the
customer to required locations and enables business opportunities.

Assuming an IPS-System is providing an accurate and precise estimate of the actual
position of the customer, it is possible to assign this position to distinct areas or to form
routes and trajectories. Trajectories are directed graphs that contain digitized positions
parameterized by time. By forming conceptual trajectories (ways and stops) and attach-
ing geographical content and annotating semantic information it is possible to compute
a semantic behavior of the consumer [9]. By aggregation of the trajectories of multiple
customers, it is possible to learn about customer behavior and to group them into so called
personas. This enables marketing, offerings and business opportunities.

45.3.1 Geo-Fencing Using Indoor Positioning Systems

A geo-fence is a virtual perimeter for a real-world geographic area. The use of a geo-fence
is called geo-fencing. One example of usage involves a location-aware device of a user
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entering or exiting a geo-fence. This activity could trigger a push message to the device’s
user as well as a message to the geo-fence operator [10].

Geo-fencing in INS is to locate the customer in a specific area e. g. a specific shop or
a waiting area or service area etc. If the exact position is not a requirement geo-fencing is
easier than to determine the exact point of position, e. g. in airports it may be sufficient to
detect if a flights passengers are already waiting in the waiting area of the flight gate. This
can easily be solved by implementing a single beacon with a simple geo-fencing algorithm
at each gate. To provide simple location based services this solution is also suitable. This
may be a good cost effective starting point for implementing an IPS-infrastructure even if
it does not allow to guide the customer through the mall.

45.3.2 Navigating by Indicating the Direction

One of the biggest issues of the customer is to find a POI in a large building environment.
By calculating a route to the requested POI, it is possible to display the direction to walk
on an indoor map (Fig. 45.1 right). The indoor map is needed as pictures in different sizes
and resolutions as well as in a parametrized way to allocate the position onto the picture
before displaying it on the UD. However you have two main issues with this approach.
The customer expects to have the map in the direction of his front view. Therefor the
UD needs to know the direction of the cardinal points. In buildings there are numbers of
disturbances of the geomagnetic field so that this can’t be detected by the UD’s magnetic
sensor in a constant reliable manner. The other issue is that the route has taken the non-
trivial geographical topology into account. However since the assumption of the accurate
and precise estimate of the position is still in dispute, this way of INS needs to be evaluated
and tested properly at the moment.

45.3.3 Navigating by Following Virtual Walkways

A possibility to overcome the issues of the navigation by indicating the direction is to
create virtual walkways like airways. The position of the IPS is then projected onto a po-
sition of the next walkway (Screenshots of different examples of Indoor-Navigation apps:
Fig. 45.1). The routing is then along the walkway. The overall route is easy to calculate
by having a repository of the routes in the mall and by using the Dijkstra Algorithm [11]
to find the best route. This is a proven technology and also used in car navigation systems
although the streets are real there. This solution therefor is expected to have a high user
acceptance.

Using this approach you may get trouble with the calculation of the route. In many
cases it is not likely to indicate the shortest and/or fastest way to the customer. Either you
have issues in your mall like construction areas, moving stairways out of order or you have
decided to take the elevators or stairways. If you have dynamic routing of customers (e. g.
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Fig. 45.1 Left Frankfurt Airport app, the starting point was detected usingWLAN-IPS,middle SBB
(Suisse Railway) Zurich railroad station using iBeacon IPS, right Prototype of INS using i-Beacon
IPS, map oriented in viewing direction

in airports) the routing of your INS needs to have an interface to that system to dynam-
ically change the routing accordingly. Otherwise the customer gets different directions
from the static signs, from the dynamic signature and from the mobile app. In this case
the customer will become confused and may de-install the app. Dynamic routing is also
useful for marketing or revenue reasons.

45.3.4 Guiding by Description

Routing by following virtual walkways may not be accepted by people who have trouble
with spatial imagination and abstraction. It may also lack of usability for certain consumer
profiles (e. g. elder people). For these cases it may be better to visualize the route by one
or more overview maps and to provide dynamically textual information about the route
like: “follow the hallway for 30m”, “now, when you pass the service office on the right
side, turn left”, “walk 20m straight” “use the escalator up . . . ” (Fig. 45.1 left, middle).
This leads to the necessity of having a repository of route segments in place, their routing
messages, together with (changing) POIs and an engine to dynamically compile routes
together with route-descriptions. By using route descriptions it is also possible to use text
to speech software to enable blind people to navigate [12]. The best solution is to combine
the virtual walkways with semantic annotations. Systems using virtual reality are under
way but still not regarded as a solution.
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45.4 How to Add Value to the Stakeholders

In a mall you have at least 3 stakeholders. These are consumers, shops (and chain stores)
and the MM. In railway stations and airports you may have the so-called “meeters and
greeters”. These “customers” are summarized by consumers since they are potential con-
sumers in most cases. In this section the aims and requirements for an INS by the stake-
holder from the business point of view are summarized. It reveals that some requirements
are similar but some of them are conflicting.

45.4.1 Consumer

The word consumer will summarize people independently if they intend to use a service
or buy a product or not or have or haven’t done it already. The indicator of a consumer is
the presence in the area of the INS despite his intention to be there.

Most of the consumers try to get information of the location or are curious to use a new
service like an INS-app. Some just want to be entertained. Some like hunting coupons.
After having installed the app the consumer may look for opportunities like free services
(complementary transportation, free WLAN, access to lounges, etc.). Other consumers
have the intention to find services or products to satisfy an actual demand (e. g. a coffee,
gifts, or to buy s.th. for immediate use etc.). When the customer wants to buy a distinct
product or product group, he may want to find and compare similar products and their
prices. After having identified the distinct facility (e. g. a certain shop), it is mostly re-
quired to get there comfortably. Often this is not feasible using static signatures since the
number of possible destinations are too high. This is the point where the INS-app has
its largest leverage for customer satisfaction. The consumer gets a personalized route and
get a pleasurable feeling of being understood and being guided by the “hosting landlord”.
However it also has the largest risk to lose the customer as a buyer when the INS does not
work reliably or lacks in usability.

After having reached the final destination, a feature to enable home delivery is really
appreciated by the consumer. When buying clothes, different colors that are not available
in the shop but in a central store are also required.

45.4.2 Retailer or Chain Store

The retailers are eager to make consumers to buyers or even to patrons. They aim to
increase the number of potential consumers in their shop or in their online-shop. They try
to have a big conversion rate from potential customers to buyers. They try to increase the
visit frequency of patrons and to increase the check (revenue per buy) by up-selling or
cross-selling. Therefor they also like customers possessing purchasing power.
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In other words, retailers aim for everything that increases their revenue. However an
INS-app facilitates to get information about the customer. In most cases a registration is
necessary in which the customer has to at least release his e-mail address. He also has to
commit the terms and conditions for the use of the system that includes the commitment
of the Data Privacy Statement. This enables the retailer to perform marketing campaigns
to get customer retention and loyalty. Marketing campaigns may be issuing newsletters,
sending special offers or coupons. The retailer can also send messages to the consumer
when he is approaching the shop to get him into the shop. These messages are most effec-
tive when personalized. However this form of real-time marketing is only in its infancy.

45.4.3 Mall Manager

The MM plays a special role. He is the only one who is able to integrate an IPS and
to provide the position data to retailers or consumers. The business generation model of
the MM is either to provide good services to attract consumers to increase their number
to attract retailers that pay high rents for shops in the attractive mall. MMs often apply
a retail-revenue dependent part of the rent. In these cases the MMs are also interested in
increasing the overall revenue of all shops within his mall. He additionally aims to attract
solvent buyers to his mall.

However the MM has to avoid that retailers cannibalize their shop revenue by moving
transactions to their online store or lose the costumer to online shops of the external e-
tailers. In this case the achievable rent for the mall manager decreases.

Mall managers also try to manage their shop portfolio to make the mall attractive to
customers. They also try to position the different shops to optimize the revenue. By col-
lecting customer movements and dwell and waiting times, the MM is the only one who is
able to analyze customer behavior in his overall mall. He is then able to optimize the mall
and can also advise the retailers to optimize their portfolio or their shop set-up. He also
may sell consumer data or consumer positions (IPS-data) or behavior to refinance his in-
frastructure investment. But he needs to mind personal-data-security-compliance. He also
need to orchestrate the requirements of the different shops regarding pop-ups of special
offers. He also has to govern digital marketing campaigns. Otherwise sending too many
messages annoys the customer and may led him to de-install the app. At the end of the
day the MM is the hub of the spoke and has to be the “highlander” to run and to develop
the overall system in a multi-win manner, which is a real challenge.

45.4.4 PossibleMeasures

Malls are usually equipped with a WLAN infrastructure. This needs to be optimized re-
garding indoor navigation (completeness of illumination and spatial distribution). Then
a mobile-app needs to be developed accompanied by a marketing campaign to get the



508 K. Weronek

app onto potential customers’ UDs. Afterwards a beacon-based IPS-solution needs to be
implemented. The app needs to be extended accordingly. In parallel a stakeholder com-
munity needs to be established to understand the requirements of the shop-owners and to
communicate the benefits of an INS. Additionally online-shops of the retailers may be al-
ready in place. Afterwards the MMmay decide to implement either an app of app solution
or to implement a “mall-shop-solution” and to implement interfaces to the other systems
(the vision is “virtual mall solution”). Since most of the malls don’t have an IT-department
or in cases where they have one(e. g. big airports) but not having the expertise in IPS/INS,
malls need to mandate and to partner with a professional IT-Integrator. Additionally a so-
lution for operating and maintaining the systems as well as for the further development
needs to be established.

However, the implementation of an IPS/INS-solution for malls that will generate a sig-
nificant business benefit is extremely complex. It needs an extensive financial investment
upfront and permanent management attention. The implementation and the operation need
a cooperation on all levels (management, process, people and technology) as well as an
excellent communication between all involved parties and participants. The risks of such
a venture are crucial. Therefor the risk mitigation is mandatory and will be discussed in
the next section.

45.5 Implementation Risks andMitigation Thereof

When the first shop owner in a mall starts about or even thinks about introducing beacons
in his shop, it is time to start thinking about the implementation of mall-wide IPS/INS.
Only the MM is able to implement a mall-wide INS infrastructure. Unfortunately it is also
necessary to provide an app which runs on different smartphones. Both need a significant
up-front investment by the mall. This can be refunded by usage contracts or by increasing
the rent after tenant changes. This risk is not mitigable because it is an entrepreneurial
decision by the MM.

The technology still isn’t a commodity. Therefor an integrator needs to be mandated
who has already proved his expertise by reference projects and that his offered solution is
able to fulfil the requirements. It needs to be decided if a prime contractor is applied or
if the disciplines of indoor positioning and integrating the multichannel part (implemen-
tation and integration of app, website, online-shop) should be split into two specialized
providers. The IPS is very technical whereas the INS is very end-user related, especial the
front-end app.

The vertical integration starting from the physics of radio waves over mathematical
methods and technology interfaces up to the GUIs for the end-user, combined with the
retail and marketing processes in the back-office of the vendors is very complex. Therefor
an “Enterprise Architect” is mandatory to oversee the overall architecture to assure that
all components fit together seamlessly. Otherwise the solution does not work properly and
won’t be accepted by the customer and make the investment void.
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The user acceptance of the solution is very critical. Only if numerous potential con-
sumers use the solution and generate new revenue the ROI will be achieved. To gain
customer satisfaction a continuous improvement process needs to be implemented that
involves the customers. Requirements of the customers need to be discussed between
managers, IT-personnel, as well as IT architects and vendors to consequently improve
the solution. Additionally the vendor market and the activities of the competitors need to
be traced to be able to react timely on market developments in this field in an appropriate
manner.

Another risk is that the actual WLAN/beacon technology may be disrupted by other
upcoming technologies. This risk is not mitigable because it is unforeseeable. Another
sensor or positioning technology may have such a progress to be able to provide a better
or cheaper solution than the actual one. It may also be a risk that large smartphone vendors
introduce new possibilities or standards for their product or prevent using the sensors for
IPS. This may induce a rapid depreciation of the investment for the already implemented
solution.

Another risk is the hitchhiking of the IPS-infrastructure by other online retailers. Since
the IDs of beacons and WLANs are often detectable the retailer who has an app with the
detecting and transmitting features is able to detect that the customer is in a mall or in
a certain shop. Doing so he is able to push an offer to the customer to prevent him buying
in the shop but initiate to buy in his online shop. To prevent this hitchhiking an encryption
and a frequent change of the IDs are required.

As already mentioned in the preceding section, the aims of the vendors may lead to
conflicts since the consumer can only be in one shop at a time. So one vendor aims to
get the consumer in his shop whereas the other vendor tries to keep the consumer in his
shop as long as possible. This coopetition of the different shops may lead to a confusing
situation for the consumer e. g. by receiving too many push notifications containing of-
fers or coupons. The MM has to be the mediator by managing the app and the marketing
campaigns in cooperation with all shops. In the future it may be that shop owners become
shareholders of their mall for this reason. The other possibility is to form informal com-
mittees or formal subsidiaries to manage this complex issue. This is somehow comparable
with the Prisoner’s Dilemma [13]. At the end it is better to work together instead of aiming
towards individual victory and in the end lose more than initially gained.

45.6 Conclusion

This paper has shown, that implementing Indoor Position Systems is still a technological
challenge due to the necessity to combine different technologies. The indoor positioning-
technology is on the slope to becoming mature. The horizontal and vertical business and
technology integration is extremely complex and needs excellent multidisciplinary teams.
However the increasing number of already implemented systems by early adopters proved
the concept regardless of a bunch of areas for improvements.
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There are different possibilities to develop an indoor navigation system based on an
indoor positioning system to give the customer the possibility to find his way to his gate.
Depending on the target user group you need to decide carefully how the user interface
should be designed. Sole indoor navigation does not have a direct payback but is an
excellent customer service. To achieve revenue it is necessary to combine it with busi-
ness systems offerings e. g. an online-shop, couponing, loyalty programs etc. Be aware
the following subjects are more or less still in an “experimental phase”: Digital Market
Malls, Customer Journey Analystics, Real-Time Marketing, Bluetooth Beacons and Mul-
tichannel Markets and need enormous investments with unforeseeable Return-of-Invest.
Definitely it is crucial to cope continuously from the very beginning with stakeholders’
competing interests.

Anyway, mall managers need to approach the outlined subjects to be able to consult
their shareholder regarding their investments, risks and opportunities. At the end of the day
it is not the question if, but when and how to start, not to be withdrawn by the competitive
online retail market.
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Robert Blackburn

Abstract
As President at BASF, the world’s leading chemicals and specialty products company,
I look after a 5.4 C bn. budget being responsible for BASF’s vast global supply chain
operations, including the global customer services team, IT operations and related
shared services. Having kicked off BASF’s digitalization in 2011, My team is com-
posed of approximately 14,000 employees with operations in 140+ countries. Having
joined BASF Group 10 years ago, I else led BASF’s Global Enterprise Transformation
program.

Prior BASF, after starting my career at Deloitte LLP, the global strategy and ac-
countancy firm, I held several senior executive roles at leading hardware and software
P&L businesses at IBM. Additionally, I serve on several boards as Chairman or as
Non-Executive Director and I am a visiting lecturer at both Massachusetts Institute of
Technology and Karlsruhe Institute of Technology.

46.1 Introduction

The economy is at the beginning of the next major industrial revolution, and technology
is the driver, this time as the heart of both the production of many different products and
as a core intelligent component of the things we use every day. Digitization has long since
moved into factories, and is now enabling operations in which humans work side by side
with intelligent machines.
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“Industry 4.0” is the catchphrase widely used to describe digital networking in the man-
ufacturing industry. Industry 4.0 is the fourth industrial revolution after the mechanization
of production in the 18th century, the electrification of production and the introduction
of assembly lines in the late 19th century, and, finally, the automation of production
beginning in the 1970 s and continuing ever since. This fourth revolution is set to raise
automation to a new level, marked by the unstoppable march of information technology
through all areas of industry, also known as the Internet of Things. Now businesses are
gearing up to invest almost a trillion dollars a year in the digitization of production ac-
cording to a global study by PricewaterhouseCoopers based on answers from managers of
more than 2000 companies in nine areas of industry.

Over the last two to three years, many companies across all industries, including the
world’s leading chemical company – BASF –, have made major strides in this transfor-
mation process. Innovative developments in fields of artificial intelligence, virtual reality
or smart factories, to name only a few, are already showing great promise in execution.
It is clear that Industry 4.0 is and will remain a major business and societal topic for the
foreseeable future, and not only in the chemicals industry. In my experience from lead-
ing both Boards of Directors as well as performing senior executive roles in leading high
tech businesses, and now at BASF, I have seen how digital technologies have become part
and parcel of serving customers around the world, optimizing a vast global supply chain,
logistics operations and information services operations. Even though these technologies
are often behind the scenes, they impact our lives every day and are blazing a trail for
Industry 4.0. We recognize the potential of digital technologies to advance every part of
a company, especially in areas such as logistics, engineering, production, procurement,
supply chain, marketing and sales.

That is why, I will give examples in this article of how digitization is already changing
how we work in the process industry, as well as share insights about both the opportunities
and challenges for the future.

46.2 Industry 4.0 Shaping OurWorld

The intelligent merging of virtual and physical worlds is not only the basis of the smart
factory of tomorrow, it is already becoming a part of our everyday lives. Autonomous cars,
exercise clothing with sensors that analyze the wearer’s posture, refrigerators which sound
the alarm when a food item needs replenishing, as I have in my home already – these are
just a few examples of how the Internet of Things raises the real world to a virtual level.
Connected and mobile everyday items are becoming smart devices and creating a world
we used to only imagine. Besides being able to drive itself, the car of the future will be able
to find a parking spot, entertain us and do mandate tasks like scheduling appointments.
Sensors inside the car can already track eye and head movements of the person behind the
wheel and send a warning if the driver seems distracted. The passenger in the car will be
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able to reserve a hotel room by eye contact, simply by gazing at the hotel as they pass by
and giving a voice command.

And that’s just the start. In this attractive mass market, creativity in terms of the In-
ternet of Things knows almost no bounds. According to Andrew McAfee and Erik Bryn-
jolfsson, economists at the Massachusetts Institute of Technology (MIT) in Cambridge,
Massachusetts, USA, the digital revolution is only just beginning. Their 2014 bestseller,
“The Second Machine Age,” took Silicon Valley by storm and spread like wildfire from
there. The message: The second machine age will transform the world equaled only by
the Industrial Revolution before it.

The reason is Moore’s Law, attributed to visionary Gordon Moore, an Intel co-founder.
He predicted already in 1965 that microchip performance would double every year until
1975. Amazingly, this law still applies to this day – except that the doubling now takes
about 18 months rather than twelve, more than 40 years after 1975. What’s more, Moore’s
Law applies in many areas of digital technology, not just microprocessors, where I have
spent a large part of my early career: storage capacity, data transmission speeds, super-
computer energy efficiency – all these areas show more or less exponential growth.

In the smart factory of tomorrow everyone and everything communicates with each
other. Consider the possibility that every part in a production factory, and entire facto-
ries can be interconnected. Measurement, monitoring, control and data processing units,
which are fundamental elements of industrial control systems, connect via the Internet
and interact creating an enormous network of valuable information. What experts call,
“cyberphysical systems”, or systems which combine both physical and virtual worlds, are
transforming industry.

Connected production does not end in the smart factory. The entire value chain across
different organizational structures – from ordering to product delivery – can be digi-
tized. A digital interconnected supply chain furthermore involves harmonizing all internal
decision taking structures and rules, processes before and after production, as well as inte-
grating suppliers, logistics service providers and customers in the company’s own value-
adding processes. As I argued in my PhD, indeed this expedited information flow is the
key to competitive supply networks – Industry 4.0 will only take it to hyper speed!

This way, digital connectedness enables highly efficient and highly flexible production.
Real-time integration of customers’ preferences allows a wide variety of product versions
to be created. Industrial manufacture and information technology grow ever closer to-
gether. Better connectivity with customers, business partners and service providers is an
increasingly important part of that process, which supports being a reliable supplier for
customers. For instance, Hoffmann Group, a world leading system partner for quality
tools, is working on the implementation of these strong and partner-like relationships to
its customers and partners to provide agile and customized solutions in real-time. Already
about six years ago, Hoffmann Group presented its so-called 360° Tooling Platform which
lies at the heart of its Industry 4.0 strategy. This comprehensive service platform includes
Tool Concept, a service providing CAD data of tools and helping customers to detect
the best treatment for their components online. Another example is the Hoffmann eScan-
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ner, which empowers customers to automatically order a product at their production site.
Through scanning a barcode on a tool, repeat orders are translated automatically into the
order management system, which makes the order process for customers faster and very
user friendly.

Machine manufacturers can already monitor their machines digitally in the future
across national borders and continents. Parts heading for breakdown due to wear and tear
or damage will be replaced before downtime occurs. The machine manufacturer simply
sends digital product information to a local factory, which manufactures the spare part
with 3D printing or has informed a supplier that a critical tool must arrive before the
machine breaks.

Through various industry, expectations are very high all over the world and when it
comes down to it, the possibilities are endless. Entirely new vistas – and certainly com-
pletely new business models – open up when everything in production is linked together in
one huge network: An agricultural machinery manufacturer equips farm machinery, such
as combine harvesters and tractors, with sensors that record data about the field as well
as the machine’s current position and fill level. This data is transmitted automatically to
a control panel, which helps facilitating more efficient planning of how to use the specific
machine. A precision toolmaker has developed a system to warn users of possible prob-
lems, for example if a drill is nearing breaking point. The information helps to pinpoint
when the tool needs to be replaced. Airplane turbines are equipped with sensors which
collect extensive data during every flight. The information provides a much better basis
for evaluating turbine performance and doing maintenance when the airplane really needs
it instead of the normal scheduled maintenance. Another benefit: existing turbines can be
optimized to save fuel. The data is also used to further improve the performance and effi-
ciency of the next turbine generation. In the end, customers benefit from longer machine
lifetimes, fuel savings and reduced maintenance costs.

German manufacturing companies plan to invest an annual C40 billion in digital ap-
plications up to 2020 in order to increase their production efficiency, which recent studies
expect to surge by up to 18% in five years. This will clearly be transferred to BASF
and the need to be prepared for higher automatized, efficient and customer centric solu-
tions – system and organizational wise – will be a result. Regarding agile digitization,
across all sectors, the automotive industry has made the most headway. Hoffmann Group,
also being a leading supplier for the automotive industry offering a benchmark delivery
reliability of 99% today, is for instance already paving the way for a better connected
and digitized automotive industry. This will be driven by a high level of real-time data
transparency, automated warehouses and through an efficient network collaboration by in-
tegrating customers, partners and service providers. The capability to reliably commit to
customers, strongly benefits the just-in-time production in the automotive sector. Compa-
nies like Hoffmann with these capabilities allow digitization in the automotive industry to
be brought to the next level. The latest automotive market studies show the new challenges
that digitization poses for carmakers in the coming years. The number of cars connected
to the internet is predicted to rise more than six-fold from 23 million now to 152 million
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by 2020. The automotive industry also expects the number of machine-to-machine inter-
net connections in the sector to reach 1.8 billion by 2022. That leads me to the point that
not only the chemical industry or BASF, as the biggest automotive supplier in our indus-
try, must be well equipped with new technologies and solutions to react to these kind of
changing market trends.

Besides introducing new opportunities and business models, digitization is also chang-
ing the way we do business. In the Harvard Business Review, economist Michael S. Porter
and CEO of Parametric Technology Corporation James E. Heppelmann predicted that dig-
itization will revolutionize job roles and corporate structures. Jim and I discussed, that
this means rethinking basically everything we do – starting with strategy. Porter and Hep-
pelmann believe in the emergence of restructured departments and organization forms
involving new collaborations, where IT and research and development divisions are in-
tegrated and cooperation is much higher. IT departments, traditionally focused on the
company’s internal IT structure and management of utilized software tools, has to play
a more central role in future, as it does at BASF. Porter and Heppelmann expect that IT
hardware and software will be designed and built into the actual products as well as the
entire information technology architecture. My first experiences with this were at IBM in
the early 2000s, when we were already doing exactly that in the business, I was leading.

According to a study undertaken by the German Fraunhofer Institute of Labor Eco-
nomics and Organization (IAO) and the German professional IT association Bitkom,
networking of product development, production, logistics, and customers in the chemi-
cal industry between 2013 and 2025 could boost its value creation by 30%, which is quite
a sum when you consider an annual turnover of around 190 billion euros. It is therefore
hardly surprising that more and more chemical companies or other industry player are
striving to harvest the potential “fruits” of Industry 4.0. One of the most important areas
is the avoidance of unplanned production stoppages. Networked sensors in machines and
equipment, systematic evaluation of machine data with special software, and utilization of
mathematical models provide information, for example about the potential failure of a pro-
cess pump, way before it will actually happen. However, utilization of data has so much
more to offer than just improved predictive maintenance processes. If it proves possible
to transfer existing production data into mathematical models of the process, companies
could seize new competitive advantages: Products could be manufactured exactly to cus-
tomers’ specifications, using precisely the stipulated amounts of raw materials and energy.

There is another driving force for digitization in chemical factories: The current trend
towards high-value specialty chemicals is lowering production volumes and requiring fre-
quent product changes. This means flexible planning and production is needed, which
in turn demands highly networked, adaptive, and self-configuring production processes,
which follow a joint decision and customer centric approach aligned with all internal or-
ganizational parts.
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46.3 The Digital Transformation of BASF

As the world’s leading chemical company, the opportunities Industry 4.0 offers to boost
BASF’s competitiveness are enormous. As its digital journey has progressed, it’s no longer
only about optimizing the company’s existing internal IT architecture to increase effi-
ciency. The ability to respond and connect with customers and partners more reliably,
much faster and more flexibly is increasing at a tremendous rate. Overall, we see that
technological progress is changing the role IT and its experts play at BASF. It hasn’t been
simply about IT tools for over 5 years, it involves close collaboration across all divisions
of our business including logistics, engineering, production, procurement, supply chain,
marketing and sales. Networked production and distribution creates more transparency
in our value chains, production processes and about our customer requirements, which
is crucial to leverage the competitive benefits available now and for the future. Diverse
examples show as to how BASF has been able to put Industry 4.0 into practice so far.

Digitization reached the warehouse long ago. BASF warehouses in both France and
Poland were early adopters on the digital automation front. In the French facility high-bay
forklifts, robots, cranes and conveyer belts for boxes and pallets work together in perfect
harmony. In the high-bay warehouse in Poland, forklifts and pallets steer themselves to
their destination, and goods are automatically wrapped, labeled and put in storage. These
automated warehouses are the prelude to the smart factory of the future.

At BASF, we have been driving supply chain digitization forward since 2008 by devel-
oping and implementing business processes and digital solutions to improve production
planning at our factories all over the world. More precise and flexible production planning
and processes enable a more rapid response to fluctuating customer requirements. They
also give central visibility into production planning and make fine planning processes
more transparent.

46.3.1 Smart Supply Chain

The “smart supply chain” is another big topic here. It is about digital solutions that forge
closer automated ties between BASF, its customers, 3rd party providers and suppliers – in
essence the competitive supply network, I described in my PhD dissertation, referred to
the above. The idea is called horizontal integration, which defines the integration of au-
tomated planning based on customer demand across BASF’s businesses as well as with
external customers and suppliers. A cloud planning platform allows BASF to exchange
key data in near real-time with the customer. Where a customer chooses to share procure
and production plans, this information can be used to automatically compute and plan re-
plenishment. The planning should be fully automatized and without human intervention,
except in cases for exception management and monitoring of the models. Demand and
supply plans are shared with upstream partners and customers in real-time allowing us or-
chestrate the end-to-end value chain. This increases reliability and service levels, thereby
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improving customer satisfaction and loyalty which in turn can position BASF to become
the customer’s supplier of choice. Horizontal integration is an opportunity for supply net-
works to not only contribute to cost reduction due to improved inventory management,
but more importantly to a shorter cash-to-cash cycle and improved effectiveness for the
customer, thereby leading to an increased EBIT impact.

Digitization has also reached the global world of shipping containers. A sensor in a con-
tainer records factors such as temperature, fluctuations and humidity and transmits the
information in real-time leveraging mobile networks. The information is then passed to
control centers which can act in real time as required. Performance features go beyond
those of conventional track & trace systems because the new system reports details of
what goes on during transportation and provides a basis for analysis and action. A cus-
tomer receives the data before the container even arrives. This lets the customer know
about anything that happened on route or during loading or unloading – for example,
heavy impacts – and indicates the condition of the load in the container. The sensor also
helps us show that the content of the container was maintained at proper temperatures
without variation, which is critical for example, in temperature-sensitive pharmaceutical
goods. BASF could provide guarantees to its customers, giving us a competitive edge.

Digitization also involves new digital business models. They arise when the technolog-
ical opportunities of a digital world are used to harness new business potential. A BASF
example from agriculture is called Maglis™. Maglis connects data, people and technol-
ogy in a smarter way. It is linking information like local weather, soil conditions and crop
growth stage predictions as a basis for generating crop protection recommendations. With
the aid of apps linked to a database and available on mobile devices, users – farmers in this
instance – have insights at their fingertips telling them when to use which crop protection
product, what to use it for and how to use it. This promotes efficient, sustainable applica-
tion of the products, helps farmers to understand their operation better and thus increases
productivity. Farmers can also view information on all the BASF products that are rele-
vant to their needs, which in an ideal scenario would help to build business and leverage
BASF’s portfolio. Additionally, BASF aims to increase efficiency in consulting and sales,
expands its expertise and offers holistic solutions to their customers. The same principle
can be applied in other business areas and for other customers, including the automotive
industry, construction chemicals and food ingredients.

46.3.2 IT, the Great Enabler, Repackaged in Digital Approaches

Digitization has many opportunities to offer, none of which would be possible without
smart IT solutions. For example, BASF’s Supply Chain Early Warning System uses big
data analysis for enterprise resource planning.We could predict future sales volumes more
accurately and accelerate the logistics response to any changes. Thanks to innovative IT
solutions like this, BASF is more agile and can, in the end, more reliably commit to cus-
tomers. Through being better capable to fulfill customer’s needs, customer satisfaction
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and loyalty will be increased, with all the benefits that follow. Additionally, a customer
centric steering across different businesses is key.

Gathering information from value-added processes and chains and the ubiquitous real-
time availability of that information allows companies to become faster, customer centric
and – hence – more cost-effective. In the smart factory, parts and products have their
own identity. Production processes self-improve on a permanent basis through continuous
synchronization with factories. This only works if a suitably designed system delivers the
necessary data across different businesses’ value chains. A highly flexible but standardized
application architecture is needed to support such automation, besides finding a common
steering unit, which gathers these data in order to better predict, plan, commit and deliver
reliably to customers.

To achieve this goal clear standards as well as consistent and joint decision processes
across different businesses are needed. At BASF, a major step toward standardizing cor-
porate processes in supply chain, procurement and finance was the migration of several
different ERP systems to one BASF system in 2013. It was an essential prerequisite for
BASF’s digital future. On the basis of a consistent technological infrastructure, we were
able to launch new processes for vertical- (in factory) and horizontal integration, as well
as new tools supporting more effective collaboration in the company. The consolidation
of data (structured and unstructured) provided the basis for assessment of large volumes
of data throughout the organization and for big data analysis. But encountering horizon-
tal integration only from a tool perspective is not enough to cater to the requested speed,
agility and cost efficiency within all industries.

Digital technologies offer huge potential in accelerating the transformation of research
outcomes into competitive innovations. In product development, big data analysis pro-
vides new opportunities to get to market faster and move closer to the customer. A BASF
research division subsumes all topics coming from material sciences and systems technol-
ogy. Its experts focus on developing new materials and improving material properties for
research growth areas as diverse as lightweight design for the automotive industry, thermal
management solutions for buildings, functional crop care, water treatment and coatings of
all kinds.

To make sure customers get exactly the materials the market demands, extensive test
series are a standard procedure, followed by real-life application trials. Testing continues
until a material with the ideal manufacturing properties has been found. This complex
process generates huge volumes of information, which are stored in different systems.
Part of these data are stored in an electronic lab journal, which at this time does not offer
computer-based analysis of the unstructured data or enable design of experiments.

What if all research workers shared their experiments, analyses and test results and
everybody could access the accumulated data? As part of an innovation project, we have
started to develop a prototype – called Virtual Experiments Platform – involving four
research projects. The platform analyzes lab data using a digital data model and supports
researchers during the actual work process. The newly developed modeling program can
calculate multiple parameters simultaneously and model highly complex improvements.
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The platform cut the number of experiments in the second test series of one project by up
to 90% – and led straight to the desired outcome. Thus, the customer was presented with
a valid result in a much shorter time.

We have shown that data modeling and optimization by computer can significantly
accelerate research, which enables us to bring innovations to market much faster. What’s
more, digital data management secures know-how and provides access to the knowledge
pool for every researcher who works with the system. The more people that actively use
the platform, the more efficient the system actually becomes.

46.4 Success Factors for the Digital Transformation

46.4.1 Capturing the Potential of Big Data

Data is undeniably the currency of the 21st century, but to derive its true benefit, the right
conclusions from the available information need to be drawn. Because of this, BASF has
focused on data analytics and has been developing innovative, data-driven solutions to
support BASF’s businesses in decision-making.

Mathematical methods to evaluate large amounts of data for substantially more ac-
curate prediction of future developments are a key element in these efforts. The ability
to manage large volumes of data is also the basis for future-oriented methods like ma-
chine learning, examples of which include deep learning and cognitive computing that
use models to approximate or mimic the functioning of the human brain. With cognitive
computing, machines can learn, for example by cross-linking and analyzing source in-
put – and by recognizing patterns. Machine learning is an area of major interest to BASF.
It changes the way we use mathematical methods and enables to develop smart, self-learn-
ing solutions.

One example is a new solution called “Data Driven Sales,” which gives the sales force
access to the complete data set about their customer in real-time. With the aid of predic-
tive algorithms, diverse information can be visualized such as the number of previously
purchased product units or customer-specific product recommendations. The tool enables
sales workers to respond faster to customer queries – anytime, anywhere.

46.4.2 Smart Manufacturing

BASF leverages potential applications for big data based tools in operations. “Smart man-
ufacturing” is the key term here. It covers the production environment and engineering
maintenance. An example would be the use of digital data analysis for predictive main-
tenance of factories and systems. “Smart manufacturing” shows how data analysis can
be used for predictive maintenance in production operations in order to reduce or – ide-
ally – completely eliminate unplanned downtime. For example, the steam cracker, which
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is one of BASF’s key factories, is equipped with leading-edge measurement and control
technology. The steam cracker has thousands of sensors monitoring process data, such as
pressures and temperatures, so that the factory can be run from the control room and the
condition of it can be monitored. Our experts have developed mathematical models with
colleagues working in the factories to identify performance losses and abnormalities that
would have gone unnoticed before. In the future, a dashboard will show if a particular col-
umn or factory component malfunction might occur. That information helps to manage the
factory in a more targeted way and initiate counteractive measures. Gradual problems that
develop over time can also be identified earlier. Moreover, the algorithms help to indicate
the optimal time to choose for maintenance.

46.5 Challenges of Digital Evolution

The examples described in this article are just a taste of the opportunities tapped into so
far as we transform BASF into a digital organization. The future holds many more, even
though there are also challenges on the horizon where smart solutions are needed. The
digitization and connection of everything makes businesses increasingly vulnerable to cy-
berattacks, a major challenge, which is increasing in both incidence and sophistication. To
keep pace with these developments, businesses are raising their investment in IT security
and joining forces to combat cybercrime. Only then can the potential of digitization be
leveraged while companies also protect themselves effectively against cyberattacks.

The 2014 hack of Sony Pictures Entertainment and the 2015 infiltration of the German
parliament’s computer system shows that cyberattacks can strike anytime, anywhere. Cy-
bercrime has grave implications and costs the global economy about $450 billion a year,
experts say. Intellectual property theft can delay technical progress and skew competi-
tiveness. Moreover, falling victim to sabotage and hacktivism can significantly damage
an organization’s reputation. Security strategies and IT architecture need to meet ever-
increasing demands to protect IT systems. Consequently, investment in cybersecurity is
rising. A study by the National Initiative for Information and Internet Safety says more
than one-third of surveyed German businesses expect spending on IT security and data
protection to double by 2020. It is no surprise that Cybersecurity Ventures, a market re-
search firm, expects the cybersecurity market to grow from $75 billion in 2015 to $170
billion in 2020.

Cybersecurity is also a top priority for all industry players. We have invested in exten-
sive cybersecurity measures as part of a continuous drive to improve security. A compre-
hensive program has three main targets to improve resilience against cyber-attacks: raise
security awareness among employees and implement robust security processes and orga-
nizational set-up, protect highly critical systems and information, such as research data,
and improve overall security for systems throughout the organization.

BASF established a cyber defense organization to prevent cyberattacks more effec-
tively and to minimize the impacts of potential attacks on business. The cross-functional
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organization is composed of IT experts with a variety of specialist areas including cyber
security operations, security strategy and architecture, security analytics as well as risk
management, who work hand in hand to recognize and respond to attacks on BASF’s IT
architecture as quickly as possible. Rapid response is key in the struggle against cyber-
crime. The longer an attack goes undiscovered, the more difficult it is to establish which
systems are impacted and the more time the attacker has to harm the organization.

Modern security techniques analyze and monitor the IT network to counter known
threats and predict new ones. BASF’s team uses a threat intelligence platform, consisting
of a monitoring and early warning system. The platform consolidates data from different
sources and analyzes irregularities to enable early recognition and assessment of attack
patterns as well as a timely and appropriate response. The intelligence obtained from data
analysis helps to identify and pre-empt future cyberattacks before they have a chance to
wreak havoc.

46.5.1 Strategic Alliances

Apart from close internal collaboration and bundling cyberattack defense resources,
BASF, as announced in the press, leverages strategic alliances with other companies and
organizations. In 2014, seven DAX 30 companies – including BASF – set up the Cyber
Security Sharing and Analytics Association (CSSA) for this purpose. The objective of
the association is to share information and intelligence across industries, build up more
expertise, as well as improve defense techniques and counterstrategies for a faster and
more effective collective response to cybersecurity challenges.

BASF also teamed up with DAX companies Allianz, Bayer and Volkswagen in 2015
to set up a dedicated cybersecurity service provider: the German Cybersecurity Organi-
zation (DCSO). The hope is that close collaboration between industry and government
experts will contribute to meaningful improvement of corporate security architectures.
The organization bundles expertise, offers security audits, as well as provides new ser-
vices and corporate security technologies that are not commercially available today in that
form. DCSO collaborates closely with the appropriate agencies in Germany. Apart from
enabling the participating companies desire to better protect themselves, the collaboration
via DCSO allows them to share access to IT infrastructures.

BASF collaborates with other industry leaders on the research end as well. An orga-
nization called the Digital Society Institute was set up with the support of BASF, Allianz
and consultancy Ernst & Young (EY) at the European School of Management and Tech-
nology in Berlin in 2016 to deliver information as well as develop analyses and strategies
for the digital future. This scientifically autonomous research institute investigates issues
to do with digitization, including cybersecurity, and promotes dialogue with stakeholders
in business, industry, politics and society at large.
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46.5.2 Conclusion – Opportunities of Industry 4.0
for the Chemical Industry

While addressing cybersecurity concerns and preparing for continuously increasing and
inevitable risks, the Industry 4.0 transformation offers huge opportunities – for all indus-
try segments. For one, we are a process industry and already have relatively high levels
of automation. Digitization promises a major efficiency boost for production operations
and maintenance as well as opens up new opportunities for the automated manufacture
of flexible, highly differentiated product offerings. Moreover, research and development
will benefit too. For example in areas including new material modelling simulation and
analyzing research data as it has been done for many years in the high tech industry.

Secondly, the chemical industry is part of a highly interconnected value chain. The
interlinking and analysis of unimaginably large volumes of data, created not just within
a company itself but within every step from raw material sourcing to end product usage
in a customer’s product, raises transparency and drives monetary value to be realized. The
need for a holistic horizontal integration of all involved partners along the value chain
is simply the next consequential step in the Industry 4.0 journey for supply networks to
become ever more competitive. The newly emergent data, processes and insights opti-
mally coming from joint customer centric interfaces, which moreover should rely on joint
decision making processes, will also give rise to new business models. That makes us
transform into a know-how hub in the industry.

Thirdly, digitization forges deeper relationships between industry partners and our cus-
tomers in many ways and offers huge opportunities for higher customer value and higher
reliability towards ever changing customer needs. Digitization has already transformed
many areas, and this is only the beginning.

The entire marketplace stands to benefit from perhaps the most important of all per-
spectives: digitalization will allow us all to benefit from more effective and sustainable
approaches to consuming planet earth’s precious resources!
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Abstract
Multi-sided platforms (MSPs) continue to disrupt long-established industries. There-
fore, there is a growing popularity to scientifically examine how and why those plat-
forms become more and more economically important. The centerpiece to orchestrate
the interaction between the involved parties is the platform governance. While past
studies concentrated on describing and identifying those mechanisms, this article aims
to provide more detailed knowledge of the practical implications of implementing plat-
form mechanisms differently. With this goal in mind, the article conducted a literature
review to identify important platform governancemechanisms. Building on that, a mul-
tiple case analysis was carried out examining seven successful MSPs and how they
governed their platform. The results indicate that platform governance mechanisms
are incorporated in different shapes and characteristics. The governance structure, for
example, ranged from a very centralistic and autocratic organization to a more split ap-
proach with empowerment on the user side. Also, the accessibility varies from a high
degree of openness to detailed background checks users need to pass in order to partic-
ipate in the platform. Out of these findings, different tradeoffs can be derived. A high

M. Schreieck (�) � A. Hein � M. Wiesche � H. Krcmar
Technical University of Munich
Munich, Germany
e-mail: maximilian.schreieck@in.tum.de

A. Hein
e-mail: andreas.hein@in.tum.de

M. Wiesche
e-mail: wiesche@in.tum.de

H. Krcmar
e-mail: krcmar@in.tum.de

527© Springer-Verlag GmbH Germany 2018
C. Linnhoff-Popien et al. (eds.), Digital Marketplaces Unleashed,
https://doi.org/10.1007/978-3-662-49275-8_47

https://doi.org/10.1007/978-3-662-49275-8_47


528 M. Schreieck et al.

degree of openness, for example, goes along with a greater quantity of products or
services, but lacks in quality and indicates a higher perceived risk. Overall this article
shows the practical implications and characteristics of different platform governance
characteristics and helps practitioners and scientists to learn from successful MSPs.

47.1 Multi-sided Platforms1,2

Digital marketplaces such as multi-sided platforms (MSPs) are continuing to grow in
importance [1]. Prominent representatives are start-ups like Airbnb or Uber who are chal-
lenging traditional business models in the taxi or gastronomy industry. These digital com-
panies extend the classical point of sale by providing a platform where everyone can
offer services or products to the corresponding market. Also, traditional industries like the
equipment manufacturer Trumpf engage and invest in MSPs [2]. On the contrary, there
are also companies who got market power but failed to establish a digital business model.
Garmin, for instance, dominated the navigation market and was overran by Apple and
Google offering various navigation applications [3]. The economic importance of MSPs
can be highlighted by Alibaba initial public offering (IPO), which holds the title of the
largest IPO in history [4].

The foundation of each MSP is the underlying platform which orchestrates the inter-
actions between the different sides [3]. Within this platform, the interplay of actions is
controlled and managed by various platform governance mechanisms [5, 6]. In order to
understand why platforms are disrupting long-established industries, it is crucial to look
closer on how those mechanisms work.

Even though platform governance mechanisms are theoretically well researched [5, 6],
the practical implementation lacks examination. The degree of openness, for example,
can be on the hand too low resulting in an insufficient growth or on the other hand too
high, losing control over the platform [7, 8]. This article aims to improve the theoretical
understanding by showing tradeoffs resulting from a different implementation of platform
governance. Also, practitioners gain valuable insights on how to set up their platform
governance strategy and which tradeoffs they need to take into consideration.

47.2 Multi-sided Platform GovernanceMechanisms

In order to get a better understanding of a platforms governance, a literature research
was conducted to identify important mechanisms according to science [7]. The results are

1 This chapter is based on a publication at Multikonferenz Wirtschaftsinformatik 2016: Hein, A.;
Schreieck, M.; Wiesche, M.; Krcmar, H. (2016). Multiple-Case Analysis on Governance Mecha-
nisms of Multi-Sided Platforms. Multikonferenz Wirtschaftsinformatik (MKWI), Ilmenau.
2 We thank the German Federal Ministry for Economic Affairs and Energy for funding this research
as part of the project 01MD15001D (ExCELL).
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displayed in Table 47.1 and range from dimensions like Governance Structure to External
Relationships.

Governance structure, for example, contains decision rights and the ownership status
of the company. An MSP can be organized centrally or diffused. There might also be an
imbalance in power between the different parties in terms of authority and responsibility.

Platform transparency and usage of platform boundary resources are covered in the
dimension resources & documentation. They describe the use of application programming
interfaces (APIs) or helpful tools like software development kits (SDKs) as well as having
a documentation in place.

Accessibility & control combines the mechanisms of output control & monitoring, in-
put control and securing, as well as platform accessibility, openness and process control.
They describe how the output of a developer is evaluated, penalized or rewarded, what is
allowed to be on the platform, who is allowed to collaborate and which procedures are in
place to regulate the platform.

Table 47.1 Platform governance mechanisms. (Own representation based on literature review)

Dimensions Mechanisms Description

Governance
structure

Governance structure
Decision rights
Ownership status

Is the set-up centralized or diffused? How are authority
and responsibility divided between the platform owner
and module developers? Is the platform proprietary to
a single firm or is it shared by multiple owners?

Resources &
documenta-
tion

Platform transparency
Platform boundary
resources

Does the documentation ensure an easy understanding
and usability of the platform? Are governance decisions
concerning the platform’s marketplace easy to follow
and understandable? Are Application programming in-
terfaces (APIs) used to cultivate the platform ecosystems
through third-party development?

Accessibility
& control

Output control &
monitoring

How are outputs evaluated, penalized, or rewarded?

Input control
Securing

What mechanisms are in place to control which products
or services are allowed? How to assess the quality of
services or products?

Platform accessibility
Process control
Platform openness

Who has access to the platform and are there any restric-
tions on participation? Who controls the process and is
in charge for setting up regulations? Is the platform open
or closed?

Trust & per-
ceived risk

Strengthen trust
Reduce perceived risk

Does the platform enhance trust? How can the perceived
risk of platform participants be minimized?

Pricing Pricing subsidy
Revenue

Who is setting the price? Who decides on participation,
who is paying and who values?

External
Relationships

External relationship
management

How are inter-firm dependencies managed? What is the
architecture of participation? Does the platform allow
technical interoperability between other systems?
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Trust & perceived risk are forming the next dimension, which relates to the nature of
a platform ecosystem to foster trust on the user or developer side.

The seventh section topic is pricing and clarifies which party is setting the price, who
decides on participating on the platform, who is paying and which side profits. The last
dimension is represented by managing external relationships and describes how inter-firm
dependencies are governed. Apart from these dimensions, also the underlying business
model might have an impact on how the implementation of governance mechanisms is
shaped. Therefore, we complemented this dimension in the following multiple case study
analysis.

47.3 GovernanceMechanisms in Practice

After identifying important platform governance mechanisms, we wanted to analyze if
and how successful MSP providers apply those aspects. Therefore, we selected seven
MSP companies with four different underlying business models, each of them success-
ful in terms of market capitalization or market shares. On the basis of these companies we
identified several cases for each of them and conducted a multiple case study analysis [9].
Table 47.2 summarizes the final results and practical implications.

It can be shown that each of the previously defined platform governance mechanisms
can be incorporated in a different way. The governance structure ranges from a very cen-
tralistic and autocratic organization to a more split approach with empowerment on the
user side. In terms of resources & documentation, it can be shown that six out of seven
companies used APIs to engage third-party application developers. Accessibility and con-
trol vary from having no restrictions to requiring users to pass a detailed background check
if they want to enter the platform. The same applies to the input control. Measurements
can be applying very basic community standards or reviewing each input manually. The
output control describes how other users evaluate the user-generated output. A notice-
able feature is that every analyzed MSP uses a rating or review system. If there are two
distinct sides participating in the platform, the use of two-sided or asynchronous ranking
systems was representative. In order to establish trust and decrease the perceived risk, all
companies used techniques and tools. They include very basic forms of individualized
privacy settings and account verifications, to more sophisticated solutions like offering
extra services, insurances or requiring background checks. Pricing shows models like ad-
vertising, getting sales margins or one-time fees. The last mechanism deals with external
relationships and indicates that all seven MSPs use forms of partnerships. Most common
are strategic partnerships and partnerships through acquisition. As mentioned before each
analyzed MSP can be categorized into a different business model. Facebook and WeChat,
for example, fit in the category of social networks, Alibaba corresponds to the merchant
model, Airbnb and Uber are service platforms and the App and Play-Store are application
platforms.
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After providing an overview of the different characteristics of implementing platform
governance mechanisms, we will continue explaining their practical use and accompanied
tradeoffs in detail.

47.4 Characteristics and Tradeoffs of Governance Implementation

This section discusses the characteristics and tradeoffs of a different platform governance
mechanism implementation.

Governance Structure This mechanism deals with centralistic and decentralistic struc-
tures, decision rights and the degree of ownership status. Different characteristics and
implementations result in a high or low degree of platform monetization in exchange for
user growth. A good example to show the implications of a low vs. a high degree of deci-
sion rights or ownership status can be found in the Google Play-Store. Fig. 47.1 illustrates
the shift from a free to use open source version with a decentralistic governance (1) to
a tighter led model in an inverted u shape. The decentral and open approach led to a rapid
growth in terms of the user base in comparison to the App-Store but also brought tensions
due to the lack of control and problems to commercialize the platform [10]. Therefore, the
tradeoff of having a more closed and centralized governance with platform control and
regulation abilities is a reduced user growth and problems with commercialization.

Across all cases, we could identify tradeoffs in implementing the platform governance
structure in different ways. A more centralized governance model with moderate decision
rights and ownership status offers a high degree of platform control and commercial-
ization. On the other side, a more decentralistic approach allows benefitting from self-
organizational effects by reducing administrative work when implementing for example
rating systems to determine the product or service quality. In summary, low ownership
causes a loss of control, while a too high degree of ownership restricts user interaction.

Fig. 47.1 Visualization of
the tradeoff ownership status.
(Own research)
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Resources & Documentation The two different characteristics of this dimension are if
a platform provides additional resources like APIs or SDKs coupled with documentation
or not. Providing insights and interfaces can open up new business opportunities while
losing information superiority. Uber and Facebook for example both provide an API to
open up new business markets [11]. In particular Uber expanded its platform by integrating
the service of taxi reservations into hotel booking systems [12]. Facebook utilized the
API to create the sub-market of applications, which is now a million dollar market with
over 150 million users every month [13]. By providing an API, both companies allowed
developers to create new out of the box applications. It needs to be mentioned, that even in
the presence of APIs companies can still regulate how much access they want to provide.
Nevertheless, they open up the platform and provide insights and information.

One example of not having an API is Airbnb. However, there is a sub-community
hosted by Airbnb called “nerds.airbnb.com” illustrating concepts like deep linking to over-
come the fact of not having an API. Furthermore, unofficial platforms like “airbnbapi.org”
appeared, providing unofficial endpoints and a documentation on how to use it. The result
of not having an API is that there are no interfaces available to get, analyze or validate
the data, which leads to a high degree of information control. On the opposite, business
opportunities are dismissed in order to keep information superiority.

The conclusion is that having an API, SDK and proper documentation offers com-
panies to open up new business markets, increase interconnectivity and effectiveness of
distribution, supply and customer channels. There are also arguments for not having an
API. One might be information superiority by having a closed architecture, in return dis-
missing business opportunities and opening the field for third party platforms publishing
platform data.

Platform Accessibility This dimension deals with making the platform accessible to ev-
eryone and having restrictions. While restrictions and control mechanisms might improve
the quality and increase transparency, it also comes at the expense of quantity of pro-
vided applications and services and potential user growth. An example for accessibility
or openness is Facebook, struggling with negative feedback and abuse but granting users
anonymity [13, 14]. The platform started with a restriction that only allowed universities
to join and opened in 2006 for the public, gaining massive user growth [15]. On the other
hand,WeChat requires verification in order to open business accounts, increasing the entry
barriers by creating transparency [16]. The blue graph in Fig. 47.2b illustrates the tradeoff
between the degree of openness and a potential increase in user growth in exchange for
anonymity vs. transparency.

After analyzing all companies and cases, we could identify that a high degree of open-
ness went with a potential higher user base, a less secure platform due to anonymity and
increased perceived risk. Having restrictions in place showed in the case of the App- and
the Play-Store that the quality of products and services can improve if the process con-
trol is retained. The tradeoff is a lack of transparency and negative feedback limiting user
freedom.
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Fig. 47.2 Visualization of the tradeoff platform input & output control (a) and platform open-
ness (b). (Own research)

Input Control and Securing The tradeoffs for this mechanism is strongly related to the
previously discussed Platform accessibility. A vivid comparison of input control can be
derived from the cases of the Google Play-Store and the Apple App-Store. Where the
App-Store follows strict censorship and manual application review processes, Google’s
Play-Store is less strict and executes only automated reviews. The result is that Apple has
less security or quality issues, where Android has a broader variety of applications [17,
18]. This comparison shows that no or laissez-faire input control causes a greater variety
of input but entails a decreased quality.

Output Control and Monitoring The multiple case study showed, that all MSPs use an
output control mechanism to check the quality of products or services. Facebook, for
example, uses “Likes”, comments and ratings to indicate the popularity of user-generated
content. Especially likes are giving a quick hint on how popular the content is, which is
an important part of Facebook’s infecting success. Google and Apple implemented a one-
way ranking system to check the quality of applications [18, 19], where Alibaba, Uber
and Airbnb use a two-way-ranking system, where the demand and supply rank each other
[20, 21]. Both mechanisms shift quality assurance to the respective parties and therefore
reduce administrative work for the platform owner in a tradeoff for a decreased control
[20].

In general Fig. 47.2a shows that control over input and output correlates in a non-linear
relationship to the degree of monetization. If there is no control, users can create whatever
they like, quality decreases and malware increases. Having on the other hand, full control
narrows the created content and therefore decreases the reach of a wider audience.
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Trust & Perceived Risk This mechanism describes how users and developers see the plat-
form in terms of security and risks. Security measures lower the perceived risk in exchange
for platform openness. WeChat for example, provides several services such as the busi-
ness verification process or a security deposit for using the API to increase trust for the
platform. Therefore users are likely to use the platform due to the protective mechanisms
[16]. Facebook is offering privacy settings to reduce perceived risk but is not successfully
overcoming those problems. The resulting tradeoff is that users have the chance to use
Facebook anonymously without social consequences which can lead to a higher degree
of perceived risk as the result of cyber mobbing or crimes [15], where WeChat’s services
decrease anonymity but increase trust. This correlation can be seen in the red graph in
Fig. 47.2b, showing that a security measure like the verification process of WeChat re-
duces the perceived risk, in exchange for a less open platform.

Pricing Measures in this dimension address different price policies. There are indications
that higher registration fees increase the quality for the sake of quantity. The case study
review shows that all underlying price models are related to the associated business models
(see Table 47.2). Therefore, a comparison between different business models does not
seem to be constructive. Similar business models like the Play-Store and the App-Store
show that high registration fees for the developer can be used as a quality gate trading
quantity over quality [17]. The case of Uber shows that a lack of transparency on price
setting can cause issues regardless of the business model.

External Relationships Establishing business relationships and strategic partnerships
might help to grow the user base, but also giving up control over the platform. The exam-
ple of the Google Play-Store and the Open Handset Alliance with 34 founding members
aiming for an open standard for mobile phones illustrates the rise of the Play-Store’s
underlying operating system Android which even exceeded Apples’ iOS growth [17]. As
Google wanted to maintain the control of Android and the Play-Store to protect it from
patent issues, the tradeoff was limiting the platform’s openness and partnerships [10].

Business Model In order to reflect the fact that each of the selected business models has
an impact on the setup of platform governance mechanisms, we included this dimen-
sion as well. Nevertheless, even similar business models like Airbnb and Uber, delivering
services and described as shared economy, are different in terms of services like accom-
modations and transportations. This is also true for WeChat and Facebook. While WeChat
concentrates on the digital market of mobile Social Networks, Facebook tries to cover the
classical online- and the mobile market. In order to draw correct conclusions, we recom-
mend comparing not only similar business models but also similar products and services
like the App-Store and the Play-Store.

In general, all dimensions show tradeoffs if implemented differently. Especially inter-
esting are the conclusions illustrated in Fig. 47.2. Nevertheless, it is important to stress
that the figures and graphs are only a first conclusion of the multiple case study analysis.
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In order to reach significance, it is crucial to gather more concrete facts supporting our
claims.

47.5 Conclusion

Multi-sided platforms are continuing to disrupt long-established markets. Therefore, it is
crucial to get a deeper understanding of how they work and which factors are of impor-
tance. The centerpiece of each MSP is the platform governance, which orchestrates the
interaction between the different parties. They describe for example if the overall struc-
ture is organized centrally or decentrally, which resources like APIs or SDKs are used or
what restrictions are in place to control the openness and the products and services offered
on the platform.While the literature offered already theoretical insights about those mech-
anisms [1, 6, 22, 23], the practical application and tradeoffs were not examined in closer
detail. Therefore, we conducted a multiple case analysis including seven different MSPs.
All results were analyzed due to theoretically known platform governance mechanisms.
The resulting table highlights for example that both, centrally and decentrally organized
platforms exist. There are also different degrees of openness or in- and output-control. In-
fluence factors might be the underlying business model or the current state of maturity of
the MSP. Based on these results we observed different tradeoffs of implementing platform
governance mechanisms differently. One hypothesis deriving from the case study is that
the degree of platform control correlates in a non-linear relationship with the platform
monetization. No control provides too much power to users or third-party developers,
while too much control leads to a narrower range of products and services. Therefore, this
article helps to understand how platform governancemechanisms are implemented by cur-
rently successful MSPs and which tradeoffs different implementation causes. Moreover,
practitioners may learn from already established digital marketplaces and can transfer this
knowledge to other industries.
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48Transformation Not Completed – Identify
Additional Business Opportunities by Digital
Navigation

Karsten Schweichhart, UweWeber, and Alexander Hildenbrand

Abstract
Digital Transformation does have an immense impact on businesses and their pro-
cesses. There are a lot of companies that already started to transform their processes,
organization or even their business model. Often the transformation focuses on a cer-
tain aspect that might be helpful to the company. A framework is needed that helps
to identify various aspects for transformation. The Digital Navigator provides a digital
capability map that can be used to identify further digital possibilities for optimization
of processes or creating new business models. This article provides a short description
of the Digital Navigator and an example how to use it.

48.1 Digital Navigator

When Jack Welch says, “Willingness to change is a strength, even if it means plunging
part of the company into total confusion for a while” this is especially valid for the Digital
Transformation. When starting planning and transforming your business into a digital one
this time frame of confusion should be as short as possible, because businesses today
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are faced with fast changing market conditions. From our experience with companies
of different size and industry over the last years the adapted approach of “concurrent
planning” from engineering will help to reduce the time from understanding demands and
strategy definition until the products are available on the market.

People involved in a concurrent planning process moved from hierarchical organization
structure into a project organization and collaborate based on a common language to over-
come misunderstanding across different expertise. Capabilities in terms of a functional
decomposition of relevant tasks within a specific enterprise can provide such a common
language. The description of a capability comprises three dimensions:

� What are the processes and information that are needed for the capability?
� What are the skills and competencies people provide to work in these processes?
� And what is the technology that supports or drives the work within this capability?

Here is an example how to apply this approach in a manufacturing company and why
this helps to avoid confusion about what Digital Transformation means. Let us have a look
at the capability “Production Management” and one level deeper at capability “Worker
Guidance”. Customers expect individual products today even when they are produced at
an assembly line. Guidance of workers at the assembly line about what is the next part
and in which tray it can be picked up will change due to digitalization. Probably today,
workers are supported with parts lists and configuration drawings for the product they
have to assembly next (technology dimension). Tomorrow, workers are guided by a pick-
up-by-voice solution, where the workers wear headphones and the information about parts
and their location will be brought to the worker by a computer voice. The information
provided is the same as before, but the provisioning is now digital to support an optimized
process. There will also be a change in the worker’s competencies. This example shows
how powerful a capability-based planning approach as used in concurrent planning will
lead to a lean and effective digital strategy and transformation project portfolio without
any confusion.

Bringing this small example on a higher level, we asked ourselves, what is the differ-
ence in terms of capabilities we need for digitalization? How much change is necessary
to become sustainable successful in a digital business world? Is it possible to share expe-
rience about patterns that worked at different companies? With the strong will to find the
answers, some leading companies from Telecommunication, Automotive, Process Indus-
try and High Tech as well as a consultancy company found together at Cross-Business-
Architecture Lab to develop the Digital Navigator.

The six digital capabilities represented in the Digital Navigator (s. Fig. 48.1) close the
gap between business and technical capabilities as the central structure to align strategy
demands and solution supply.

Here is another example. Imagine your business strategy written in natural language
and available in a more detailed form over the intranet. Are you sure that everyone in
your company knows exactly how to decide about transformation programs according the
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Fig. 48.1 Digital Navigator.
(Cross-Business-Architecture
[1])

strategy? To make strategy explicit you can detail it using a driver tree. Map leafs of this
tree expresses strategic demands onto to capability maps. More precisely, map the business
demands onto the business capabilities, ask yourself what digital capabilities you need to
enable the business and then think about the technical capabilities, which comprises also
the real fancy staff like glasses for virtual reality. With this structured and consolidated
view on demands, it is easier to find the right architecture and solutions. You can also start
on the opposite site analyzing the relevance of a specific solution for a future scenario.

But what do these Digital Capabilities look like?
The top-level view on Digital Navigator comprises three circles. The grey one describes

six digital capabilities that have been developed and proven by the partners within the
Cross-Business-Architecture. More than that, the results of an empirical study [2] under-
line the relevance and completeness of these digital capabilities as well as the maturity
across industries within the German-speaking countries at the time the study was con-
ducted. The first blue circle expresses the so-called digital dimensions. Digital Transfor-
mation should always consider the complete value chain in order to provide best possible
customer experiences. But the three dimensions “Customer and Partnering”, “Products
and Services” and “Enterprise” may be managed with different sub goals what means
different patterns of digital capabilities. At the end, all transformation programs should
lead to more revenue or less costs. That’s why the three circles can be turned against each
other in order to find different patterns for different goals that lead to more revenue or
a reduction of costs. To develop this is an ongoing process and Life-Cycle-Management
is managed by Cross-Business-Architecture and Detecon International.
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48.2 Start Transformation: Use Your Data

To explain the usage of the Digital Navigator in more detail we introduce a scenario of
a producer of home appliances that has been successfully transformed in a certain area.
This is one of several possible approaches to apply this framework.

The regarded company produces washing machines among other things. From time to
time, a service call from a customer requires sending a technician on site to fix a problem.
If the problem is caused by a broken component, the technician has to order a spare part
and come on site once again. In the meantime, the washing machine cannot be used.

The optimization of this scenario was based on the following idea: how can the number
of visits at the customer site be reduced to one at most times. This would increase customer
convenience and reduce costs. In context to the Digital Navigator, this use case addresses
the cost effects in the products and services area for improvement.

To get closer to a solution, they focused on the information that they have from the
customer and information they already have from calls of other customers up to now. To
describe the transformation let’s have a look at the process so far (s. Fig. 48.2 – left side).

A customer talks or sends a message to the service center and describes the failure
of his washing machine. In general, the customer does not know the root cause of this
failure. So he has to describe what happened and what can be seen from outside. At the
service desk, the information is collected and described in a structured incident request
by a service agent. This information will be sent to a technician who will be scheduled
for a customer visit. The technician examines the failure on site and fixes the failure if
possible. If a component is broken and no spare part is available by accident, he has to

Fig. 48.2 Service process transformation
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order it and arranges a new appointment. So the described process could cause multiple
visits and increases service cost.

The approach that the company already implemented to improve this process is based
on the information they have from other service calls or incidents. If it is possible to match
a new incident with an existing and already fixed one, some activities can be done before
the technician will be sent out to the customer.

For that purpose, they implemented a data mining system for analyzing the details of
the current incident and comparing with similar requests of the past. If there is a match, the
corresponding spare parts are send back to the ServiceManagement System. If there are no
corresponding spare parts, this could be an indication that there is no broken component.
A rule framework in the Service Management System then determines based on specific
rules whether a spare part should be ordered and when a visit could be scheduled.

Because of the probability that a certain component is required, the ordering can be
done automatically. It is also possible that the time schedule of the technician can be
updated and the van be loaded automatically.

Based on this extended software landscape the former process has been transformed to
the following (see Fig. 48.2 – right side):

The customer calls the service desk and describes the failure. The service agent collects
all provided information in a structured incident. In the next step, the incident is sent to
the data mining system to be analyzed and compared with older incidents. If there is
a match to an existing incident, the information about how the failure was fixed will be
sent back including a description of the spare parts that were needed. Based on the specific
rules in the Service Management, the system decides if spare parts are needed and then
automatically orders them. According to the availability of the spare part and the service
technician, a time schedule for the next visit to the customer is planned. The van of the
assigned technician will also be loaded automatically. Most of these steps now can be
done automatically.

Although the changes in the process steps seems to be rather minor, the impact of
these changes through automation is huge: cost savings and improvement of customer
convenience by

� reduced service time: automatic spare parts ordering, van loading and visit scheduling
� increased first implementation rate
� same day appointments, if there is no spare part needed
� decision support: decision makers can concentrate on complex repair cases

Looking at the Digital Navigator, the transformation has been conducted in the area of
Digital Information Management (s. Fig. 48.3), especially in the context of Information
Sourcing, Value Assessment, Analytics and Processing.

In Information Sourcing relevant data sources, in this case the already existing service
calls, are identified and checked by significance and relevance through the digital capabil-
ity Value Assessment.
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Fig. 48.3 Digital Information Management

Through Analytics a mapping is done to check, if the root cause of the current call can
be solved in the same manner as an existing one. After collecting and analyzing the data,
the call can be processed and the technician does have a lot more information about the
scheduled customer visit.

48.3 Transformation Completion – NewHorizons of Data

The situation is clear: the service use case described in the former section is completed.
Really? How to check, if the ambition level has been as high as appropriate? Let’s take
the Digital Navigator from section one to double check the use case, finding out higher
ambitions.

If we identify the functional capabilities addressed in the use case and map them to the
digital navigator, the result is surprisingly, but clear. We identify mainly capabilities out
of the digital information management domain:

� Data Life Cycle Management: Basic to decide, what data and structures should be used
and to care on changes on them and their environment

� Information Processing: applying and processing the data for the purpose of the use
case

� Information Quality Management to ensure, that the applied data are relevant and in
sufficient quality

� Privacy Management, mission critical to ensure the distinguished use and integrity of
the data
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� Analytics, to create the best combination of service parts using the historical data in an
intelligent way

� Presentation Exposure to offer the helpful results to all intended users, may be cross
different devices

Great. Good coverage – of the informationmanagement domain only, to be precise. The
opportunities of the information management domain are very well explored and applied.
But, what about the other domains of digitization capabilities?

Remember – the story of digitization is about using data to create value. Of course, the
first steps are about all the data, which are already available. Often, this is already a lot.
Many companies are wondering, what to do with all the data, they collect and store into
their databases. This companies should apply data strategies and business model strategies
on their data as shown in our use case so far.

Anyway, in digitization this vision is not big enough. You have to care as well on a kind
of data, which is not yet available. The Digital Navigator helps to find out. As an example
we apply the functional domain Cyber Physical Systems (CPS) (s. Fig. 48.4). What is
a cyber-physical system within the context of our service use case? Or: What asset could
become a cyber-physical system, if it becomes connected? The basic idea in the phase of
ideation is: Every asset coming along with the use case could become a cyber-physical
one. This includes:

� the washing machine itself
� the storage
� the spare part
� the service technician
� the service car

Fig. 48.4 Cyber Physical Systems
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Creating a cyber-physical system out of them means, give them and their functions
a kind of IT frame, which means represent their functions and data in IT structures – and
connect them by an appropriate network. This includes fix line options as well as mobile
networks including Bluetooth, WLAN, GSM, LTE or in the near future 5G. At least they
need an API as interface, so they can get a network connection and an appropriate IT
integration.

The functional capabilities of the “Cyber Physical Systems” domain of the Digital
Navigator give an overview, what is necessary to drive cyber physical systems. Some
examples:

� Operational Integration of CPS: core to make it run
� Real time Asset Management and . . .
� . . . Real time Control and business monitoring: Both may be most important, because

real time transparency is one of the core value driver
� Event Driven Architecture: to make most use out of real time information, the IT Land-

scape need areas able to handle events in a valuable manner
� Information Exchange, a difficult, but mission critical capabilities regarding different

“languages” and standards in the communication between different assets

Most of these capabilities to use CPS today are pre-integrated to Internet-of-Things
(IoT) – Platforms, often flexible and secure offered by a cloud provider. The Digital Nav-
igator helps to check, whether all needed capabilities are available in the IoT-Platform of
choice.

Applied to the use case, a lot of further opportunities are created immediately:

1. The washing machine gets a kind of self-awareness, knowing about its condition and
sharing this condition online with the service center. Transparency occurs on the con-
crete problems and therefore on the needed spare parts. In a next level, applying
intelligence to the condition monitoring, the machine is able on self-diagnoses in
advance, prediction maintenance becomes possible, a new business model occurs:
guarantee of the availability of the machine by the producer, a value which might
be paid by users, especially professional ones (see Figs. 48.1, 48.2, 48.3 and 48.4)

2. The storage offers transparency on parts, which are available or which are not, where
they are and when the next charge of missing parts will arrive. Linked to the messages
of machine problems and linked to service orders it could become a self-organized
storage with close to 100% guarantee, that needed parts are available and the storage
size is as small as possible.

3. Even the spare part itself could contribute to transparency and service, especially the
bigger ones. Are they in an appropriate condition? Are they available at the expected
place and time in the required type or version? What is the amount of parts on the
desired service car?
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4. The service car itself is the most interesting asset unused within this use case. It
moves around and transport the required parts. Therefore, it could know in advance,
if all required and expected parts are (still) on board to avoid customer visits because
of missing spare parts. Moreover, it’s positon is known every time. Combining this
with customer addresses and real-time (!) traffic information, estimated times of ar-
rival could be offered to customers very precisely, even online by a customer app or
a web portal. A new service level of very small time windows could be offered to
the customers. And more: Knowing every time the location of each service car and it’s
available parts, it can be redirected by customer calls every time. A new kind of service
can be offered: a same day service, in cities may be a same hour premium service.

An example deep dive into the service process shows, that a connected and self-aware
washing machine already changes a lot (s. Fig. 48.5). First, the machine user is neither
surprised nor disturbed by an unexpected defect, if the predictive analytics detects the
problem in advance. Second, the machine will not call a call center agent, it informs
directly the service dispatcher. You can even imagine, the machine informs directly the
service car closest to the location, because it knows, that the needed spare parts are on
board. Customer’s will learn to be happy about the service technician knocking on the
door, friendly announcing to care on the risky machine. In a near future, customers will
expect it like this, never have to call again.

In consequence, Digital Transformation obviously was not completed only using the
already available data. Applying the Digital Navigator, it was pointed out clearly, that

Fig. 48.5 CPS transformed
process
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there were a lot of further opportunities out there, which means at the end: business op-
portunities. In our example this included

� a new business model on guarantee of availability,
� a second new business model on express service,
� an optimization of storage
� a decrease of double customer visits increasing the one touch repair rate

Not too bad for applying only one more domain of the Digital Navigator. Valuating
the results from the perspective of the current business model, taking into account, that
the business model could be changed, a strategic roadmap could be constructed, where
the opportunities are taken into reality step by step. Real data driven value is created using
existing data, and, may be even more important, further data, which can be created by new
IT capabilities and new connections on so far unconnected assets. Valuable transparency
occurs immediately, driven to much higher value by using real-time data and intelligence
in analytics.

Embedding the roadmap into an overall digitization strategy of your company, all of
the other domains of Digital Navigator help to identify, which current business functions
have to change, or, what new ones should be established. Risk management for example
gets an additional perspective. It becomes obvious, that a Digital Transformation Strategy
touches wide areas of the company.

This is real digitization – initiated by the Digital Navigator
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49The Data Science Lab at LMUMunich:
Leveraging Knowledge Transfer,
Implementing Collaborative Projects,
and Promoting Future Data Science Talents

Thomas Seidl, Peer Kröger, Tobias Emrich, Matthias Schubert, Gregor
Jossé, and Florian Richter

Abstract
In this paper, we describe the newly established Data Science Lab at the Ludwig-Max-
imilians-Universität Munich (DSL@LMU) and its particular role as an interface be-
tween academia and industry. Initially co-funded by the Siemens AG, the DSL@DBS is
open for innovative corporate partners and offers a platform for various joint activities
between academia and industry. The DSL@LMU provides the following advantages
to its corporate partners: Partners gain access to cutting-edge know how in analyzing
data. Furthermore, the DSL@LMU provides connections to a worldwide academic net-
work of top researchers in the area of Data Science. Collaborating with DSL@LMU
offers a strong visibility among academia and industry. To bring the most recent re-
search into practical use, joint research projects allow to develop specific solution for
the use cases of the corporate partners of the DSL@LMU. Finally, the DSL@LMU
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serves to connect companies to the highly talented students from the new elite master’s
program “Master of Data Science” at the LMU Munich. To illustrate the collaboration
between the DSL@LMU with industrial partners, we describe the results of recent re-
search projects at DSL@LMU that were conducted in collaboration with partners from
industry. These projects exemplarily show how academia and industry can team up to
transform cutting-edge research into innovative products.

49.1 Introduction

The digitalization of the world is an ongoing process, influencing all parts of everyday
life. The search for valuable information in growing amounts of data is undoubtedly one
of the major challenges in the upcoming decades to gain the full potentials out of this de-
velopment. The key to transferring data to knowledge is Data science, an interdisciplinary
field that deals with algorithms and systems to automatically detect patterns that allows to
derive knowledge from data in various forms. It brings together statistics, machine learn-
ing, data mining, and data management, extending the well-established field Knowledge
Discovery in Databases (KDD) by a more holistic approach.

Even though there is a high demand in know-how for companies, thorough expertise
and talents are still rare to find. For example, the well-known report by McKinsey &
Company projects a global excess demand of 1.5 million new data scientists. However, at
least in Germany, there are only rare internationally visible research groups at universities
and, thus, only few Master Programs with a strong and solid focus on Data Science are
currently offered.

The Data Science Lab of the Ludwig-Maximilians University Munich (DSL@LMU)
is an institution for research, development and education around the field of Data Science.
It is attached to the Database Systems group of LMU that has a long standing tradition
in research in the fields of Databases and Data Mining and is constantly among the top-
10 leading research institutions world-wide in these fields. In addition, the DSL@LMU
has tight connections to the Institute of Statistics at LMU and other Informatics groups
such as the group for Mobile Computing. As a consequence, the DSL@LMU provides the
expertise of leading scientists in the key research fields of Data Science.

The key idea of the DSL@LMU is to link this scientific know-how to Industry and
Data Science students (see Fig. 49.1). The focus of the Lab is to bridge the gap from
academia to industry and allow students and researchers to work on real-world Data Sci-
ence challenges while giving their industry partners a substantial leap forward. Besides,
the Data Science Lab offers a wide variety of activities for small, medium to large-scale
companies that include professional training, trend flashes, summer schools, lecture series
from international luminaries, workshops, guest lectures from industry, and many more.
Thus, the top talents are linked to their potential future employers. A dedicated lab room
gives the students the opportunity to work on the newest hard- and software products and
at the same time offers an inspiring environment to discuss and elaborate new Data Sci-
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Fig. 49.1 The DSL@LMU
aims at bringing together the
three groups including indus-
try, students and academia in
the field of Data Science

ence challenges. This room is also used for hands-on professional training in Data Science
related courses.

The Lab also fosters strong ties to the new elite program “Master of Data Science” (see
below). Even though LMU Master students that have a focus on Data Analysis lectures
are already excellently educated and are currently highly respected as Data Scientists, the
new Master program will generate a pool of more interdisciplinary oriented and qualified
graduates.

The Data Science Lab has been founded in 2015 in cooperation with the Siemens AG,
however, it is open to all prospective partners from industry that share the same visions on
Data Science.

49.2 Supporting and Promoting Future Talents in Data Science

A major challenge in facilitating the full potential of Data Science in the corporate as well
as in the scientific sector is the availability of young talents which poses the necessary
skills to solve practical problems with cutting-edge data analytics methods.

To understand, apply and develop data-driven solutions, a profound knowledge in
statistics is necessary in order to ensure the correctness of the derived knowledge. As-
pects like the quality of available data and the significance of the computed patterns and
predictions are mandatory to the usefulness of any data science process.

On the other hand, modern information technology like GPU computing and cloud
based systems are key technologies to apply novel prediction techniques and analysis
tools. Without the ongoing development in the area of informatics, the recent success
stories in machine learning, data analytics and artificial intelligence would not have been
possible. These rapid developments allowed for collecting, accessing and integrating data
in new dimensions. Furthermore, new technologies to enable new hardware architectures
were developed to store distribute and manage data. Finally, new data analytics methods
improved the quality of predictions and patterns which are infeasible without massive
amounts of data and large scale computational infrastructure.
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To provide a training program teaching the key skills from statistics and informatics, the
LMU started the new elite program “Master Data Science” in winter 2016. The program
is funded by the Bavarian Elite Network and accepts highly skilled international talents
having a background in both disciplines. The training program provides the necessary
theoretical background, integrates recent technologies and puts a strong emphasize on
the practical application of the acquired skills. Thus, the curriculum includes a practical
data science project where the participants solve practical problems of corporate partners.
Furthermore, there are summer schools and scientific talks from invited researchers and
practitioners on recent developments. The pure analytical skills being acquired during the
program are complemented with modules on data ethics, human computation and data
security. The program concludes with a master thesis giving the students the opportunity
to extend the state of the start when examining their own research project in the area of
data science.

The DSL@LMU provides an interface for its industry partners to the students of this
elite program. For example, it leverages joint projects between industry and students such
as Master theses, seminars, use-cases, etc. supervised by a scholar from the DSL@LMU.

49.3 Sample Projects and Case Studies

The DSL@LMU aims at transferring knowledge in the form of latest scientific achieve-
ments to industry. This is typically implemented through joint research projects and/or
case studies. In these cases, the DSL@LMU serves as an organizational umbrella for such
projects (but is not involved in technical details as an entity in order to prevent IP issues
which are negotiated with each project partner, separately). In the following, we sketch
three sample projects that have been recently conducted under this umbrella.

49.3.1 Shared E-Fleet – Efficiently Using Fleets of Electric Vehicles

Mobility is the backbone of modern society. The economic and ecological challenges it
bears are enormous. Ambitious climate goals compete with ever-growing passenger and
freight transport demands. Mastering these challenges without sacrificing driving conve-
nience and efficiency, is the ultimate goal of modern mobility.

Recent studies reveal hints on how to cope with mobility requirements. The geo-data
enterprise NAVTEQ has shown that drivers using navigation devices increase fuel ef-
ficiency by 12%. The McKinsey institute estimates around EUR 550 billion in annual
consumer surplus from using personal location data. The biggest share coming from sav-
ing fuel and improving efficiency due to navigation systems relying on telematics. The
great white hope is new technology, new data. The abundance of sensor data collected
in traffic, summarized under the term (vehicle) telematics, is expected to optimize traffic,
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to reduce congestion and to improve logistic efficiency while at the same time increasing
usability and convenience for drivers.

The Database Systems Group at LMU Munich has recognized this trend and its re-
search opportunities early on. First publications in the field of traffic networks came
as a natural extension to the field of spatial and temporal databases, the core topic of
the group for which it has gained international renown. Shortly thereafter, members of
the DSL@LMU helped to realize a large research project centered on electric mobility
which was kicked-off in 2012. Funded by the German ministry of economics BMWi, the
project united research partners with industry partners such as Siemens Corporate Tech-
nology, Carano Software Solutions and car technology manufacturer Marquardt GmbH.
The project, named Shared E-Fleet, aimed at creating a comprehensive cloud-based solu-
tion for the efficient use of fleets of electric vehicles (EVs).

While electric mobility is not uncontroversial, its potential is certainly great. Electric
infrastructure exists in all developed countries, electricity is relatively cheap and less prone
to fluctuations of the market than oil and its CO2 footprint is believed to be ecologically
justifiable. In reality, however, electric mobility faces very basic limitations. The first limi-
tation is the range, which varies between 100 to 150 kilometers. The second limitation are
rather long recharging times. While refueling a car takes minutes, a full recharge can take
several hours. Both limitations become particularly evident when one vehicle is shared
among multiple drivers.

Over the course of the project, the Database Systems Group streamlined research and
development and devised a spatial and temporal query system to counter these drawbacks.
Based on real-time telematics and historic sensor data, the query system supports drivers
and fleet managers alike. The system, for instance, informs the fleet manager preventively
about critical situations such as expected belated returns or expected exceeded range lim-
its. In addition, the system provides directions to the driver, for instance by computing the
most efficient path to the nearest charging station or by visualizing reachable destinations
within the given range limit.

Combined with the hardware and software components provided by the other part-
ners, the query system was brought into action in pilot projects. From June 2014 until
September 2015 seven BMW i3 were made available to employees of technology parks
in four different German cities. During the test phase, the initial concepts were refined in
close cooperation with the partners. The advancements fueled research findings and vice
versa, leading to several publications in the international research community. While the
query system tackled modern mobility requirements from a practical angle in a real-world
project, the published research addressed them from a theoretic perspective.

An example: Modern traffic networks are usually modeled as graphs, i. e., defined by
sets of nodes and edges. In conventional graphs, the edges are assigned numerical weights,
typically reflecting cost criteria like distance or travel time. In so-called multicriteria net-
works, the edges reflect multiple, possibly dynamically changing cost criteria. While these
networks allow for diverse queries andmeaningful insight, query processing usually is sig-
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nificantly more complex. Novel means to keep query processing efficient were developed
and published over the course of the project.

Another example: Modern cars use ultrasonic sensors or cameras to detect parking
spaces. By exploring this problem probabilistically, a novel model for the abstract problem
of consumable and reoccurring resources in road networks was devised. Based on this
model, a stochastic routing algorithm was developed which maximizes the probability of
finding the desired resource while minimizing travel time. Besides the original application
of parking spaces, the model may for instance be applied to vacant or occupied charging
stations for EVs. Inspired by the practical use of sensors, a ubiquitous traffic problem was
formalized with the help of probability theory and solved with algorithmic insight.

It is this fruitful combination of theory and practice which helps understand and solve
some of the problems of modern mobility. Where research papers lay the groundwork,
demonstrations extend the theory and real-world projects test the reliability under authen-
tic conditions. Thus, as demonstrated by the project Shared E-Fleet, cooperation between
industry and research yields valuable results for both scopes.

49.3.2 VISEYE – A New Approach for Mobile Payment

In a collaboration with a small and medium-sized company (KMU) from the mobile pay-
ment sector, a new system for image mapping and classification on mobile devices was
explored at DSL@LMU. As an alternative to existing technology such as QR codes, the
main challenge was, that the system needs to be robust against frauds.

As a result, the system implemented a sequence of seven different algorithmic steps
(from image processing through feature extraction to classification) in a distributed
client/server setting. In this architecture, it turn out that several parameters are crucial for
the efficiency of the process, and thus, decisive for a high consumer acceptance. Depend-
ing on the quality of the network and the status of the battery, it is generally favorable to
do as many steps of the mobile device as possible. To formalize the allocation of steps
of the overall process to the different parties (client: mobile device versus central server),
a cost model was developed that decides this allocation of jobs ad hoc, given several
parameters such as those mentioned above (battery status, network quality) as well as
further potentially influencing parameters such as location and previously learned user
preferences.

This project was also a prototype for a successful collaboration between industry and
academia that leverages the transformation of cutting edge research into an innovative
product. The commercial use case developed by the KMU lead to novel fundamental
research questions, e. g. the development of the cost model and the integration of geo-
coordinates or user preferences were, that had to be solved in theory first. The implemen-
tation of these theoretical results in turn tested their accuracy and reliability real-world
scenarios.
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49.3.3 Process Mining – Leveraging Automation and Logistics

Mid- and large scale businesses offer much possibility to collect lots of data during daily
operations. While logging the business actions is rather easy and straight forward, the
information is only revealed by analyzing it appropriately. Only transforming business
data from simple log files to meaningful models creates valuable assets.

The emerging field of process mining aims at this problem by combining the research
areas of data mining and business process modelling. The great focus is to develop tools to
answer the arising questions of today’s managers and decision makers: What happened?
Why? What can be expected in the future? And what is the best choice I can take?

To answer these questions, the raw business logs, which offer timestamped event data,
are taken into consideration to infer structural fitting workflow graphs to model the real
world.

For a better imagination we illustrate this in a public transport service scenario (see
Fig. 49.2). The sensors to log most data is already present nowadays as nearly everybody
carries a smartphone and uses the mobile applications of their local transportation service
provider. The collected events contain waiting times, vehicle entries and exits. A simple
analysis can certainly identify choke points or idle spots for some routes. But process min-
ing offers even better and more intelligent methods to analyze connections between parts
of the processes. These dependencies are common, but not always obvious for humans to
identify in complex networks.

Fig. 49.2 Two buses operate in the same area. The blue bus has a high probability to stop at the
traffic light controlled junction. That causes the red bus to overtake the other one most of the time.
The red bus arrives first at the common bus stop. It will pass a second crowded stop before driving to
the final bus stop. The blue bus, being the late vehicle, will be almost empty on this route. Analyzing
the log files will show the reason why many people gave negative feedback in this area regarding
overcrowded buses
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A bus, which has a long stop time at a traffic light, might cause an even longer customer
waiting time at the next bus stop. The people there will react, choosing maybe another bus
line. Another line will be overcrowded, causing delays on other lines and so on. Most of
these occurrences will weaken through the network, but in certain cases, a small influence
in one part can cause a jam of the network in a distant part. Process mining assists in
detecting those unobvious dependencies and finding solutions to prevent issues.

So analysis of historical data is used to reveal dependencies in graphs like workflow
nets, which give insights on causal connections of different actions in the process. Using
this knowledge can augment the decision making in future process instances. In our par-
ticular example, bus frequencies can be reduced or increased, or lines can be rerouted to
circumvent difficult spots.

At DSL@LMU, we strongly consider changing temporal dependencies in processes.
Drifts in service times or increasing production cycle times are often an important indi-
cator for a necessary intervention of a supervisor. Many tools start working slower until
they break completely. In hazardous environments, the critical parts should be replaced
beforehand to save people. To achieve this goal, we analyze process events, extract tem-
poral information and analyze shifts to identify and categorize the type of changes. Our
next step involves the analysis of dependencies between delays in complex business work-
flow nets. For example can a problem in action A cause a delay in action B, although both
actions seem to be rather independent? If A is only a minor action in the whole process,
but B is rather significant, the benefit of this knowledge would be tremendous. A small
delay of a secondary resource, which has been overseen, might cause production delays.
These total delays can lead to contractual penalties everybody wants to avoid. Identify-
ing the source of the problem, we could fix the problem at a point that allows a simple
interference with low costs.

In addition to these timely problemswe are highly interested in event streams as process
logs grow larger and larger recently. Process analysis methods have to be time and memory
performant to deal with frequently arriving events on the one hand and being able to return
results within shorter reaction times on the other hand.

49.4 Conclusions

The newly established Data Science Lab at the Ludwig-Maximilians-Universität Munich
(DSL@LMU) is an interface between academia and industry open for innovative corpo-
rate partners. It offers a platform for various joint activities between academia and industry
providing access to cutting-edge know how in analyzing data, strong visibility among
academia and industry, as well as a link to the highly talented Data Science students from
LMU including those from the new elite Master program “Master of Data Science” at the
LMU Munich.

Contact: http://dsl.ifi.lmu.de/data-science-lab

http://dsl.ifi.lmu.de/data-science-lab
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Franz Wotawa, Bernhard Peischl, and Roxane Koitz

Abstract
One objective of Industry 4.0 is to further enhance automation and data exchange in
manufacturing among the whole value chain in order to provide new services and to
decrease the use of resources. Industry 4.0 relies on communicating systems aiming at
decentralized decisions for manufacturing requested products and services comprising
humans and machines. The availability of systems and their data, e. g., manufacturing
or monitoring data, online is an enabler of new applications and services including
diagnosis. In this article we focus on the diagnosis aspect and provide insights into
a methodology that allows for bringing in diagnosis of interconnected systems as a ser-
vice. The methodology is based on system models and monitoring observations and
thus is highly adaptable to changes in the system. In addition, to the methodology we
give examples from applications of diagnosis for wind turbines and other engineered
systems.

50.1 Introduction

One aim of Industry 4.0 is to further automatize production as a whole via enhancing data
exchange and flexibility in manufacturing in order to reduce costs and to allow a stronger
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customization of products accordingly to the users’ needs. In order to increase flexibility
of production for mass customization there is a strong need for optimization, configuration
and diagnosis of all systems involved in manufacturing (see [1]).

A production facility has to react on different strongly customized orders coming in
at real time. In case of faults occurring during manufacturing, the underlying cause has
to be identified and the whole production process has to be reconfigured. In addition,
production should be optimized during operation to allow fast delivery of products using
lesser resources.

In this chapter we focus on diagnosis for Industry 4.0. In particular, we discuss the
underlying requirements and afterwards present a methodology that serves this purpose.
Diagnosis itself is the activity or task dealing with the identification of the underlying
reason for a certain observed deviation from expected behavior of a system. Such a de-
viation is usually referred to as a symptom and diagnosis is for localizing the underlying
root cause, which is later used for applying treatments in order to bring a system back
into its desired ordinary state. For example, in medicine humans can be seen as systems.
If a patient comes to a medical doctor with certain symptoms such as fever and headache,
the doctor comes up with more or less hypotheses about the underlying disease. Via ob-
taining more information about the health state of the patient, those hypotheses are further
reduced and finally in an ideal world there is a root cause, which serves as bases for fur-
ther medical treatments. This described situation is the same for technical systems where
diagnosis is one of the tasks of system maintenance.

Is diagnosis in the context of Industry 4.0 different from ordinary system diagnosis?
The answer here is yes. Due to the required flexibility of manufacturing leading to systems
that adapt themselves accordingly to certain demands, the structure of the system changes
over time. For example, in one production step a certain work piece passing a drilling
machine might be fed directly to a paint shop, whereas another work piece might go to
further mechanical treatment before. Hence, when quality criteria of a work piece are not
met, we have to know the responsible structure of the system and the behavior of the
involved machine tools. Therefore, there is the requirement of having a diagnosis method
that can adapt itself on structural changes without human intervention.

In addition, to this general requirement there is a need for having such a general di-
agnosis method easily accessible ideally without requiring a deep understanding of the
underlying foundations. One idea in this direction is the concept of providing software as
a service to the general public [2]. The Software as a Service (SaaS) concept has been
intended for providing the software’s functionality to customers without requiring them to
think about deployment and maintenance. In SaaS the ownership of the software remains
on side of the developer and only its use is granted to the customer. During the past years
SaaS has moved in the direction of Everything as a Service (XaaS) [3] extending this idea
to any potential services that can be provided using hardware and software.

SaaS and XaaS have gained more and more importance. Besides classical and popular
cloud services for providing computing power or storage capacity, there is a growing in-
terest in services for editing documents among others. Google documents is an example
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for this development and there are many more. For bringing diagnosis into practice and
also increasing accessibility to diagnosis functionality, providing diagnosis services over
the Internet would be required.

Unfortunately, this is not easy because diagnosis requires the knowledge about the
system, for example, its structure and behavior, or other types of knowledge facilitating
diagnosis. This is similar to a text editor, which requires documents comprising the textual
information. For diagnosis, we need the documents describing diagnosis knowledge in
a machine-readable form.

In the rest of this chapter we elaborate on the idea of providing diagnosis functionality
as a service accessible over the Internet. We provide an overview about necessary prereq-
uisites, discuss the functionality to be delivered, and introduce model-based diagnosis as
a foundational method for implementing diagnosis as a service (�aaS).

50.2 Prerequisites

Let us start first with all prerequisites we need for diagnosis. First of all, we require knowl-
edge about the system we want to diagnose. This knowledge has to include rules to allow
reasoning from causes to potential effects. The causes themselves have to be formulated
in an explicit way, i. e., via introducing a hypothesis for each cause. For example, a switch
might be on or off. These two states of the switch have to be represented as hypotheses,
e. g., switch_on, switch_off, in a knowledge base. In addition, we need observations of
the system, i. e., the symptoms. Based on the knowledge base for diagnosis and the ob-
servations we further need a reasoning engine that returns potential causes for the given
observations. A potential cause in this terminology would be a hypothesis or a set of hy-
potheses that have to be true in order to explain the given symptoms. We will discuss the
reasoning aspect in more detail in Sect. 50.3.

In summary, a diagnosis service needs the following information to compute diagnoses:

� A diagnosis knowledge base comprising knowledge about the system to be diagnosed,
where the knowledge should allow reasoning from causes to effects and explicitly in-
troduce hypotheses, and

� A set of observations, i. e., the symptoms, to be explained.

Of course the necessary knowledge has to be available in a form that can be utilized by
the underlying diagnosis reasoning-engine. For the reasoning engine, we require efficient
computation and also independence from the diagnosis problem itself due to the fact that
systems in case of Industry 4.0 change their structure and thus their underlying behav-
ior over time. Independence from the underlying diagnosis problem means to be general
applicable regardless of the given diagnosis knowledge and observations.

A concrete �aaS implementation should take the information relevant for diagnosis,
i. e., the knowledge base and the observation, as input, and deliver certain hypotheses ex-
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Fig. 50.1 �aaS architecture

plaining the observations as an output. This view, however, is rather limited because it only
considers the diagnosis part of �aaS but not how to develop and maintain the knowledge
base. Hence, a �aaS implementation should deal with both aspects. Note that the two
tasks, i. e., (1) developing and maintaining the knowledge base and (2) using diagnosis,
are usually performed by different persons having different skills. Task (1) requires knowl-
edge about how to formulate the required knowledge, whereas (2) only needs information
about observations (and the current state of the system). In addition, and especially in the
context of Industry 4.0, task (2) may be automatically performed. Therefore, the interfaces
to �aaS may be closely adapted for the different tasks.

In Fig. 50.1 we show the architecture of a concrete �aaS implementation and the un-
derlying diagnosis method including the interactions with users, which can be by either
humans or other systems. We distinguish the users of the diagnosis engine (System or
Maintenance Personnel) and the ones responsible for providing the diagnosis knowledge
(KB Creator), which is stored in a system model. The diagnosis engine takes the system
model together with the observations and the system state, and returns explanations, i. e.,
the diagnoses.

In the next section we discuss a diagnosis method that fits ideally the requirements of
a �aaS as described before.

50.3 Diagnosis Methods and Techniques

A �aaS needs to be general enough to serve many purposes. Hence, we need an under-
lying diagnosis methodology that is as general as possible. In the early days of Artificial
Intelligence (AI) rule-based expert systems [4] have been used for diagnosis (see for ex-
ample [1]). A rule can be seen as an if-then construct, where the condition is a question
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to be answered by the user and a consequent the next possible state or a diagnosis results.
Classical rule-based systems implement the reasoning in the direction from symptoms
to responsible causes. A main drawback of these kinds of system for diagnosis is that
the rule-base has to be always changed in case the system structure changes leading to
high maintenance costs. Therefore, classical rule-based systems can hardly be used in the
given setting of �aaS. In order to avoid the mentioned problem, the concept of model-
based diagnosis has been suggested. We distinguish two types of model-based diagnosis:
(1) consistency-based diagnosis (see [5] and [6]), and (2) abductive diagnosis [7]. In (1)
only the correct behavior of a system based on the structure of the system and a formal-
ization of the behavior of its parts has to be provided. In abductive diagnosis, rules that
represent cause-effect reasoning are used. Both types of model-based diagnosis are very
much appropriate in the context of �aaS because diagnosis only relies on the underlying
models, i. e., a model of the system, and is thus generally applicable. It is also well known
that both types have a strong relationship (see [8] for more information).

In this chapter, we suggest the use of abductive diagnosis and outline its underlying
idea and concepts. The reason is that the necessary diagnosis knowledge can be easily
obtained from system documentation available. For more information about the use of
abductive diagnosis in industrial applications we refer the interested reader to [9].

In order to show the principles of abductive diagnosis and the required information, we
make use of the following small example:

Example
Let us assume to come at home during the night. After unlocking the door and entering
our home, we try to switch on the light at the entrance but there is no light. Maybe
the bulb is broken. However, we first go to the nearby living room trying to switch on
the light but again without success. We now have at least two potential causes. One
states that the bulb at the entrance and the one in the living room are both broken.
Another alternative explanation would be that the fuse responsible for the lights at the
first floor is in state off or broken. The latter only requires one hypothesis to explain
two symptoms. Hence, we would try to fix the problem using the smallest diagnosis
first.

In this example, we use some implicit knowledge about the structure of the electrical
system at home and about the behavior of involved parts, e. g., that a bulb has to submit
light in case of being switch on, and that there are fuses for different electrical cables in
order to prevent damage (mainly due to fire caused by too much electricity going through
a cable). For automating diagnosis, we need a formal representation of the knowledge
about the system.

Fig. 50.2 shows the structure of an electrical system we assume to correspond with our
diagnosis example. In the schematics we see that we have one main fuse (F1) and two sub
circuits with fuses F2 and F3 respectively. In the first sub circuit we have two switches
connected (S1 and S2) turning on or off two bulbs (B1 and B2 respectively). In the second
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Fig. 50.2 Simplified schemat-
ics of an electrical system for
a domestic home

sub circuit we have two changeover switches S3 and S4 used to turn on and off bulb B3.
From this schematic we are able to derive consequences, i. e., symptoms, of hypotheses.
For example, when assuming that bulb B1 is broken, we know that B1 cannot emit any
light. If fuse F2 is broken, we know that bulb B1 and B2 cannot be turned on anymore
using switch S1 and S2 respectively. Similarly, we are able to derive what happens if both
fuses F1 and F2 are not broken and S1 is set to on, then the bulb B1 should be on and thus
transmit light.

Using this information we are able to construct a table where we have on one side the
hypotheses and on the other their effects. Table 50.1 shows the entries only for the case of
broken fuses or bulbs. For simplicity we do not consider the position of switches and the
cases where a bulb is lighting.

The semantics behind the table is the following. In each row we have one cause-effect
pair. The cause is a hypothesis mentioned in a row, while the corresponding effects are
given in the second column. If there is more than one effect, the effects are put together
using local operators like AND or OR. In the second line we see that a broken fuse F1
influences all the bulbs. In case of an OR at least one of the effects must hold. It is worth
noting that there might also be more than one hypothesis given in a row. For example, in
case two or more hypotheses are necessary for deriving the mentioned effects.

In abductive diagnosis accordingly to the definitions from [7] a diagnosis is a set of hy-
potheses that allows deriving all given symptoms. In addition, we do not allow hypotheses

Table 50.1 The cause-effect table for the electrical circuit for a domestic home

Hypotheses Effects

Broken(F1) No_light(B1) AND No_light(B2) AND No_light(B3)

Broken(F2) No_light(B1) AND No_light(B2)

Broken(F3) No_light(B3)

Broken(B1) No_light(B1)

Broken(B2) No_light(B2)

Broken(B3) No_light(B3)
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in a diagnosis to be contradictory, e. g., a diagnosis that would state that a fuse is broken
and not broken at the same time is not a diagnosis. A diagnosis is said to be parsimonious
if none of its subsets are themselves diagnoses. In practice, we are mainly interested in
parsimonious, i. e., minimal, diagnoses.

Let us come back to our initial example. When entering our home we see that there
is no light at the entrance, i. e., the observed symptom is No_light(B1). From Table 50.1
we know that Broken(F1), Broken(F2) or Broken(B1) are all valid diagnoses because they
have No_light(B1) as effect and thus allow to derive the given symptom. When turning
on the next light, i. e., B2, we obtain two symptoms No_light(B1) AND No_light(B2).
Hence, we have two single hypothesis explanations, i. e. Broken(F1) as well as Bro-
ken(F2). Another larger explanations is Broken(B1) AND Broken(B2). When preferring
smaller explanation, we would first have a look at the fuses.

The abductive diagnosis approach as described can be extended to handle probabilities
for diagnosis and also to support the user during the process of localizing the root cause.
For example, the probability that a bulb is broken is often much higher than the probability
of a broken fuse. This information can be utilized to rank diagnoses according to their like-
lihood. The diagnosis process itself includes adding new observations or measurements,
i. e., symptoms, to further reduce the number of diagnoses, or to make appropriate repair
actions.

50.4 Diagnosis

Continuous growth in magnitude and complexity of technical systems requires automatic
diagnosis procedures to determine failure inducing system parts effectively. Particularly,
in domains where maintenance costs constitute a significant portion of the life-cycle costs
accurately deducing the root cause of an anomaly is essential. The industrial wind turbine
domain is an application area experiencing a cost-intensive maintenance process. In this
section we focus on improving fault diagnosis in real applications such as wind turbines
by employing abductive model-based diagnosis to compute causes for measurable system
anomalies.

The main hindering factor influencing the dissemination of model-based diagnosis in
practice is the initial effort associated with the creation of a suitable system model. We
devised a process that aims at integrating abductive diagnosis in real-world applications
by automating the development of system models. By reusing knowledge frequently avail-
able, such as Failure Mode Effect Analysis (FMEA), the model creation time as well as
cost necessary is decreased. Fig. 50.3 depicts the process that is divided into three main
stages, i. e., (1) model development, (2) fault detection and (3) fault identification [9].

As the knowledge necessary for abductive reasoning describes the connection between
causes, i. e. hypotheses, and their effects, i. e. symptoms, failure assessments such as
FMEA provide appropriate information for abductive diagnosis, as they capture knowl-
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Fig. 50.3 Process for incorporating abductive model-based diagnosis into an industrial setting [9]

edge on causal relations between components based fault modes and their effects on
system variables.

Table 50.2 shows a simplified FMEA taken from the industrial wind turbine domain.
As can be seen there are three columns describing the relation between components, their
fault modes as well as their effects on the system. Consider the first entry. This states
that in case the pins of the fan are experiencing corrosion, an unexpected decrease in the
generated power (Power(Turbine,low)) and an increase in the cabinet temperature (Tem-
perature(Cabinet,high)) are observable.

There are two essential characteristics of the FMEA which we have to consider when
mapping it to a cause-effect table. First, each fault mode is associated with a specific
component. Thus, the hypotheses we are considering for our cause-effect table are a com-
bination of a component and its fault mode. For example, the hypothesis inferred from the

Table 50.2 Exemplary FMEA of the converter of an industrial wind turbine

Component Fault Mode Effects

Fan – Pin Corrosion Power(Turbine,low), Temperature(Cabinet,high)

IGBT – Wire Bonding High-cycle fatigue
(HCF)

Power(Turbine,low),
Temperature(Inverter_Cabinet,high),
Temperature(Nacelle,high)
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Table 50.3 The cause-effect table for the converter example

Hypotheses Effects

Corrosion(Fan–Pin) Power(Turbine,low) AND Temperature(Cabinet,high)

HCF(IGBT – Wire Bonding) Power(Turbine,low) AND Temperature(Inverter_Cabinet,high)
AND Temperature(Nacelle,high)

first entry would be Corrosion(Fan–Pin) implying that the pins of the fan are corroded.
Further, all effects have to be connected by an AND as in case the fault is present all symp-
toms have to be existent. Table 50.3 depicts the cause-effect table created on basis of the
FMEA in Table 50.2.

Once the system model has been created offline, the online portion of the process takes
place. Diagnosis is always triggered by the observation of a symptom. Therefore, some
mechanism must be present to determine a deviation from the expected to the current
system behavior, i. e. a fault detection method. In the wind turbine domain a condition
monitoring system provides information on anomalies among the system variables.

After a symptom has been observed, the diagnosis reasoning engine can be started. The
engine takes as input on the one hand the system model generated offline and on the other
hand the results of the fault detection, which are fed into the engine as observations about
the current system state. The diagnosis engine then determines the hypotheses explaining
the observations. Information such as probabilities can be used to refine the diagnosis and

Table 50.4 Experiment results on various FMEAs [9]

Model Size Runtime [in ms] #Diagnoses

System #Hyp #Eff MIN MAX AVG MED MAX AVG S D T

Electrical
Circuit

32 17 < 1 994 48.0 2 792 191.6 11 22 44

Ford
Connector
System

17 17 < 1 204 2.1 1 18 3.1 6 18 18

HIFI-FPU 17 11 < 1 214 5.2 1 189 8.2 7 21 27

MiTS1 17 21 < 1 307 7.6 1 12 5.4 3 3 6

MiTS2 22 15 < 1 191 6.6 2 288 37.4 8 24 24

PCB 10 11 < 1 140 1.3 < 1 2 1.6 2 2 2

ACD 13 16 < 1 210 4.5 1 15 2.4 5 8 15

Inverter 29 38 < 1 4830 34.8 10 1280 33.0 19 57 76

Rectifier 20 17 < 1 53 3.8 3 160 10.8 15 40 64

Transformer 4 8 < 1 70 0.7 < 1 4 1.2 4 2 2

Backup
Components

25 30 < 1 856 14.8 5 864 25.1 9 42 210

Main
Bearing

3 5 < 1 191 1.7 < 1 3 2.4 3 0 0
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additional measurements aid in reducing the number of solutions and confirming diag-
noses.

We conducted several experiments on the diagnosis computation time for various
FMEAs publicly available and project internal. The FMEAs analyze electrical circuits,
a connector system by Ford, the Focal Plane Unit (FPU) of the Heterodyne Instrument
for the Far Infrared (HIFI), printed circuit boards (PCB), the Anticoincidence Detector
(ACD) of the Fermi Gamma-ray Space Telescope, the Maritim ITStandard (MiTS), as
well as rectifier, inverter, transformer, main bearing, and backup components of an indus-
trial wind turbine. Table 50.4 depicts information about the size of the model, i. e., #Hyp
and #Eff determine the number of hypotheses and effects. The runtime results show the
minimal, maximal, average and median runtime in milliseconds. The last five columns
display the maximum and average number of diagnoses as well as the number of single
hypothesis (S), double hypotheses (D) and triple hypotheses (T) diagnoses.

As the results show while there are maximum computation times of around five sec-
onds, the median of the distributions is located around and below ten milliseconds. Further,
on average we can record runtimes of fewer than half a second. These runtime results as
well as the automated modeling argue in favor of our approach as a feasible method for
diagnosis in practical applications.

50.5 Conclusion

In this chapter we introduced the concept of Diagnosis As A Service where we argued for
the necessity of the availability of diagnosis functionality especially in case of Industry
4.0 comprising interconnected manufacturing plants and devices to be flexible enough for
being adapted accordingly to specific customers’ requirements. These underlying system
requirements, i. e., distributed manufacturing and increased flexibility, demand a flexi-
ble diagnosis infrastructure. To serve this purpose we discussed the general diagnosis
methodology abductive diagnosis where cause-effect knowledge is used for identifying
root causes for given symptoms. Such cause-effect knowledge is often available in practice
for engineered systems thus making the approach interesting for practical applications.

Besides discussing the basic principles of abductive diagnosis in this chapter, we also
introduce requirements for implementing diagnosis as a service and present its underlying
architecture. In addition, we recall the use of abductive diagnosis in an industrial context
in order to show its feasibility for fault localization for several systems used in practice.
In all cases except one the implemented diagnosis approach required less than one second
for computing diagnosis candidates. Based on the diagnosis candidates the abductive di-
agnosis approach also allows for supporting the user in identifying the real root cause via
asking questions about new symptoms. In order to come up with a diagnosis service the
underlying cause-effect knowledge has to be formalized, which can be done using a table
as described in this chapter.
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Martin Hofmann and Stefan Meinzer

Abstract
The era of digitalization, that is already present, will significantly influence and change
the today’s enterprise in various ways. The way humans interact with their environ-
ment, the services that customers expect, the increasing speed of new competitive
products and technologies that will emerge, or the changing product portfolio a cus-
tomer perceives as comfortable are just some examples that illustrate the influence
of digitalization. Customers will expect connected services combined with the exist-
ing tangible products to increase the perceived convenience. The expectations from
the environment towards existing businesses will continuously change faster than ever
before that forces companies for rapid actions, continuous adaptations and fast new
product releases to remain competitive. The fundamental consequence is, that the busi-
ness environment, the service industries in particular, must strive towards intelligent
and autonomous enterprises in order to fulfill these requirements. New technologies,
such as artificial intelligence, robotics, quantum computing or autonomous agents, will
be the distinguishing features to survive in the future. A business that is most affected
by this disruptive change is the automotive industry. This preface will illustrate the
current situation for the automotive industry, the business areas that are most affected
by digitalization, the new technologies that are required, the new orientation of the
traditional business units and the benefits that will result from this disruptive change.
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51.1 Introduction

The automotive industry is in the midst of a disruptive change. While the car itself was
in focus of the customer and the manufacturer so far, digital customer services around
customers’ mobility will be the future core value. The car must fit into the customer’
digital ecosystem providing maximum convenience and safety.

The exponential growth of computing power, as illustrated by Fig. 51.1, leads to un-
foreseen possibilities in the automotive industry. Intelligent and autonomous cars; new
mobility services due to artificial intelligence; cross-industrial knowledge transfer from
other business areas like the health care [1] to provide the best safety features are three
examples for the disruptive change. Therefore, new technologies, the corresponding skills
and new IT models must be implemented. The automotive industry is following this path
already [2]. In order to remain competitive, the companies must satisfy customers’ ex-
pectations within these areas. Maximizing customer satisfaction by services is one core
competence of the automotive industry [3]. While the goal to secure highest satisfaction
remains the same, the services themselves will change towards data driven services.

Fig. 51.1 Exponential growth of computing power. (Kurzweil [4])
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According to Moore’s Law, the possibilities of digital applications will be far reach-
ing due to the almost exponential increase of calculations per second achieved by high
end computer systems [5]. In future, the automotive industry will be one of the largest
data generators and data provider within the service industries [6]. Latest car models are
already creating more than 25 Gigabytes of data every hour. In the era of autonomous
driving, 1 Terabyte is estimated to be produced every hour by sensors and services of the
cars [7]. This estimation ends up in 2 Petabytes of data per car per year that need to be
analyzed in real-time in order to create customized services. With the growing importance
of battery cars, sensor fusion will be one central area in order to apply machine learning
algorithms or artificial intelligence [8]. Internal sensor data from cars must be combined
with external data sources from various digital ecosystems in order to secure maximum
mobility of pure electric cars.

The traditional automotive industry has to overcome various challenges in the era of
disruptive change. The most important areas that are touched by the fast growth of tech-
nological development are presented in the following section.

51.2 The Disruptive Change of the Automotive Industry

The change within the automotive industry due to new connected technologies is already
proceeding [28]. In general, the disruption describes the move from cars towards mobil-
ity. The first step of the change is the development of connected cars, as illustrated by
Fig. 51.2. The path reaches from connected car via the connected customer and the con-

Fig. 51.2 Path of disruption of the automotive industry. (Seiberth [9])
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Fig. 51.3 Overview on business areas of the automotive industry affected by the change of the
digitalization. (Wedeniwski [10])

nected ecosystem towards connected transportation [9]. Remarkably, new competitors of
the traditional automotive industry already entered the market, such as Uber, Google or
OnStar. Consequently, the existing manufacturesmust strengthen their core competences –
producing cars and services around the cars and customers – enhanced by latest available
technologies.

The change due to digitalization affects the complete supply and value chain of the
automotive industry [10], as illustrated by Fig. 51.3. In the following, the focus is set on
the most important business areas.

51.2.1 Autonomous Driving

The total number of cars is estimated to be more than 100 mio. worldwide [11]. A huge
challenge and opportunity. In order to predict traffic or provide high safety standards, sen-
sor based functionalities are already implemented that transfer signals for instance from
radar or cameras. Machine learning models are implemented for features like traffic sign
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recognition or lane assists [11]. However, it is mandatory to enhance these functionalities
to reach the goal of selling self-learning cars. This is fundamental to be able to provide
customer services, such as the mobility on roads or at a time with low traffic. One vision
of the future, related to autonomous cars, is the elimination of traffic jam. Based on car-
to-car communication, vehicles will be intelligent enough to navigate in the most effec-
tive way. As the navigation of these cars will be based on applications related to artificial
intelligence, the safety and the efficiency of driving will continuously increase.

From a customers’ perspective, the value of autonomous driving is individuality. Ser-
vices while driving and the driving behavior itself will be personalized. For the automotive
industry it means Petabytes of data that need to be analyzed in real-time. Latest technolo-
gies, such as quantum computing, will be needed to handle these optimization problems
from an analytics perspective. To realize such new capabilities, companies need to change
their existing structures, especially the IT, and develop new skills [2]. Companies, such as
Volkswagen, are already pioneering these new technologies for example using quantum
computers for traffic flow optimisation [26].

51.2.2 Smart Cities

The urbanization yields to new concepts of living. Smart homes and smart cities are the
two main pillars coming together with the urbanization and the digital ecosystem. The
competitive advantage of companies offering digital services will be the degree of inte-
gration of these services into the connected ecosystem of the customer [9]. The automotive
industry will play a significant role in designing smart cities. Intelligent parking systems,
battery charging on demand or driving home functionalities in autonomous driving cars
are just three representative examples [12]. Finally, the goal of smart cities is to increase
the humans’ quality of life. Taking the technological perspective, this goal can only be
reached by integrating and combining the countless amount of transferred data [13]. Con-
sequently, sensor fusion will be one of the most challenging and important capabilities to
remain competitive and to enter this market. The city of Barcelona, as an example, is al-
ready changing their whole infrastructure towards a smart city concept. Today, more than
320 millions of sensor signals received from more than 1,800 different kinds of sensors
produce more than 8 Gigabytes of compressed data each day [13]. The significance for the
automotive industry shows the critical topic of parking. In mega-cities, such as Barcelona
or Singapore, every third driver is searching for a parking spot for around 8min [12, 14].
In order to increase quality of life as mentioned earlier, smart parking will be a core dig-
italized service for the automotive industry. Therefore, internal sensor data from the cars,
infrastructure signals from the cities, geo-data, individual customer preferences and many
more signals must be fused in order to offer the driver the best spot at the best location
at the right time at the best price. Such scenarios are game-changer for traditionally act-
ing manufacturers, technologically as well as from a structural-process perspective. While
the analysis and storage of the internal data is already a core discipline, the analysis of
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merged internal and external data requires modern machine learning methods and state
of the art computing technologies. In order to provide real-time services in smart cities,
technologies like scalable cloud computing must be a standard element of the future IT
environment.

51.2.3 After-Sales

The After-Sales business is the most important, established core business of the auto-
motive industry. The margin and profit that is generated within After-Sales is already
significantly higher than within sales [15]. An estimated revenue of 6–8 billion dollars is
annually generated by After-Sales services only in the US [16]. As the importance of the
product car itself will shift towards the importance of digital customer services around
mobility, the significance of the After-Sales business will be even higher [17, 18]. Var-
ious applications based on machine learning techniques in order to improve the After-
Sales business are already established, such as the prediction of churning customers, the
modeling of customer satisfaction or the rule-based recommender systems [19–21]. How-
ever, following the trend of connected cars, autonomous driving and the integration of the
mobility in customers’ digital ecosystem, new and individualized customer services will
form the future After-Sales business [27]. The classification of potentially dissatisfied cus-
tomers before the customer-service interaction ends, is one representative example [27].
Predictive maintenance is one representative example. Generally, the goal of the After-
Sales business will be mobility maximization, downtime reduction, and individualized
service packages while the customer visits a dealer [22]. The big advantage of the Af-
ter-Sales sector and thus the traditional automotive manufacturer, compared to the above
mentioned new areas and competitors, is the fact that the fundamental basis for these
new services is the already existing data. Years of service information, repair campaigns,
etc. identify a vast amount of information [23] the automotive industry must make maxi-
mum value out of it. Therefore, new business approaches based on latest technologies are
necessary to generate this value. Autonomous marketing campaigns, pricing, finance or
controlling are exemplary areas where artificial intelligence needs to be applied to realize
these new business potentials.

51.2.4 Production

The manufacturing process of the automotive industry is an area that produces a vast
amount of data. It is an area that is changing rapidly towards an automated and au-
tonomous industrial sector [2]. Due to the fast development of research in robotics and
in particular human-robotics cooperation [24], this field will require special technologi-
cal attention in the era of Industry 4.0. The evolution of robotics research yields to faster
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production processes with lower probability for quality failures. Additionally, from an
economic perspective costs might become reduced significantly [25].

The integration of high automated manufacturing processes brings additional require-
ments for existing manufacturers. The importance of predictive maintenance, as already
introduced as a customer service, will be fundamentally important in the field of robotics.
With visionary applications, such as integrated factory optimization, new potentials arise
[27]. Predicting potential downtimes, quality failures or missing parts for production are
examples where the application of machine learning techniques is the basis. In order to
cope with the increasing variety and complexity of car configurations, methods related to
artificial intelligence will be needed in order to speed up the manufacturing process and
increase the output quality.

51.3 Intelligent & Autonomous Enterprises to Remain Competitive

To remain competitive in the future, fundamental key requirements need to be fulfilled:
Invest in new products, such as autonomous driving and electric cars; integrate the mobil-
ity and thus the car itself in customer’ digital ecosystem; offer digital customer services to
maximize the mobility, minimize downtimes and offer individualized predictive mainte-
nance; automate the manufacturing process to make it more efficient. Three representative
examples to improve established processes fundamentally within an autonomous enter-
prise are the following.

First, the planning of sales activities is a big potential of autonomous enterprises [27].
Based on sold cars, future customer preferences can be predicted. Even more, the config-
uration of cars that have the highest probability to be sold can be determined. Calculating
similarity matrices, future trends can be predicted. Adapting anomaly detection methods,
shifts in model selections or configuration choices can be identified even earlier than hu-
mans could do it today. The potential of an autonomous sales planning is the time saving
compared to the expert knowledge that is needed today. The model portfolio can be suited
to country and customer groups as soon as switching customer preferences are detected
[27].

Second, financial controlling functions are significantly based on manual processes,
such as the receiving process of invoices and forwarding them to the corresponding busi-
ness units. Especially in traditional service industries, this is manual paperwork in order to
read them but more important to check and proof the validity of these invoices. Adapting
natural language processing, this whole process can be automated. By combining existing
master data and finance systems, a classification of contents can be done based on cluster
analysis for example. Using a semi-automated solution in a first step, these clusters need
to be interpreted in order to assign the related business. Implementing machine learning
algorithms, this assignment can be trained and thus in short term be done autonomously.
Compared to solutions today, this system would be also tolerant to missing parameters
in invoices as the system would know from historical data which parameters have the
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highest probability to be added in order to fully complete the invoice. This would reduce
delays and contractual penalties to a minimum. However, the question will remain if this
area won’t be digitalized anyways as supplier will be forced to digitalize their financial
outputs, as Amazon proofs. They established this as an assumption for suppliers on their
platform.

Autonomous pricing is a third area of potential of autonomous enterprises. Today,
prices, for instance of spare parts, are based on expert knowledge and are heterogeneously
and decentralized defined in each country. The main problem is that a central market
transparency is not present. Analyzing unstructured content, for instance from online plat-
forms, would increase this transparency and will give a central idea about competitive
pricing. The challenge is to find 100% matches between web content and internal parts
distribution data. Machine learning methods, such as picture recognition, natural language
processing or time series analysis [29], allow this matching procedure. Based on this infor-
mation applications can be designed that define optimal prices in real-time, multiple times
a day. Humans won’t be able to do this independent to their degree of expertise. This sce-
nario is a core business model for online platforms already and will be indispensable to
survive in the future competition.

Summarizing, the big challenge is to bridge the gap between developing a new product
portfolio and being more cost efficient.

To overcome these challenges, the importance of new technologies, such as machine
learning, high speed computing or cloud services has never been higher. The potentials
for the automotive industry by investing in these areas are significant:

� The amount of data will rapidly grow to amounts that overcome most of todays’ archi-
tectures,

� The capabilities to analyze this amount of data will require machine learning and arti-
ficial intelligence techniques to generate the value that exists in this information,

� The internal, heterogeneous data sources must be homogenized in order to develop
services that go beyond today’s business models,

� Internal data must be merged with external data in order to provide services fitting to
the concepts of smart cities and the customers’ ecosystem,

� Sensor fusion will be a key requirement to establish smart production and predictive
maintenance,

� Cost efficient business models will require autonomous enterprises.

To remain competitive, current business models need to change according to newly
available technologies. Established processes will change towards data driven business
models, e. g. the After-Sales sector in particular. More precisely, current processes will
get autonomous. Taking Amazon as an example, autonomous pricing models are needed in
order to be competitive in sales, in real-time. Such platforms are validating and optimizing
their portfolio million times each day to increase market share. Automation of business
processes have been in the focus and perfected by software companies. In the near future,
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business processes and functions, such as financially planning and controlling, will be run
by machine learning algorithms – autonomously – without human intervention. This will
be a completely new level of automation at the highest possible accuracy and quality level.
Even decision making, in certain processes will be handled by the machine.

The automotive industry, together with their underlying potential of existing and con-
tinuously growing data, has the potential to gather the market leadership. The automation
of already existing processes is mandatory to be cost efficient in order to develop the above
mentioned capabilities and to follow the disruptive change that requires a new product and
service portfolio. Without intelligent and autonomous business models, this will not be
possible.
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52Successful Data Science Is a Communication
Challenge

Martin Werner and Sebastian Feld

Abstract
Currently, we experience a growing number of highly sophisticated digital services
in virtually every domain of our lives. Tightly coupled to this observation is the ap-
pearance of Big Data and consequently the need for Data Science. When trying to
transform data into value, communication is key. However, communication can easily
get ambiguous and may threat success by misunderstandings. Thus, this article reviews
the (communication) model of Data Science and maps the ten V’s of Big Data to this
model. Finally, we propose four top skills that each and every data science group needs
to have to operate successfully.

52.1 Introduction

In the last decades, digital marketplaces have seen a deep transformation from providing
classical services over a digital channel to providing digital services. Examples for classi-
cal services over a digital channel are email service provider like Gmail as an alternative
to fax and mail, Internet-based retailer like Amazon as an alternative to stores, and online
trading companies as an alternative to equity traders. Examples for modern digital services
are recommendation platforms like TripAdvisor for travel-related content, communication
tools like TeamViewer, online social networks like LinkedIn, or media streaming services
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like Spotify or Netflix. The most important change in this transformation is represented
by the incorporation of added-value from user data.

This change has led to a situation in which companies are able to collect large amounts
of data describing their customers, their behavior, and interaction with the products. Spo-
tify, for example, one of the major music, podcast, and video streaming services, deals
with the huge challenge of personalizing their music catalog of over 30 million songs for
their more than 60 million active users [1] generating many terabytes of data every day
[2]. Netflix, a media production and streaming company, processes more than one bil-
lion events per day while petabytes of data are persisted and made available to queries on
Amazon’s S3, a web storage service [3]. These examples are located at the core of busi-
ness intelligence, business analytics, and Big Data. However, a large fraction of this data is
unexplored due to corporations not following a sufficient digital strategy, i. e. a company’s
sustainable change to digital processes.

An integral part of a digital strategy is a data science strategy – that is the establishment
and integration of strategic data science groups in corporations. In this article, we want to
discuss what a data scientist is supposed to do and how one can create impact and value
from data.

Therefore, we discuss the widely known model defining Data Science as an intersec-
tion of mathematics and statistics, computer science, and domain knowledge. We align
these three characters with the following four skills to show that a successful data science
group must have all of these skills: (1) handling Big Data as a programming challenge, (2)
detecting limitations as a statistics and mathematics challenge, (3) awareness and man-
agement as a domain expert challenge, and finally (4) usefulness and understanding as an
overall challenge.

52.2 The Ten V’s of Big Data

On February 6th, 2001, Doug Laney published a report on data management [4]. In this
report, Laney aligns the main challenges for data management into a 3D cube with di-
mensions Volume, Velocity, and Variety. These three dimensions stand for individual
challenges, which are, however, not independent in practice. Usually, a data management
problem can be projected into this 3D space giving attributes to the problem helping in
identifying challenges, tools, and solutions.

This simple model proved expressive, powerful, and useful for a long time and was
often used as one of the “definitions” of the term Big Data. In a recent blog post by
Kirk D. Borne [5], this model gets very well commented, also together with an example:
the Large Synoptic Survey Telescope (LSST) generates 30 terabytes of imagery every
night and has been doing so for the last 10 years. While this clearly is a large volume
summing up to 100–200 petabyte over a ten year survey, data velocity is a larger concern:
there is one 6 gigabyte image every 20 s. Within 60 s, this image needs to be processed
inside the project goals and will generate lots of alerts to be processed further. This is high
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velocity data. Furthermore, all of this data is processed into a dataset containing 50 billion
astronomical objects each with 200,000 attributes. This is high variety. More information
on this can be found from the references of the blog article [5].

This list of three V’s has shaped the field of Big Data for a long time and even today,
they seem to be the most important aspects of Big Data. However, data scientists are
confronted with a lot of different problems in the field, some with overlap to the initial
3 V model, some without. In the mentioned blog post, big data influencer Kirk D. Bone
presents a list of the 10V’s of Big Data, which actually covers lot of data science aspects.
The viewpoint is widened to include knowledge extraction into the V’s instead of focusing
on processing, handling, and organization.

These 10V’s are given in this section to discuss them later with respect to communi-
cation challenges in data science groups. The interesting observation about those 10V’s
is that they are clearly problems, but that different subdomains of Data Science will have
different definitions or meanings for the terms. The 10V’s of Big Data as proposed by
Kirk D. Borne are introduced as follows:

The first V is Volume – problems associated with large amounts of data collected in
modern big data infrastructures. The second V on his list is Variety, that is, the problems
related to very different aspects being realized in large data sets, especially in those com-
ing from observations. The third V stands forVelocity, that is, the amount of data per time
unit that needs to be processed, stored, analyzed, and visualized in a big data project. So
far, this list resembles the original list of Big Data’s 3V’s. However, the next V on the list
is Veracity. This stands for the prerequisite that a dataset must contain enough knowledge
(ground truth, number of samples, etc.) about effects to be mined in order to get reliable
and statistically sound results out of it. Furthermore, one V for Validity is added to the
set of V’s summarizing the quality of the data, the metadata, and the acquisition process.
One of the additional V’s is Value. This covers all aspects of business insights from data
and is very challenging. A lot of data science projects reach success rates of more than
95%measured during training, but actually remain useless in practice. This happens often,
when the root cause of effects is not correctly identified. For example, when controlling
the quality of an electric vehicle, one can count the number of times that a battery has been
replaced for a specific model. By intuition, we could believe that an increase in the battery
replacement rate means a decrease in battery quality. However, it can also be the case that
the battery has been replaced by guessing a problem with the battery though there is one
with the charging subsystem. While a data scientist might correctly detect an anomalous
amount of battery replacements, this might have nothing to do with the battery. The next V
on the list is Variability. This covers aspects of current research including non-stationary
effects in spatiotemporal time series, from seasonal data, and from autocorrelation. Often,
there is no useful summary statistic such as the mean value for a Gaussian distribution,
therefore, analysis is unable to compress the data and lots of the large volume proceeds to
the analytics layer. A more practical V on the list stands forVenue. Much data is generated
in distributed, heterogeneous systems. This is true for a technical perspective, e. g. vendor
lock-in and similar effects, but also for a global system with different, possibly contradict-
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ing rules for managing, exchanging, and communicating data across borders. Possibly the
most important V for this article is then presented as Vocabulary. It is the problem that
many data scientists use different vocabularies. Furthermore, structured data comes with
data schemata which are usually tailored to one application but hindering another one. For
example, temporal databases are often organized by rows identifying events and columns
identifying properties or information associated with events. When running an analytics
algorithm on such a property, however, the data needs to be reorganized into a column-
oriented access pattern. Additionally, vocabulary problems start with definitions of very
simple terms like “big” by different data scientists. While for a statistician, a megabyte of
values might be big (depending on the algorithm to be used), a computer scientist tends to
think that “big” starts when the main memory of a single computer does not suffice any-
more. However, from a business perspective, “big” might start when the cloud hosting cost
increases faster than the return on invest, completely independent of the amount of work
actually being done. Finally, the list of 10V’s of Big Data is completed by Vagueness,
which stands for the uncertainty about the meaning of specific data. Usually, this comes
from bad structured or even lacking metadata. For example, a dataset with location read-
ings can be very accurate (in the case of laser scanning or precise point positioning from
GNSS) or only very rough (e. g., when created from cellular network information). How-
ever, it is seldom the case that actual characteristics of the recordings are collected together
with the data. Often, only very rough information like “smartphone GPS” is available, if
any.

These 10V’s of Big Data go far beyond the 3V’s of Big Data incorporating many
aspects. The interesting thing to note about the seven additional V’s is the fact that they
are less technical and focus on organizational or communication issues.

In fact, Veracity, Validity, Value, Variability, Venue, Vocabulary and Vagueness are
not to be answered by a smart algorithm or infrastructure. Instead, they are related to
the risk of wasting time in analyzing useless data or creating misinterpretation including
wrong conclusions. Hence, we spot the central topic of this article in these 10V’s: success-
ful Data Science is a communication challenge. Seven out of ten V’s can’t have a technical
solution and for the other classical 3V Volume, Variety, and Velocity, a single technical
solution does not exist either.

Before diving into these aspects in more detail, the following section will focus on the
field of Data Science and explains how it differs from various different approaches to data
management.

52.3 Data Science Communication Model

Fig. 52.1 depicts three disciplines from which Data Science is often defined as some sort
of intersection. Definitely, mathematics and statistics are a fundamental building block of
Data Science in which statistical models need to be created and analyzed. The field of
mathematics classically contributes two aspects: correctness of results and scalability. For
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Fig. 52.1 Data Science (DS)
as an intersection of three dis-
ciplines

example, recent advances in calculating singular value decompositions of large matrices
are clearly created by mathematicians as a contribution to their field, but find wide ap-
plications in Data Science due to the power of dimensionality reduction of, for example,
singular value decomposition. However, mathematics and statistics alone do not represent
Data Science. One reason is that mathematicians are usually fully happy when some-
thing is possible or exists. Additionally, they are not actually trained for developing large-
scale systems beyond demonstration capabilities. Hence, the insights from mathematics
and statistics must undergo a transformation into high quality software and tools. This is
why the field of computer science plays a vital role in Data Science. Programming, soft-
ware engineering, test-driven development, operational aspects, and distributed systems
are some key ingredients to successful data science projects, which are usually available
from the field of computer science. Still, all collected data originates from a world having
rich semantic with meaning behind each and every piece of information. However, this
meaning is still largely unavailable to computer systems. Therefore, there is a third aspect
in every successful data science project which is based on domain knowledge. Asking the
right question against a dataset, understanding unexpected issues with algorithms quickly,
and – in general – having a well-working intuition in the domain is desperately needed for
guiding the power and tools of Data Science towards valuable insights.

There might be the need for a fourth and fifth or even more additional disciplines for
creating a successful data science team. One such aspect could be business development
knowledge, or intimate knowledge of law. However, the three depicted domains are vital
for Data Science. This becomes clear when discussing what would happen, if one of the
fields is not well-represented in a data science project or data science team (see Fig. 52.2).

If we leave out mathematics and statistics, we are left with a team consisting of soft-
ware developers and domain experts. This leads to very successful projects, but due to
the missing awareness of mathematical limitations, this might as well diverge into a set of
software tools and a set of claims, which are simply wrong. This is the reason for writing
the word “risky” for the connection of these two fields. A team of that shape is able to
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Fig. 52.2 Underrepresented
fields lead to machine learn-
ing, traditional research and
potentially risky projects

create something good, however, it does not know whether it actually is good and it does
not proof basic assumptions about the result.

If we leave out computer science, we are left with mathematics, statistics, and domain
knowledge. This creates very well working results along the line of classical research:
a dataset is selected, extensive preprocessing and modeling is done, a heavy dose of self-
criticism protects from over-claiming or over-interpreting results. However, the results
don’t get transformed into agile tools; they will usually be unavailable in real time, on
demand, and, most importantly, the amount of data that can be handled by these two
disciplines is limited. There will always be a point, where computer science skills are
needed to scale out a successful statistical analysis to the big data space.

If we hold out domain knowledge from the data science triangle, we are left with
computer scientists, mathematicians, and statisticians. This is an extremely powerful com-
bination with respect to the ability of problem solving. However, as these groups might not
understand the problem, they are likely to solve something less useful than a data science
group under guidance of domain experts. To put in other words: The team will generate
results, but they may not be able to interpret or utilize them.

This discussion makes clear that Data Science is an aggregate of sciences reaching
higher levels of maturity by synthesis and composition of individual skills.

There might be the affect to try to find data scientists that can cover all these aspects.
As such data scientists are rare, this simple intersection is often called “the unicorn of
Data Science”. It is much more important to form diverse teams and set specific emphasis
on the various aspects of the data science triangle.
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52.4 The Ten V’s of Data Science

When reconsidering the ten V’s of Big Data in the context of Data Science, we come up
with a clear mapping of the challenges onto the communication diagram as depicted in
Fig. 52.3. The 3V Volume, Velocity, and Variety are clearly a challenge for an interdisci-
plinary discussion between mathematics, statistics and computer science. Approximation
algorithms, smart index structures, randomization, and modern hashing architectures are
computer science contributions to these three challenges. Local models, local analytics,
treatment of missing data, and smart aggregation approaches with error bounds are con-
tributions from mathematics and statistics.

Veracity and Validity are to be discussed between domain knowledge, mathematics,
and statistics. While mathematics and statistics might find surprising insights from the
dataset, these insights can actually be random effects or sampling errors. To the contrary,
some assumptions about the data (such as error distributions, independence assumptions,
and similar) often made by applying specific statistical tools can turn out to be false. The
point of discussion at this intersection is between expectation and results: are data science
results realistic? Do they resemble knowledge? How well do they generalize?

Variability and Venue are to be discussed between domain knowledge and computer
science. Highly variable datasets pose challenges towards distributed computing and data
organization. Knowing the exact patterns of data access can be a great deal here and the
venue has to be chosen according to the domain expert’s needs.

Fig. 52.3 Mapping of 10V to Data Science Communication Diagram
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The central V of Value is clearly a domain knowledge question: Given a statistically
approved, well-scaling data science result with an error probability of 1%, how can the
whole system be monetarized? How can the errors be treated and how do the errors harm
from a business perspective? How much value can be generated by reducing this expected
error even further?

The remaining two V’s Vocabulary and Vagueness are to be discussed in the center of
a data science group. It is difficult to find a working language across those three disciplines
in order to facilitate talking about the same things.

For example, “Big Data” will mean something completely different for the three do-
mains: For computer science, Big Data is usually linked to needing a distributed cloud
infrastructure instead of a single cluster of computing devices and all methodologies
needed for launching such distributed architectures. For statistics, Big Data starts when
the usual algorithms and calculations take too long and less fail-safe approaches have to
be put in place. So, Big Data is given when the road which is under perfect control of mod-
ern statistics has to be left. For mathematics, Big Data starts when lower bounds are being
used. That is, when the data is compressed in a lossy way and we need to infer results (at
least in a probabilistic way) about the outcome of an infeasible computation which has
been replaced by some approximation algorithm. When assembling a data science team
from experts on these three perspectives on Big Data, it is very difficult for a domain ex-
pert to talk to them about the real world and their real problems. The computer scientists
will always tend to tell the expert that more data could be useful in the future, the statis-
ticians try to help the expert selecting useful things out of the huge dataset available, and
the mathematician will try to find the most elegant solution to the problem.

The expected result of this imaginary situation can often be observed in reality: first
of all, all data is collected into a data lake – just to have it. Then, beautiful reports are
generated using small fragments of the data showing microscopic results. Additionally,
visionary projects for specific problems are started, but often do not come to a successful
completion as the surroundings change faster than the project goals can be reached.

52.5 Four Top Skills of Data Science Groups

In order to cope with the situation just described, we propose to let data scientist groups
organize around four main skills consisting of three specific domain challenges and one
overall challenge, see Fig. 52.4. These skills should be read into two directions: First of
all, the person or subgroup representing a specific aspect of Data Science must aim for
excellence in this area. However, being excellent in this area is at least as important as
being able to communicate a working knowledge of this area to the rest of the team.
When we are able to reach a situation in which we have individual people or groups
standing for the three aspects of the communication diagram and a group that is able
to generate a common working knowledge of each of these expert areas, we have made
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Fig. 52.4 Four main skills for successful data science groups

a large progress towards a successful and powerful data science group ready to deliver
business value from data.

We align these three characters with the following skills of Big Data to show that
a successful data science group must have all of these characters.

Skill 1: Handling Big Data (as a Computer Science Challenge)
The amount of data is so large that neither statisticians nor domain experts can extract
knowledge directly with their most common tools. High performance computing, dis-
tributed systems, cloud computing, and GPU computing is needed.

Skill 2: Detect Limitations (as a Mathematics/Statistics Challenge)
The fact that a computer system makes perfect predictions on given datasets does not
generalize. Actually, themost important challenge of artificial intelligence is the avoidance
of overfitting and the question of how to get a system to learn the right concepts instead
of the random sampling error.

Skill 3: Awareness & Management (as a Domain Expert Challenge)
Assuming we own skills one and two – we are able to cope with the amount of data and
we are able to extract useful knowledge. How do we get this into a company? How can
we communicate with the decision makers? How can we integrate domain knowledge?
There is the need of a sustainable, well incorporated data science strategy that is actively
supported by the management.
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Skill 4: Usefulness & Understanding (as an Overall Challenge)
After transforming the data into insights via Data Science and after transforming the
insights into business value by the domain experts, can we build a general uniform un-
derstanding such that the indirections are not needed anymore and data science results are
recognized by decision makers?

52.6 Conclusion

This article discussed the 10V’s of Big Data that extend the well-known 3V model con-
sisting of Volume, Variety, and Velocity. Furthermore, the data science communication
model has been reviewed together with the effects when omitting one domain. The 10V’s
of Big Data have then been mapped to the data science communication diagram revealing
that the original 3V’s of Big Data perfectly adapt to computer science, mathematics, and
statistics, while the other seven V’s align uniquely between domain knowledge and com-
puter science or mathematics/statistics, respectively. Based on this distribution we have
identified four top skills that a successful data science group needs to have.

References

1. M. B. KinshukMishra, Personalization at Spotify using Cassandra, https://labs.spotify.com/2015/
01/09/personalization-at-spotify-using-cassandra/: Spotify Labs, 2015.

2. D. Whiting, Data Processing with Apache Crunch at Spotify, https://labs.spotify.com/2014/11/
27/crunch/: Spotify Labs, 2014.

3. C. S. Jeff Magnusson, Talk “Watching Pigs Fly with the Netflix Hadoop Toolkit” at Hadoop
Summit (June 27, 2013), 2013.

4. D. Laney, 3D Data Management: Controlling Data Volume, Velocity, and Variety, http://blogs.
gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-Volume-
Velocity-and-Variety.pdf: META Group, 2001.

5. K. D. Borne, Top 10 Big Data Challenges – A Serious Look at 10 Big Data V’s, https://www.
mapr.com/blog/top-10-big-data-challenges-serious-look-10-big-data-vs, 2014.

https://labs.spotify.com/2015/01/09/personalization-at-spotify-using-cassandra/
https://labs.spotify.com/2015/01/09/personalization-at-spotify-using-cassandra/
https://labs.spotify.com/2014/11/27/crunch/
https://labs.spotify.com/2014/11/27/crunch/
http://blogs.gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-Volume-Velocity-and-Variety.pdf
http://blogs.gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-Volume-Velocity-and-Variety.pdf
http://blogs.gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-Volume-Velocity-and-Variety.pdf
https://www.mapr.com/blog/top-10-big-data-challenges-serious-look-10-big-data-vs
https://www.mapr.com/blog/top-10-big-data-challenges-serious-look-10-big-data-vs


53The Future of Currency in the Direct Markets
of Tomorrow – or: a Blueprint
for aWorldWithout Money

Maxim Roubintchik

Abstract
Our concepts of value are being challenged by new social/technological models like
the share economy & the Bitcoin (Blockchain technology). This, however, is just the
tip of the iceberg: There are bigger things to come that will shake up the very core of
our value system: Our concept of money.

One of these models – the direct market – shall be the topic of this article. It’s based
on a combination of different intelligent algorithms and the basic premise that like-
minded people think alike. It’s a heuristic approach to the way we distribute goods in
our society.

53.1 The Basics

53.1.1 Introduction

There are certain things in this world that we cannot close our eyes to. One of these things
is the creeping digitalization that touches every part of our daily lives. We digitalize the
way we listen to our music, how we select our partnerships, our social life, our trans-
portation and many, many more things. Some people like to call this shift the “Digital
Transformation”. We don’t need to discuss this, because of what it is: A fact. It is happen-
ing and most people are aware of it.

We are aware that our perception is constantly changing. People who grew up in the
analog age are baffled by today’s teenagers: Snapchatting, tweeting, whatsapping, tinder-

M. Roubintchik (�)
rev
Munich, Germany
e-mail: mr@rev.digital

593© Springer-Verlag GmbH Germany 2018
C. Linnhoff-Popien et al. (eds.), Digital Marketplaces Unleashed,
https://doi.org/10.1007/978-3-662-49275-8_53

https://doi.org/10.1007/978-3-662-49275-8_53


594 M. Roubintchik

ing and all of the other things they are doing. The former generations just used to go
outside and play fetch with the dog. Often there is little understanding of these behavioral
patterns. But, this is what the digitalization is all about: Change. A change in every aspect
of our lives. It started with our communication and then went on to replace our social life.
It has changed the way we consume goods, our perception of importance and value. And
some day, it will change our concept of money into something most people have trouble
imagining right now. And the markets will have to follow.

The digital markets of tomorrow won’t be bound by any of our current limits. They
will be able to break the monetary barrier by introducing a direct exchange of goods.
Something we used to be able to do until we invented the money – at a point where we
were still able to cope with the complexity of exchanging the things that we have. It might
sound hard to imagine in a world that is bound to increasing complexity and is a hostage to
the laws of entropy. But our world is actually becoming easier to understand – at least for
us humans. Not because the complexity decreases but rather because of the tools that we
have at our disposal. One of the major changes the “Digital Transformation” is introducing
is the dawn of the Artificial Intelligence. Something that will change our world probably
more than any other thing we will ever invent.

It will take quite some time until we create a real general level Artificial Intelligence –
meaning a computer that is able to think about general problems the same way we humans
do. But this is not what this topic is about: What we have today is very narrow level of
Artificial Intelligence – also called an ANI (Artificial Narrow Intelligence). In most cases,
this means that you have an algorithm that is, more or less, self-thought and can do a very
specific thing. Like driving a car, selecting your music, connecting potential partners,
flying a plane, organizing your meetings or predict your shopping behavior. This is where
it gets interesting.

Our world is drifting in a direction that is the exact opposite of “easy to understand”.
The complexity of our interconnected and intertwined world has reached a point where
we are hopelessly lost. We just didn’t recognize it yet because denial is one of the best
human tactics when it comes to coping with cognitive overload: The selection of prod-
ucts and services is way too big, the means of buying things are way too many and our
essential mechanisms for evaluation of goods are corrupted by a permanent exposure to
advertisement unlike anything any generation before has ever experienced. There are liter-
ally whole squadrons of market analysts, marketers, researchers and psychologists trying
to predict our shopping behaviors, create a certain craving for things and thus force us
to buy certain things. Everything resulting in more cognitive overload, mistrust and re-
sistance. Even worse: Wrong decisions: We don’t buy what we need or what is good for
us – what be buy is a complex combination of advertising, social influence & many other
things. That’s the reason we end up with lots of stuff that we never use.

One of the possible solutions is a system that skips this whole vicious circle and reduces
the cognitive overload by outsourcing a part of our thought process into an algorithm. If
that sounds like science fiction to you, you should probably stop using amazons shop-
ping predictions, Netflix’ movie selections, Google’s search results or Spotify’s playlists,
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because all of these things are generated by intelligent algorithms that are trying to under-
stand your needs and match these with possible offers. This is something we can already
do – at least to some extent.

A system that is able to recognize my exact needs and match these, is going to revolu-
tionize the markets of tomorrow. Not only by finding the right products and services to fit
our intrinsic needs. The main difference is the way we evaluate things and create value –
especially when it comes to digital objects and services. The current trend for share econ-
omy gives us an outlook into the world of tomorrow. A world with sparse resources, where
it’s no longer important to own things but to be able to use these, whenever and wherever
we need them.

Why this is important and how such a system might work, shall be the topic of this
article. The implications of such a system are way bigger, then you might imagine. It taps
into the very foundation of our society and can thus change its very essence. I try to break
it down as far as possible, to be able to understand why this is not just wishful thinking
but rather a logical consequence of our current technological progress.

53.1.2 The Prerequisites

Coping with Cognitive Overload
We live complex world – one that is bound to exponential growth. This means that the
complexity in our world is increasing faster the faster is increases. Like a vicious circle.
It started of slowly and is gaining speed with every passing day. Here is an example: In
the year 2010 Googles CEO, Eric Schmidt, told the world that we generate more data
every two days than the whole mankind combined up to the year 2003. Some people were
shocked by that statement – imagine all of the information we generated since the dawn
of the mankind – being simple swamped by random data we generate by searching for cat
pictures [1].

By the year 2014, an EY study concluded that we generate the same amount of data
that the Google-CEO was speaking about in 2010 in about 10min. So every 10min we
create more data than the whole mankind has created until 2003 – or let’s rather say we
did create. Because by now, the same kind of thing takes us only a few seconds.

The result of this overwhelming amount of data is mental overload. Things that used
to be simple in the past are now immensely complicated – there is so much we know, so
much information at our fingertips – literally. We are simply dwarfed by the complexity
of our surroundings. Our brain is from a time where we had to fight bears for our survival,
follow animal tracks and find edible things without being killed. So it’s only logical that
we are not prepared for coping with cognitive overload. There are some tactics we apply
whenever we are faced with this kind of situation. The dominant being: Ignorance. We
reduce the complexity of the situation to a simple fact, we understand, and make our
decision based on that [2]. This is the reason why applications like tinder are so immensely
successful: There are so many things you need to consider in order to find the correct
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partner – why not ignore all of these and focus on the looks. It taps directly into our brains
thought patterns and our most basic limbic reasoning.

The reason why I bring up this topic is the same that drives the digitalization: We want
to be able to cope with our surroundings. The way we go about it is: Minimizing our
surrounding complexity to a degree we can handle. This means relying on tools to help
us with our lives. Communication is just an example – partnerships is a different one.
The digitalization is creeping its way into our lives – slowly and steadily. And its gaining
momentum with every single day.

About Algorithms and Their Importance for Our Lives
Complex algorithms allow us to understand patterns and find sense in the data that sur-
rounds us. Things we, as humans, might not be able to do ourselves. So the digitalization
is a mere logical consequence of our technological progress. A way for us to use tools in
order to be able to understand our world.

This “Digital Transformation” is going to hit us hard and fast. Because the tools we
have, are becoming exponentially better. Computational power is quickly becoming one
of the most abundant resources we have. It’s actually cheaper to calculate something on
a computer with a bad algorithm than to use a human to do the same kind of task [3]. The
algorithms however are also bound to exponential growth and increase their effectiveness
with every second spend improving them.

There is a basic thing you should understand about such algorithms: They don’t need
to understand you as a person in order to predict what you like. Most people tend to think
that their desires are a very complicated miracle and unique. But in fact they aren’t. What
you want is a very complex combination of everything you experience. And most people
experience similar ads, commercials, news and peer groups. So most of us crave the same
things. We just react differently to them – based on our personality. Also: They do not
look for a yes/now answer but rather for a probability – finding a pattern that covers the
most cases. It does not need to solve 100% of the situations – just to come as close to it as
possible.

The algorithms are already an important part of our daily life and their performance
is going to exponentially increase in the near future – the more powerful they get. We, as
humans, want to spend our lives as relaxed as possible: Example? If there would be an app
to search your home for real objects like your car keys – trust me, we would download
and use it – even if it means installing cameras everywhere and uploading our personal
life into the cloud for everyone to see. We would use it, because there would be one less
thing for us to worry about – a reduction in cognitive overload. Mental power that we can
spend however we desire.

The question to every solution we find to reduce our cognitive overload is not – if?:
Are we going to have it? The question is rather: When . . . ?
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Global Interconnectivity & Different Mindsets
One of the biggest impacts in the last few years happened in an area, that you’d prob-
ably wouldn’t expect: Accessibility. By providing internet access to the many outback
regions of the world, the web almost doubled its population – or is going to. Adding about
five billion new internet users to the mix. Facebook (Internet.org—drones+ satellites) [4],
Google (Project Loon) [5], and Qualcomm and Virgin (OneWeb – satellites) [6] are just
some examples of the efforts some companies are currently taking towards the goal of
global connectivity. The final frontier is to get every person on this planet online. So the
internet population grows steadily – adding new resources, but also new perspectives and
problems to the mix.

We tend to think about applications and markets from our point of view – that of an
already interconnected, first-world country. Other people have completely different prob-
lems though. There is a reason why mobile payment is dominant in Africa and has trouble
taking hold even in the most technologically advanced countries: It all about the need &
the set of requirements.

People from third world countries are probably not going to shop for things on ama-
zon – they can’t afford such a luxury. They have access to the web though and are going to
look for some form of interaction that is suitable for their needs. Something where money
is not involved – more on that later.

Please just bear in mind, that there is almost no way we can exclude and cocoon our-
selves in a global and interconnected world. We have to understand that there are people
with other needs out there. These need will influence us one way or another.

53.2 The System

53.2.1 The Algorithm that Knows You Better than You Know Yourself

This one is the basic requirement for the later: Imagine that you’d have an expert system
that knows who you are. I mean who you are as a person. What you like, what you crave
and what suits your needs. This system is based on an intelligent algorithm that collects
data about your person. Afterwards it can match this data with that of other people. Cross-
referencing it to find patterns in the data.

If you find such a system hard to believe, I have to disappoint you. Many things that you
are using today are based on a very basic type of such a system. Examples? How about the
Netflix’ [7] or Spotify’s [8] suggestions – or those on Amazon [9] and the Google’s search
results [10]. It’s all about creating a detailed profile of a person and cross-referencing it
with that of other people. The premise is always the same: Likeminded people like the
same things.

If you spin this further and give the technology a few more years, we will eventually
reach the point where we can exactly predict what people are like. What they want, when
they want it and how happy they’ll be with it. Whatever this “it” might be.
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Some companies are currently working on more advanced adaptations of personaliza-
tion technology. Systems that are fed with every piece of data you generate. Systems that
can predict your mood just based on the data from the gyro-sensors of your smart phone
for example (the sensors that detect rotations & relative movement). The goal is to create
a suitable personality profiles that allow marketing & ad companies to target you even
better. Help companies to build products based on the desires of the individual. Ways to
shorten the development process of a new product trough data. And essentially ways to
make more money.

On the other hand, there are virtual personal assistants: Siri, Alexa, Cortana and all the
others. All of them strive to be helpful and to understand who you are in order to be more
helpful.

One of this trends will lead us to the point where such an expert system will be un-
avoidable. Probably it will be a combination of both and some other factors we do not
even realize yet. Long story short: We are already in the act of creating such a system.

53.2.2 The Selection Process from an AI Perspective

There is a major difference in the way we humans make our decisions compared to an
AI algorithm [11, 12]. I already mentioned that we tend to apply a reductionist approach
whenever we are faced with overwhelming complexity. As this might be a very abstract
statement, let’s rather look at an example:

Let’s say I’m looking for a new smartphone. First of, most people don’t even know
which type of smart phone they need to get. Should it be the cheapest? Remember the
cognitive overload and the ridiculous reduction we tend to apply when there are too many
variables to consider? Most people will look for a new smartphone based on one or two
variables: The price for example or the looks, the brand, the social status, color or any
other thing there might be. To do a full on research based on all of the available variables
and then take your personal resources (like your money, pocket size of your jeans, your
available USB connectors, software compatibilities, battery usage, or simply time, . . . )
into account seems like an impossible task.

You could literally spend months doing research and calculations to solve this problem
properly – or you’ll do the same thing most other people do: Reduce the variables and
ignore the rest. And then there is also no way of knowing if this smartphone is going to fit
your personal needs and is more than just a mere shiny little toy.

Which type of algorithm to do you apply when selecting a new smartphone?Whichever
it is: I promise you that it’s going to be worse than the algorithm of a AI system that’s sole
purpose is to connect your personality profile with different selection criteria based on
multidimensional variables.

The selection process is the second step to building the system. A way to filter the
incredible amount of possibilities based on your personal profile. The system has to be
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able to scan the available resources and take all of the possible variables into account
while doing so.

53.2.3 Predicting the User Reaction & Applying Heuristics

If you are familiar with the first two steps, this one should be very obvious: Imagine
a meta system that is able to interconnect personal desires and needs in a way that is
unprecedented in the history of the mankind. This is where the basic premise comes into
play: Likeminded people are alike.

“People that bought this, also bought . . . ”– is a very simple example of this type of
heuristic (Amazon in this case) [9]. Netflix or Spotify are also famous examples of this
type of algorithm. The basic thought is: People that buy/use the same kind of things tend
to buy/use the same type of things again – because they seem to make similar decisions.
Such types of algorithms are probably the most valuable in our current society, because
they help us to classify customers into certain clusters. The state of the art is still very
simple – from a complexity point of view – but yet very useful.

A more advanced version of such a clustering algorithm will be at the core of the
suggested system. This version will take more variables into account and have access to
almost unlimited amounts of data from the personality profile. So the prediction is going
to be on point – at least most of the time. And if it’s not – it will learn and improve.

Such a system is able to predict my reaction to certain objects or experiences because it
can compare my data to that of likeminded people. People who already used this specific
item or experienced what I’m about to. If they didn’t then the algorithm is looking for the
next best thing.

Why? The algorithm isn’t looking for a binary yes/no answer but rather for a probabil-
ity. The final decision is going to be still be up to you – the user.

Which brings us to the next step.

53.2.4 The Interconnection of Goods & Services in the Digital Age

So the system is aware of my desires and likings. It can predict my reactions to certain
objects. Because such a system would have more than one user it will be aware of the
current resources every person has – every user of the system (this can be done through
regular 3D scans of your apartment [13] or more advanced IOT implementations [14]
and interconnected items – just to name a few examples). So whenever I know what I’m
looking for it will be able to find someone who has this specific item – or has something
that comes close to what I crave.

So we are talking about a system that knows what I have and what I need and is able
to match those needs with something another person has and needs. A direct exchange of
goods and services – an intelligent and efficient distribution of those.
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Because this is very abstract, let’s rather get back to the example of me looking for
a new smart phone.

Let’s assume that the first steps delivered a desired result. Being: Me knowing what to
look for. Now let’s say there is a person owning two or three smartphones which he or
she does not really use. This person however is in desperate need of a new microwave.
I happen to have a spare microwave but need the smartphone. An expert system would be
able to recognize such opportunities and interconnect us – so I give my microwave to the
other person and receive my smartphone in exchange.

If this example sounds a little oversimplified and ridiculous this might be because it is:
Depending on the user base there may be such opportunities from time to time. More real-
istically however would be a situation where you are going to have a three-way-exchange.
Let’s see what I mean by looking at one more example: I still have the microwave but
the person with the smartphone actually needs a sofa in exchange. Luckily there is a third
person who has a sofa a needs a microwave. So I give him my microwave, he gives me his
sofa and I exchange it with the second person for the smartphone.

Please bear in mind that these examples are overly simplified and do not take the value
of items into account. I’m going to cover this topic next, please just make a personal note
for now.

Three-way-exchange is something that revolutionized the organ donations and saved
many lives by doing so. Just a few years ago we were lacking the computational power
and algorithms to calculate this kind of exchanges. Today we can. Imagine what we could
achieve with an expert system that is not only able to calculate three-way but also four- or
five-way-exchanges.

Let’s go even further: Image that such a system would not only be able to exchange
goods but also services. Example? Let’s say I’m good at playing the piano and need a new
wall in my house: I could find a mason that is able to do the deed in exchange for piano
lessons for his daughter – or I just give him my smartphone instead. Whatever seals the
deal – I don’t have to worry about such things, because the systems takes care of those
details for me.

Please reflect a little about the possibilities of such a system before you continue to the
next part – which is what this whole topic is actually all about:

53.2.5 The Value Equation & the Shift in Perspective

Our value system is an essential core of our personality. We are living in a world where
we constantly have to adapt our values in order to maintain our personality. So our values
are drastically changing, the faster the change in our environment occurs. What do I mean
by that? As we digitalize our life even further, there will be a drastic shift in our value
perception. You can already see this kind of changes today: People who pay real money
for virtual items in video games. They don’t do this kind of thing because they are stupid.
They do it because these items hold value for them. Some people find value in racing
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go carts around the race track and pay money for the activity – others buys expensive
caviar because they like the taste. The more digital our live is, the more value digital items
and activities will hold for us. Share economy is another great example for a value shift:
Younger generations no longer care about owning things – they care about using them.
Who can blame them in a world where all the goods are already spread among those who
came before us and resources are and will be very limited.

There is a huge difference in the value of things that depends on a very subjective
evaluation of these things. Meaning: Every person has its own value for every item or
service. A system for direct exchange of goods should take this variable into consideration:
The personal value for a certain thing. It should be able to balance the individual values
and find deals that are suitable for all involved parties.

This is where it gets really interesting. Such a system does not rely on money in order
to work. Even worse: Money is something that hinders such a system because it creates an
additional and very abstract value. It complicates things in a world with direct exchange
of goods.

You might shake your head in disbelieve because you think that there is no way in the
world we might forfeit our monetary system someday. But we might. Money is a concept
the mankind invented to balance the exchange of goods – when our world got too compli-
cated for the direct exchange [15]: How many chicken is this cow worth? Three, maybe
four or five? What about adding a quarter pig. The correct answer to that question would
be: Whatever it is worth for me.

Money is a simplification – our current monetary system on the other hand is anything
but simple. Benefiting only those who control it. In an interconnected, global and educated
world – it will hit its limits. Resulting in either a revolution or a new and better system –
just as monarchy was replaced by democracy. This is a part of the progress.

So one of the results we get from using such a system will be a formula to calculate
individual value and an answer to an age old question: What is value actually about and
what should hold value for us.

53.2.6 Privacy & Other Technicalities

While being a generally utopic and positive system, there are also some dangers involved
in building it. Privacy and the protection of personal information is the major topic: Up-
loading every piece of your life to the cloud seems like a bad idea, coming from our
current status quo. Unhappy ex-employees, hackers, corrupt governments and companies
and many, many more are looking for ways to get their hands on our personal data.

There are certain approaches to solving this issue without giving up the comfort of this
system: A very interesting solution would be an advanced application of the Blockchain
technology – combined with a system that gives me (the user) full control over my data
and whoever has access to it. Such a privacy control mechanism would allow the system
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to access my personal data, without actually knowing who I am [16]. And I, on the other
hand, would be able to control who is able to see what parts of my personal data.

Apart from that – in order to build it: It’s essential to isolate the organization that
runs the system, because it would be very prone to every type of manipulation. It needs
to stand on neutral ground and behave as a neutral entity. The organization itself should
not be driven by financial goals because this would nip the whole concept in the bud and
produce a clash of interests. Resulting in the premature death of the system. There are also
many sociological consequences worth considering from using such a system on a global
scale.

53.2.7 The System – Concluded

Let’s conclude what we have so far: We are talking about a system that is able to recognize
who I am as a person. Based on data I provide to it through various sources. It is able to se-
lect items and services based on a holistic approach considering more criteria than I could
possibly imagine. It knows what I want and can predict how I’m going to react to it, based
on data it cross-referenced from other “likeminded” people and their experience. It knows
what I have and what other people, connected to the system, have. It can then create direct,
three- or even four- or five-way-connections between users of the system, that allows each
to get the item or experience that the person is looking for. Which in turn would feed more
data into the system and help the algorithm to improve even further. Everything resulting
in a positive exponential development of the system itself.

We can solve the biggest privacy issues by using a modified Blockchain algorithm that
will allow the users to maintain control of their personal data and use the benefits of the
personalization while staying anonymous.

Final thought: Such a direct exchange system would make us question our own values
and essentially remove the need for money: Or rather replace it with a different, more
advanced, concept – more suitable for our modern society. A way to focus on the real
value of things and balance our consumption.

53.3 Excursus: About Change and the Law of Accelerating Returns

You can skip this passage, if you are only interested in the system itself. This is just back-
ground information that might help you to understand the accelerating rate of progress.

I’d like to conclude with an underlying principle that drives the kind of change, dis-
cussed in this article. This topic might seem far-fetched, when it comes to digital markets
of tomorrow, but there is a certain reason I bring it up. The reason being: There are certain
principles underlying everything in this universe. One of these is the exponential growth
or decay of . . . well, basically everything there is. Because this is such an abstract topic,
I’d like to explain it with a thought experiment.
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Imagine that you’d have a time machine and use it to go 200 years back in time –
to the beginning of the 19th century. Now imagine grabbing a person from that time,
pulling him into your time machine and taking him back to our current time. What do
you think would happen when he sees cars, plains, computers, the internet, smartphones,
skyscrapers, hover trains and all of those things we crated in the last 200 years? I guess he
will be so overwhelmed by these changes, that he will instantly drop dead.

Good thing we have great medical care nowadays and can actually revive the dead
person from the 19th. century. Now imagine you excuse yourself and lend him your time
machine to play the same prank to some stranger from back in his past. What he then does
is: Going back to the 16. century, grabbing a random person and taking this person to the
18th century. The time delta is the same – 200 years. Now imagine what would happen
next. Do you think the person from the 16th century will drop dead after seeing the 18th
century progress? Faster carriages, new political structures, a little taller buildings and
new fashion.

He actually won’t drop dead, because the changes are not big enough to trigger such
a kind of reaction. In order to achieve the same kind of relative effect the person from
the 18th century would need to go back all the way to 10,000 BC. The visitor from the
long gone past, would then be baffled by the buildings, ships, carriages or simply all those
people living in one place and . . . you guessed it drop dead.

You might already see a pattern here, but try imagining this thought experiment one
step further. Imagine you’d want the person from 10,000 BC to play the same kind of
prank on someone from his past. Going back 10,000 years to 20,000 BC would not do
the trick. He would need to go back even further to, let’s say, hunter-gatherer times –
about 100,000 years BC. The huntsman would then again be baffled by the agriculture,
settlements, language and many other things we consider as basic.

This is what the law of accelerating returns is all about [17]. The term has initially been
coined by Ray Kurzweil, a futurist and now head of the tech department at Google. If you
break it down even further, you can calculate the rate of the drop dead effect and get to
the point where the changes in the next 20 years are going to be greater than everything
we experienced in the past 200. So whenever you see someone with a time machine, he
might not be coming from the year 4000 AD but maybe rather 2090.

The further we get within our rate of progress, the faster the progress will become,
enabling us to progress even faster.

This is a very important thing because it concerns everything that surrounds us. From
our political systems, to our relationships and most certainly our technology and the possi-
bilities we have. All of these things are simply a product of our current progress.Whenever
it comes to exponential growth, most people have trouble coping with this concept. This
is a result of certain biological limitations of the human brain and our ability, or rather
lack thereof, of abstract reasoning – or simply put: We tend to think linear. We interpolate
the current position or tend to create predictions for the future based on the past. We can’t
be blamed for that – that’s just the way we think and the data we have to evaluate our
predictions.
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Before I close this topic, try imagining yourself as being a horse carriage tycoon at the
end of the 19th century. The time where the first automobiles started to appear. There is
almost no way you could predict, that the automobile will, some day, play a major role in
our society. The usual way of going about this kind of problem would be to look back at
the past: The horse & carriage used to be a part of the society for thousands of years and
there is no way around it. “So don’t care about this whole automobile-hype ”. This kind
of reaction is based on data from the past.

If you would be a clever tycoon, you’d devote a part of your resources to this automo-
bile thing, because . . . who knows, there might be something about it – it might sale to
some rich people looking for fun – last year about a thousand of them sold, so why not.
This kind of reaction and prediction is based on current facts and figures and is a simple
interpolation of those. You’d be more correct in your prediction than the first tycoon but
still far from the actual truth because you didn’t take the exponential growth into account.

It’s easy for us today to look back at such examples with a grin and shake our heads in
disbelieve. But please remember that we make the same kind of mistake every day when
we try to predict the future. Apart from that, there is a lot more prediction happening
today than used to take place when the automobile was first introduced because of . . . you
guessed it: The exponential growth. [MR]
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Abstract
Nowadays, IT is an important component of a company’s value chain. However, it has
to face the latent suspicion of being ‘too expensive anyway’ as the management is
constantly demanding cost savings. Furthermore, the modern role of IT also requires
the implementation of innovative tasks to maintain sustainability for companies. From
this, one can derive IT’s task to translate its services and its technical and legal frame-
work conditions into business language. The purpose of this article is to show the broad
scope of IT in the value chain of today’s companies. With this, we are moving away
from a purely financial perspective and explicitly include organizational and process-
related improvements. By the example of the relatively advanced implementation of IT
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54.1 The Organizations Involved

In the following sections the organizations contributing to this chapter will be introduced.

54.1.1 VOICE e. V.1

With approximately 400 members, VOICE is the largest representation of IT users in the
DACH region. Its members represent a cross section of DAX-, MDAX,- and medium-
sized companies. The association’s network brings together decision makers in the IT and
digital businesses from leading companies of different sizes and from different branches –
in formats such as roundtables and business workshops, but also virtually on an exclusive
online platform. VOICE offers a competent, attractive, and dynamic exchange platform
for the interests of its members of which both them and their company IT and digitization
projects can benefit. Trade information and best practice experiences are being discussed
by decision makers across all levels. The economic power of our members corresponds
with approximately 50% of German GDP. The primary goal of VOICE is to increase
the competitiveness of its member companies further by using digital technologies – and
a targeted exchange about the key topics of digitization by safeguarding the interests of
the user companies [1].

54.1.2 Vattenfall

At Vattenfall we exist to help our customers power their lives in ever climate smarter ways
and free from fossil fuel within one generation. Our climate and sustainability objectives
are the basis of our strategy and our strategic targets. Our goal to be climate-neutral by
2050 – and by 2030 in the Nordic countries – entails a stepwise phase-out of fossil fu-
els. Vattenfall is phasing out fossil production and invests in renewables, mainly wind and
increasingly in solar. Across all its markets, Vattenfall has approximately 6.2 million elec-
tricity customers, 3.3 million electricity network customers and 2.2 million gas customers.
The Group is one of Europe’s largest producers of electricity and heat. Electricity genera-
tion and sales of heat amounted to 119.0 and 20.3TWh, respectively, in 2016. Vattenfall’s
main markets are Denmark, Finland, Germany, the Netherlands (operating under the Nuon
brand), Sweden and the UK. The Group has approximately 19,900 employees and annual
revenues of 15.6 billion EUR. The parent company, Vattenfall AB, is 100%-owned by the
Swedish state, and its headquarters are located in Solna, Sweden. Vattenfall was founded
in 1909, while some of its German business originated as early as 1884 [2].

1 “e. V.”: a registered association under German law with full legal personality.
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54.2 Glossary of Terms

Within an economic environment, IT has always had two major goals: supporting the
company in competition and effectively and efficiently implement business operations. It
is too shortsighted to regard IT as a mere cost factor. On the opposite, flat budget cuts by
the management or the demand for cost savings might be contra productive if, as a result,
IT merely implements projects with evident monetary success. The modern role of IT
also requires the implementation of innovative tasks in order to keep the company future-
oriented. From this, one can derive the job of IT, to translate its services as well as its
technical and legal framework into business language [3].

54.2.1 Value Contribution

In this article, we define the term value contribution very broadly and show how the ever
increasing scope of IT supports the value chain of a modern company.With this, we move
away from a purely financial perspective and explicitly include organizational and proce-
dural improvements [4].

We identified at least the following business departments as examples for where compa-
nies can benefit from IT [5]. Some specific examples will be presented in the next section.

Communication
IT enables modern ways of using communication channels and shorten communication
intervals. The market provides for an increasing number of communication tools and so-
lutions such as Wikis, blogs, enterprise social media networks, or unified communication
and collaboration.

Controlling & Finance
IT is constantly under the pressure of appropriate IT profitability. IT can install reporting
tools throughout the company or check and implement suitable sourcing models.

Infrastructure & Operations
Provided IT services require appropriate hard- and software. This includes not only tradi-
tional IT components but nowadays also communication networks and new technologies
such as Social Media, Analytics (to create value from “Big Data”), Mobile and Cloud.

Innovations
Today, dealing with innovation is regarded as an essential factor of long-lasting success.
However, renewing processes are complex and resource consuming. IT can make a crucial
contribution to innovation management.
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Employees & Organization
Employees are one of the most important resources. All processes in connection with
Human Resources (HR) can be supported with IT: recruiting, management, qualification,
and retention of staff.

Projects
One of the structuring features of corporate activity is project and portfolio manage-
ment. With the introduction of sets of rules (such as PRINCE2 – Projects In Controlled
Environments, version 2), IT can provide support and improve project controlling via
tools.

Risk & Security
Security requirements have high priority. Incidents have a negative impact on the business
result or even the entire company. IT is responsible for the introduction of a security man-
agement system and has to consider aspects such as business continuity, data governance,
and data privacy.

IT Services
The constant improvement of IT services such as hosting or development provides for
a Continual Service Improvement (CSI) system. Consequently, it is recommendable to
introduce an IT service management system (ITSM).

54.2.2 Adaptability and Flexibility of IT

Companies are exposed to a large variety of external influences. Nowadays, competitive-
ness includes a high level of responsiveness. Responsiveness in turn means adapting to
new challenges in a quick and flexible way. Therefore, IT has to be set up in a versatile
and adaptable way. Flexibility takes different shapes in connection with technical terms
and different departments. It can refer to “agile software development” or “agile com-
pany organization”. Flexibility for IT services can also mean to create suitable, scalable
offerings – e. g. computing power in the scope of growing or shrinking capacities [5].
The demand for high flexibility is a huge challenge because adaptability should be im-
plemented in a resource-friendly way. Generous buffers with regard to staff, finances, and
technology would unduly affect the value contribution of IT. In order to show how this
strategic dilemma can be resolved, we are providing successful practical examples for the
value contribution of IT in the next section.
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54.2.3 Value Contribution and Role of IT According to Vattenfall

Vattenfall IT supports the transformation of the business, which needs to adapt to a new
market environment. Business requirements on IT are getting more diverse in the race
for more optimization and flexible adaptation to customer needs. They leverage technolo-
gies such as social media, mobile, analytics, and cloud (sometimes briefly referred to as
“SMAC”) as well as the convergence between commercial information technology and
operational technology used in generation and distribution. To become more efficient and
concentrate its own staff on the most value-adding projects and services, the IT department
is managing a growing share of sourced services [6, 7].

Vattenfall aims to bring its IT up-to-date by adapting to the new business environment
and taking on the challenges. The IT organization is committed to be

� at the forefront of digital transformation at the company
� an agile service provider – focused on problem solving and speed
� on top of business needs, propose and challenge the business with smart IT solutions
� open to utilize and manage market potentials and buy services when beneficial
� truly customer centric

Overview of Digital Use Cases
The following use cases (see Table 54.1) from Vattenfall demonstrate in how many ways
modern IT solutions can contribute to the success of an enterprise.

In column 2 below, a description of the initial situation is given, column 3 lists the chal-
lenges facing the IT department, while the last column summarizes what was implemented
and achieved.

The fourth column of the table shows practical applications. These provide valuable
contributions to the company’s success. The following section outlines the IT organization
is being positioned to continue to drive value from digital technologies.

54.3 Implementation of IT Strategy

One of the key elements for the implementation of an effective IT landscape is a well
thought out concept that is aligned with and sponsored by the business. This section high-
lights key facets of Vattenfall’s digital transformation journey and how these led towards
the recent redefinition of its IT strategy.

First Steps into Digitization
Vattenfall started its first digital business activities during the dotcom boom of the late
1990’s by creating a digital channel to sell electricity, broadband, telecommunications,
and insurance services. Moreover, a first attempt was made to sell intelligent home ser-
vices. The latter venture failed and made it very hard to get management support for other
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innovative solutions, particularly at a time during the industry cycle when margins from
large-scale generation of electricity were very attractive.

The foundation for the company’s current digitization activities was laid shortly after
the millennium. About 10 years ago, Vattenfall was one of the first utilities to offer an on-
line product to its customers, based on a portal with self-service contracting and electronic
bill presentment. Today the company serves more than one million customers in Germany
via this platform; similar solutions are offered in Sweden and in the Netherlands. The
original German platform has evolved to a mobile solution that is easily accessible using
a smartphone or tablet PC.

Business Exploring Digital Opportunities
Recently, some of the most dynamic businesses, in particular wind generation and all
customer-facing units started to experiment with new digital technologies and set up gov-
ernance boards to guide these developments.

The communications department of the company has set up a Digital Council as a fo-
rum for strategic digital questions and development. The members cover different stake-
holders from sales, communications, HR and IT, covering all countries. The purpose of
the Digital Council is to have a central forum to stay aligned about all larger digital initia-
tives cross markets, to share knowledge and best practices and discuss common challenges
and future needs within the digital area, linked to the overall business goals and strategic
direction. The Digital Council is meeting on a monthly basis. All new larger digital ini-
tiatives shall be brought to the Digital Council for information. Although it is not a forum
for decision-making, the Digital Council can guide and advise.

Positioning Vattenfall IT for Digitization
Following a number of pilots with agile development to support digital business projects
Vattenfall IT has recently updated its IT strategy and is currently reorganizing to establish
a two-speed IT organization:

Agile IT
Agile IT is intended to be a flexible and agile delivery organization to better respond to
the needs of those businesses wanting to explore new and more disruptive ideas while
moving fast to beat the competition. Agile IT focuses on digitalisation and flexibility to
support Vattenfall in optimizing customer experiences, developing new business models
and achieving operational excellence by providingmobile and self-service solutions. Agile
IT leverages cloud and big data analytics. Agile IT supports the business in trying out new
ideas and technology that may in the future be part of their strategy.

Core IT
Core IT shall meet the high security and stability requirements of businesses such as nu-
clear and hydro generation as well as staff functions, implementing more incremental
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changes. Its focus is to deliver and operate stable, reliable and compliant application and
infrastructure services in a cost-efficient way.

Besides the CIO Office, which is in charge of overall IT strategy, set-up and communi-
cation the new Vattenfall IT organization comprises two additional key elements:

Transformation Office
A Transformation Office manages technology strategies, architecture, and security and
secures successful execution of divestments, acquisitions, and group-wide transforma-
tions (e. g. consolidation of the various systems in use for Enterprise Resource Planning –
(ERP)).

Service Integration
Service Integration manages a portfolio of delivery models and is in charge of perfor-
mance management and metrics, sourcing, vendor management and governance, service
management and project portfolio management.

54.4 Monitoring Success

For the implementation of “two-speed IT” at Vattenfall, stability is a priority. The business
will be in the lead of IT transformation and changes are driven by business demand. The IT
department aligns its plans and approach with all current major business change projects
to avoid or minimize disruptions. The organizational adjustments will be gradual – no
big bang! Smaller changes are being executed during 2016 aligned to target picture. The
implementation is in tune with the overall pace of Vattenfall’s business transformation and
risks are actively managed.

Vattenfall IT continues to survey users and business managers to measure their satis-
faction and identify and address issues before they grow into problems.

54.5 Conclusion

A traditional corporation in an “old” industry such as Vattenfall in the utilities must bal-
ance innovation with the need for stability. While digitization can start with many small
projects in different parts, there is a need to establish overarching governance and formu-
late a strategy.

The IT organization must respond by adapting their approaches, organizational struc-
ture, employee skills, culture and sourcing strategy to remain relevant and transform from
service provider to value creator. The implementation must be well aligned with the busi-
ness to minimize disruption, make it possible to learn from pilot projects, and continuous
improvement [8].
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Driving cultural change is a key factor for successful digitization of a traditional com-
pany. This includes engaging in proactive and transparent communication with external
stakeholders via social media – instead of relying exclusively on classic public relations
and advertising. Employees have been addressed with numerous roadshows and training
offerings ranging from traditional courses to short video clips on the intranet. Executive
sponsors have contributed to the credibility of these messages.

Development and marketing of new products and services must be as customer-cen-
tric as possible, realizing that today’s customers can choose and compare a wide array of
options to meet their needs. They have enormous transparency, so instead of traditional
marketing pushing offerings to consumers, companies must engage in conversations with
their (potential) customers, learn about their needs and respond to their feedback to cre-
ate “pull” for their offerings. The internet and social media provide many platforms to
amplify “word of mouth”. In response to these developments, it is no longer sufficient to
manage clients with the main goal of customer satisfaction – as measured by the Customer
Satisfaction Index (CSI). Instead, companies should rather aim to maximize customer en-
gagement – as measured by the Net Promoter Score (NPS) [9].

While promising quicker delivery of tangible results, an agile approach is also de-
manding a constant high level of engagement from business and IT: When following the
traditional “waterfall” approach, project phases last for months, and the activity level heats
up towards the end of each phase, with business primarily engaging in sign-off, testing and
training, the agile approach requires a high level of engagement to ensure delivery of the
agreed product increment at the end of each sprint every two weeks.

Vattenfall’s journey towards more sophisticated use of business intelligence has ex-
posed the need for solid master data management as the foundation for generating credible
insights from combining data from various sources. IT needs to support this effort by de-
veloping and implementing an architecture that allows combining data from systems of
record (e. g. SAP ERP), operational systems (e. g. SCADA), systems of engagement (e. g.
Facebook and Twitter) and other external sources. A challenge is the shortage of data
scientists who are able to make sense of these new opportunities.

By sharing the above use cases and best practices, the authors wish to support other
organizations in their effort to make best use of their IT services.
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Automated RuntimeQuality Engineering
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Abstract
Modern industrial settings require great flexibility of systems. For example, in auto-
mated factories, smart cities or smart grids, systems are exposed to highly variable and
dynamic environments: Not all events can be modeled at design time, system com-
ponents may fail to operate as desired at runtime, and stakeholder requirements may
change at high frequency. In order to handle these challenges, systems have to expose
highly flexible behavior. Due to the complexity of application domains, deterministic
specification and validation of system behavior and quality is no more feasible. Instead,
new approaches for building flexible systems yield probabilistic behavior at runtime.
While this defeats the purpose of design time testing and quality assessment, it is in-
deed possible to shift the standard design time engineering activities towards runtime.
This enables monitoring and validating system behavior at runtime, incorporating in-
formation not available a priori and using it to keep the dynamic system under control
at runtime.
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55.1 Introduction

Modern business requirements are highly volatile. Smart factories are considered to real-
ize production lines able to reach lot size one. This enables highly flexible adjustment to
customer requirements and needs. Financial markets react to available information within
moments. Electricity demand is changing at minimal rates, with high variance, while pro-
duction capabilities in the smart grid are depending on weather conditions, and thus also
constantly changing. Modern industrial systems have to cope with these settings, both
effectively and safely.

The raise of digitization in terms of sensory information and infrastructure for data ag-
gregation and distribution has put massive amounts of valuable data at the fingertips of
system designers. However, the complexity and amount of available information in com-
bination with ever-changing situations and requirements heavily impacts the effectiveness
of classical approaches to designing and operating systems. Identifying currently relevant
value in massive amounts of data is no longer feasible at design time.

To this end, software has to analyze and transform runtime data into decisions about
system configurations, reorganization and adaptation. This gives rise to a number of ques-
tions:

� How can data analysis be performed effectively, given the sheer amount of available
data?

� How can analysis be performed accounting for current business and customer require-
ments?

� How to transform analysis into system decisions?

It has been shown that autonomous systems endowed with the capability to learn and
self-organize can provide a promising approach to tackling the increasing complexity of
software engineering [1]. However, increasing flexibility of systems severely impacts clas-
sical mechanisms of quality assurance. This challenge yields additional questions to be
answered.

� How to ensure performance, if runtime conditions are not exactly known when design-
ing the system?

� How to assure that a system meets its qualitative requirements, even though it is allowed
to reconfigure itself according to situations that only arise at runtime?

� How to test a system reorganizing itself at runtime?

In this Chapter, we want to sketch potential approaches to answering these questions.
We will discuss how systems can be made “smarter” by enabling them to know about
their ultimate goals and to learn how to fulfill them best. This will lead us to the important
question how self-learning processes can be always kept in check and howwe can engineer
them in our best interest.
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55.2 Getting Value from Your Runtime Data

In this Section, we outline an approach to enable software driven systems to transform
data becoming available at runtime into decisions about configuration and reorganization
that increase or maintain the potential to satisfy requirements and remain concordant with
a given specification.

55.2.1 Shape the Future to Your Needs

One of the keys to effectively transforming available runtime data into valuable decisions
is to provide a system with means to evaluate future trends and developments. The central
idea is to build a predictive model (i. e. a simulation) of application domain dynamics,
both from expert knowledge and from data available at system design time. See [2] and
[3], e. g., for recent research directions on the matter of transforming available data into
applicable predictive models.

Once an accurate model is available, it can be fed with data gathered at runtime in
order to estimate future trends and consequences of system configuration and reconfigu-
ration. Consider a smart factory that is able to reposition its current production machines.
A model can be used to evaluate the consequences of different configuration and reorga-
nization decisions, e. g., in terms of time to production, but also in terms of energy cost or
any other metric of interest.

While the ability to drive decisions based on reflection about future consequences en-
ables flexible system reaction to a variety of production requirements not known a priori,
it poses a big challenge for quality assurance. We argue that many of the non-functional
requirement assessment activities can be pushed into system runtime, by also exploiting
the model and evaluating consequences of system decisions. The difference is only in the
metric of interest evaluated when simulating: For example, when a smart factory decides
to reorganize its machines to meet current production requirements, one can at the same
time assess not only time to production or energy cost, but also whether performance or
safety requirements will be met.

55.2.2 Today’s Decisions Drive Tomorrow’s Opportunities

In many cases, the choices a system performs at a given moment have consequences for
the choices it is able to make in the future. Imagine an autonomous car: Acceleration now
yields higher speed in the future, and stopping or steering a fast car is different from doing
the same for a slow one. A smart factory that reorganizes its production machines in order
to produce items of type A as efficiently as possible may take a long time to reorganize
for production of type B items. It is therefore crucial to use available models to evaluate
sequences of system decisions. In the example, given a model about potential future re-
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quests, this would allow the factory system to identify valuable trade-off configurations
that enable good performance for type A items, while maintaining flexibility to change to
production for items of type B.

Typically, as the model about requests is based on incomplete information (e. g., some
recent patterns in orderings), it would be given in a probabilistic form to capture the de-
signers’ uncertainty about the ordering dynamics. See [4] for a scientific discussion of
incomplete information, uncertainty and probability. See [5] for a discussion of the re-
lation of model-free and model-based decision making, and [6] for a recent survey of
sequential decision making under multiple objectives.

While sequential planning of system decisions is straightforward on a concept level,
this approach yields exponential growth of problem space with larger planning horizons
(i. e., number of sequential decisions considered). However, we require our systems to
make their decisions in time: Decisions have to be made before their estimated evalua-
tion becomes invalidated due to environmental changes and events. For example, consider
a smart factory system trying to find an optimal trade-off configuration for type A/B items
(see above), given a particular new ordering situation requiring preference of type A per-
formance, given some probability that in the future type B items will be preferred again.
Then, if the preference for type B occurs while the system still optimizes for the previous
(now old) requirement, all effort was useless.

We therefore approach system reconfiguration in an online way: Decision making
mechanisms are to be designed in order to constantly be able to produce (nearly) opti-
mal (i. e., good enough) results, given all currently available information and resources
(such as computation time until decision). If decision mechanisms are well designed, they
are (a) able to exploit available information and resources effectively and (b) always able
to return the decision currently being estimated to be optimal.

55.2.3 Better GoodNow than Getting Better Forever

In order to allow for such resource-sensitive decision making, we resort to sampling ap-
proaches. These estimate decision quality by sampling potential consequences from the
model instead of taking into account all potential ones. This ensures scalability of the ap-
proach, and often some quality of the estimate can be computed as well (i. e., a confidence
in the decision mechanism’s current result).

While it would be possible to sample the space of potential reconfigurations with re-
spect to an uninformed heuristic (e. g., uniformly random or by grid search), it is more
effective to use information generated from sampling the model to drive further simu-
lations. For instance, if a smart factory decision mechanism has found some generally
promising direction of reconfiguration, it should distribute available computational re-
sources accordingly. Consider the system has found (by previous sampling) that moving
machine X close to machine Y is producing many high quality samples. Then, it should
use this configuration as a starting point for further reorganization refinement (e. g., po-
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Fig. 55.1 Two feedback loops
of a simulation-based adaptive
system

sitioning machine Z). However, the system should not stop to investigate completely
different, potentially even more promising configurations. In the literature, this dilemma
is known as the exploration-exploitation trade-off (c.f. [7]), and there exist numerous sam-
ple-based approaches to tackle that trade-off, which can be readily used for application in
modern systems such as a smart factory.

Fig. 55.1 illustrates the idea schematically: The system incorporates two feedback
loops. The first feedback loop describes the systems interaction with the environment in
an online manner, based on the current estimate of an optimal strategy. It is depicted on the
left. The second feedback loop is of higher frequency than the left one, and captures the
influence of previous sampling results on the sampling strategy. It is shown on the right.

An important challenge to be further explored are the issues of analysis, scalability,
transparency and quality assurance of systems that continuously drive their decisions
based on statistical estimates and runtime data. In the following two Sections, we will
discuss our approaches and ideas in this direction.

55.3 Get to Know Your Software: Non-Functional Requirements
for Adaptive Systems

In the previous Section, we discussed how to shift some activities traditionally placed
in the design time of the software development process towards runtime. We showed
how planning can be used to make a software product adhere to specified functional re-
quirements during runtime. However, software development is also concerned with non-
functional requirements (NFRs), i. e., properties like performance, scalability or robust-
ness, the fulfillment of which can be just as crucial to many software applications.
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55.3.1 NFR Assessment

In the traditional software development process, non-functional requirements are assessed
on a per-domain basis by respective experts. For example, for a web shop application,
performance can be defined as the average time-to-respond to requests on the web shop’s
site or the maximum load of users the web shop can serve at the same time. For factory
automation software, performance might be defined as the throughput of parts that can
be achieved or as the maximum time it takes to employ a desired change of production
in the factory setup. Even in these quickly sketched examples it becomes clear that there
often is an intricate trade-off between multiple non-functional requirements: A factory
may be able to improve its reaction time to changes by keeping a relatively large amount
of equipment in a state of stand-by; but this decision may in turn diminish the throughput
the factory is able to provide when no change is required at all.

Thus, even though non-functional properties are often sufficiently general in their def-
inition so that they apply to a wide array of systems built for various different functional
purposes, the exact measurements of interest need to be suitably engineered to match the
problem at hand [8]. To this aim, the product owner (or whoever is responsible for the
requirement specification in the employed development process) typically defines a series
of use cases related to non-functional properties. These could read like this:

� “When 50 or less users are putting an order into the web shop at the same time, the
maximum response time for the server to any of these users must be at most 500 mil-
liseconds.” (Performance)

� “When orders to the smart factory have not changed for more than one hour, the
throughput should be at least 100 items per hour.” (Performance)

� “When a machine in the smart factory crashes, it should take at most 15min for the
factory to reconfigure so that the faulty machine is compensated for.” (Robustness)

As the number of specific use cases increases, it becomes increasingly probable that
there exist situations where conflicts between different requirements may arise. A prioriti-
zation of the defined use cases is thus an intrinsic part of a specification of non-functional
requirements.

In today’s software, these kinds of engineering decisions are made by experienced de-
velopers with detailed knowledge of the working domain of the software and the likeliness
of various environmental events and thereby resulting adaptations. In future software ap-
plications, like industry 4.0 setups, e. g., decisions of similar magnitude may be imposed
onto some online adaptation mechanism: As intelligent software may deem it necessary
to re-organize a smart factory’s configuration to respect a change in functional require-
ments, the importance and meaning of several non-functional requirements defined for
the previous system configuration may change significantly. As a consequence, the pro-
cess of NFR engineering, i. e., ensuring the fulfillment of non-functional requirements,
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needs to be performed at runtime or–more specifically–any time autonomous adaptation
may occur.

55.3.2 Building Models for NFRs

This argument presupposes a strong form of adaptation which may among other things
introduce structural changes to the system and may be based on goal changes completely
unpredicted at design time. For simpler systems, which can only make very limited deci-
sions, i. e., adapt in few dimensions statically specified at design time, it is often possible to
prove NFR properties statically at design time by simply iterating over all possible system
configurations that may occur. In this case, NFR engineering can also be performed quite
similarly to how it is executed for classical, non-adaptive systems. However, for modern
applications like industry 4.0 settings, checking against all possible configurations a sys-
tem may adopt during its runtime is not feasible.

Nonetheless, any small change in a system’s configuration may have a detrimental im-
pact on non-functional properties. Thus, for any configuration in the decision space of
the autonomous software and for every NFR of interest for the system under test, we can
get a different point of measurement when assessing to what degree a specific NFR is
fulfilled for a given configuration of the system. When performing autonomous adapta-
tion in the system under test, we thus need to consider that every small adaptive change
can also cause our NFR measurements to yield different values. The resulting relation be-
tween system changes and consequential degree of NFR fulfillment is also called the NFR
landscape of a given system.

Most non-functional properties are hard to predict analytically without actually running
the software. The availability of a powerful simulation tool is thus of central importance
to be able to test and measure non-functional properties without threatening the effective-
ness of the real system at work. Fortunately, the need for high-accuracy simulations of
industrial hardware has been recognized in various areas of engineering and adequately
comprehensive simulations are (while still being subject of current research) being made
available to system builders [9, 10]. Still, which configurations to simulate is yet another
decision to be made automatically at runtime if the whole process of NFR engineering is
to be executed online.

The main focus point of automated NFR engineering can thus be described as discov-
ering the most relevant use cases to test the system’s current behavior against. The term
“most relevant” in this scenario is a bit tricky to define adequately, though. Simply speak-
ing, we are mostly interested in all extreme cases, i. e., use cases where non-functional
properties are fulfilled to the least extent and those use cases which yield the best result
with respect to non-functional properties; but we also want to achieve a relatively good
coverage of all possible cases, i. e., we also want to look for exemplary cases which en-
compass a lot of different scenarios. For the first part, assessing NFRs is then not unlike
any standard optimization problem and can be tackled using the same techniques such as
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meta-heuristic search [11] employing, e. g., evolutionary algorithms [12]. For the second
part, we need to adequately estimate which regions of the search space of test cases might
be of more interest than others but then search them in balanced manner so that the search
process does not converge towards just a few regions (or even only one single region)
of interest. It is thus important to decide the value of various test cases not only based
on how bad the system under test handles them but also with respect to how many other
test cases with similar outcomes there are, and how different their setup is from other test
cases that may have already been found when producing a test suite. Certainly, coming up
with a proper metric that respects all of these aspects is one of the key steps towards more
automated NFR engineering that is suitable for autonomous systems.

In any case, more resources spent on NFR evaluation are likely to improve the results
of automated NFR engineering as the process of automated NFR engineering as described
above can be likened to a probabilistic search algorithm on the NFR landscape. However,
computation time is in most cases a very limited resource and especially so when we
need to (re-)evaluate NFRs online while continuing the system’s normal operations. It is
thus beneficial to guide the search through the NFR landscape towards regions that are
more likely to become relevant with respect to the system’s actions and their planned
outcomes, respectively. To do so requires a tight integration of online planning and NFR
tests and checks with NFR engineering into a system’s online adaptation cycle [10, 13,
14]. However, it allows the developers to continuously monitor and update the degree of
fulfillment for NFRs in an ever-changing system.

55.4 Quality Assurance in Smart Factories

The vision of a smart factory is to have a production plant which organizes its production
processes on its own. In doing so, the production processes are automatically adapted to
current production orders, resource availability or other changing requirements. For ex-
ample, in case of a breakdown of a machine the system re-organizes itself automatically
in such a way that the work-pieces are redirected to another machine, and the production
does not have to be stopped. Another use case is, that the system adapts its production
dynamically to the current production orders. This means, that after recognizing that the
demand for washing machines, e. g., has increased significantly, the system stops produc-
ing dish washers and re-organizes itself so that washing machines can be produced. In
contrast to classic manufacturing factories, the system makes this decision autonomously
without any human interaction.

This “smartness” is made possible by the fact that the process flow for the production
of a work-piece is not explicitly fixed in advance. Instead, a kind of “recipe” is given to
the system, which just lists the necessary steps, but not the explicit machines or stations
where the single actions have to take place at. The system then decides at runtime how
to put these “recipes” into practice. The advantage of this approach is that—for these
decisions—the system can take the current situation into account (e. g., current production
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orders or current resource availability), and can thus optimize the process flowwith respect
to these matters.

In other words, the way of producing a workpiece is not anymore limited to explicitly
predefined process flows. Actually, there are not even limitations regarding the production
of certain workpieces as long as the corresponding “recipe” can be put to practice using
the system’s components.

One example where the “smartness” of a factory really can increase efficiency is the
so-called lot size one production. In lot size one productions every workpiece is pro-
duced just once, i. e., the desired properties of no two workpieces are exactly the same.
Using the aforementioned “recipe”-based approach, this means that the system just re-
ceives a list of the necessary steps for each workpiece. Based on these, the system defines
autonomously—without human interaction—the explicit work flow. Since this planning
phase takes place at runtime, the resulting process can be optimized with respect to the
current requirements.

However, regarding the task of quality assurance in such systems, this new paradigm
also poses new challenges. Especially the fact that, in theory, every possible way through
the production plant using any combination of machines or components can be put to
practice, is challenging. Depending on the complexity of the system and the number of
the system’s components, the number of possible work flows increases exponentially. Ob-
viously, beyond a certain number, not all of them can be tested in advance. Thus, the
classical approach to test at design time to assure the quality at runtime does not work
anymore. To assure the quality anyway, new methods have to be applied at runtime, which
on one hand detect misbehavior immediately and on the other hand provide information
about possible root causes. Based on this information, the system can be analyzed, poten-
tial weak points can be detected, and so the quality be assured.

In the next section, we list concrete challenges and corresponding requirements which
have to be taken into account when developing such new quality assurance methods for
smart factories.

55.4.1 Challenges

Basically, there are three main challenges when developing quality assurance methods for
smart factories: Volume of data, distribution of data, and volume of possible process flows.

Volume of Data Essential for all the “smart” decisions of the system is that the system
knows as much as possible about the current state of the system, its nearby environment,
the current tasks and optimization requirements. Thus, the first key challenge is to handle
all this information. Although the problem is not to transmit and save the mass of data, the
real challenge is to extract the relevant information. In addition, since most of the data is
provided just-in-time by sensors which monitor the relevant units of the system, there is
also the requirement of real-time processing of the incoming data.
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As a consequence, quality assurance methods in smart factories have to be able to
process incoming data streams in real-time. Otherwise, important information cannot be
extracted and is not available for the evaluation of the system’s behavior.

Distribution of Data As already mentioned, most of the data which is used in smart
factories is provided by sensors which are applied to relevant units in the system. They
are, depending on the spatial dimensions of the production plant, more or less widely
spread. To communicate their measurements anyway, they are connected (via WLAN,
e. g.) and form a network where messages can be exchanged. However, in order to avoid
unnecessary communication overhead in the network, as many data processing tasks as
possible should be worked on in a distributed manner. This means that not all relevant
information is first sent to one central unit, which then processes all data. Instead, at least
partial results are pre-calculated by singular sensors or small sensor groups, and then put
together to the end result.

Regarding quality assurance methods for smart factories, this ability to work in a dis-
tributed manner is the second requirement which can be derived by the fact that smart
factories are sensor networks.

Volume of Possible Process Flows Since the production in a smart factory is not any-
more limited to explicitly predefined process flows, the third key challenge is to handle the
volume of possible process flows. Especially with regard to quality assurance, this is the
most critical aspect. In contrast to classic quality assurance procedures in smart factories,
it is no longer possible to test all work flows in advance. To assure the quality anyway
suitable methods have to evaluate the behavior of the system at runtime. In addition, these
methods should provide further information which can help to detect the root cause for
misbehavior of the system. Based on this analysis, countermeasures can be taken to avoid
future faults, and thus assure the quality.

To evaluate the behavior of the system at runtime, it is essential to know of all al-
lowed process flows. Since these can be very numerous, suitable compressing methods
are needed to handle the volume of possible process flows. The idea of such compressing
methods is that all possible work-flows are covered while not all have to be stored explic-
itly. Thus, when developing quality assurance methods for smart factories, managing to
construct such compressed representations of possible work flows is the third challenge.

55.4.2 A Summary on Quality Assurance in Smart Factories

Smart factories are the next generation of manufacturing. Key feature of this new paradigm
is that the process flows are not predefined in advance. Instead, the system decides au-
tonomously depending on the current state and requirements at runtime how to put the
given “recipe” into practice. However, this approach poses new challenges for quality as-
surance. As a consequence the quality assurance procedure has to be shifted into runtime.
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Table 55.1 Challenges and resulting requirements for quality assurance methods in Smart Factories

Challenges Resulting Requirements

Volume of Data Real-Time

Network Structure Distributed

Volume of Possible Process Flows Compressing

Accordingly, in this Section we listed three main challenges and resulting requirements
which have to be considered when developing such quality assurance methods which can
be applied at runtime: first, the methods have to process the incoming data streams in
real-time; second, it should be possible that the processing tasks can be worked on in
a distributed manner; third, to handle the volume of possible process flows, suitable com-
pressing techniques are required, which build an adequate representation of all possible
process flows.

A summary of the aforementioned challenges and resulting requirements for quality
assurance methods in smart factories can be seen in Table 55.1.

55.5 Conclusion & Outlook

In this Chapter, we discussed potential and challenges of systems with the ability to
autonomously decide about their configuration and behavior. To this end, efficient trans-
formation of available runtime data into evaluation of alternatives is of key importance.
However, this new behavioral freedom yields new challenges for system analysis, scal-
ability, transparency and quality assurance. We propose to move classic design time qual-
ity assurance activities such as non-functional requirement engineering and system testing
into runtime in order to enable coping with highly volatile system environments and re-
quirements.

Autonomous systems are built in order to react to changes in the requirements on
a much smaller time scale than is typically necessary for humans to be involved. This
feature alone enables new possibilities for products and services like, e. g., “lot size one”
production or coordinating production processes with the current market value of required
goods. This is enabled by human experts defining relatively abstract goals for autonomous
systems to strive after instead of engineering the complex process in-detail. When the em-
braced observation, control and safety techniques prove to be working for these kinds of
scenarios, one can think of entrusting autonomous systems with increasingly more broadly
defined tasks and thus transferring growing amounts of business logic into the system’s
requirements specification. Eventually, system autonomy typical for industry 4.0 may then
be a feature that does not only affect production lines but also the way management deci-
sions are made or what is even considered a management decision in the first place.

Key challenges for further research in this direction are (1) increasing accuracy of pre-
dictive models built from data, (2) enable model scalability by adaptive (e. g., requirement-
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sensitive) abstraction in feature space and time scales, and (3) establishing methods yield-
ing statistical guarantees for systems that act under adaptive abstraction and concept drift
in their application domains.
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56Preface: Big Data and Analytics

Rolf Schumann

56.1 Why Are We Talking About a Data Revolution?What Is Actually
Meant by the Notion of “Big Data” and “Analytics”?

In the last 20 years, the amount of data in existence has risen 100-fold. However, this data
surge is not unique in history – one similarly rapid increase has occurred before, between
the years 1450 and 1500. The volume of data in the world doubled during this period
thanks to the advent of Gutenberg’s printing press, which meant a revolution in society
at the time. Today, the worldwide data volume is doubling every 18 months. However,
what is often not considered in this context is this: while in the year 2000 almost three-
quarters of all data were still in analog form, for example on paper, less than 15 years later
this figure is less than 1%. A previously analog world has gone digital, which changes
everything.

Although data is becoming ever more important in our lives, it has not yet been possible
to establish a widespread understanding of the change our society is undergoing. If you
cannot yet imagine the actual meaning behind terms such as “big data” or the “Internet of
Things,” you are not alone.

What accounts for the new quality of big data? There is no single, universally accepted
definition of big data. But there is an approach cited most often in journalism and science
when we talk about the topic, and which will certainly help you get to grips with it.

Extract from the published book “Update – Why the data revolution affects us all” (Rolf Schu-
mann, Prof. Dr. Michael Steinbrecher, 2015, Campus Verlag. ISBN 978-3-593-50332-5).
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56.2 Definition of Big Data and Analytics

This approach is based on the four Vs: volume, velocity, variety and veracity (see
Fig. 56.1). We’ve already established that big data is large – after all, the name does
hint at it. However, big data is also fast, varied and can sometimes even contain vague
data. And this is supposed to trigger a revolution that turns our lives on their head?
Exactly.

The velocity in particular has engendered a real spirit of optimism in business. Com-
panies can monitor which traffic light could soon malfunction, which parcel is currently
where, and which pipe needs to be replaced in real time – and react immediately. But it
doesn’t just present opportunities for businesses – it will change your day-to-day life too.
In a networked home, you can observe while on vacation how high the room temperature
is or in which room a conversation is currently taking place. Many things become possible.
The question you will ask yourself again and again is: How do I want to live?

What is special about the third V, variety? We used to gather data for ONE specific
purpose. Once we had used the data to find out what we wanted, we perhaps saved it
somewhere, but it was then generally useless. However, in the world of big data it remains
valuable. Because it is precisely this linking of seemingly non-related data that makes big
data so exciting.

The fourth V is for veracity. Even inaccurate, vague data can be useful in the age of the
data revolution. Although it sounds unspectacular, in combination with the other three Vs
it has far-reaching consequences.

Many constituent parts of big data already existed as individual elements. There has
always been data, and computers have also long been with us. However, it is not, as one
may assume from the term BIG data, the data VOLUME alone that is changing the world.
It is all four elements together, with all of their interactions: volume, velocity, variety and

Fig. 56.1 The four Vs of big
data
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veracity. It is a cocktail consisting of these four elements that is intoxicating so many.
A cocktail that releases energy and imagination.

Four Vs are simply not enough for some, so further Vs are sometimes added, for ex-
ample the value of the data. But as we do not wish to further complicate the definition, we
will stay with the original four Vs.

56.3 The Technical and Economic View of Big Data and Analytics

The data cocktail has created a new situation in a structural sense, too. We all know that
the array of possibilities for transferring data have accelerated our lives. The days of the
stagecoach that would carry our hand-written letters will not come back. We no longer
have to wait days for an answer. With the advent of e-mail, an exchange is possible in
seconds – a far-reaching change that has long since become part of day-to-day life in our
society.

From the perspective of companies, however, being able to process large projects and
complex data quickly was until recently anything but normal. The latest technological de-
velopments enable data to be processed at up to 3000 times the speed at a comparable cost.
How does this technological leap affect us? In order to deepen our understanding of this,
we will perform a little thought experiment. Imagine a flight from San Francisco to Frank-
furt, Germany. Today, such a flight usually takes between nine and eleven hours. However,
if one applied the latest advance in information technology to the aviation industry, this
flight could take only 20 s.

You read it right – 20 s! This is reminiscent of the vision of “beaming” that has for
decades appeared utopian and fascinating in equal measure, and not just to Star Trek
fans. Would you still see this as a “proper” flight? Surely it would no longer be the same.
Exactly this is the point. The idea of something being technically impossible and therefore
not worth pursuing further has become obsolete on many levels.

In connection with our topic, this means that progress will significantly change the way
in which we handle and live with data and information. After all, the latest technologies al-
low these enormous quantities of data, originating from completely different information,
to be processed efficiently and in full.

These changes open up previously undreamed-of possibilities. Interactions at different
interfaces are changing – on the one hand between people, but also between people and
objects, i. e., devices and machines. You still frequently see yourself as being in control.
You have to read operating manuals and know how to make the device do what you expect
it to. However, an entirely new user experience is emerging.

Because of the rapid pace of change in our globalized world, the sheer number of
changes in the complexity of how companies, markets and people are networked far
exceeds anything we could have ever imagined before. The latest technology makes it
possible to respond to every piece of information in real time and using cognitive in-
telligence. Many large corporations have recognized this development or even driven it
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forward themselves. It offers them great opportunities while at the same time raising new
questions for society.

If we apply these new technical achievements and knowledge to the theoretical plane
journey mentioned above, you will already have an idea of what the possible effects might
be. These technologies fundamentally change existing business processes and business
models, while also enabling completely new business ideas that were previously unimag-
inable. Just think what a flight from San Francisco to Frankfurt in 20 s would mean. An
airline would not simply market them as “faster” flights, as that wouldn’t come close to
the quantum leap in air travel they were offering. Imagine how the whole process would
change! Would a classic catering service really be profitable for a journey time of 20 s?
How many booking classes such as Economy, Economy Plus, Business and First Class
would generally be needed? If a flight only took 20 s in the future, you would have to ask
yourself what the product actually is if passengers spent 30min waiting for their luggage
or going through security. All of these questions immediately arise if you are suddenly
able to perform business processes in real time while using enormous amounts of data. In
other words, we have to question existing processes, find out what possibilities real-time
processing offers us and moreover generate completely new ideas.

From a corporate perspective, big data is producing new business models that unleash
optimism and euphoria. But, to continue with our example, who still needs flight atten-
dants on a flight that only lasts 20 s? Do we even need pilots? What will happen to the
catering companies that previously supplied the airlines? Or, returning to your own life:
Do you actually like the further acceleration of our lives? Wasn’t such a long-haul flight
also an opportunity to break the flow of work and watch the films you missed over the
previous weeks? And even if the person sitting next to you takes up more space than
you might like, haven’t we all at some point enjoyed an interesting conversation on board
a flight?

Many publications examine the opportunities big data and analytics presents to busi-
nesses in the finest detail. New business models are drawn up, new paths for innovations
illustrated. It’s certainly important to understand the logic and the new philosophy of com-
panies and industry, and we will have another look at this topic in the following four papers
in this chapter.
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Digital Marketplace: How Fraport’s Smart
Data LabManages to Create Value fromData
and to Change the Airport’s Way
of Thinking

Katharina Schüller and Christian Wrobel

Abstract
In March 2015, Fraport AG in Frankfurt carried out an experimental Smart Data Lab
(SDL). For the first time, experts from a variety of departments worked together in
a laboratory situation. They defined four concrete problems to be solved with analytics,
using a huge collection of data from different sources within the company.

The effective communication of problems and results helped promote the accep-
tance of the lab’s data based recommendations. Analytics and the use of huge amounts
of real-time data which were integrated into the IT systems for the first time, allowed
for the correction of some established decision rules. Most of all, not only the problems
defined above were solved and the business processes behind were improved, but also
several new data-based business ideas with cross-departmental impact were generated.

Results from the Smart Data Lab were widely noticed and accepted by Fraport’s
executive board, which in turn has decided to make SDL a permanent institution: The
second round of Smart Data Lab was completed in April 2016.
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57.1 Background: Transformation of Airports

57.1.1 from Product-Centric to Customer-Centric Perspective

Airports around the world are confronted with the challenge to transform themselves from
infrastructure managers to service providers in order to compete successfully in the global
market. To a great extent, this transformation is driven by digitalization. While so far
technology was mostly used to support business processes and thereby enable airports
to realize their business models effectively, digital transformation means that new busi-
ness models are developed around the technology itself. From a European perspective,
the major airports in Europe, Middle East and North Africa are directly affected by that
challenge since they are the key hubs for transferring intercontinental passengers around
the globe. In general, for most enterprises digital transformation means a big change in
an organizational and cultural way which directly affects all employees and the nature of
their thinking and collaboration. The main objective of this effort is to establish new prod-
ucts and services which help airports to set themselves apart from competitors and gain
market shares.

Fraport has given itself a new corporate mission statement: “Gute Reise! We take care.”
This mission statement reflects the transformation process in particular and switches the
strategic focus from the “Airport Manager’s” perspective to the customers’ perspective.
In the past, an airport’s strategic focus was about providing and maintaining runways,
buildings and processes for handling aircraft operations of freight and passenger flights
– the so-called product-centric perspective. Today passengers and visitors are strongly
moving into the attention of an airport’s business interest. However, running a successful
airport business from a customer-centric perspective requires much more than providing
a smooth handling of aircraft operations. As well, if not even more, it requires the provi-
sion of a positive and stress-free experience for all people around the airport. This involves
for example attention on entertainment, information services, process optimization, sim-
plification of travelling, shopping experience and assistance.

As most of us certainly know, travelling by plane involves both positive and unpleasant
situations. While the planning process of the new trip is often connected with pleasant
anticipation, the mood often turns into tension – at the latest when the journey finally
starts. This tension sometimes results in heavy stress especially if queuing at check-in
is backed up, if security screening takes very long or if problems with luggage occur.
A pleasant journey seems hardly imaginable at that point and the desire to go shopping
or to use other services just evaporates. Those situations need to be avoided to guarantee
the most comfortable trip and to persuade passengers to use Frankfurt Airport again in the
future.
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57.1.2 Unlocking the Digital Marketplace with a Smart Data Lab

Digitalization supports the fulfilment of those requirements by providing data about pas-
sengers, visitors, shops, transactions, flights, freight and so on – almost anything could
be tracked digitally and the data generated could be used to generate knowledge and
value. However, many stakeholders are involved. To create value from data, data must be
harvested by reduction and abstraction (“How can we track meaningful data?”), cleaned
and linked through processing and organization (“How can we generate information from
data?”), analyzed, interpreted (“How can we gain knowledge from information?”) and ap-
plied (“How should we act, based on that knowledge?”). Data “form the base or bedrock
of a knowledge pyramid” [1].

In the age of digitalization, data seem to be ubiquitous and endless. However, data are
both under- and overvalued. They are undervalued because data-generating systems pro-
vide endless amounts of bits and bytes that are neither linked nor organized and therefore
cannot be turned into power. Then again, they are overvalued as the whole world gets
excited about “the power of data”. In a narrow sense, a digital marketplace needs to be
established between data owners from different departments as many of them are not used
to sharing their data. In a wider sense, that marketplace would include every single stake-
holder: merchants, airlines, suppliers, public authorities like customs and the police and,
most important, passengers.

Major hub airports are under considerable economic strain because of two main rea-
sons. The first one results from the growth of Low-Cost-Airlines and thus from a signifi-
cant change in price structure for legacy Airlines like Lufthansa or Air France. The second
reason results from massive capacity expansions of Middle East airports like Dubai, Abu
Dhabi or Istanbul which cause noticeable shifts on market shares regarding transfer pas-
sengers. For example, the route from New York to Singapore can nowadays be operated
using different stopovers. Finally, the decision about which stopover will be chosen is
made based on the price and experience of former trips. Since the majority of passengers
at Frankfurt Airport are transfer passengers and Lufthansa operates most of the flights,
Fraport is greatly affected. Recently, additional reasons like changes in the geopolitical
situation and fear of terrorism restrain passengers from travelling via Frankfurt Airport
have come up.

In order to compete on price and quality with Middle East airports, Fraport has to
optimize their processes permanently and react fast on changing requirements. Therefore,
Fraport coined a new instrument to identify potential improvements and possibilities for
optimization based on data analysis – the Smart Data Lab. The term “Smart Data Lab”
is widely used to characterize a type of innovation lab that uses data as resources and
develops new business ideas from that data, s. Fig. 57.1.

In reality, many Smart Data Labs rather create algorithms that are more or less useful to
be applied in business, which sooner or later affects the acceptance of the labs. We claim
that a Smart Data Lab can and should be viewed as something much more fundamental.
A Smart Data Lab provides the key to open the digital marketplace. Focusing on concrete
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Fig. 57.1 Smart Data Lab as the first step in the transformation process

problems, with a clear factual, temporal and also spatial concentration, the lab itself could
function as a hub, connecting not only data, but also experts and ideas. The major task is
not a technical one. It is a political one. It is the task to persuade stakeholders to share
and trade their data in a digital marketplace in order to create more value for everyone
involved and to make that value clearly visible.

In our opinion one of the characteristics of Smart Data Lab is the “non-sugarcoated
truth” of data and data analytics. Possible optimization of processes, (labor) changes or
any improvements resulting from a Smart Data Lab may unsettle or upset the affected
department and/or the management. This requires undoubtedly that the Smart Data Lab
has to prove that any of its results is derived from analytics of data only and is not biased
by human retention, defense or justification of current practice. It’s not about blaming
someone or someone’s processes – it’s about optimization and getting new insights.

57.2 Data Structures at Airports

The main system of an airport is the Airport Operational Database (=AODB). It consol-
idates all relevant data for flight operations from different sources. In this context, the
AODB operates as an integrator of all relevant information as well as a delivery hub to
provide that information to all stakeholder. Data are coming from different sources like
sensors, business process applications, radar sources, airlines, public authorities, ground
handlers or freight forwarders. The main business object is a flight, uniquely identifiable
by airline, trip number, arrival/departure indicator and its scheduled date. With approx-
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imately 1400 flights per day that looks like a rather small amount of data on the main
business object. But considering that each flight has over 5000 attributes and gets updated
over a thousand times during its lifecycle, a significant volume of (at least in part) real-
time and heterogeneous data needs to be stored and managed reliably. Data describing the
airport core processes will still reside in a low terabyte range and not in petabyte dimen-
sions.

Those core business relevant data can roughly be classified in the following categories
listed in Table 57.1.

The data consist to a great extent of timestamps and numeric information and are stored
in a complex data model composed of more than 450 tables. Managing and providing this
information for reporting and free data analysis requires very experienced data managers
who have deep expert knowledge of the business and the ability to match this to the tech-
nical data model. For all data analysis projects, the data manager is an essential resource
and a key factor for the success of the project.

Since most of the data are structured and stored in a relational format, the size of
this information is comparably small in contrast to other industries. Rather than handling
big volumes of data, the main effort for airports is to manage the variety of sources and
therefore the complexity of data integration and the velocity of incoming streaming data
for real-time data analysis and decision making.

Besides flight relating data, other business departments like human resources, finance,
project management or real estate management also possess a lot of interesting data. How-
ever, those data are stored separately. For years, data has enjoyed special observance from
controlling and reporting since they are mostly based on standard applications and stan-
dard business procedures. Free data analysis and data exploration wasn’t on the spotlight
so far but the linkage of both data platforms will be the next big thing to address.

Table 57.1 Categories of and examples for business relevant data at airports

Category Examples

General flight data Airline, aircraft, gate, airport, runway

Passenger data Total on board, transit, transfer, reduced mobility

Flight operation data Arrival and departure time, deicing, taxi time

Baggage data Dangerous goods, palettes, animal transportation

Freight data Coordinates overall activities

Passenger handling Security, check-in, boarding, border control

Ground handling services On/off-loading, passenger transportation via bus, baggage trans-
portation, freight transportation, supply and fueling, aircraft push-
back, special orders
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57.3 Airport Analytics Now and Then

Data is the new oil of the 21th century. This slogan and similar ones fuel the expecta-
tions of data analysis to help companies master their challenges and easily solve all their
problems. It has to be proven in the future whether this approach really works out for
all potential scenarios, but as of today there are some good examples demonstrating the
possibilities of capturing insights and finding the solution for business problems inside
a company’s raw data. However, high expectations and the urge to engage in the field of
data analytics was occasionally rather harmful than helpful. Since the top management
became aware of the idea that data might be an asset, it has often ended up in doing things
for the sake of doing things and significant but haphazard investments in analytics related
facilities and services, like hardware/infrastructure, software/tools and consultancy.

Data analysis is not new at all. In the past, data analysis relied on sophisticated sta-
tistical methods to extract even the tiniest drop of information from scarce data. Now
data is abundant and analytics faces very different problems, like how to link huge and
heterogeneous amounts of data and how to separate signals from pure noise. Companies
not typically receptive for this topic now slowly start to change their organizations and
build novel structures concerning both IT and human resources, often after they have ex-
perienced costly failures when first dealing with data and analytics in the way described
above.

Fraport therefore created the Smart Data Lab and established it within the entire orga-
nization. Some of the expectations towards the lab focused on its more direct results, as
for example the hope for discovery of unknown correlations that would lift the potential
for quality improvement, cost reduction or profit increase. Data was supposed to generate
clear and objective decision bases. Furthermore, expectations also stretched out to more
indirect effects. The networking of employees with high logistical and mathematical skills
would hopefully promote an innovation culture, reduce silo mentality and support a non-
hierarchical development of human resources.

Before we describe two of the projects the Smart Data Lab worked on, which we will
do in the next chapter, we will characterize the concept and implementation in short. The
Smart Data Lab is primarily supposed to be an agile and innovative laboratory environ-
ment which would operate independently from existing hierarchical structures and allow
experimental exploration and free trials of new ideas based on data analysis. From the
beginning, failure was not only an option but was seen as an opportunity to learn and do
better (fail-fast mentality). Interdisciplinary teams with cross-qualifications perform data-
driven solution finding in an independent work unit that can be mandated by all depart-
ments and subsidiaries. Most important, the basic rule is that of a guard room free of
restrictions.

All departments of Fraport can use the Smart Data Lab if they submit a precise problem
statement and provide skilled employees. The latter is very useful to foster commitment
and acceptance of the lab’s work by the departments. It also makes clear that the lab
institution and its services are extremely valuable, if not to say precious, because whoever
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wants to benefit from it needs to contribute. Last, but not least, skill and knowledge transfer
throughout the whole company are guaranteed.

Questions submitted can be of strategic, tactical or operational nature. An example for
a strategic problem was the question of how the positioning of flights at the gates affects
retail revenues and which contractual conditions result from this insight, concerning fu-
ture negotiation with airlines. A tactical problem mostly encompasses the improvement of
equipment and staff planning and an example for operational situations is the prediction
of more accurate arrival times during flight approach which could help optimize ground
handling processes.

The Smart Data Lab is conducted once a year and involves five important phases –
selection of relevant questions, clarifying the problem situation, analysis phase, presen-
tation of results and transition into production. We present these phases in the following
subsections.

57.3.1 Selection of Problem Statements

Every business department has the chance to submit a problem or research question to
the Smart Data Lab. At first stage a small team from the Smart Data Lab consisting of
employees from corporate development and IT department verify the relevance and feasi-
bility of execution. Finally, the executive board selects four questions out of the list which
guarantees the compliance and commitment according to corporate priorities and strategic
objectives.

Now that the Smart Data Lab is well established, there is usually a wide range of prob-
lems and research questions to choose from. The business departments and the executive
board have been convinced that using predictive analytics will help them make smarter,
earlier decisions that address a wide range of business challenges. This is usually not the
case when the lab is initiated for the first time. It may be hard to persuade a department
to be the first to submit a problem, mostly for political reasons. A department needs to
be persuaded that at least some of their biggest business challenges might be susceptible
to a predictive approach and that it is worth a try. “This persuasion task is probably more
difficult than any technological issues that might come up [2].”

57.3.2 Clarifying the Problem Situation

In multiple workshops with the Smart Data Lab team and a group of qualified employees
the problem is discussed in detail and is rendered more precisely. Typically, people from
the relevant business department start to explain the procedure of the business process
including exceptions and standard activities. At that point it is very helpful for the entire
team to take some time and observe the process in reality or visit control centers and
planning offices to sharpen the comprehension for the problem.
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Besides a good notion of the problem itself it is also very useful to understand the
motivation and possible benefit of solving the issue. The goal of this phase is to achieve
a fine grasp for all team members and to determine the expectations from the business
department. It has turned out to be helpful trying to define possible solutions classified
as “gold, silver and bronze”. This classification reveals the basic minimum requirements
determined for a bronze solution and the more advanced, but nice-to-have features cov-
ered in the gold solution. Since time for analyzing the problem is strictly limited, the
classification provides a useful orientation for the team during the next phase.

57.3.3 Data Analysis Phase

In the data analysis phase the Smart Data Lab is called together for four weeks in total.
During that time, it is very important that all members are completely released from daily
business so they can focus on working in the lab. This is inevitable as those four weeks
typically are the most intense and time consuming phase of all phases during a lab cycle.

Up to 15 members work self-organized using agile methods like Kanban in a collabo-
rative manner. The members are assigned to one primary problem but are willing to work
on other issues as well if help is needed. The members are marked with the following
special skills described in Table 57.2.

The Smart Data Lab serves as a guard room during that phase in order to protect the
members and the insights collected from outside influences. It also guarantees the idea
of a free and experimental working ethic where it is possible to fail without fearing any
consequences. All members get unlimited access to all company data and are willing to
use any available tool they feel comfortable with. In this way, a maximum of efficiency
and effectiveness is achieved.

It should be mentioned that it takes substantial time and effort to reach that status of
a “neutral place” within the company. During the first lab phase we experienced some
intense discussions with department managers who feared that the lab might uncover fail-

Table 57.2 Roles and associated skills in the Smart Data Lab

Role Skill profile

Data scientist Comprehensive knowledge about data mining, statistics, data engineer-
ing and advanced computing

Business analyst Visual data exploration skills and statistical knowledge

Data expert Knows where to find the information tracking and describing a busi-
ness situation within the data model, i. e. related variables and their
meanings, codes, documentation issues, etc.

Business expert Represents the business department, knowledge about background,
business demands and existing decision rules

Project manager Coordinates overall activities
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ures in their past and current decision practice. It is often ignored that changing decision
processes from experience- and command-driven to data-driven decision making would
potentially attack hierarchical structures. We cannot emphasize enough the importance of
communication, political work and sensitivity, as a Smart Data Lab, if it should function
as intended, would initiate a change process for the organization as a whole which requires
professional change management.

Change, however, is also necessary in terms of skill profiles of the analysts, espe-
cially when the focus of analytics turns from description to prediction or even prescription
[3]. Descriptive analytics seeks to answer questions like: what and when did something
happen? (Almost) no understanding of the underlying process or data is needed and partic-
ularly, time frames are irrelevant for the analysis. On the next stage, diagnostic analytics,
one looks for explanations: why did it happen. To avoid the confusion of correlation with
causation, the data-generating business process needs to be understood. When it comes to
the next stage, predictive analytics, it is often necessary to transform data structures sig-
nificantly, e. g. from a transactional data set to a data set consisting of customer signatures
and from an ex-post to an ex-ante perspective [4]. Time plays an important role when it
comes to questions like: what is likely to happen next? It can become a difficult and time-
consuming task to re-build the necessary historical views, requiring professional skills in
data management. Finally, prescriptive analytics in the last stage supports decisions: how
can we make things happen? A model of the business process, its single components and
their interactions is needed in order to optimize it. Therefore, skills in operations research
and optimization techniques, e. g. numerical methods, are crucial.

At the end of the data analysis phase the results can be of different nature. This can
be a prototype of a product for predicting long term staff planning or new insights about
the analyzed business process. And sometimes it is even the realization that that the data
quality or data coverage is insufficient to get reliable results.

57.3.4 Presentation of the Results

After the data analysis phase has ended, the results collected by then are firstly presented to
the business department and afterwards to the executive board. The business departments
have to assess the potential of the solution by calculating a business case and verifying the
practicability of deploying the solution in daily business. According to the outcome of this
evaluation the Smart Data Lab results are considered to be enhanced to an operationally
mature product.

57.3.5 Transition into Production

The Smart Data Lab plays an important role in the procedure of problem solving steps,
but it is only the first step. If a result is considered to be used in production the respon-
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sibility is handed over to the Smart Data Factory in order to create stable and reliable
products running in productive environment. The Smart Data Factory has the responsibil-
ity to implement the product using standard components and procedures and to maintain
and manage the life cycle of that analytical product. The most important tasks for the
Smart Data Factory are the completion of model implementation, the management of the
realization project and the change management initiated by the lab’s results. Also, the fac-
tory is supposed to maintain and support the product, to monitor and retrain the model, to
further develop the product and, not to forget, to train and coach the users.

The integration of analytical components into a productive application requires more
than classical application maintenance and support like keeping up a system and running
and guaranteeing a certain performance. The use of models means to ensure high quality
of model generated information and to deliver the right information at the right time to the
right people. Therefore, it is necessary to monitor and recalibrate models or to re-engineer
them immediately if basic assumptions have changed. Most of the products are used in
high critical production environments like operational control centers or security offices.
The requirements regarding quality and availability are accordingly high.

57.4 Results from Smart Data Lab

57.4.1 Retail-Oriented Positioning of Flights

A big share of the profit in airport business is realized in the segment of retail and prop-
erties. Airports mostly act as concessionaire and not as shop owner. In that way, they
earn money based on revenue participation and store rent with high margin and low cost.
At Frankfurt Airport, the shopping range is significantly different within the terminals.
Product offering, premium brands availability and shop presentation can vary consider-
ably. The offering ranges from fashion & accessory over cosmetic and electronic devices
to luxury goods like valuable watches or exquisite liquor. As manifold as the offering is
presented, so are the preferences and needs of the customers. At an airport like Frankfurt,
up to 200,000 passengers are moving through the terminal infrastructure passing shops
and marketplaces constantly. At the end the purchase trigger depends on various factors
like personality traits, the route to the gate, shops passed on this way, waiting and walking
time or travel occasion. These are just a few examples of potential influencing variables
explaining shopping behavior at an airport, s. Fig. 57.2: Variables and their relationships
in the positioning model.

The positioning of a flight directly affects some of these variables. The amount and type
of shops available close to the departure gate is one important factor directly affected. For
transferring passengers, the positioning of arrival and departure flights results in routing
and thereby in time needed for walking through the terminal and processing time for
passing required check points. Frankfurt Airport guarantees a minimum connecting time
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Fig. 57.2 Variables and their relationships in the positioning model

of 45min from any gate-to-gate location. During the flight planning phase this objective
is currently one of the highest priorities for positioning.

The task of the Smart Data Lab was to identify important variables and the strength
of their influence on retail revenues and purchase probability by combining all available
data and processing them with data analytics techniques. It is important to know which
variables can be controlled by Fraport and how to adjust them to maximize retail rev-
enues without running into other operational problems. For the first time the correlation
of high waiting times, transfer distances or nationalities regarding retail revenues could be
expressed in a multivariate model helping to understand their influences.

An analytical challenge was the substitution of known effects which was necessary for
different reasons. Some of the passenger characteristics cannot be tracked for reasons of
data privacy, e. g. their nationality. We used destination instead but found that data about
the nationality itself, theoretically available from existing data sources, would lead to more
accurate predictions. So, there are ongoing discussions on how that information could
be gathered without violating privacy. Other characteristics like spending capacity or the
motivation for traveling simply are not available on a customer level. An organizational
challenge was the overcoming of existing decision rules that turned out to be myths. It was
hard work to explain the difference between correlation and causation, including the issue
of spurious or partial correlation, and the difference between a multivariate prescriptive
model and descriptive, bivariate analysis. That challenge required excellent communica-
tion skills including an idea of political structures among the organization.

Two very important applications can be derived from the results generated out of the
Smart Data Lab. First, the insights can be used for future negotiations with airlines about
positioning scenarios or the exclusive and prioritized use of terminal areas. Second, cur-
rent flight planning process in agreement with existing arrangement can be optimized to
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achieve some quick-wins on revenue lift without impairing superior objectives like the
guaranteed transfer time.

57.4.2 Prediction of Arrival Time

Each time an aircraft arrives at a gate, various activities are kicked off immediately. Pas-
sengers jump off their seats impatient to grab their belongings and leave the aircraft while
ground handlers open the airlock to unload baggage and freight containers are just a few
examples of what might happen directly after the aircraft has stopped at the gate. What
seems to be an ideal situation where ground handlers arrive just in time ready to start air-
craft operations, is quite challenging in reality. There are two extreme situations which
describe how the problem the Smart Data Lab was confronted with effects daily business.
On the one hand this would be a situation where the aircraft arrives at the gate without
all required equipment and staff available yet. On the other hand, it would be a situation
where ground handling resources are bounded on position waiting for the aircraft to come
to rest. While the first problem results in an inconvenience for passengers with missed
connection flights and malus payments due to failing service level agreements, the second
one implies high cost because of resources occupied while waiting for operation to start.
The task of the Smart Data Lab was to improve the prediction of an arrival flight currently
approaching the Frankfurt Airport in order to optimize dispatching of resources and thus
reduce waiting time for both the passengers and ground handlers.

The final model combined different components: a model for the airspace movements,
a ground movement model, a model for the usage of runways (especially dealing with
swing-over probabilities) and a model for wheeling time. Not only the construction and
parametrization of the different models was a challenge, but so was their combination and
the interaction of parameters, including restrictions. An organizational challenge occurred
as well. Data that were so far not included in managing the business process turned out to
be extremely valuable in predicting arrival times. It also turned out that innovative oper-
ating figures invented by the Smart Data Lab would significantly improve the prediction.
That means, it could become necessary to change the whole process, involving more than
one department.

By combining data from radar, weather and flight operations, the Smart Data Lab has
implemented a prototype of a prediction model which would reduce waiting times up to
60% and would contribute to improve the quality of service for passengers and airlines
and to reduce the cost for ground handlers caused by idle capacity. Since the solution
worked out by the Smart Data Lab affects a broad range of stakeholders including ground
handlers, airlines, federal authorities and shippers, it is considered to be a mission with
critical components essential for smooth operations in daily business.
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57.5 Summary and Outlook

One of the key lessons learned was that problem solving with big data and analytics needs
a lot more than expert knowledge in analytics and big data. The task of persuading other
departments that analytics would be inevitable to make smarter decisions and would turn
Frankfurt Airport into a digital-driven marketplace, turned out to be more difficult than
any technological issues that came up. The incorporation of interdisciplinary practical
expertise into nearly every single phase of the analytics process was crucial, in order to
correctly interpret the results and to identify pitfalls which would have led to severely
misleading conclusions.

The change process so far has only started. New business models discussed are co-
operative Smart Data Labs with partners like Lufthansa, Deutsche Bahn etc. in order to
create novel, integrative passenger services. Fraport also thinks of partner data models or
even open data strategies, involving as many stakeholders as possible, not only as data
providers, but also as users of the data and as developers of new applications. Finally,
analytics-as-a-service driven by customer needs might lead to the development of smart
applications. We observe a huge cultural transformation of the whole organization, turn-
ing Fraport into a digital marketplace both regarding the inner core of the company and
its interactions with other parties.
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58The DigitizationDilemma of Europe’s
Non-Profit Organizations: Software as a Service
to the Rescue!

Florian Fuchs, Michael Liebmann, and Frank Thelen

Abstract
Europe’s 5.5 million non-profit organizations (NPOs) with their 250 million members
and volunteers are an integral part of European society. They include local clubs (e. g.
sports, social, environmental), governing bodies (national/regional associations) and
professional associations as well as educational institutions.

Radical societal and technological change is putting strong pressure on them tomod-
ernize and digitize. At the same time they suffer from an innovation dilemma.

We argue that the Software as a Service (SaaS) model offers them the only path to
overcome these challenges. It will transform the pressure to digitize from a challenge
into an opportunity and unfold both a strong business opportunity and an enormous
social return for the society.

58.1 Introduction

Europe boasts more than 5.5 million non-profit organizations (NPOs) with 250 million
members and volunteers. Examples are local clubs (e. g. sports, social, environmental),
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governing bodies (national/regional associations) and professional associations as well as
educational institutions. The European Union (EU) has for many years emphasized the
“social and economic cohesion” promoted by non-profit organizations (NPOs) and their
“considerable economic contribution” [1]. It clearly recognizes both the challenges faced
by NPOs and the potential of cloud computing for business model transformation.

However, the EU’s recommendations for the “professionalization” and “moderniza-
tion” of NPOs and educational enterprises are far from being met. According to the
Commission “the main challenge for this sector are [. . . ] the changes in the way peo-
ple volunteer”, and “growing tension as volunteers are confronted with increasingly de-
manding tasks that require specific competences and skills”. The Commission therefore
recommends that the “professionalization” of non-profits and “the specific need of various
groups (elderly, young people) must be better taken into account” [2].

On the other hand, the EU pushes the Digital Agenda for Europe and emphasizes
the opportunities of cloud computing and the need to “enhance interoperability” and
“strengthen online trust and security” in Software as a Service offerings in the cloud [3].
It works towards establishing one Digital Single Market in order to unlock the scale nec-
essary for cloud computing to reach its full potential in Europe.

In this chapter we describe the specific challenges, which NPOs face and share in terms
of digitization. We explain why NPOs are particularly threatened to be left behind and
argue that the Software as a Service (SaaS) model of software delivery represents the only
path to survival. To underpin our conclusion we compare SaaS adoption in other industries
and estimate the social impact of a SaaS offering for NPOs on Europe’s society.

58.2 Europe’s Non-Profit Organizations Struggle with Digitization

Europe’s NPOs are being left-behind by digitization: In spite of generating >160B C in
revenues each year, the vast majority of Europe’s 5.5 million NPOs are still using man-
ual, ‘archaic’ processes for communication, interaction, administration and payments [4].
Member interactions mostly happen offline and are un-automated, unscalable and typi-
cally very local. Even very large associations on national level still work with fax and
offline processes. Even they are missing out on being role models for their smaller and
more local affiliates. In a time of rapid societal change, this implies specific drawbacks.

58.2.1 Need to Digitize

Firstly, they have limited access to young people. Today’s students face increasingly
demanding curricula and employers expect higher flexibility and mobility from young
professionals. This means that young people simply have less time for community and
extracurricular activities. Furthermore, the “digitally native” generation tends to avoid tra-
ditional interaction (post, fax, phone, checks . . . ).
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Secondly, 85% of NPOs face difficulties staffing leadership positions [5]. As such,
many NPOs are characterized by aging leadership, typically with less IT knowhow.

Lastly, increasing regulation and cost pressure increase workload and create frustration
within NPOs – particularly as they heavily rely on manual processes.

To overcome these challenges, NPOs – just like any other enterprise – have to start tak-
ing advantage of digital technologies and automate manual procedures. At the same time,
they must also increase member engagement through greater online and mobile interac-
tion. However, this digital transformation is significantly more complex for NPOs than for
profit-driven businesses, because of their inherent innovation dilemma and lack of scale.

58.2.2 Digitization Dilemma

The innovation dilemma in NPOs means that they face much greater difficulties adapting
to the digital transformation than other business areas. As demonstrated in Fig. 58.1, lack
of budget means that buying software from a typical systems provider far exceeds the
budgets available to NPOs. Furthermore, with largely unpaid staff, lack of IT know-how
prevents NPOs from choosing the best IT partners and managing implementation projects.
Finally, leadership characterized by outdated admin procedures and unawareness of cloud
services means that, more generally, NPOs have low innovative capacity.

This unfolds a vicious cycle: NPOs with lower innovative capacity drift further away
from attracting new and young members. Yet, without youth engagement, there is lim-
ited chance to increase innovative capacity. As a result, the digital landscape within NPOs
ranges from purely paper-based processes to a patchwork of half-integrated solutions. In-
deed, for NPOs that are using some SaaS applications, a second dimension to the dilemma

Fig. 58.1 Vicious cycle of innovation dilemma in NPOs
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emerges – with NPOs struggling to manage multiple, stand-alone applications that have
to be used separately and have different policies for using (or misusing) their data.

58.3 Characteristics of Software as a Service

Fostered by the proliferation of cloud computing, Software as a Service (SaaS) has become
a popular licensing and delivery model for software:

[Software as a Service is] software that’s developed and hosted by the SaaS vendor and which
the end user customer accesses over the Internet. Unlike traditional packaged applications that
users install on their computers or servers, the SaaS vendor owns the software and runs it on
computers in its data center. The customer does not own the software but effectively rents it,
usually for a monthly fee [6].

Such a delivery model for software carries multiple benefits [7]:

Quick access to innovation SaaS enables vendors to manage updates themselves. As
a result, customers have the benefit of always working with the latest version and vendors
can innovate faster because they have to maintain only one version.

Fewer upfront costs SaaS is provided as a ready-to-use service. So customers do not
have to purchase hardware or fund an IT project upfront in order to get started.

Fast deployment Being a ready-to-use service, SaaS enables customers to start using it
immediately. Through easy-to-use user interfaces SaaS vendors will make sure that none
or only very little training is required.

Lower Total Cost of Ownership (TCO) SaaS vendors handle software and hardware
maintenance as part of their offering so customers do not have to budget for additional
maintenance cost. Since vendors enjoy economies of scale, they can distribute cost across
all their customers and therefore usually demand much lower prices.

Greater processing efficiencies SaaS fosters specialization so SaaS vendors are dedicat-
ing all their resources to carrying out the desired task and therefore have should have a very
efficient solutions. On the other hand SaaS customers are able to focus their resources on
their core competencies instead.

Early insights into best practices and benchmarks SaaS vendors with a critical mass
of customers gain valuable insights in best practices and benchmarks of the targeted in-
dustry. This data is usually unique and not available elsewhere. It enables SaaS vendors to
improve their service offering further and to educate their customers, thus benefiting all
of them.
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Easier integration with standard tools SaaS vendors want to address a broad audience.
So they make sure that their solutions can be integrated with existing software and systems
out-of-the-box.

Less risk Taken together all the characteristics above result in a very low risk level for
adopting a SaaS solution. It is cheap, quick and easy to test-drive before deciding to adopt
it and come with only little commitments while using it.

In summary, SaaS offers significantly less development, operational and maintenance
cost (as it is shared across all customers) with specialized knowhow and central focus at
vendor level to crack the most complex workflow requirements. What is more, offering
tools in the form of web plugins can radically simplify integration into a NPO’s existing
website.

Empirically the typical cost reduction potential through SaaS averages at 30% across
industries when compared with traditional software cost [8]. Taking into account process
cost savings from less manual labor, savings are even more significant: survey results from
the NPO sector estimate annual cost savings of 50–70% besides a strong engagement
uplift of members upon mobile and online interaction [9].

58.4 Software as a Service is a Game-Changer for the Digitization
of Non-Profit Organizations

Contrasting the benefits of SaaS with the needs of Europe’s NPO, s. Table 58.1, shows
that SaaS offers a way out of the innovation dilemma.

However, the applicability of the SaaS model to NPO’s depends on the existence of
shared requirements among this target group so that economies of scale can be achieved.

58.4.1 Non-Profit Organizations Share CommonDemands

Based on user feedback of existing doo [10] customers (over 4000 customer interviews
within 10 months) and existing research in NPO operations [9] the process requirements
of NPOs on software have been identified. In addition a specifically designed survey in-
vestigating NPOs’ IT needs was conducted in March 2015 by doo and the University of

Table 58.1 NPO’s innovation dilemma vs. characteristics of SaaS

Dilemma of NPOs Characteristics of SaaS

Lack of budget Fewer upfront cost, lower total cost

Lack of time Fast deployment, greater processing efficiencies

Lack of know how Quick access to innovation, insights into best practices and
benchmarks, less risk
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Fig. 58.2 Excerpt of survey results. (Source: University of Freiburg; N =176)

Freiburg [11]. It was completed by over 176 European NPOs of different sizes. The results
were strongly consistent across all types of NPOs, s. Fig. 58.2, with a clear modernization
demand and struggle to overcome adoption obstacles. The results indicated that reducing
costs, increasing member engagement, improving communications and professionalizing
admin were the main needs.

What is more, strong time requirements, high cost and lack of knowhow are constantly
stated as the main digitization barriers. Over 90% of respondents identified cloud and SaaS
technology as viable option to help overcome modernization barriers, but experienced
difficulties identifying and selecting the best software tools for their activity and were
worried about data security.

58.4.2 Digitization of Member Interactions

The analysis mentioned above found that NPOs will particularly benefit from digitizing
typical member interactions because these have the highest potential for fostering member
engagement and lowering process handling cost. Member interactions can be categorized
as follows:

Improve member communication The majority of interactions with members are via
multiple ‘offline’ communication channels (phone, fax and mail). Newsletters are some-
times sent by email, but non-integrated and without state-of-the-art tracking capabilities.
Thus, valuable information such as readership or interactive feedback gets lost. In clubs
and associations where information and education play a major role, it is particularly vital
to know which offering reaches and engages their members.

Facilitate member activities and engagement All NPOs offer some kind of events or
activities to their members. This requires the registration of participants, gathering of par-
ticipant data and sometimes collection of ticket prices. Today’s members expect user-
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friendly, mobile registrations with online payment, while most NPOs are still stuck at
offline methods thus frustrating members and hindering engagement.

Empower members through self-service In most organizations, member admin is
a central issue that requires on-site manual labor. Empowering members to do most
of their admin themselves through a web or mobile application significantly reduces
manual effort and enables new services for further increasing member engagement (feed-
back/voting tools, data sharing and privacy preferences, etc.)

This list allows to identify three functional modules, which need to be covered by
a SaaS offering for NPOs:

Community Communication Distribution of news and other content as well as the pro-
motion of activities and events to the community. The required feature set includes email
newslettering, email and social marketing campaigns as well as tracking and collection of
feedback.

Activity Management Handling activities, registrations, payment/invoicing, participants
and accounting usually demand huge manual effort. Integration should be light-weight,
e. g. through web plugins, so that entire activity calendars can easily be integrated in exist-
ing websites and taken online and mobile. NPOs have very different feature requirements
that typical booking tools cannot fulfil, thus specialized feature sets are required.

Member Self-Service Empowering community members to update their master data
such as personal details, manage payments and update or cancel registrations or book-
ings.

Offering these three module in one integrated platform benefits each of them in return:
Community communication allows to promote activities and benefits from up-to-date

member data collected from registration processes and member self-services.
Activity management makes use of community communication to distribute informa-

tion about activities and profits from member self-services, which empower members to
manage their registrations themselves.

Member self-service empowers members to control their communication preferences
themselves and manage their activity registrations and payments.

In summary, a SaaS offering which covers these three modules would enable NPOs
to break out of the innovation dilemma and to leverage digitization in order to increase
member engagement and significantly lower admin cost.
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58.5 Discussion

Why SaaS has benefited many other industries before and is addressing the NPOs sector
only now can be explained by the S-curve of Software as a Service adoption. The impact
it will have on society as a whole will be much greater still.

58.5.1 S-Curve of Software as a Service Adoption

NPOs are not a market traditionally associated with significant growth, as the number
of entities, members, and budget size will not noticeably change over the coming years.
However, the NPO market is experiencing stronger and stronger pressure to shift budgets
towards modernization and digitization, and particularly towards SaaS solutions. Across
all industries, SaaS is experiencing growth of 15–20% p. a.

While for-profit enterprises are noticeably more advanced in SaaS-adoption, NPOs
are – as previously demonstrated – strongly behind. This can be simply illustrated using
the S-curve model typically used to demonstrate innovation adoption, s. Fig. 58.3. For-
profit enterprises are the fastest adopters of SaaS solutions. Larger companies are follow-
ing, while typical SMEs are gaining traction. NPOs on the other hand are still in an early
stage. This typically indicates that extreme growth is to be expected in the coming years.

This growth potential is also demonstrated by existing research: in a survey of
176 NPOs, 90% of respondents indicated that SaaS and cloud services will become
increasingly important for their organization in the near future [11].

58.5.2 Social Impact

NPOs will benefit from adopting a SaaS platform in three main areas: (1) increased mem-
ber engagement, (2) increased admin efficiency and (3) admin cost reduction.

Fig. 58.3 S-curve scheme for SaaS adoption. (Source: doo)
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To achieve the three benefits mentioned above, NPOs typically face a significant step-
up in IT/platform cost (which creates a high adoption risk). One of the huge advantages
of SaaS, particularly with a pay-per-use business model, is the ability to offer and inte-
grate feature richness at significantly lower cost, effort and complexity compared with
customized on-premise solutions (that require long implementation, costly development
and expensive maintenance contracts).

As shown in Fig. 58.4 (column 1), the average European NPO has an annual budget
of 29,100 C, of which ~ 25% is spent on administration (activity registration, communi-
cation, payments, etc.). As shown in column 2, around 60% of this admin cost bracket is
dedicated to manual labor and 40% to IT and systems cost (this means an average IT bud-
get of 2900 C, smaller clubs spend usually much less and larger associations significantly
more).

NPOs that modernize and automate their member interactions and admin (column 3),
typically get rid of 75% of their process cost (from 4500 to 1100 C on average). However,
adapting an IT system requires significant investment. Based on a total-cost-of-ownership
(including maintenance and upgrades) customized/on-premise systems can cost more than
they save. This is one of the main drivers of the innovation dilemma in NPOs. Very large
NPOs are willing to pay the price, as member engagement and admin professionalization
are more important than cost reduction. However, the majority of NPOs are unable to
increase IT spending.

A SaaS cost scheme and pay-per-use revenue model turns things around (column 4):
now the aforementioned benefits are available in one integrated platform, while even re-
ducing IT cost (from 2900 to 2100 C on average). The key here: smaller NPOs pay only
relative to their usage. Thus, all kinds of NPOs can make full use of a SaaS offering –
unlike the offering of typical in-house software providers that bill by the hour!

Fig. 58.4 SaaS cost advantage compared to today and on-premise solution. (Source: University of
Freiburg)
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NPOs main modernization goals are increasing member engagement and profession-
alizing administration. Since NPOs are not profit-driven per-se, but have community- or
network-oriented goals, it is not possible to calculate direct economic effects from these
benefits. We can, however, calculate the social return, allowing us to capture and quantify
community-oriented and social effects.

When professionalizing admin, we essentially liberate members to dedicate more time
to supporting member value creation (e. g. in sports: training and coaching). The annual
social return of more member free time is estimated at 1960 C per NPO (see Fig. 58.5).
Additionally, more professional admin processes help to attract leadership with more time-
consuming daytime jobs but higher qualification and management skills, with an effect of
additional social return of 1000 C per NPO.

Increasing member engagement happens on two levels (quantity and quality): (1) in-
creasing member sign-ups for activities and other offerings. Significantly eased registra-
tion/interaction and more astute communication will lift the overall engagement level by
at least 10%, corresponding with 1940 C per NPO per year. (2) Increasing the effective-
ness of the offering as NPOs gain better visibility of what their members actually demand
and consume adds another 485 C per NPO.

The total impact of a SaaS offering for NPOs is 9865 C per NPO per year, considering
direct economic effects and social return combined (see Fig. 58.5). Comparing the average
NPO 21,700 C spend on member value-add, such a SaaS offering will be able to increase
this value-add by 45%. The mere social return of the a SaaS platform 2020, serving more
than 50,000 NPOs thus reaches a combined value of more than 513 million C. This is just
for 50,000 NPOs out of the 5.5 million in the EU.

58.6 Conclusion

Europe’s 5.5 million non-profit organizations (NPOs) with their 250 million members
and volunteers are an integral part of European society. However, they are left-behind
by digitization and caught in the vicious cycle of an innovation dilemma: Due to lack
of funds, time and know how they are stuck with outdated technology and struggle with
keeping up leadership motivation and member engagement, which prevents them from
escaping this downward spiral.

Cloud computing has led to the emergence of Software as a Service (SaaS) as a delivery
model for software. It transfers the task of developing, maintaining and running a software
from the customer to the vendor and thus significantly reduces the risk for the customer.
For the vendor it creates massive economies of scale, which enables them pass on cost
savings to their customers of 50–70% per year.

For NPOs and their need to digitize their member interactions SaaS therefore offers
an escape route from the innovation dilemma: It allows them to use high-quality software
instantly, with no upfront cost and little running cost. Based on our requirements analysis
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a SaaS offering for NPOs needs to provide workflows for community communication,
activity management and member self-services.

Compared to other industries, NPOs will be late adopters of SaaS. However, it will not
only have a business impact but also an impact on society. The social impact of a SaaS
offering for NPOs was estimated as 9865 C per NPO per year increasing this value-add by
45%. The mere social return of a SaaS platform which serves 50,000 NPOs thus reaches
a combined value of more than 513 million C by 2020.
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59Consumer Journey Analytics in the Context
of Data Privacy and Ethics

Andreas Braun and Gemma Garriga

Abstract
By Big Data Analytics we understand new technologies and methods that go beyond
how data and analytics was previously handled. On the data side, extremely large data
sets can be stored and processed, even real-time, and at reasonable cost. On the ana-
lytical side, methods are no longer limited to hard-coded (business) rules or statistics,
but leverage Artificial Intelligence (AI) and particularly Machine Learning (ML). In
this paper we argue that Big Data’s quickest business wins and first tangible impact is
in the domain of customer/consumer analytics, summarized as Digital Consumer Jour-
ney Analytics. Such journeys are constructed from people’s movement and navigational
patterns in both the virtual and physical world; while individual data points are at first
not very expressive, the picture created by continuous collection of ubiquitous data and
their history, allows to unveil almost any identity profile. Under this increasingly dig-
ital environment, staying in the relevant set of consumers is of utmost importance for
businesses. Big Data Analytics can support by, e. g., driving product and service design
and customer experience improvements. However, there are increasing limitations to
the possibilities of Big Data Analytics in consumer businesses, in particular Data Pri-
vacy and Data Ethics. Businesses have to deal with a growing appetite of legislation
and prudential regulation, e. g., the EU GDPR. The challenge is to make data-driven
offerings trusted in the digital age. In this paper we will illustrate the journey in an
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insurance business to grow successful Big Data Use Cases in Consumer Analytics and
discuss Privacy by Design (PbD) and Private Enhancing Technologies (PET) as means
to build trusted data-driven products and services.

59.1 Introduction

Big Data Analytics plays a key role in transforming traditional businesses to digital ones.
While many typical applications of Big Data are relatively well understood and uncriti-
cal—typically all analytics on non-person related data and information—both the biggest
immediate business impact as well as challenge comes with person related data (or per-
sonally identifiable information, PII). These threats to companies now become even more
tangible as we are approaching the implementation of the General Data Protection Regu-
lation/Act (GDPR/A) in Europe. In this paper, we focus on challenges implementing data
protection, privacy, and ethics by the example of consumer analytics and digital consumer
decision journeys more specifically. We argue that respecting privacy under the regime
of the GDPR requires trusted technical means and measures, such as Privacy by Design
(PbD) and Privacy Enhancing Technology (PET) frameworks.

The consumer decision journey [1–3] refers to the life cycle of a consumer from the
moment of first contact to the ultimate purchase (see Fig. 59.1); this cycle includes also
end-to-end user experience, starting from an initial trigger, via several touch points, to
a purchasing decision, continue using the product or service, and finally being an advo-
cate. The consumer decision journey is structured in loops, representing consideration,
enjoyment, and loyalty (different authors may use other terms). The model of a consumer
journey appreciates the fact that todays’ consumers have many options, and many of them
may get into the picture during the evaluation phase, hence creating a far more dynamic
and agile process than traditional funnels.

Fig. 59.1 The life cycle in
a consumer decision journey

Purchase

Evaluate

Consider
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In fact, the graph of a journey tells the overall story across multiple touch points in
various channels. The big change in the digital world are especially the speed and vastly
increasing turnaround times, the dynamic set of options, and the number of external influ-
encers, such as product ratings, social media, etc. As today most touch points are digital
(social media, page and ad impressions, TV (return channel), product ratings, search top-
ics, . . . ), the data representation of the digital consumer journey abounds.

Big Data and analytics capabilities have been in turn developed to analyze digital jour-
neys and to understand and influence consumer journeys in real-time. Potential questions
are translated into hypothesis applied in analytics, such as e. g., Consumer profile—by
which category can a distinct consumer be described? interest—what is the specific con-
sumer interest? Next best product—what is she most likely to buy next? Cross- and
upsell—what other product or services can be offered? Trends in consumer interest and
behavior—how is consumer interest changing and how to adapt to stay relevant? How can
a brand innovate based on trends in consumer behavior?

59.1.1 Big Data Enabled Digital Consumer Analytics

Big Data infrastructures and analytics are the technology enablers that can ingest and
process large semi- and unstructured data needed to build models and predict propensity
behavior. For example, when ingesting large digital consumer journey data sets, these are
represented by heterogeneous set of digital traces such as web logs, cookies from differ-
ent devices and pages, tracking pixels, sensor data, online surveys, discussions and online
blogs, emails and others. With data engineering we merge and match all the various col-
lected data sources to build knowledge representation from the sources. Machine Learning
(ML) models can then utilize these representations indifferent ways: e. g. by learning be-
haviors from known historical data, by modeling higher level abstractions with complex
structures, like non-linear transformations, by finding complex patterns to explain and
model a given phenomenon. Learned models can be used in real-time to predict propensi-
ties (i. e., to convert, to churn, to cross and up-sell, next best action etc.).

Hence, Big Data Analytics actively shapes the decision journeys of consumers by al-
lowing businesses to continuously optimize processes, understand the needs of consumers
and stay in control. Consumer journeys have become central to the customer’s experience
and as important as the products itself. As in an ever faster digital game, customers switch
digital services and products at the tip of a finger, user experience will be the key differ-
entiator. In the Experience Economy [4], each product or service will need to strive for
constant user ‘sensations’ in contrast to focusing company’s internal needs.1

1 Extending on the “Experience Economy”, we believe that eventually the biggest impact of big data
analytics lies beyond customer analytics. However, customer analytics and journeys are used here
to explain to the current state and conflicts with data privacy topics.
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59.1.2 A Broader Notion of Digital Marketing

As competition and the speed of decisions making—for or against a product—ever in-
creases, today’s challenge for businesses is to stay in the relevant set of brands of con-
sumers. This broadens the borders of sales and expands the notion of marketing. We
believe that marketing will become programmatic blending into real-time and online al-
gorithms to go beyond recommending the next best product and eventually compiling
product bundles and creating services on-the-fly tailored for one single customer and be-
yond ‘one-size fits all’ (the segment of one).

Although understanding digital journeys is key to stay relevant, we argue that promot-
ing journey innovation and customer experience is the next step. Businesses can use Big
Data Analytics to understand and promote new digital business models for example. This
implies going to phases of continuous prototyping and gathering data of how new ser-
vices, features and totally new ideas are received by users. The analysis of the consumer
and customer reactions tells the story of how these new business ideas can develop into
bigger contexts and markets.

59.1.3 From Analytical Veracity, Data Privacy and Ethics
to Trust in the Digital Age

Big Data is a technology-driven game changer with impact on but not limited to traditional
IT, analytics, marketing, and privacy. We now realize and get a firm grasp on the positive
influencers, e. g., how horizontal-scaling systems change IT, howML takes analytics to the
next level, and how digital consumer journeys broaden the notion and role of marketing,
while marketing in turn boosts user experience. In contrast, we just start to understand
the challenges. Big Data can and is used to unveil personally identifiable information (or
PII) and identities in supposed anonymized information. For instance, mobile movement
patterns and trajectories can be used to identify almost all individuals in a country, even
though all source data is anonymized [5]. People are increasingly tracked, profiled, and
analyzed in social media, web, while using mobile phones, or connected cars.

The following discussion is based on our experiences in conceiving, building, and
anchoring a Big Data Analytics competence center in a very large multi-national organi-
zation. We will illustrate our approach to focus on Big Data-driven marketing, consumer
analytics, and experience to deliver value fast. Most importantly, we describe how the pri-
vacy by design framework (general frameworks presented in [6, 7]) can help to ensure
privacy and how we can address data ethics to deliver trust in the digital age.
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59.2 Staying in the Relevant Set of Consumers

In today’s digital business world, consumers are empowered to compare and benchmark.
The traditional linear sales funnel [1, 8]—starting with an initial set of options and work-
ing towards a decision—is not valid anymore. Consumers arrived at an interactive and
iterative process. This brings fail fast and trial and error to the purchasing process and the
digital consumer journey as such became agile2. The combination of Big Data technology
and advanced analytics helps businesses to enter and remain in the relevant set of their
customers. This means that all internal processes are supported in an automated way to
streamline the different journey steps.

Artificial Intelligence (AI) and Machine Learning (ML) play an important role to help
businesses staying in the relevant set of consumers. ML is a discipline in AI and refers to
technology and algorithms that can learn and make predictions based on large data sets,
including historical events. For example, deep learning, is inspired by advancements in
neurosciences where algorithms learn abstract representations from data by using multiple
processing layers with complex structures. Deep learning is nowadays applied success-
fully e. g., in image and speech recognition. Another relevant example of ML is online
learning, where algorithms adapt predictive models on the fly as data is being continu-
ously processed. Notable examples can be found in online advertisement and customer
journey classification.

The ML approach in Big Data Analytics is different from, and overcomes the lim-
itations of, rule engines or statistics. Patterns and features learned can be enormously
complex and go way beyond human limitations of cognitive perception. ML models can
be designed to be dynamically, interactive, and online, which means that they can be self-
improving ‘on-the-fly’. ML today further allows for very fast and real-time application in
digital consumer journeys. Using ML and predictive analytics in general is not a new topic
for digital businesses and brands that digitize their interactions with customers. Within the
context of Big Data and the analysis of Digital Consumer Journeys, ML goes one step be-
yond by boosting prediction power and supporting the optimization and automatization of
processes within the journey decision.

Examples of successful digital customer journey/analytics use cases developed within
the insurance business are e. g.:

� Customer retention and improved customer experience. We build models to understand
and segment consumers and prospect customers. With advanced data engineering, we
blend data from all collected data sources—either based on past interactions, transac-
tional systems, product usage, Web logs and internal cookies—and build ML models
that will accurately predict the propensity of a customer to churn based on the stored
digital traces. Beyond that, we also build complementary models that can identify the

2 Agile development is a paradigm in software engineering that embraces lightweight processes,
quick iterations, prototyping/trial and error, and subsequent improvement iteration (Beck).



668 A. Braun and G. Garriga

“pain points” that most likely will turn customers unsatisfied with the experience of
our brand. For that, we collect also NPS (Net Promoter Score, [9]) data and correlate
it to the current observed effects on churning customers. Our models can subsequently
be used to monitor those issues and target the most efficient repair. Repairing the ex-
perience of a customer goes in hand by offering a better service and a better deal, for
example for specific customer segments. In this sense, ML models will then predict
what is the next best action for a customer in order to retain her and continue being in
the relevant set. All these models are streamlined in real-time systems that support re-
contacting the customer with the next best action.

� Proactive personalization. We use information about users navigating on the Allianz
websites—e. g. based on past interactions if we detect that the user is a customer, on
past navigation patterns and external data sources—in order to dynamically customize
the experience of a user on our website. Our models predict the most probable interest
of the user at a given point in time and therefore, Web pages and applications can be re-
arranged accordingly. The required analytic models for proactive understanding of the
customer needs, help to personalize and optimize next steps of a consumer journey. For
example, for good value customers we can take the action to personalize with the best-
value offer; e. g. if a frequent traveler customer comes to the Allianz website, we can
personalize content in order to help the customer understand the most useful dynamic
upgrades of her travel insurance.

� Consumer quote conversion and best discount accommodation. We identify consumers
with high potential and interest to become future customers of Allianz. Based on the
digital traces of previously submitted quotes of a given insurance product, we build
models that predict the best moment to approach the consumer and the best possible
discount to funnel the buying decision. We also integrate these models into real-time
processes linked to call centers or agencies within Allianz. For example, for a user that
is detected to have submitted several quote requests for a car insurance with different
parameters online, we can predict the best time to approach her with the right offer that
suits better her car insurance needs.

� Cross- and Up-selling bundled products to fit the new customer needs. We build pre-
dictive models to understand what might be the needs of our customers in order to
provide a simplified bundled set of insurance products into one. Our models predict
the propensity to buy a new product in the Allianz portfolio (cross-sell) or to upgrade
the current product that the customer owns (up-sell). This task is easily combined in
real-time with the proactive personalization discussed in the use case above. Indeed, by
understanding better the customer needs, we can optimize the best price for upgrades
and bundled cross-selling products such that the customer obtains better coverage for
the best suited price. For example, for a customer with a house insurance product that
has been navigating on the Allianz website in search of legal insurance, we can auto-
matically personalize content in order to offer a bundle of the two products with best
legal service included in the household.
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� Real-time monitoring to adapt to current consumer trends. We track customers across
different channels and blend data from multiple sources—e. g. from past interactions,
transactional systems, Web logs and external data—in order to have single view of what
customers are doing and what happens as a result. We create comprehensive views of
the digital costumer journey in the form of dynamic clusters and segmentations that
can be easily visualized by business experts. Every cluster is explained for the business
analyst, e. g. the segment of young family consumer that own a small car and are likely
to change to a more spacious car in the near future. Our monitoring application provides
dynamic segmentation models and interfaces with Market Management departments,
who can then monitor in real-time trends and address concerns such as conversion of
quotes, retention or optimizing parameters of products.

� Fraud prevention and fast-paying of “white” claims. We provide a flexible approach
for claim fraud detection, prevention and claim management within Allianz. This is
also part of the experience in the experience phase of a customer journey, as customers
would like to engage with companies that keep fraud processes under control so to
avoid overloads in premiums and get back money paid for claims fast. Internal and
external data sources are blended to explore networks of involved parties and compute
fraud indicators associated to claims. Predictive models can then predict the propensity
of fraudulent behavior in a network and within a set of filed claims. These models
are combined with an ensemble of predictions at the level of filed documents, history
of claims and geo-location of incidents. Complementary, with the same data we also
build models that decide when claims are not fraudulent and therefore can be paid
quickly and fast-tracked. Fraud analytics is also considered important to improve the
user perception, as while on the one side it is important to keep the portfolio clean of
fraudsters to protect the candid policy holders, it also improves their user experience as
they are paid faster.

In all the above described use cases, a critical issue is to continually do A/B testing
to compare alternative versions of the decision process (e. g. a Group A would follow the
journey as planned by a predictive model and a Group B would be the control group that
would simply follow the regular traditional approach without much influence). Continu-
ously testing, evaluation, and adaption in a rigorous scientific way helps to identify what
works better and how internal processes need to be adapted to improve even further.

59.3 The Era of NewDigital BusinessModels

The value of chain of digital business models is fully embedded in digital processes. In-
terface with other processes or entities are digital, e. g., even human interactions occur on
smart phones, within apps etc. Further, a digital business model does not copy a legacy
model 1:1, but focusses on what is done best in the digital world and may not fully cover
or copy the traditional end-to-end process. Digital business models are based on auctions,
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peer-to-peer, or crowd-sourcing, for instance. We use external and internal data to expand
the digital journey and pursue innovative business models for our customers and prospect
customers. Ultimately, the goal is to rethink the insurance business and identify sources
of value in any new way that matters to customers.

Focusing on specific digital journeys for car insurance for example, innovation could be
to go beyond motor insurance products fixed to one specific car. Telematics-based motor
insurance products do not quite fit the digital aspiration as they mainly extend the tradi-
tional model by adding more fine-grained data to the underwriting process (driver specific
data, such as age, residence, was always included in premium calculation). Further, they
lack aspects of the experience phase.

The next phase would be, in our view, a digital mobility service. This new product
would cover any type of movement of a customer (e. g. with own car, bike, walking, taxi,
shared car, bus, etc.), with insurance coverage applied seamlessly and transparently (e. g.,
automatically at any time, or for a desired period of time, at the click of a button in an
app, etc.). The advantage for the customer is that a mobility insurance can be adapted
to the usage of any transportation means where she would like to be protected. The new
customer would be sharing critical information (such as spatial data) just for the time the
insurance is required. Big Data analytics would create models of adaptive risk prediction
to estimate the best price for the current trajectory of the customer at a limited time span.

More interestingly, peer-to-peer services between costumers can be added in order to
create a network to complement any sort of digital mobility journey. This can be used
to share information on predicted dangerous routes, traffic conditions, or free parking
lots which might also be shared or handed over between participants in the network.
Other data-driven insurance models can evolve around crowd insurance, where a group
of comparable customers are pooled so that they jointly cover their risks backed by pre-
paid premiums. If paid claims fall below of the pooled amount, then insurance becomes
cheaper for the whole pool of customers. If claims exceed the pre-paid premiums, cover-
age is limited to the available amount (back pay or re-insurance could also be applied).
This approach also leverages a fully digital business model, hence significantly reducing
operational cost. The choice of pooled customers as well as their likelihood to be accepted
for the crowd framework, would be controlled once more by advanced predictive models
that can predict individual risk and the effect on the whole pool.

Ultimately, the move from selling insurance products to managing risk-preventing and
social enhancing customer journeys requires continuous testing and evaluation in a con-
trolled environment. New business ideas can be now easily tested given the new data-
driven approach. Data helps understanding what works and what can be done better to
continuously add value, improve, and refine journey innovation of customers.

Data-driven businesses can only deliver value when data is shared and is made avail-
able. Hence, next generation Data Ecosystems support data sharing and data consump-
tion/use without the need for data ownership. Data ecosystems refer to a highly hetero-
geneous data environment, where users generate data from any connected devices, from
cars to smartphones and toasters. Usually, each device initially only sees its individual and



59 Consumer Journey Analytics in the Context of Data Privacy and Ethics 671

isolated context, hence is relatively blind and dumb. Data and information from various
devices and potentially across corporate platforms should be shared with the underlying
ecosystem. The ecosystem can open up data for a certain purpose or service at a certain
point in time or timeframe (based on security/privacy rules, see Privacy by Design). The
data ecosystem becomes the engine and brain behind digital devices, providing them with
contextual information and predictive services.

These possibilities in fact raise however very important issues of data protection, trust,
and data ethics, such as e. g., who owns the data in a data ecosystem? How can data be
shared ensuring data protection? How can businesses prove acceptable use of data to their
customers, and how can customers be in control? In the next section we will approach this
issue and argue for technology-driven framework and Privacy by Design specifically.

59.4 Data Protection, Trust, and Data Ethics

As data and analytics become increasingly business relevant, governments, agencies, and
public companies increasingly accumulate massive amounts of person-related data and
information. The nature of Big Data, however, is to store data beforehand for later use,
not initially knowing what that would be. As such, from a consumer perspective, immense
knowledge about people is aggregated, potentially with negative impact. The GDPR ac-
counts for this by putting a bundle of regulations around the acquisition, storage, and use
of personally relatable data—along with substantial fines. In turn, companies may pile
up the next asbestos if end-to-end data processes are not fully compliant and controlled.
Hence, data privacy and ethics beyond IT security will tremendously grow in importance
as leveraging data on the one side will deliver significant competitive advantage and even-
tually better products and services, on the other hand puts an immediate risk on companies
if they do not comply with future laws.

Data protection basically comprises security plus privacy. Security is a rather technical
IT3-related topic, focusing mainly on protecting physical, infrastructural, and software-
related topics, such as confidentiality (information is protected from unauthorized views),
integrity (data is not changed or removed without rights), availability (services and data
are available when needed), and non-repudiation (proved traceability of data-related trans-
actions, ACID-guaranteed) (see e. g., [10]). Security is a legal requirement and obligation.
(Data) privacy, in contrast, is closely related to analytics and not IT. Focus areas are typi-
cally principles/guidelines: transparency, freedom of choice, consent, personal identifiable
information (PII), data economy (data minimalism), prior stated purpose, necessity, direct
inquiry, and appropriation. Privacy is a legal right, often a constitutional right.

3 We define IT as infrastructure, hardware, and basic software, such as operating systems; we ex-
clude higher-level layers, such as business applications, data, and analytics.
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Data ethics is far less tangible and considers even philosophical questions, such as
“who is the owner of the data?” vs. “will there be data ownership at all4”?—the human
being creating the data or the supplier of the technical device recording it? What are the
ethical limits of analytics and potential actions triggered? How can data be shared and
leveraged while respecting individual’s rights? Data ethics still is more in the grey area
of feelings, opinions, and right treatment. That is also why people are willing to open up
much more data for a company if they receive a useful service in return. Also, the potential
(use, value, damage) of data given away by consumers is usually opaque and perceived
very differently by individuals.

The European Union (EU) rightly treats Big Data and privacy as topic on their own
and discusses a data protection regulation since the first legislative proposal of the Com-
mission in 2012. Data anonymity (or the concept of personal identifiable information,
PII) is no longer sufficient given the new Big Data possibilities. By enriching and blend-
ing previously anonymous data with external or historical data personal information can
be eventually reconstructed easily [5]. Moreover, extremely rich information, such as
personal profiles (socio-economic, psychological, political etc.) can be created, leaving
individuals unaware of this analytical process happening in the background—plus, given
the issue of analytical veracity, results can easily be wrong or misleading. For example,
credit risk ratings based on Facebook profiles and likes have been proven to be inaccurate
[11].

Hence, data protection, privacy, and ethics are important for any organization that runs
a business built on trust. Frameworks such as Privacy by Design [6] are a must. In our
perspective the major principles of a Privacy by Design for data-driven services should
consider the following.

� Data sharing with the authorization of the owner of the data, for specific time frame and
for specific purpose. In a world of data ecosystems, the creator of the data should be
also considered to be the owner of the data. Only the owner decides with which business
to share the data and purpose should be always clear. For example, in the insurance
business, a customer could be sharing her movement data stored on her smartphone for
the last few weeks in order to get an instantaneous quote to insure a trip in a shared
car for the next few hours. Sharing of the data should be then consented and limited to
a specific time frame.

� Data owner consent and data limits. Businesses should have a clear and unambiguous
consent from owners to data usage. Use of data should be limited to the purpose of
the request; for example, for providing a quote on traveling insurance, data from health
records would not be considered as necessary.

4 Another way to see this is to remove the notion of ownership from data, focusing the discussion
around data controllers and data processors.
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� Not using data against customers in hindsight. Data should be used for the only pur-
pose established between the owner and the business at the moment of applying data
services.

� Confidentiality. Data shared by an owner to a business should remain confidential and
not be shared with third parties, unless in agreement with the owner.

� Necessity and proportionality. Business should only store and process data that is nec-
essary to fulfil its services and deliver data-driven products.

Implementing Privacy by Design principles requires the technical enablers to ensure
the above principles. For example, sensitive data may be kept on a user device, in an en-
crypted form where the user holds the key; or data may be distributed across business
entities where the user is the only one who can re-compile the data through personal keys.
The goal is to create the enabler to give control to the user, while still sensitive data resides
somewhere in the business systems. In this respect, privacy engineering, e. g. [12], appears
as an emerging discipline aiming at providing tools and techniques such that the engi-
neered systems have good levels of privacy. Machine Learning research develops strongly
on the area of “differential privacy” [13]. Intuitively, it requires that the mechanism out-
putting information about an underlying dataset is robust to any random noise change of
one sample, thus protecting privacy.

Beyond the technical capabilities for protecting data privacy, the notion of data ethics
should be grounded in business processes and organizations. Having clear privacy policies
and enabling user consent via Privacy by Design/PET frameworks gives users control over
their data and enable transparency that builds the needed bond of trust.

59.5 Summary and Conclusion

In this paper, we discuss the challenges of digitalization for traditional businesses. We ar-
gue that the ability to improve the customer experience and innovate by using the model
of digital customer journeys is the most tangible immediate change to leverage the “big
data” era. Big Data Analytics already leverages the tools to improve, fine-tune, and autom-
atize customer experience. Companies can therefore continue staying in the relevant set of
consumers by delivering value, customer-centric offerings, and creating positive impact
on the life of people.

Going beyond that, new digital business models around Big Data ecosystems can ex-
cel with the help of advanced analytics. The ecosystem can technically open up data for
a certain purposes or services and Machine Learning is there to understand the consumer
needs based on data. The data ecosystem becomes the engine and brain behind digital de-
vices, providing them with contextual information and predictive services. In this context,
privacy and ethics is of outmost importance—for consumers but also for companies them-
selves. Privacy by Design and Privacy Enhancing Technologies require technical enablers
to ensure basic privacy principles which should be implemented on a case-by-case basis.
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Privacy by Design principles should be implemented in any digital product/service and
data ecosystem. This is an engineering topic to ensure that analytics can continue working
on data for the best purpose of the consumer, but only under the consumer control.
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60On the Need of Opening the Big Data Landscape
to Everyone: Challenges and New Trends
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Abstract
The great variety and intrinsic complexity of current Big Data technologies hampers the
development of analytic processes for large data sets in domains where their business
experts are not required to have specialized knowledge in computing, such as data min-
ing, parallel computing, machine learning or software development. New approaches
are therefore necessary to simplify, promote and open to everyone the establishment of
these technologies in those sectors like health, economy, market analysis, etc., where
such a data processing is highly demanded but it still needs to be outsourced. In this
context, workflows are conceptually closer to the business expert, and a well-known
mechanism to represent a sequence of domain-specific activities that enable the au-
tomation of data processes, independently of the infrastructure requirements. In this
chapter, we discuss the current challenges to be faced in the widespread adoption of
workflow-based Big Data processes. Further, existing workflow management tools are
analyzed, as well as the new trends for the development of custom solutions in multiple
domains.
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60.1 Introduction

Many organizations around the world are massively generating and analyzing large
amounts of data, but they still look for better approaches to get significant insight with
the aim of achieving a leading position in the marketplace. According to a survey on
information technologies (IT) and business leaders conducted by Gartner in 2015 [1], up
to 75% of companies will be investing in Big Data over the next two years. Similarly,
a recent report presented by Accenture [2] lays out that high-performing companies are
incorporating analytics to support decision-making and decision processes. In this indus-
trial scenario, important players in the global market agree that Big Data solutions are
a competitive addition to companies as a key basis to increase productivity and innovation.

To meet the great demand for Big Data applications in the industry, a large number
of technologies and techniques has emerged in the last few years, composing a wide and
heterogeneous Big Data landscape. Annually, FirstMark Capital publishes an overview
[3] of the most important Big Data technologies classified into different categories like
infrastructure, analytics and applications. All these technologies make possible the devel-
opment of Big Data solutions in a wide range of application domains, such as healthcare,
manufacturing or marketing, where the analysis of large amounts of data is essential to
discover relevant knowledge.

Nevertheless, technologies within the Big Data stack usually have a steep learning
curve due to the required knowledge in diverse areas of the computing field like data min-
ing, machine learning, software engineering or distributed computing [4], among others.
Therefore, Big Data seems to be more commonly adopted in those domains whose com-
panies can hire experts in knowledge discovery. Other times, developments need to be
outsourced. Thus, companies in those sectors where data processing is highly demanded
require suitable mechanisms and tools to facilitate, open and promote the adoption of Big
Data analysis.

In this context, workflow technology brings a framework to conduct data analysis pro-
cesses closer to the business expert, who has the domain-specific knowledge but probably
not the necessary computing skills. A workflow [5] is a high-level mechanism to automate
and describe processes as a set of activities that collaborate to produce a desired outcome.
In general, workflows allow business experts to provide the definition of domain-specific
actions for their data analysis processes without specifying infrastructure requirements.
The workflow automation is delegated to a workflow management system (WfMS) [6],
which manages and efficiently executes the corresponding actions using all the available
computational resources in the environment. Thus, business experts only need to focus on
the representation of the domain-specific specification, without requiring computational
skills that are not related with their own application domains.

This chapter analyzes the need of both opening the Big Data ecosystem to a wider range
of professionals and considering the challenges that this involves. With this aim, different
application domains are discussed to learn more about which approaches are currently the
most commonly deployed. The required computing knowledge to create custom applica-
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tions hampers the adoption of Big Data in multiple domains where the use of workflows
is presented as a suitable solution. Here, workflow technology helps business experts to
simplify the specification of domain-specific data analysis processes, since WfMS allow
their automatic execution and facilitate the integration of data processing technologies like
Apache Hadoop. KNIME, RapidMiner or Taverna are some of the most relevant workflow
systems. However, there are still open issues concerning their extensibility and applicabil-
ity to a broader range of domains.

The rest of the chapter is organized as follows. Sect. 60.2 discusses about the Big Data
landscape and its current application to diverse business domains. In Sect. 60.3, work-
flows are presented as a high-level mechanism for defining, representing and automating
data analysis processes. The basic terminology and operability are explained, as well as
a simple running example. Next, Sect. 60.4 depicts the open issues on developing spe-
cialized Big Data applications, and discusses current trends and novel solutions. Finally,
conclusions are outlined in Sect. 60.5.

60.2 The Big Data Landscape

The challenges brought by Big Data have led to the development of innovative techniques
and software tools in order to meet the new requirements imposed by data intensive appli-
cations [7]. The Big Data landscape is described as a technological stack where a broad
range of tools are built on top of one another. This stack can be broken down into three
main categories: infrastructure, analytics and applications. All the different, heterogeneous
tools comprised in these groups constitute the Big Data ecosystem.

Firstly, infrastructure tools provide low-level access to computing resources like stor-
age systems, network services, security tools or data manipulation techniques as techno-
logical pillars to support Big Data processing. Apache Hadoop [8] can be currently said
to be the de facto standard processing system at this level, being used as a core compo-
nent for most of the other existing Big Data technologies. Apache Hadoop enables the
distributed processing of large data sets across clusters of servers and it is composed of
the following main elements: the Hadoop distributed file system (HDFS), the MapReduce
framework and the resource management platform YARN. Additionally, a great variety
of components have been added on top of Apache Hadoop for different purposes, such as
Apache Pig1 for analyzing large data sets; Apache Spark2 for large-scale data processing;
Apache Hive3 for reading, writing and managing large data sets stored in a distributed stor-
age using SQL; Apache HBase4 for real-time read-write access to data store; or Cloudera
Impala5 for massive parallel processing of stored data.

1 Apache Pig. https://pig.apache.org.
2 Apache Spark. http://spark.apache.org.
3 Apache Hive. https://hive.apache.org.
4 Apache HBase. https://hbase.apache.org.
5 Cloudera Impala. https://cloudera.com/products/apache-hadoop/impala.html.

https://pig.apache.org
http://spark.apache.org
https://hive.apache.org
https://hbase.apache.org
https://cloudera.com/products/apache-hadoop/impala.html
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Secondly, analytics tools make use of infrastructure systems to facilitate the rapid de-
velopment of applications in an easy way. Many different platforms and services have
emerged in this analytical layer to provide machine learning functionalities like Microsoft
Azure6, real-time processing capabilities (e. g., AWS7) or artificial intelligence techniques
(e. g., IBMWatson8), among others.

Finally, on top of the stack, tools in the application layer provide specific ready-to-use
solutions that support business experts to carry out the tasks in their respective domains,
such as healthcare, government or manufacturing. A more detailed description of these
specific solutions is presented in the following paragraphs. Notice that the large variety of
potential applications facing diverse requirements has led to the development of countless
Big Data solutions.

60.2.1 Healthcare

Healthcare information systems are gaining relevant attention due to the massive amount
of managed information in different disciplines and forms: electronic health records sys-
tems, personal health records, mobile healthcare monitors or genetic sequencing are only
a few examples. The use of IT and analytical tools is turning the whole healthcare process
into a more efficient, less expensive data-driven healthcare process [9].

After the successful application of different knowledge discovery techniques, the emer-
gence of Big Data allows managing and analyzing a great variety and amount of data that
was impossible to handle, to date. The improvement of diagnosis and treatments of severe
diseases, the discovery of side effects of certain drugs and compounds, the detection of
potential relevant information, or the reduction of costs [10] are just some benefits that are
significantly helping patients and healthcare staff, and supporting medical research. In this
context, Apache Hadoop and its application ecosystem is being used for the development
of specialized solutions [11, 12]. Moreover, the paradigm of cloud computing makes more
powerful the Big Data solutions in healthcare [13]. For instance, IBM Watson Health9 is
a cloud healthcare analytics service used to discover new medical insights from a large
number of users considering a real-time activity.

60.2.2 Government

Governments are favoring the massive digitalization of data [14] and the application of
open government approaches [15] in order to improve public services. The U.S. govern-

6 Microsoft AzureMachine Learning. https://azure.microsoft.com/en-us/services/machine-learning.
7 Amazon Web Services. https://aws.amazon.com.
8 IBM Watson. http://www.ibm.com/watson.
9 IBM Watson Health. http://www.ibm.com/watson/health.

https://azure.microsoft.com/en-us/services/machine-learning
https://aws.amazon.com
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http://www.ibm.com/watson/health
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ment is one of the main promoters of the open government data to encourage innovation
and scientific discovery [16].

In this context, Big Data analytics support public bodies in extracting and discovering
meaningful information that serves to improve basic citizen services, reduce unemploy-
ment rates, prevent cybersecurity threats or control traffic peaks [17]. As already discussed
in [18], governments are becoming aware of its importance and investing large sums. For
instance, the U.S. government performs real-time analysis of high-volume streaming data,
whereas the European Union plans to deliver sustainable economic and social benefits to
EU citizens as part of a Big Data strategy to leverage public data hosted in data centers.
Similarly, the U.K. government implemented Big Data programs to deal with multi-dis-
ciplinary challenges like facing the effects of climate change or analyzing international
stability and security.

Apache Hadoop is also the main option for supporting Big Data in this field. Since
it requires highly specialized skills, there are a number of platforms built on top of this
framework like IBM InfoSphere10 or IBM BigData11 that are preferably selected by some
governments in order to make easier the management of their data and analysis processes.

60.2.3 Manufacturing

Recently, Big Data has led to new paradigms in the field of manufacturing with the aim of
improving the approaches based on traditional data warehouses and business intelligence
tools [19]. An example is smart manufacturing, also known as predictive manufacturing,
which takes advantage of Big Data to integrate data collections, perform data analytics and
decision making in order to improve the performance of existing manufacturing systems.
Similarly, cloud manufacturing adopts the cloud computing paradigm to deliver manufac-
turing services in order to access distributed resources and improve the performance of
the product lifecycle to reduce costs.

In [20], Oracle explains how Apache Hadoop can be used to improve the manufactur-
ing performance. Some components built on this framework, like Flume or Oracle Data
Loader, are used to efficiently manage large amounts of data and migrate them between
Oracle databases and Hadoop environments.

60.2.4 Other Application Domains

Many other different areas are gradually adopting Big Data solutions [21] in order to
deal with the new challenges that business experts are facing. To mention some exam-
ples, banking makes use of Big Data stack to cover some challenges like tick analysis,

10 IBM InfoSphere. https://www-01.ibm.com/software/data/infosphere.
11 IBM BigData. https://www-01.ibm.com/software/data/bigdata.

https://www-01.ibm.com/software/data/infosphere
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card fraud detection, trade visibility or IT operation analytics. In communications, media
and entertainment need to collect and analyze data in order to extract valuable information,
leverage social media content or discover patterns of audience usage. Insurance companies
make use of Big Data to improve their overall performance by optimizing their pricing ac-
curacy, their customers’ relationships or preventing loss, among other issues. Educational
institutions analyze large-scale educational data to predict the student’s performance and
dropout rates, as well as to audit the learning progress. Additionally, other areas where Big
Data approaches are being implemented include transporting [22], sports [23], astronomy
[24], telecom [25], among others.

As shown above, Big Data is being used in very diverse domains. However, the tech-
nologies to be deployed, from Hadoop and its application ecosystem to other custom
solutions, would require experts with highly specialized skills in different computing ar-
eas. Opening the Big Data landscape not only to IT professionals but also to business
experts becomes a priority to enable the deployment and appropriate use of new applica-
tions, what necessarily entails simplifying the entire development process and making it
accessible to all the stakeholders.

60.3 Workflows for Big Data Processing

Workflows provide a high-level mechanism to define, represent, manage and automate
all the specific activities and resources involved along the data analysis processes, while
hiding low-level infrastructure requirements. They make easier to fill the cognitive gap
between the inherent complexity of Big Data applications and the expertise of the business
experts, who can focus on modeling the specific sequence of tasks to be accomplished
(what), instead of focusing on how it would be executed or the resources arranged (how).

60.3.1 Terminology and Operation

A workflow was originally defined by the Workflow Management Coalition [5] as “the
automation of a business process, in whole or part, during which documents, information
or tasks are passed from one participant to another for action, according to a set of pro-
cedural rules”. Nevertheless, the workflow technology has been also adopted into areas
with data-centric requirements, what makes necessary to develop a more comprehensive
definition. Thus, a workflow could be considered as the automation of a sequence of do-
main-specific actions and their dependencies, which collaborate to reach a particular goal,
making use of all resources available in the environment.

A workflow is usually expressed in terms of a workflow language, which provides a set
of concepts, connections and semantic rules to closely represent and annotate the problem
domain. In this way, business experts are able to understand, validate and develop custom
solutions, independently of any infrastructure requirement. In fact, a workflow is often
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depicted as a graph that contains the different activities to be performed, representing
how data flow and their mutual dependencies. The representation of any domain-specific
resource or the specific type of activity is properly integrated into the workflow notation,
where execution and computation details are hidden.

60.3.2 WorkflowManagement Systems

A WfMS can be mainly divided into two core, interconnected components: workbench
and engine. The former element is the environment where users interact and can define
their workflows by composing domain-specific actions and the required resources, e. g.,
data sets, images or any file. It usually provides a graphical user interface that allows visu-
ally creating workflows by operating a number of pluggable blocks that represent domain-
specific actions. Connections stand for both data and temporal dependencies. Additionally,
the workbench can include assistance capabilities, modeling templates, real-time valida-
tion and execution control. The scheduling of resources and execution of workflows is
then performed by the engine. Restrictions like the availability of computational resources,
data formats, security issues, interoperability, parallel and distributed computing, or per-
formance are handled in this layer with the aim of improving the computational power
and reducing the execution time.

There is currently a variety of WfMS working on different application domains. Each
tool usually has its own set of capabilities, which hampers their mutual interoperability
and increases the training time. A brief comparison of the best-known systems is presented
next, focusing on their capability to provide Big Data Solutions. Table 60.1. shows some
technical differences among these WfMS.

A first proposal is KNIME Analytic Platform [26], an open WfMS for data-driven so-
lutions and analytics. It provides a large set of algorithms for data loading, processing,
transformation, analysis and visualization, and has been successfully applied to banking,
manufacturing and life science informatics, among other domains. Big Data processing

Table 60.1 Summary of technical features of WfMS

KNIME RapidMiner Xplenty Taverna

Main scope Data mining and
analytics

Predictive analysis Data
integration

Data
processing

Supported languages Java R and Python None Java

Platform Desktop and
Web

Desktop and Web Web Desktop

IT skills required Yes Yes No Yes

Extensibility Yes Yes No Yes

Big Data integration Yes Yes Yes No
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requires installing some add-ons like the Performance Extension, which exploits the com-
putational power of Hadoop and Spark.

RapidMiner Studio [27] is a WfMS mostly focused on machine learning, data mining
and predictive analytics. It provides an extensive catalog of algorithms for data analysis
that can be upgraded by the supporting developer community, requiring some skills in
R or Python. RapidMiner has been applied by data scientists and experts in business in-
telligence to very diverse domains like predictive maintenance, marketing, supply chains
or politics. Further, RapidMiner Radoop extends its core functionality in order to design
and perform predictive analysis on Hadoop, using Hive, MapReduce, Spark or Pig. It is
precisely under the Hadoop technology where Xplenty12 primarily operates. Xplenty is
a workflow-based solution specifically devoted to data integration, an important phase to
enhance value of data extracted from heterogeneous sources. It allows creating processes
that are directly run on a cloud-deployed Hadoop environment. Xplenty provides the end
user with a fixed set of actions to manipulate large volumes of data.

Finally, Taverna [28] is a WfMS mostly directed to scientists with some programming
skills, being capable of integrating external code to build their solutions in form of remote
services or pieces of Java code. Thus, Taverna allows modeling and executing scientific
workflows in diverse domains like bioinformatics, cheminformatics, medicine, astronomy
or social science. It also offers several custom editions in order to promote its use in these
domains by non-IT experts, such as Taverna for astronomy, bioinformatics, biodiversity
or digital preservation.

60.3.3 Illustrative Example

A simple workflow in the field of healthcare, extracted from [29], is presented below in
order to illustrate how different phases of the data processing can be modeled by sequenc-
ing domain-specific actions, independently of how large the data are (see Fig. 60.1). The
workflow is focused on detecting outliers, i. e. the identification of claims with an unusual
high cost for a specific disease. After acquiring data, they are preprocessed and then those
claim records, whose cost deviates from the average value of the group they belong to, are
identified and visualized.

Notice that each of the three phases composing this workflow (data acquisition, data
preparation and data analysis) is made up of one action or a limited group of actions,
where the outputs of one task serve as inputs for the next action(s) in the sequence, in
such a way that the data flow of the workflow is properly defined.

In this example, the Inpatient Claims action specifies how the data set including claim
records is inserted into the system. These data may need to be transformed before oper-
ating the rest of tasks for human comprehension. Therefore, the task Preprocess Labels
discretizes age values so that “55” would be replaced by the category “Under 65”. Ad-

12 Xplenty. https://www.xplenty.com.

https://www.xplenty.com
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Fig. 60.1 Workflow for outlier detection in medical claims

ditionally, irrelevant information for the operation or the subsequence decision-making
process is discarded by Data Filtering, subject to restrictions like the minimum number
of days in the hospital. Then, two branches of the flow are created in order to simulta-
neously detect outliers of claims having unusual high costs. More specifically, the upper
branch considers a single category of the data set, e. g., certain disease, as represented by
the Single Column Outlier Detection action. Similarly, in the lower branch Pair Column
Outlier Detection applies two criteria, such as giving a certain disease and the duration of
stay, in order to detect the outliers. In both cases, the process Details for Group displays
relevant information about the obtained outcomes. Notice that this parallel processing is
performed transparently to the business expert, who just deals with the representation of
the different branches.

60.4 Open Issues and New Trends

There is a large gap between current technologies in Big Data and companies from a great
diversity of business domains that would require incorporating these tools into their value
chain. It is mainly due to the difficulties entailed in facing the challenges presented by
having multi-domain, business-wide solutions, or the need to hire experts to build and
manage them outside the core business. Besides, this is in accordance to investment costs
and deployment time constraints. Even though workflow technology pretends to become
an interesting alternative to allow companies to model and execute their own business-
specific data analysis, there are still some open issues that require further discussion.

Firstly, the wide adoption of custom workflow-based Big Data solutions requires the
adaptation of WfMS to domain-specific data analysis processes. As a way to mitigate
development costs, some WfMS already provide a number of different configurable com-
ponents to be reused in a variety of business domains. However, this configuration process
is still limited to similar application domains with similar requirements, implying a lot
of development effort and technological skills. More abstract, intuitive and ready-to-use
workflow tools on their own specific domains rather than generic and complex WfMS are
demanded by business experts.
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Additionally, notice that running Big Data workflows is an extremely demanding task
in terms of resource requirements. The infrastructure required to efficiently execute data-
intensive procedures demands new approaches to lower operating and maintenance costs.
Cloud computing seems a suitable solution here for executing workflows according to an
on-demand model, avoiding infrastructure facilities, management costs and technicians.
Nevertheless, this approach involves considering that WfMS should provide cost-aware
mechanisms to schedule the optimal workflow execution according to a well-planned, but
restricted, use of resources like computation power or data transfer rates.

Designing a workflow is a manual, time-consuming and error-prone task. Notice that
in many contexts, it is hardly possible to represent and configure a correct domain-specific
data processing and to decide on appropriate analytical methods without deep knowledge
about these methods. As previously mentioned, workflows should be represented using
an user-friendly notation, meaning that business experts would be able to easily achieve
the necessary skills to model their data requirements. Even further, such a representa-
tion should be formally defined in terms of a well-defined language at a high level of
abstraction, offering new opportunities for automating the development of data analysis
processes and increasing the flexibility, portability, easiness to learn and interoperability
of the resulting workflows. Additionally, combining well-defined workflows with seman-
tic technologies might enrich their specification with domain-specific properties, enabling
the inline validation of workflows or the discovery of the aforementioned ready-to-use
components.

New trends are focusing on separately addressing these issues. In this context,WorkGe-
nesis13 is a novel framework to simplify the creation of new customWfMS, which enables
the definition and execution of business-specific data analysis processes. WorkGenesis
uses MDE (model-driven engineering) and highly decoupled components to automati-
cally generate custom WfMS by reusing pieces of knowledge from different workflow
definitions, as well as software components and the declaration of previous data types and
processes. It provides a set of domain-agnostic configurable software elements that can be
selected, adapted and reused within the specific business domains. The resulting WfMS
provides ready-to-use actions and resources, fully adapted to each business expert’s par-
ticular interests, who only needs to focus on the specification instead of the technical
development.

WorkGenesis is divided into three layers: (1) a meta-tool for the automatic genera-
tion of domain-specific WfMS from domain-independent components and resources; (2)
a customizable workbench to draw and assemble workflows including those components,
previously configured by the meta-tool; and (3) a flexible, portable and extensible work-
flow engine, responsible for deploying the data analysis processes and resources into
different computational models, e. g., from a local parallel execution to a distributed grid-
based platform like Apache Hadoop. As a result, WorkGenesis facilitates the creation
of solutions for specific business domains by reusing knowledge assets (e. g. predefined

13 WorkGenesis. http://www.workgenesis.com.

http://www.workgenesis.com
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nested workflows or imported processes), saving development costs and reducing the time
to market.

60.5 Concluding Remarks

Big Data is causing a paradigm shift in industry, where increasingly often large amounts
of data are produced in or retrieved from heterogeneous data sources. In fact, it is expected
that 75% of companies will invest in these technologies within the next two years. Actu-
ally, Big Data solutions have already being successfully applied to domains like health,
manufacturing, governance, education, banking and others. Nevertheless, the excessive
product offer, associated cost and complexity of current technologies, platforms and tools
may hamper its business-wide adoption, making it dependent on the investment options
of each specific sector.

This chapter has discussed about the difficulties found to generalize the use of Big Data
solutions to business experts. However, workflows have already proved to be applicable
to and cost-efficient in diverse domains as a way to bring these experts closer to how they
usually specify and represent their own application domains. Workflows allow defining the
specific sequence of actions to be performed during the data analysis process. Apart from
providing a visual notation, WfMS can manage the efficient execution of each workflow,
transparently to the business expert. However, there is still a number of open issues to
address, such as the lack of standard solutions for data-intensive applications like Big Data
or the need of highly specialized teams for undertaking new developments, among others.
WorkGenesis has been introduced as a novel solution to overcome these shortcomings by
automatically generating custom WfMS and reducing the time to market.
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61Preface: the “CloudWay” to Digital
Transformation and New Business Models

Sabine Bendiek

Tomorrow, traffic will be safer, more sustainable and more efficient. Autonomous vehicles
will move around without direct driver input to transport people and goods, on demand,
from door to door using the most efficient routes. They will interact with other transport
systems, offering seamless end-to-end journey connectivity and producing convenient and
affordable mobility to everybody.

Tomorrow, healthcare will be more reliable, more individual and more preventive. The
access to a massive amount of digitized data combined with analytics and artificial intelli-
gence will enable researchers as well as physicians to develop more specific measures and
more personalized treatments – enhancing medical care on a large scale.

Tomorrow, manufacturing will be smarter, more agile and more resilient. Connectivity
and the internet of things will allow companies to react faster and more directly to cus-
tomers’ needs, producing and delivering better products at lower costs – creating better
value for businesses and consumers all over the world.

Tomorrow, work will be more flexible, more mobile and more productive. New tech-
nologies will enable virtual teams to collaborate without boundaries and to seamlessly
share knowledge and ideas – enhancing freedom of thinking and creativity.

Similar changes will soon occur in many other areas and profoundly affect our lives.
Enabling that transformation are intelligent systems that help us gain insight and take
action from large amounts of data – based on the power of cloud computing (see Fig. 61.1).
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Fig. 61.1 Identify the right opportunities to drive your digital transformation

61.1 Democratizing Companies andMarkets

Cloud computing enables ubiquitous, on-demand access to computing power – databases,
servers, storage networking, software, analytics and more – at low costs and high speed
over the internet. It relies on the sharing of resources to achieve coherence and economy of
scale over a network. It allows companies and organizations to get their applications run-
ning faster, to adjust resources and thus becoming more flexible, and to focus on their core
business instead of infrastructure. Cloud computing offers high computing performance,
scalability and availability. In the cloud even vast amounts of computing resources can be
provisioned within minutes. The cloud enables small companies to benefit of similar tech-
nological means as large multinationals, providing them with new competitive advantages
and thus democratizing markets. Cloud computing facilitates the access to data and ser-
vices by offering full device and location independence, as users can connect anytime and
anywhere and work on the same data simultaneously. In the cloud, knowledge becomes
transparent and accessible to everybody – it can no longer be exploited as an instrument of
power or misused to mark hierarchical differences – thus democratizing companies from
the inside.

61.2 Creating Disruptive BusinessModels

Cloud computing marks a big shift from the way we used to think about IT – and while
some organizations only just start to understand to what extent it will change our world,
others have already fully realized the power of the cloud. They have set up new business
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models that deeply transform consumer behavior and expectations within a very short
time. These new businesses based on the power of cloud computing typically act like plat-
forms bringing together producers and consumers in high-value exchanges. Their chief
assets are information and interactions – perfectly matched in the cloud they create amaz-
ing value:

� Facebook, the biggest news-machine in the world, does not produce any content.
� Uber the largest taxi-service, owns no cars.
� AirBnB, the prevalent lodging-provider, operates no hotels.
� Alibaba, the most valued retailer, has no warehouses.

These are the most prominent but by far not the only examples for the disruptive power
of cloud computing. In January 2016 VentureBeat counted 229 so called unicorns – start-
up companies valued at over $1 billion. The largest include platform companies like Uber
and Airbnb, Palantir, Snapchat, Pinterest, Dropbox or Spotify – all of them operating
a business model directly based on cloud computing.

61.3 Becoming a Digital Business Starts with Cloud Services

Cloud computing technology and a flexible consumption-based price structure associated
with off-premises hybrid, private, or public cloud compute models have created the ability
to deliver new offerings to market, which were simply not achievable in the past.

But cloud technologies not only allow the creation of new and highly disruptive busi-
ness models, they also enable the transformation of existing businesses. By implementing
a strategy to capitalize on the cloud, companies can stop just running business and start
making it thrive.

Becoming a digital business starts with cloud services and cloud solutions gain rapidly
in importance on corporate management agendas. According to a joint study by BITKOM
and KPMG, the attitude of German companies towards cloud computing has improved
significantly in recent years. Today 54% of all German enterprises use cloud comput-
ing solutions while an additional 18% are planning or considering their introduction in
the coming years.1 Smaller businesses that were hesitating in the past are now massively
catching up (see Fig. 61.2).

Assessing the overall cloud computing market, the Experton Group forecasts growth
rates in the high double-digit percentage range for the year ahead. For instance, in 2016
growth is forecast at 35% leading to an overall market value of nearly EUR 12 billion.

While security concerns are still the major obstacle to the proliferation of the cloud
in Germany, new offerings designed to meet the special needs of German customers will
further foster the demand for cloud solutions in the near future (see Fig. 61.3).

1 https://www.bitkom.org/Presse/Anhaenge-an-PIs/2016/Mai/Bitkom-KPMG-Charts-PK-Cloud-
Monitor-12-05-2016.pdf.

https://www.bitkom.org/Presse/Anhaenge-an-PIs/2016/Mai/Bitkom-KPMG-Charts-PK-Cloud-Monitor-12-05-2016.pdf
https://www.bitkom.org/Presse/Anhaenge-an-PIs/2016/Mai/Bitkom-KPMG-Charts-PK-Cloud-Monitor-12-05-2016.pdf
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61.4 Offering CustomersMore Flexibility and Choice

As for German customers it is a major requirement that their data is hosted exclusively in
Germany, several cloud providers have started to open new datacenters in Germany. Mi-
crosoft is the first public cloud company to deploy a data access model where a German
Data Trustee controls access to customer data in accordance with German law. Operations
or other tasks that require access to customer data or infrastructure will be performed or su-
pervised by the Data Trustee, T-Systems International. As Microsoft does not have access
to customer data without prior approval by the customer or the Data Trustee, it is unable
to respond if a law enforcement or other third party request for customer data occurs. The
Data Trustee will not disclose customer data except where required by German law. Data
between the German datacenters is exchanged through a private network to guarantee that
data resides exclusively in Germany. Additionally, Microsoft maintains redundant sites in
Germany to ensure business continuity and customers are at any time able to view how
and where data is processed. The new solution offers customers increased flexibility and
choice and has the potential to spur local innovation and growth.

61.5 Drawing Insights from (Big) Data

Cloud computing offers scalable data collection, processing, and analysis capabilities flex-
ible enough to adapt to the needs of potentially every business. Above all, the power of the
cloud to harness, store, and draw insights from (big) data is a game changer. Big data –
a collection of datasets so large and complex that they become difficult to process using
on-premises database management and processing applications – needs a flexible, scal-
able compute model that evolves as the business evolves. Big data has to be contextual
and, through its very nature, combined with many other assets, sources, and datasets.

Only cloud solutions give businesses the ability to process significant amounts of data,
whether it’s latent or in real time; store that data; and then apply rules and structure to
it for consumption. The cloud also enables even more data to be unlocked by enabling
businesses to pull data in from different sources and across different line-of-business assets
and devices.

When using cloud-based solutions for storage and analysis, companies can com-
bine data from multiple sources without worrying about capacity constraints or the
significant costs that might result from building out on-premises infrastructure and auto-
mate—through filters, rules, triggers, or other means—the intelligent processing of that
data.
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61.6 RespondingMore Quickly to Competition
and ChangingMarket Conditions

In the cloud companies can unlock new value by making the best use of both existing
and new data sources. Deep mining of data from disparate sources creates new insights
and even predicts future outcomes. Analyzing data that has been acquired over a long
period of time is helpful to find patterns and correlations to uncover trends that offer new
insights about how products are used or how customers behave under certain conditions.
With machine learning capabilities from the cloud, companies can apply historical data to
a new problem by creating a model and using it to successfully predict future behavior or
trends. Data insights from the cloud help to respond more quickly to competition, supply
chain changes, customer demand, and changing market conditions.

The Experton Group expects the German big data market to grow from EUR 1.4 billion
in 2015 to almost EUR 3.8 billion in 2020. At present, big data technology in Germany
is largely driven by the internet, e-commerce, and advertising sectors. However, thanks to
its competitiveness and export orientation, the German economy is expected to quickly
adapt to the needs for optimized production, logistics, and sales process to become an
international “big data champion,” according to BITKOM2.

61.7 Connecting Things to People and to Services

Cloud computing not only helps to run business more efficiently by simplifying and au-
tomating operations and processes with data and intelligence. It also has the power to
create new customer experiences and to support the invention of new product offerings
and business models. Last but not least cloud computing is also about engaging and em-
powering employees by enhancing collaboration and supporting new mobile workstyles.

To take full advantage of all these possibilities, bringing data into the cloud is not
enough. We need to build systems of intelligence around customers, employees, opera-
tions, products and business models. Today, leading companies are exploring the corre-
lation of connecting things to people and to services, creating a new form of intelligence
synergy.

61.8 Starting with Small Changes for Big Impact

That might sound complex. But it is a long-term process that can start with simple steps,
marking small changes for big impact. In the beginning it is important to focus on the areas

2 https://www.gtai.de/GTAI/Content/EN/Invest/_SharedDocs/Downloads/GTAI/Fact-sheets/
Business-services-ict/fact-sheet-software-industry-en.pdf?v=3.

https://www.gtai.de/GTAI/Content/EN/Invest/_SharedDocs/Downloads/GTAI/Fact-sheets/Business-services-ict/fact-sheet-software-industry-en.pdf?v=3
https://www.gtai.de/GTAI/Content/EN/Invest/_SharedDocs/Downloads/GTAI/Fact-sheets/Business-services-ict/fact-sheet-software-industry-en.pdf?v=3
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of business that provide quick return. Digital transformation should start with identifying
the one process, product line, or location that might matter the most, for example:

� Connecting robots on the factory floor with back-end systems to create a production
line with more continuous uptime.

� Sharing diagnostic images from a CT-scan machine in near real time with radiologists
at another medical facility and the family doctor to improve patient care.

� Connecting one handheld device to the inventory system to get real-time customer
service on the sales floor.

� Comparing results from different store locations to identify themost successful services
and roll them out nationwide.

� Connecting point-of-sale scanners on a retail floor to warehouse systems and analytics
software at headquarters to increase efficiency in inventory.

� Adding expiration dates to the data set for pharmacy inventory to save substantial
amounts of money in wasted medications.

61.9 Creating aMore Prosperous Economical World

In the middle of the next Industrial Revolution, companies need to ensure that they stay
relevant in their unique competitive markets. They need to be able to engage with their
customers in new ways to drive loyalty and growth, and use digital insights to engage
with them more personally. They need to empower their employees to be more effective
across all aspects of their jobs, they need to optimize their operations to drive efficiency
and they need to enable new products and business models.

The proliferation of the cloud and connected systems and devices allows industries to
be more open to collaborate and to share practices and information from production to
delivery of a product or a service. With the advent of machine learning and new intelli-
gence tools with enterprise security on the end point, these budding ecosystems are ready
to become more intelligent than ever, thus promoting greater margins for all players and
in general, creating a prosperous economical world with accelerating GDP.



62Data Virtualization: a Standardized Front Door
to Company-Wide Data Opens theWay
for (Digital) Business Success

Christian Kurze, Michael Schopp, and Paul Moxon

Abstract
Marc Andreessen famously said that software was “eating the world,” and today, this
rings particularly true, as many companies, if not most, are transforming into software-
oriented companies. All major industries are going digital and are shifting their empha-
sis from hardware to software, from product to service, and from process to data and
analytics. However, today’s digitization initiatives face a number of problems. Com-
plex IT landscapes have been built during the last 10 to 20 years, and although the
architectures are in place and fulfill their current purposes they result in data silos from
which data cannot easily be accessed, combined, or used for new (digital) initiatives.
This chapter, supported by several real-world examples, describes how data virtual-
ization provides access to complete, company-wide information across multiple data
silos in an economically and technologically feasible way. Data virtualization helps to
deliver quality data on time, while also offering enterprise features like security and
auditing. Moreover, data virtualization enables companies to combine the best aspects
of different technologies to build a solid, flexible, and maintainable data architecture
for today and the future.
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62.1 The Need to Go Digital

In recent years, power has shifted from the companies to the customer. With a few clicks,
customers can check competing offers and easily switch from one vendor to another. The
customer, in short, is king, and expects to be treated like one. Today, to attract and retain
customers, businesses need to transform from being product-centric to being customer-
centric, and strive for business continuity in all processes. Such a transformation is not
easy, despite the fact that the world’s information, much of which is made up of customer
and machine data, is doubling every 1.5 years, and is expected to double every day by
2050. Buckminster Fuller has first stated this exponential growth in his book “Critical
Path” back in 1982 [1] and proves to be right nowadays with the advent of Big Data and
the Internet of Things (IoT).

Such a transformation requires businesses to be able to quickly access massive
databases of customer data and immediately respond to customers’ needs, even when
their needs change in a few minutes, such as after a purchase or a similar compelling
event. Such a transformation also requires an optimized supply chain and a completely
reimagined value chain. It also requires an open dialog between management, business
departments, and IT about streamlined integration across business functions, with an
increased focus on project outcomes, better decision-making, efficient operations, and an
orientation towards developing new products and services that meet changing customer
needs.

The biggest impediment to digital transformation continues to be massive quantities of
heterogeneous data, since it is located in separate silos, requiring costly, time-consuming
integration, or multiple, manual steps to process a simple query across the entire data set.
Nearly all initiatives driven by digitization require rapid data integration in one form or
another, including the deployment of new APIs, big data and/or cloud sources, mobile
solutions, SaaS offerings, and interfaces with the Internet of Things.

The model of the monolithic enterprise data warehouse (or data mega store) fades
away, and data heterogeneity has come to be accepted as the new normal. Hadoop, Cloud,
NoSQL and other new sources appeared rapidly during the last years. This new world of
distributed and diverse data needed by many apps and users is real, and it will not go away.
Such a world demands that businesses develop a fast data strategy; otherwise, businesses
will simply not be able to leverage the wealth of data that is already in their hands. As
Forrester [2] says, “Business stakeholders at the executive and line-of-business level need
data faster to keep up with customers, competitors, and partners.” Well-known numbers
underpin the need for timely data availability: Fixing a product after delivery costs 10 to
30 times more than during its construction or production process. Retaining an annoyed
customer may cost $100 in discounts, agent calls, and process costs, whereas fixing the
problem earlier could cost as little as $5.

Data virtualization enables the use of agile, real-time, self-service data technologies
that deliver data to business users in real or near-real time, to effect faster outcomes.
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62.2 Modern Strategies and Architectures

Many companies begin their transformation by building data labs and analytics, and es-
tablishing data science teams within the business departments. But the biggest challenge
is how to provide these teams with all the data while still maintaining compliance.

Data silos, as we mentioned above, hinder the flexible access and shared usage of data
across the organization. Ideally, all analytics, reports, processes, and applications (web,
mobile, desktop) should see exactly the same customer, product, and partner data.

To meet this ideal, a variety of vendors proposes technology solutions and architectures.
Gartner categorizes them into three integration and semantic layer alternatives [3]:

1. Applications and business intelligence tools as the data integration or semantic layer:
This approach delegates data integration to end-user tools and applications, but results
in a duplication of effort, since it is necessary to perform integration multiple times in
different tools, so changes in the back-end would require reengineering on the front-
end. In addition, the primary focus of end-user tools is not to function as integration
middleware, but as user-friendly applications.

2. Enterprise data warehouses as the data integration or semantic layer: In this scenario,
infrastructure vendors provide access to data not stored in the data warehouse in a pure
query federation mode, often coupled with the traditional replication of data into the
data warehouse. The data warehouse, as the integration and semantic layer, remains
the “center of the data universe.” Although this approach appears attractive to orga-
nizations that are already heavily invested in enterprise data warehouses, it does not
address the big picture. What happens when there are more than one enterprise data
warehouses (often based on different technologies)? Not all data can be replicated into,
or accessed via, the data warehouse, and project and storage costs would increase.

3. Data virtualization as the data integration or semantic layer: Moving data integra-
tion and the semantic layer into an independent data virtualization platform leverages
the native capabilities of such an abstraction layer to access data across multiple het-
erogeneous data sources. Recommended by Gartner, this approach provides business-
oriented models for the underlying data via a logical-to-physical mapping. Moreover,
the virtual layer enforces common, consistent security and governance policies. Ad-
vanced data virtualization solutions provide – in addition to the commonly accepted
relational access to data – native support for complex data structures commonly found
in recent big data technologies, which are effective for providing timely data to any
data consumers.

We argue that an optimal fast data strategy is built around data virtualization, since it
establishes an intelligent abstraction layer above the heterogeneous sources, which acts
as a unified data access layer across the entire enterprise. Data virtualization makes it
possible to combine any kind of data, such as big data and streams from the IoT, with
existing data assets like customers and products.
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62.2.1 How Can Data Virtualization Transform a Business?

Let us take a closer look at the transformation to customer-centricity, effected by leverag-
ing data virtualization.

To support cross- and up-sell initiatives, sales teams need complete, updated infor-
mation about the customer as well as related information about products, channels, and
warranties. Marketing, support, and executive teams all need access to the same informa-
tion for their different purposes.

The typical IT architecture presents a challenge, since it is often the result of more than
20 years of development and, as we mentioned above, is often characterized by siloed
data stored across many disparate systems. In these architectures, each department ac-
cesses different systems in different, manual ways and IT responds with multiple point-
to-point data integrations and even more data silos for each application. As a result, busi-
ness users do not get answers in time to complete their business. As Forrester [2] says,
“data bottlenecks create business bottlenecks.”

In the past 10 to 15 years, data warehouses have provided the solution to this problem.
But recently, NoSQL, big data, and cloud technologies have challenged the data ware-
house approach. In contrast with these technologies, data warehousing is too expensive,
or it simply takes too much time to replicate data within the enterprise. Also, legal restric-
tions forbid businesses to physically store data in certain cases, though they are allowed
to use the data in different combinations. However, these new technologies do not imme-
diately solve the heterogeneity problem; they may be able to store data in any format, but
a user can only access or query across data in a format that their individual application can
accept.

Data virtualization eases these challenges by providing a data abstraction layer which
has access to all data sources – either internal or external data, on-premise or in the cloud,
structured, semi- or unstructured. As shown in Fig. 62.1, the data abstraction layer acts as
a single virtual repository that integrates any data in real time or near real time from dis-
parate data sources, whether internal or external, into coherent data services that support
business transactions, analytics, predictive analytics, and other workloads and patterns [2].

Data is published to various data consumers in multiple protocols, made available for
querying, searching, and browsing in request/reply or event-driven mode. More impor-
tantly, a robust data abstraction layer provides an enterprise-ready security and governance
framework, which enables the secure delivery of data [4]. Data virtualization provides
governed self-service for all human and machine users of data, both inside and outside of
the company. With such a broad access layer, special focus has to be put on performance
and scalability – horizontally and vertically – in order to ensure Service Level Agreements
for data. Current software solutions offer robust answers to the questions. Furthermore,
with the help of the flexible, advanced role-based access and authorization mechanisms,
data isolation for privacy and legal reasons is possible and can be audited with built-in
mechanisms. Common data exchange based on files or shadow IT solutions by-pass such
capabilities completely.
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Fig. 62.1 Data Virtualization Architecture

The strategic value of data virtualization, as the standardized front door to company-
wide data, is fourfold:

1. Unifying a diverse universe of data assets and helping to enforce data policies, focusing
on data governance, discovery, unified modeling, security, and data auditing.

2. Maintaining efficiency in data operations with an eye towards reducing costs and
shielding users from complexity, minimizing data replication, and encouraging data
reusability and collaboration.

3. Enabling business agility with initiatives like enterprise data marketplaces, which fo-
cus on agile lines of business and enabling these lines to quickly launch new products,
get closer to the customer, and offer data visibility and rapid data provisioning.

4. Innovating through big data and by adding new sources for enterprise use.

62.2.2 HowDo Companies Transform?

Transforming a company cannot happen overnight. In addition to legacy systems and
siloed data and applications, companies also often have to struggle with political and legal
barriers. Usually, there is a management decision about the expected business outcomes,
which should be followed by a digital initiative.
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It is critical for the data virtualization architecture to enable full transparency between
business and IT to encourage fluent communication between both teams. In addition, it
must provide the flexibility to enable business departments to take full responsibility for
new digital outcomes while enabling IT to keep control over data asset management,
which includes security, governance, self-service, cloud-first strategies, API-based inte-
gration, and the delivery of new (digital) services.

In undergoing a transformation, many enterprises experience a conflict between stabil-
ity and efficiency (traditional IT) on the one hand, and experimental, agile IT on the other,
which is focused on time-to-market and app evolution, and is therefore more aligned with
the business. Some describe this as a conflict between systems of record (like Enterprise
Resource Planning, Customer Relationship Management, etc.) and systems of engage-
ment (like data warehouses, data lakes, etc.). It is important to note that apps, reports, and
humans need data from both modes of operation (traditional and experimental, or sys-
tems-of-record and systems-of-engagement) in order to focus on the customer and value
creation networks. Because data virtualization can provide access to any source, it enables
companies to address both modes simultaneously.

A transformation of this nature could be executed in the following way: First, complete
a matrix of customer interaction channels (such as social media, website, point of sales)
and critical decision points in the buying process (early stage to up-sell and cross-sell),
and determine the most important customer journeys through this matrix. For example,
a customer might see a viral video on YouTube about a particular product or offering.
Later on, he visits the website and performs more research on the product. If he then visits
a point-of-sale, he might make a purchase or his decision to make a purpose can be – at
least – influenced. Alternatively, a customer might go to a garage for service and end up
purchasing a new car. By recognizing and mapping out the customer interaction channels
and critical decision points in the buying process, the next-best-action is clear. For ex-
ample, when providing a courtesy car to a customer whose car is being serviced, should
the dealer provide a larger model of the same brand (e. g. an upgraded SUV) because the
customer has reached the age when she might be thinking about starting a family and,
hence, might be interested in a larger vehicle? In doing so, the dealer can instill the idea of
buying a new vehicle that matches the customer’s life circumstances, but also (and most
importantly, from the dealer’s perspective) buying within the same brand.

Second, the enterprise architecture team needs to design the architecture that would best
support these (and future) customer journeys. The design should reflect a combination of
application and data assessment that would result in capabilities supported by specific sys-
tems and data stores. The team develops clear guidelines concerning the best use of tools
and vendors, and these guidelines act as blueprints for individual projects. The architec-
ture is constantly evaluated based on its ability to deliver the defined customer journeys.
As soon as the use cases are fulfilled, the architecture matures.

In the third stage, build services: functional services (e. g. open purchase order), data
services (e. g. master data), and combined services (which execute functions and read or
modify data). As always, the service creation follows the modeled customer journeys.
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62.3 Use Cases: Data Virtualization Driving Digital Innovation

In this section, we describe five common usage patterns of data virtualization, illustrated
by real-world examples.

62.3.1 Governed Self-Service: Business Intelligence & Analytics

Agile business intelligence embraces approaches like logical data warehouses, virtual data
marts, (governed) self-service, and operational business intelligence and analytics. All of
these approaches rely on one or more data warehouses that are unified by data virtual-
ization, which provides a logical data access layer to the disparate sources. Compared to
a physical data warehouse, and the cost of maintaining multiple ETL (extract, transform
and load) processes, such a solution can cost as much as 80% less.

One of the largest CAD software vendors leveraged data virtualization to switch from
using a perpetual license model to using a subscription-based model, without disrupting
BI and other business users. From a technical perspective, they built up an 800+ terabyte
cloud-based data lake and combined this data with on-premise customer and financial data.
Data consumers are not only reports and dashboards, but also operational and cloud-based
applications. The company leveraged data virtualization because of four main benefits:

� Availability: Channeling end-user access through a single governance point simplifies
administration.

� Usability: The logical data warehouse provides a single (virtual) repository, simplify-
ing end-user access and enhancing BI.

� Integrity: Only the published views in the logical data warehouse are publically avail-
able. Along with data ownership, this guarantees the quality and proper licensing of the
entire data set.

� Security: The logical access layer provides a single point for authentication, authoriza-
tion, audit trail creation, and monitoring, for all enterprise-class operations.

With the new architecture in place, projects that might have required five weeks of
skilled programmer time (focusing on ETL andweb services development) and four weeks
of testing, can now be completed in two weeks, using just one data virtualization developer
and two testers. The company could also forego the need for additional hardware and soft-
ware, as well as the need to maintain a heavy maintenance schedule over multiple years.

62.3.2 Big Data and Cloud Integration

Integrating big data implementations with cloud sources in real time comes into play for
a wide variety of modernization initiatives, including advanced analytics, data warehouse
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offloading, the liberalization of big data and the cloud, SaaS integration, and hybrid ana-
lytics. The benefits of such initiatives derive from combining big data with enterprise data
in real time, providing insights for informed business decisions. For example, wearables,
smart home appliances, and industrial sensors often leverage up-to-date Hadoop tech-
nologies. Combining this real-time streaming data with existing enterprise data – some
companies call it “small” data – for the larger context, provides real insight and value
for digital businesses. The key is to make multiple data sets appear as a single data set,
without replicating all data into a single repository. Even on top of a single data lake, the
standardized and business-user friendly access layer has proven to be valuable.

Let us consider the example of a heavy equipment manufacturer. The company’s sen-
sor data is captured and stored in a Hadoop cluster, but this data alone does not provide
value to the company. It is the combination of this data with the parts inventory, the histor-
ical maintenance data, and the internal and external dealer data that enables the company
to effectively train its predictive models, which predict potential failures. These models
provide value to the company in two ways: end-users gain productivity by reducing un-
planned downtime, and “pays the company back” with increased loyalty. The company
increases revenue from the improved sale of service and parts, while at the same time re-
ducing the costs of parts failure. In addition, by integrating the full supply chain of spare
parts, the company benefits from the “network effect”: On a regular basis, the right parts
are at the customer’s site when needed, along with a service technician with the skills to
install them.

62.3.3 Broad Data Usage: Data as a Service

Data virtualization provides a way to provision data beyond the traditional methods based
on SQL (Structured Query Language). Data virtualization establishes a data API and
therefore serves as a single layer for all data services, published in multiple formats, such
as RESTful or SOAP web services. This capability accelerates the agile development of
applications by providing a unified data services layer, logical data abstraction, and linked
data services. Developers no longer need to hunt down data, which can save thousands of
developer hours.

Drillinginfo is a company that not only provides industry-leading oil and gas intelli-
gence, tools and services, but also provides the most widely adopted software platform
in the oil and gas industry. With the help of data virtualization, Drillinginfo reduced its
new-product launch time from two weeks to less than a day. In addition, the company’s
data API is made public to consumers so as to automate real-time data provisioning. Some
of the dashboards are made public on the company’s website: https://diindex.drillinginfo.
com/.

In the reinsurance industry, large players leverage data virtualization for 360° views
of customers, contracts, deals, and risks, and these views are accessible company-wide,
via RESTful web services that follow the OData standard. This data virtualization layer

https://diindex.drillinginfo.com/
https://diindex.drillinginfo.com/
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enables end-users to navigate through the data without a deep knowledge about the un-
derlying schemas and the ways in which heterogeneous data sets are connected. Portals,
and applications that serve internal data consumers and self-service customer portals, also
access the standardized layer.

62.3.4 Operational Excellence: Single-View Applications

Data virtualization enables applications to provide a single, authoritative view across myr-
iad disparate data sets. A single view of the customer enables call centers and portals to
improve responsiveness and accelerate upselling opportunities; a single view of the prod-
uct yields streamlined catalog services; a single view of the inventory speeds reconciliation
efforts; and vertical-specific views enable self-service search, discovery, and exploration
functionality. Combined with linked data services, navigation through business-oriented
entities is a core capability that provides considerable power to business departments.

Jazztel leveraged data virtualization to enable an application to provide unified views
of the customer across more than 30 data sources, including systems for provisioning,
invoicing, CRM, incidents, and ERP. These views are consumed by the contact and call
center, as well as the client extranet. Internal reporting draws on the same virtual entities.
Client call times were reduced by 10% while solving 90% of the problems during the first
call; customer retention has doubled, and the back office workload has been reduced by
more than 50%.

62.3.5 Modernization, Mergers and Acquisitions, Divestments

Many businesses struggle to provide value-added services to their customers because of
legacy systems that are hard to integrate. Data virtualization not only offers abstraction
capabilities that ease this burden by integrating the data without replicating it, but also
ameliorates mergers and acquisitions as well as divestments. It provides consumers with
access to the data, regardless of the disposition of the relevant sources.

The story of AAA demonstrates the importance of decoupling data consumers from
data sources in large corporate transformations. Regulatory forces mandated that AAA
separated its non-profit automobile club from the profitable insurance business. Unfortu-
nately, the organization operated highly interconnected systems and a single data center.
To ease the burden of the physical migration, the whole application landscape was de-
coupled, via data virtualization, in horizontal and vertical layers. This step not only led to
faster compliance with the regulations, but it also opened up time for the physical system
migration. Also, during the migration phase, the new data center was able to communicate
with the old data center in a controlled way through the virtual layer; even complex appli-
cations were changed step-by-step without interfering with the physical system migration.
AAA called the initiative “changing the wheels at 70 miles per hour”.
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In modernization initiatives and other corporate transformations, data virtualization can
minimize the number of point-to-point connections, ease access to the data, provide view
spanning across multiple systems and therefore reduces the necessary efforts and increases
the potential for IT to create new strategic value.

Data virtualization can also ease the migration of whole architectures, or parts of it,
into the cloud. Think of IoT cloud offerings; they are easy to set up, but they still need to
integrate into the company’s data backbone.

62.4 Summary

Digital transformation is becoming the new status quo. Uber and Airbnb, now household
names, are also familiar examples of traditional businesses being disrupted by software
based businesses. But also consider the fintech and insurtech industries. All kinds of
new technologies are disrupting traditional on-premise models in automotive, retail, and
other industries. 3D printing disrupts typical production and retail processes; the IoT and
wearables are about to disrupt even more sectors, e. g. manufacturing, pharma, and life-
sciences.

To stay ahead of these developments and transform into real, data-driven enterprises,
IT and business teams need to work closely together, with IT holding responsibility for
information management and provisioning, and business teams being responsible for an-
alytics and acting on outcomes. Fact-based decision making needs to be incorporated into
all processes, which requires the appropriate technologies. The key asset is data, supported
and protected by effective information management.

The IT infrastructures of most companies have been in development for more than
20 years and are challenged by all the new technologies that have emerged in the last five
years. Many data silos still exist, and to leverage data for digital business outcomes, com-
panies need fast data strategies for delivering data at the speed of business. This chapter
outlined an approach that uses data virtualization as a data integration layer, providing data
consumers with instantaneous, unified views of the data across myriad, disparate sources.
The data virtualization layer enables governed self-service across the whole enterprise,
with access to the data for all groups in the enterprise, fully aligned with security and
access policies.

The five use cases that we presented illustrate shifts from traditional to digital business
models. As seen in these examples, data virtualization creates a path for process optimiza-
tion, big data integration, and cloud analytics. Data virtualization also paves the way for
enhancements to the data warehouse, business intelligence modernization, and the overall
transformation of IT architectures, all while maintaining regulatory compliance.

With this kind of power, companies are able to respond immediately to customers’
changing needs and have the capacity to disrupt traditional limitations across the entire
business lifecycle. Manufacturers, for example, might be able to design a sports shoe,
a fashion accessory, or a car body, using just a laptop, and bring the products to market in
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just a few days. With the power of data virtualization, companies are limited only by their
imaginations.

References

1. R. Fuller Buckminster, Critical Path, 2nd Edition ed., New York: Griffin, 1982.
2. Forrester Research, “Create A Road Map For A Real-Time, Agile, Self-Service Data Platform,”
2015.

3. Gartner Research, “The Big Data Warehouse Deal: The Future of Data Management Solution for
Analytics,” 2016.

4. R. van der Lans, Data Virtualization for Business Intelligence Systems, Watham: Morgan Kauf-
mann, 2012.



63The Cloud Native Stack: Building Cloud
Applications as Google Does

Josef Adersberger and Johannes Siedersleben

Abstract
Cloud giants like Google, Twitter or Netflix have released their core cloud technologies
open source. The cloud pioneers’ knowledge how to plan, build and run cloud appli-
cations are now accessible for free. Everyone can develop applications as scalable, as
efficient and as resilient as Google’s. This is called GIFEE (Google Infrastructure for
Everyone Else), or more descriptively Cloud Native Stack. This stack is composed of
cloud technologies open-sourced by cloud giants like Kubernetes from Google,Mesos
from Twitter and the Netflix OSS. In this paper we describe the anatomy of the cloud
native stack, map available technologies onto it and help decide when to move towards
cloud native applications, gauging luring benefits and looming risks.

63.1 Cloud Native Disruption

The term Digitalization disguises the world’s perplexity about the immense success and
the hegemony of digital age companies – notably the GAFA gang (Google, Apple, Face-
book, Amazon) which are often called disruptors for having disrupted classical industries
such as retail, banking and travel. Other areas like insurances, logistics and mobility will
be affected before long. The digital disruptors not only have had bright business ideas
and good strategies to grow and monetize but have been clever at vastly improving non-
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functional properties such as hyperscale, continuous feature delivery and antifragility, all
of them unknown until recently.

Hyperscalability1 is the ability to scale up and down in real time as data or traffic vary,
even if this happens at exponential rates. Opportunity costs are reduced through high uti-
lization and pay-as-you-go resource consumption. Hyperscale systems scale inductively:
adding or removing a single resource to N resources present requires a constant effort
independent of N. Examples for hyperscale systems are Facebook and Apple: Facebook
scaled from 1200 Harvard students in 20042 to 100 million users in 2008 and has reached
two billion users across the globe in 20163. Apple has rolled out Siri, a highly computing-
intensive service, on tens of thousands of nodes, adopted by hundreds of millions of users.

Continuous feature delivery [1] is all about continuously delivering new features to the
customer. Starting from a minimum viable product (MVP), the system is steadily being
enhanced by small, quick steps. This can be seen as another form of inductive scaling in
terms of features rather than in data or traffic. New features are developed by independent
teams with little synchronization involved. This requires a suitable software architecture
and highly automated post-development tasks such as acceptance test, deployment and all
kinds of standard operations procedures. Continuous feature delivery presupposes agile
development; it is incompatible with whatever looks remotely like a waterfall. Look at
Walmart: Back in 2012 they were deploying a new version every two months – way too
slow when competing with Amazon. Today, in 2016, they manage over 1000 deployments
per day, directly triggered by their development teams4.

Antifragility is one of the ultimate aims of software engineering. This term, coined by [2],
conveys the idea of systems not only coping with the fact that everything fails all the time5

but handling failures gracefully and emerging invigorated from mishaps. Hardware fails,
software is buggy. When failure is not an option, we need resilient systems, processes
and organizations. Leanness is an important ingredient of antifragility: what isn’t there
cannot fail. You are done when there is nothing left to remove. Systems with no accidental
complexity left and essential complexity boxed are easily hardened. Twitter used to be
notorious for its fail whale6, a last resort error message presented to end-users in case of
serious production problems. In 2007 Twitter was down for no less than 6 days, in 2008
it crashed during Steve Jobs’ keynote at MacWorld. But Twitter has been able to harden

1 http://whatis.techtarget.com/definition/hyperscale-computing (retrieved 10/18/2016).
2 https://www.theguardian.com/technology/2007/jul/25/media.newmedia (retrieved 08/25/2016).
3 http://www.statista.com/statistics/264810/number-of-monthly-active-facebook-users-worldwide
(retrieved 08/25/2016).
4 http://oneops.com.
5 Werner Vogels, CTO Amazon.
6 http://business.time.com/2013/11/06/how-twitter-slayed-the-fail-whale.

http://whatis.techtarget.com/definition/hyperscale-computing
https://www.theguardian.com/technology/2007/jul/25/media.newmedia
http://www.statista.com/statistics/264810/number-of-monthly-active-facebook-users-worldwide
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http://business.time.com/2013/11/06/how-twitter-slayed-the-fail-whale
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their technology successfully: the fail whale has been gone since 2013 with uptime next
to 100%.

The GAFAs and other digital disruptors have gathered top engineering talents to com-
moditize the technology necessary for hyperscale, antifragile systems and enabling contin-
uous feature delivery. They did the heavy lifting and then released much of their achieve-
ments as open source projects to the world. These projects enable everyone to develop
systems like the GAFA’s. This is called GIFEE (Google Infrastructure for Everyone Else),
or more descriptively Cloud Native Stack because of the technology targeted at cloud com-
puting applications. Systems running on top of the Cloud Native Stack are called Cloud
Native Applications, and the whole thing (stack and applications) is called Cloud Native
Computing.

Cloud Native Computing leverages disruptive digital solutions but requires deep
changes in organization, methodology and technology. Organizational and methodologi-
cal changes raise acceptance barriers to be overcome gradually by means of pilot projects
and small teams exploring the new approach. Let the change grow only if you know what
you are doing. Technological change is risky indeed because the available technology is
at least partly immature, the knowhow is restricted to few experts and the complexity of
Cloud Native Applications is inherently higher than that of conventional ones. So, it is
again advisable to start with proofs of concept, small pilot projects and to further move on
to suitable building blocks, using well-tried technology taming the essential complexity
of Cloud Native Applications.

Our view is that of a friendly but critical observer: we describe the cloud native world
out there, its features, advantages, the costs and risks. The cloud native world has emerged
over the last few years, with no a priori roadmap. We, normal mortals not hired by GAFA,
woke up one day and saw a cloud that had arrived. Now, let’s make the best of it, which
means: Cloud Native technology enables applications no one would have thought few
years ago, billions of users, terabytes of data can now be handled, at least by some types
of applications. Cloud Native technology opens the door to a new world. On the other
hand, it might or might not be useful for applications meeting standard requirements. This
paper contains some hints as to how much Cloud Native Technology standard application
need, but it would be foolish to expect any definite answer beyond the obvious It depends.

63.1.1 Organisational Change

The organisational change amounts to rotating the IT by 90 degrees (Fig. 63.1), replacing
a sequential pattern with a parallel one. Referring to Gardner’s bimodal IT7, the cloud
native development paradigm is mode 2. In mode 1, IT is organised along the waterfall
process: artefacts go all the way from design and architecture via development and test into
production causing new features being delivered in stages say three times per year which

7 http://www.gartner.com/it-glossary/bimodal (retrieved 10/18/2016).

http://www.gartner.com/it-glossary/bimodal
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Fig. 63.1 Mode 1 vs. Mode 2 Organization

doesn’t correspond exactly to the idea of continuous delivery. Mode 2 requires therefore
a parallel organisation instead: several teams work in parallel, largely independently and
with little interaction. The infrastructure team manages whatever the feature teams need:
professionally run platforms, cross-sectional tasks, and the build pipeline. Several feature
teams create and run each a disjoint set of features. Boundaries between single systems
and system landscapes vanish, making room for something new: a vast set of features we
call the feature lake, gradually ousting conventional systems.

63.1.2 Methodological Change

Cloud Native Applications are incompatible with conventional, waterfall-like methods
with at best two or three deliveries per year. They heavily rely on two premises:

� A software architecture suitable as a basis for non-functional requirements, the most
important being flexibility and extendibility.

� A feature driven development process, enabling many feature teams working in paral-
lel, and based on emergent design.

Software architecture is about decomposing systems into cohesive and loosely coupled
units, the components and their required and provided interfaces. Components drive how
teams are organized: each team is responsible for one or more components. Interfaces
drive the interaction of components as well as that of teams. Design decisions present
themselves at two levels: Macro decisions affect many teams and are taken by a suitable
architectural authority. Micro decisions affect one team only and are locally dealt with.
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All decisions are deferred as long as possible; uncertainty is part of the game, rather than
an undesirable state to be evacuated quickly. This organisation has been chosen by many
teams and, for the time being, seems to be the best one at hand.

63.1.3 Technological Change

A lot of new technology is available, waiting to be apprehended and tamed. It is important
to understand the basic concepts and the anatomy of a cloud native stack and cloud native
applications. There are two fundamental technological concepts: Ops Components and
Data Centres as a Computer. In what follows we describe the facts, the tools available,
their features and how they interact, very much like a biologist would describe a particular
species: we explain the animal as it has developed very quickly during the last five years
or so. It is the result of the accumulated but largely unsynchronized efforts of many clever
minds at the GAFAs.

Ops Components
They are called Microservices, Nanoservices [3, 4], self-contained systems8 or twelve-
factor apps9, but essentially they’re all based on the same concept: Ops Components. Ops
Components transfer the idea of component-based software into the realm of operations.
Ops Components feature interfaces such as:

� Lifecycle interface for start, restart and termination (e. g. Docker container).
� Remote interface exposing the component’s functionality (often as a REST interface).
� Diagnosis interface providing access for tools monitoringmetrics, traces, and logs (e. g.

collectd and logstash agents).

An Ops Component is many things at the same time, namely:

� A testing unit. It can be tested in isolation, with other Ops Components mocked away
or fully integrated.

� A release unit. It can be released stand-alone.
� A deployment unit. It can be deployed stand-alone.
� A runtime unit. It can be started and terminated independently. It has a lifecycle of its

own.
� A scaling unit. Ops Components live as arbitrarily many parallel instances being added

and removed on demand.
� A transport unit. It can be moved around across nodes.

8 http://scs-architecture.org.
9 https://12factor.net.

http://scs-architecture.org
https://12factor.net
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An Ops Component does not run in vacuum. It requires other Ops Components it de-
pends on as well as some special infrastructure like service discovery, API gateway or
configuration & coordination server. More about this infrastructure as part of the cloud
native stack in Sect. 63.2.3.

Data Centre as a Computer
The idea of a Data Centre as a Computer has been introduced by [3]. It can be thought of
as an operation system for clusters of up to tens of thousands of nodes rather than for a sin-
gle one, abstracting away the essential complexity of distributed computing. This is also
called a Cluster Operating System [5]. It manages many Ops Components on a cluster,
performs standard procedures like deployment, scaling, or rollback, and provides drivers
for cluster resources such as processors, storage, network or memory. A cluster scheduler
distributes Ops Components on suitable nodes, optimising utilisation; a cluster orchestra-
tor is in charge of keeping all Ops Components up and running. Sect. 63.2.3 contains more
details.

Cluster resources are treated as cattle rather than pets, a metaphor invented by Bill
Baker (Microsoft): pets have got individual names and are pampered till death, cattle is
identified by numbers, made use of and killed when time is up. Cluster operating sys-
tem can also be useful for mode 1 applications which benefit from automated operations,
improved utilisation and availability.

63.2 Applied Cloud Native Computing

In this section we outline how cloud native computing can be applied: what design princi-
ples count and how Ops Components can be derived from Dev Components. We then
describe the anatomy of the cloud native stack, containing the ops component infras-
tructure on top of a cluster operating system, and finally report on available open source
technology.

63.2.1 Design Principles

When designing cloud native applications on a cloud native stack the following design
principles apply:

Design for Performance Be performant in terms of responsiveness (provide feedback as
fast as possible), concurrency (parallelize tasks as much as possible) and efficiency (con-
sume as little resources as possible).

Design for Automation Automate stereotyped tasks. All processes are cast into code:
building, testing, shipping, deployment, running and monitoring.
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Design for Resiliency Tolerate failures by compensating errors and healing root causes.

Design for Elasticity Scale dynamically and fast. Detect automatically the need to scale,
see to adding or removing instances within seconds and without tampering components
running in parallel.

Design for Delivery Focus on short round trip times from coding to production, automate
the delivery process and have components loosely coupled.

Design for Diagnosibility Provide a cluster-wide way to collect, store and analyse the
plethora of diagnosis data such as metrics, logs and traces. Focus on lowering the MTTR
(Mean Time to Repair).

These principles apply for any cloud application because the intended non-functional
properties are exactly what cloud computing is about: if performance or elasticity is no
issue, why bother building a cloud application? Depending on the requirements, other
principles may enter the stage, such as design for security. Anyway, with these design
principles in mind we are prepared to discuss how cloud native applications can be de-
signed.

63.2.2 From Dev Components to Ops Components

Software components or Dev Components are units of software design and development.
It is well known how to design and implement them using methods like domain-driven
design [6] or component-based software development. They are often represented as sep-
arate build projects with well-defined dependencies. Dev Components remain what they
have always been, unaffected by whatever new technology. They are rocks on which we
stand. The question is how to cut well-known Dev Components into as yet largely unex-
plored Ops Components.

Fig. 63.2 shows different levels of either type (Dev and Ops), which makes us ask
at which level Ops Components are to be carved out. The monolith approach crams the
whole system into one big Ops Component, whereas transforming each and every appli-
cation service into a single Ops Component leads to as many nanoservices. Microservices
represent a compromise, with application services suitably grouped into Ops Components.
Rigid rules such as “microservices must not exceed 1000 lines of code” (or not fall be-
low, for that matter) are not helpful. Instead we present some arguments for small-grained
Ops Components, followed by others in favour of large-grained ones. Please note that we
are discussing Ops Components as opposed to Dev Components, which are, as we have
shown, largely invariant as Ops Components are fused or split.
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Fig. 63.2 Levels for cutting
out Ops Components

Why should Ops Components be small?

Scaling Small Ops Components scale easily by multiplication. This saves resources.

High availability As a rule of thumb with obvious limitations one can say that small
components do less harm when crashing than large ones. Small components is a useful
prerequisite for resilience and high availability. If one ops component crashes only this
one gets unavailable but the system has a chance to survive.

Dependency management With ops-components reflecting more or less 1:1 the Dev Com-
ponents dependencies can be managed better. Dependencies are explicit because cross-
component dependencies are always remote. No accidental in-code dependency can occur
and dependencies and interfaces are always explicit. A further benefit is that component
interfaces are more in focus as they’re remote interfaces and have to be exposed and de-
scribed explicitly.

Testability Each Ops Component can be run and tested in isolation, surrounded by mocks
or in partial or full integration. Start-up times and round trips are reduced, leading to
higher productivity.

Parallel development Each ops-component can be assigned to a single team. Teams can
work in parallel, following different release cycles. Suitable interfaces decouple Ops Com-
ponents as well as teams. Teams would agree on interface definitions, provide mocks early
and manage interface changes or incompatibilities, thus minimising mutual dependencies.

Independent deployment Each team is free to release and deploy their Ops Components
whenever they feel like as long as all deliverables are thoroughly tested and all interface
contracts fulfilled, thus reducing time to market.

And why should Ops Components be large?
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Reduced complexity Few Ops Components are easier to handle than tens, hundreds or
thousands of them.

No distribution debt Every software distribution creates a distribution debt: cross-compo-
nent calls are more complex and have a higher latency than local ones; cross-component
refactoring gets more complicated. A monolith has no distribution debt.

Improved diagnosability Failures within a monolith are confined to the context of that
single process. So it is easy to analyse the logs, metrics and traces and correlate them to
user actions. In a heavily distributed system it is a challenge to correlate all logs, metrics
and traces across all nodes involved.

Improved scalability Scaling a monolith is easy: just clone it. But with many Ops Compo-
nents working in parallel it’s hard to figure out what component to scale when performance
deteriorates. This is particularly true in the frequent case of non-linear distributed execu-
tion traces.

Easy integration Integration of monoliths is well-understood: a continuous integration
system takes all the code, compiles it, tests it and thereby figures out how well-integrated
the current code baseline is.

Reduced resource consumption Each Ops Component produces overhead: memory re-
quired for a virtual machine (like the JVM), disk space required for libraries. A monolith
produces overhead exactly once per instance. Systems with lots of different Ops Compo-
nents induce overhead for each and every instance.

And now? It depends.
The following opinionated approach is proven in practice: Start with a monolith and

leave it at that if it is good enough. Decompose it whenever the demand arises [4]. This
is called theMonolith First approach. If a monolithic Ops Component doesn’t work satis-
factorily, examine every Dev Component and decide if it is worth deriving a separate Ops
Component or if it can be clustered into a single one, forming a unit of runtime, scaling,
release and deployment. Ops Component should not be larger than a team of three up
to five engineers can handle. Do not cut down to the nanoservice level unless you know
exactly what you are doing. At nanoservices level, each Dev Component is divided into
several Ops Components, thus dissolving its logical boundaries.

To summarise we would like to stress that all desirable software properties discussed
above are achieved at two levels:

1. A good software architecture is paramount, regardless of how Ops Components are
cut.
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2. Suitably designed Ops Components at the level of subsystems or components make
sure that the potential of a given architecture is fully exploited.

How to Handle State?
The cloud community regretfully mostly ignores the issue of state handling across Ops
Components. State handling is paramount for performance and robustness. Within a dis-
tributed system handling shared states between different Ops Components or even differ-
ent instances of the same Ops Component is hard. As partition tolerance is a must-have
for distributed applications you can only decide between consistency and availability (with
eventual consistency) according to the CAP theorem [7]. You can use state synchroniza-
tion mechanisms based on gossip protocols if you want availability or based on consensus
protocols if consistency is required.

How to Handle Transactions?
Conventional distributed transaction handling mechanisms like two phase commit are
not partition tolerant and thus unsuitable for clusters. Distributed technical transactions
are nowadays considered bad architecture style anyway. The best practice for distributed
transactions has been the same for long, regardless of mode 1 or 2: Have technical trans-
actions confined to single components and provide business-specific undo workflows as
distributed rollbacks.

How to Communicate with Other Components?
Ops Components communicate over remote interfaces. Asynchronous communication is
the preferred way as it improves responsiveness. For synchronous communication the
REST protocol prevails; more efficient binary protocols like gRPC are available. Asyn-
chronous communication works on REST as well as on gRPC. Synchronous calls may be
performed asynchronously on the client side. Messaging protocols like AMQP, JMS or
Kafka are asynchronous by concept, thus suitable for async-only communication.

How to Provide a User Interface?
There are multiple ways how to tackle user interfaces of cloud native applications:

1. A standalone user interface is provided by each Ops Component; all of them are linked
together with hyperlinks. This is the so-called self-contained system approach.

2. A standalone user interface is provided by a particular UI Ops Component.
3. A user interface frame is provided by a UI Ops Component which integrates partial

UIs from other Ops Components.

The suitable approach depends on how modular the UI should be. If it is completely
modular (1) or (3) should be chosen. If the UI is rather integrative then (2) might be the
best option.
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63.2.3 The Anatomy of a Cloud Native Stack

The Ops Components need a stack to run upon. This stack is called the cloud native stack.
Its anatomy converges to what is show in (Fig. 63.3), with many new technologies contin-
uously emerging. As described in Sect. 63.1.3, there is basically a cluster operating system
(COS) to execute applications on a cluster and a platform atop of the COS providing all
required infrastructure for cloud native applications (Cloud Native Application Platform).

TheCluster Resource Manager represents the bottom of the COS. It provides a uniform
interface for allocating and releasing cluster resources (computing, networking, storage,
memory). To unify resources regardless of their provenience (IaaS cloud, virtualized ore
bare metal resources) the cluster resource manager uses overlay techniques like operating
system virtualization for computing resources, software-defined networks for networking,
distributed file systems for storage and in-memory data grids for memory. The analogy
of a cluster resource manager on a single node is the driver subsystem of an operating
system.

The Cluster Scheduler’s task is to execute Ops Components packaged in a container.
The Cluster Scheduler uses the cluster resource manager to acquire and allocate resources,
applies a scheduling algorithm to determine where and when to execute containers and
finally monitors the container execution throughout the container lifespan. Scheduling is
a multi-objective optimization e. g. aiming at high utilization, high throughput, short make

Fig. 63.3 The Anatomy of a Cloud Native Stack
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span and fairness [5, 8, 9]. The analogy of a cluster scheduler on a single node operating
system is the process scheduler.

The Cluster Orchestrator runs an application on a cluster. It uses the cluster scheduler
to execute and monitor all application containers (Ops Components) and automates a lot
of standard operations procedures such as application deployment, rollback, scaling and
configuration changes (DevOps Interface). Complex deployment scenarios like canary re-
leases and green-blue deployments are usually supported as well. The cluster orchestrator
also detects and handles failures by performing rollbacks or by re-scheduling to other re-
sources. The analogy of a cluster orchestrator on a single node operating system is the
init-daemon. Examples for a COS are Kubernetes, DC/OS, and Docker Datacenter.

The Cloud Native Application Platform provides several infrastructure components for
implementing cloud native applications on top. Its features include:

TheMicroservice Chassis (syn. Microservice Fabric, Microservice Container) is a con-
tainer for microservices or Ops Components in general which handles the microservice
lifecycle and exposes its interfaces. Examples are Spring Boot and JEE micro containers
like Wildfly Swarm or KumuluzEE.

The Service Client calls other Ops Components. It performs service lookups, client-
side load balancing and failure handling using the circuit breaker pattern. An example is
Netflix Feign with Ribbon and Hystrix.

The Service Discovery is used by Ops Components to register their own services and
lookup others. It may also perform service health checks. Examples are Consul or Eureka
as well as a DNS provided by the COS like Mesos-DNS.

The API Gateway (syn. Edge Server) exposes services to the outer world (Edge Inter-
face). The API gateway uses the service discovery to lookup the appropriate services. It
performs actions like authentication and authorization, load shedding, load balancing, rate
limiting and request validation. Examples are Traefik, Zuul, marathon-lb, or Kubernetes
Ingress.

The diagnosibility & Monitoring Service provides for cluster-wide collecting, storing
and analysing metrics, logs and traces. Examples are Prometheus, ZipKin, and the ELK
stack.

The Configuration & Coordination Service stores consistently cluster-wide configura-
tion states and coordinates services such as locks, messages and leader election. It uses
consensus protocols such as Raft or Paxos. Examples are Zookeeper, etcd, or Consul.

63.3 Summary

The cloud native stack allows everyone to build applications that hyperscale, are antifrag-
ile and allow continuous feature delivery. It abstracts away the complexity of a cluster by
making it look like one single, huge machine. Applications are operated as one or many
Ops Components. Ops Components transfer the idea of component-based software into
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the realm of operations and are stand-alone units of testing, releasing, deploying, scaling
and transporting software.

Building applications like Google does is not only about technology – organizational
and methodological changes are required as well. The benefits are clear: improved scal-
ability in terms of traffic, data and features. The risks arise from barriers to change within
an organization, less than mature technology, additional complexity and the lack of wide-
spread know-how. But all of them can be mitigated by starting small: if you don’t know
what you are doing, don’t do it on a large scale.
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64The Forecast Is Cloud – Aspects of Cloud
Computing in the Broadcast Industry

Klaus Illgner-Fehns, Rainer Schäfer, Madeleine Keltsch, Peter Altendorf,
Gordana Polanec-Kutija, and Aylin Vogl

Abstract
Cloud computing is one of the latest trends in information technology enabling the
creation, organization and distribution of media content in a networked world. Media
assets and media processing are no longer handled on local infrastructure, but can be
outsourced and operated remotely and geographically distributed in public, private or
hybrid clouds. While cloud-based applications such as e-mail communication, storage
and streaming services are already established in everyday life, cloud computing is now
gaining increasing relevance in the broadcast and media industry despite its specific
requirements and challenges.

The article analyses aspects of cloud computing from different angels while paying
specific attention to media and broadcast; from an IT and infrastructure perspective,
from a user’s perspective comprising creative and technical media professionals, from
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the perspective of media distribution to end users, as well as from a legal perspective
with respect to security and privacy.

Based on that the authors come to the conclusion that major challenges for applying
cloud technologies in media productions are already being addressed, amongst them ac-
tivities by providers who react on legal requirements (especially for the European and
German market), or technical initiatives that enable low-latency and synchronous au-
dio and video transport across large IT networks. Major challenges remain the general
availability of high speed data networks all over the country, a certain risk of a vendor
lock-in as well as changes within company organizations and personal skills of em-
ployees. Users on the other hand are primarily interested in a service rather than the
underlying technology. So they are often already using clouds – knowingly or unknow-
ingly – for a long time, and are therefore expected to adopt such services quickly. For
on-demand distribution cloud computing can be regarded as established as it is already
used at a large scale.

In summary, cloud computing is expected to be ready for an evolutionary introduc-
tion, e. g. via “production islands” in traditional houses, for green-field deployments of
media plants in a larger scale, especially for certain production workflows, e. g. file-
based production. Nevertheless, technologies for more complex low-latency live pro-
cessing are also being developed and are expected to enter the market over the next
years.

64.1 Introduction

While cloud-based applications such as e-mail, file sharing and streaming services are
already established in everyday life, cloud solutions for the professional broadcast and
media production only slowly prevail. Perhaps this is more a matter of perception due
to the complexity and opacity of the term “cloud computing”, which – depending on
who you are talking to – can have very different meanings. This is the same for the term
“broadcast”, where the extent to which elements of the value chain are associated with
broadcasting varies from market to market. Important to note is that “broadcast produc-
tion” includes a very broad range of genres, from news to features, to fiction, sports, and
shows. Besides all technical and operational aspects cloud computing has a substantial
economic impact as it changes the business models and the market players.

64.2 Today’s Common Understanding of “Cloud” Is IT-Centric

64.2.1 Setting Cloud in a Structural Perspective

Today the cloud is omnipresent and the terms cloud or cloud computing are used for a mul-
titude of different developments and solutions. It seems to be “in vogue” to offer some
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kind of cloud service and everybody wants to have a piece of the cake. Among experts,
however, the definition from the National Institute of Standards and Technology (NIST)
of the United States of America has become the established standard (see Fig. 64.1). The
German Federal Office for Information Security (BSI) relies on the cloud computing def-
inition by NIST as well, which states:

Cloud computing is a model for enabling ubiquitous, convenient, on- demand network ac-
cess to a shared pool of configurable computing resources (e. g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal man-
agement effort or service provider interaction. This cloud model is composed of five essential
characteristics, three service models, and four deployment models [1].

According to NIST and BSI cloud computing is also defined by the following five
characteristics [2]:

(1) On-demand self-service – Automatic provision of resources/services by the user
(2) Broad network access – Availability of resources/services via the Internet/network
(3) Resource pooling – Provider resources are (virtually) pooled to serve multiple con-

sumers
(4) Rapid elasticity – Resources can be rapidly and elastically provisioned
(5) Measured services – Use of resources can be measured and monitored

Cloud computing, therefore, also includes a comprehensive control and management
authority (orchestration layer) to achieve the stated automatic scalability and resource
pooling. This, above all, is what distinguishes it from simple virtualization or even out-
sourcing solutions.

Cloud computing distinguishes three service models: Infrastructure (IaaS), Platform
(PaaS) and Software as a Service (SaaS) (see Fig. 64.2). While IaaS only comprises the

Fig. 64.1 Cloud computing model according to NIST
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IaaS

PaaS

SaaS

Fig. 64.2 Cloud service models

provision of IT resources such as compute power and storage space, PaaS provides a com-
plete development environment with the appropriate tools like frameworks and libraries.
Finally, SaaS provides even more abstraction as it comprises the provisioning of applica-
tions and services. The actual infrastructure remains hidden to the user. A typical example
of an IaaS is “Amazon Web Services” with its services “EC2” for compute power or “S3”
for storage space. For PaaS, “Heroku” is a well-known provider. However, today almost
everything is offered “as a service” SaaS from a vast number of providers. One well-
known SaaS provider is Google with its products “Gmail”, “Drive”, “Hangouts”, “Docs”,
etc. or Adobe’s “Creative Cloud”. There are the so-called full service providers that offer
services across all three layers such as e. g. Microsoft. With their Azure platform they of-
fer infrastructure, platform and software services depending on the client’s requirements.
In the Azure-Cloud an extensive set of services for professional media processing is being
offered already.

Along with the differentiation by services, cloud computing can also be distinguished
by deployment. Four models have been established:

(1) Public: In a Public Cloud the environment/infrastructure is hosted and managed by an
external service provider.

(2) Private: In a Private Cloud the environment/infrastructure is managed and hosted
within the organization.

(3) Community: In a Community Cloud the (private) infrastructure is shared exclusively
within a specific group of consumers or organizations.
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(4) Hybrid: In a Hybrid Cloud the infrastructure is a mixture of both private and public
cloud – for example, the use of a public cloud as a failover for load peaks.

Cloud computing poses new challenges to IT but also promises great opportunities.
Those vary from industry to industry. From a media and broadcasting perspective the
attractiveness of cloud computing is certainly the elasticity/scalability of computing re-
sources. Media production can be extremely demanding, which requires to build very
powerful processing resources, where the full utilization over time is difficult to achieve.
Cloud bursting, for example, offsets load peaks by dynamically adjusting the cloud ser-
vice to the (IT) requirements by requesting additional cloud services when the demand
for computing capacity exceeds the booked capacities. This is in particular interesting in
a hybrid cloud approach, where the broadcaster operates its own IT for basic services and
adds extra resources dynamically on demand and only pays for them when they are used.

From a management perspective on-demand self-services simplify workflows, while
still an overall orchestration layer allows control. However, media production and distri-
bution is very sensitive to data security. While Netflix moved its media processing into
the Amazon Cloud (“public cloud”), other media companies are much more reluctant and
prefer private or hybrid cloud solutions.

64.2.2 Getting Services into Cloud

When a cloud should be used, the question is: How to get applications into the cloud?
When porting amedia application into a cloud a couple of aspects turned out to be relevant:

� The operational requirements for the application. Elements belonging here are for ex-
ample
– Scalability and reliability
– Multi user operations
– Data security (very important for media). Content must not be visible/accessible for

any other application or even other instances of the same application. Any transfer
or storage of media content must be protected.

– Processing and response times
– Network connectivity for upload and download (Media files, in particular in produc-

tion can be very large, from several gigabytes to terabytes)
– Cost models of the target platform
– Business model for offering the application, if the application is to be offered to

others as well
� Software architecture to achieve the operational requirements

– General approach: IaaS or PaaS or SaaS
– Identification of cloud-specific adaptations, e. g. need to use specific services/APIs

of the chosen cloud-platform (e. g. databases).
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– Which functionality exists already on the cloud platform either as intrinsic service
or by third parties and could be used?

– Which software technologies are supported?
– Performance of virtual machines and supported frameworks with the VM
– Concepts for authentication, authorization and accounting
– Support for user interfaces/WEB UI

It is important to note that the answer to all these considerations can substantially vary
from cloud platform to cloud platform. For instance, the database concepts supported
vary, which may require to update the application concept. For big data acquisition and
processing the cloud platform may come with different services, e. g. for handling the
massive IO-traffic and storing the data, impacting the overall application design.

Moving services into a cloud requires quite some conceptual effort. Besides technical
considerations business considerations are important. Placing an application in the cloud
incurs permanent operational cost, which vary depending on the application design. Fur-
thermore, depending on the concept (X)aaS, additional operational effort, e. g. to configure
the runtime environment, is required.

Hence, the barrier to move an application or even a complete business from one
provider to another is high and costly. The question of cloud interoperability and migrat-
ing services between cloud providers remains open so far.

64.2.3 Operating Services and Business Considerations

Scalability is a key benefit of cloud computing. The own IT-Infrastructure needs not be de-
signed for peak usage, as the cloud provides the resources when needed. This changes the
business paradigm as resources are paid only if needed. From a financial perspective cloud
computing has substantial impact on investment planning and general accounting as costs
shift from capital expenditure (CAPEX) to operational expenditure (OPEX). Whether the
use of a cloud is really more cost-effective, depends on the individual business model of
the cloud provider (billing per GB, CPU, storage, download/upload volume, PUT/GET,
etc.) and the particular application.

Cloud Computing not only changes business models but also enables very flexible
business models. The various parameters like computation resources, storage, network
bandwidth, execution time, execution location, and many more build an N-dimensional
optimization space. Currently, in the media space there is a focus to charge besides for
computational resources for download volume. Optimal utilization of the IT-resources
of the cloud infrastructure is certainly key. Today Internet companies dominate the field
(Google, Amazon, Microsoft). Obviously the capability to scale at the one side and at the
same time the capability to optimize the resource utilization over time can be achieved
better the larger the cloud computing infrastructure is.
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Note, that so far the analysis predominantly applies for a public cloud as in case of
a private cloud the infrastructure is operated company internal which requires CAPEX
and most likely does not provide the same level of scalability as a large public cloud.
From a media perspective the operational benefit of a private cloud is in particular the
ability to protect data and maintain confidentiality. Whether an in-house solution is at
the end more secure in operational practice, has to be critically examined. Some media
professionals prefer to rely on a big public cloud with the argument, that the cloud provider
has a very high business interest to optimally protect the data of its clients which he can
do economically more efficient than in a small private cloud.

Cloud platforms offer another interesting business perspective. Cloud computing sim-
plifies also deployment and sales of third party applications. It is not only the global
availability and easy access as with any other Internet service, but depending on the cloud
platform the application can quite easily be connected to other cloud services and applica-
tions. When it comes to media production, or likewise in on-demand media distribution,
a broad range of functionality is needed which typically maps to a set of cloud applica-
tions. An orchestration unit connects the applications to establish the workflow needed.
The arrangement depends obviously on the applications available on the cloud platform.

In the media domain exist lots of small companies providing services and also pro-
ducing content. The investment budget available is typically small, or even too small to
purchase expensive tools and IT-equipment. Cloud computing has the potential to enable
small, creative companies to efficiently produce content and provide services around me-
dia production.

Finally, it is advisable to precisely examine the contractual details before using a cloud
service. The use of a public cloud service always entails a certain dependency on the cloud
(service) provider by relinquishing control over one’s own data and applications to an ex-
ternal authority. For this reason, the appropriate service level agreements (SLAs) are to be
precisely defined beforehand, e. g. agreements on data protection and service availability
or the liability in case of non-compliance. An availability of 99.9% still means a possible
downtime of several hours per year. For a critical broadcast service this probably consti-
tutes an intolerable amount of (down-)time. Before stepping into the cloud, it is essential
to know the workflows, applications and services and their requirements to determine
what availability (99.9. . .%) is tolerable at any given time and how much data has to be
transferred and processed.

64.2.4 Challenges for Media

Cloud computing poses several challenges on media production and distribution.
Files in media production can be large, very large (> 1TByte). For fluent operation

an excellent network connectivity both in terms of capacity and reliability is key. If the
connection is malfunctioning or completely down, the cloud service is directly affected.
In the worst case you cannot use it at all. In media this can be mission critical.
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Reliability is generally a key factor in media and in particular for broadcasting. It must
not happen that broadcast services are down because cloud services are not available.
Broadcasters in particular used to have elaborate redundancy concepts to ensure service
continuation even in harsh situations. While at least global cloud services certainly are
able to offer comparable reliability levels, it needs to be seen which cost advantage can be
realized. There is the example of a radio station some years ago operating its service out
of a cloud and being down for several hours.

Media companies have a substantial concern in terms of data security, not only for
media assets but also to protect information sources. Especially there is high sensitivity
in terms of privacy. This is still the main reason for companies hesitating to move to the
cloud. Either one relies on the security concept of the cloud provider or in case of a private
could has to take care of all necessary elements like identity management, access control,
monitoring, emergency management, maintenance/patch management as well as privacy
and legal concerns.

Overall, cloud computing offers operational flexibility and potential cost savings, but
also poses specific challenges for media production and distribution, including broadcast-
ing. In order to leverage these benefits, a careful analysis of the field of application and
operational implications is required.

64.3 The Cloud from aUser Perspective

64.3.1 Media Production

Media production in general – and especially news production – is mainly driven by the
needs of journalists who have a strong demand to “work from everywhere”, to “work
with whatever helps to complete the story” from own tablets and personal devices, to
“investigate everywhere and everything”, including data journalism that applies big data
techniques to data available in the cloud, and to “stay connected and to collaborate every-
where”. The research project “Broadcasting 2025” [3] investigating the needs for cross
media production revealed that journalists consider the unavailability of countrywide
broadband access and the restrictions to use personal devices as the major pitfalls of
flexible and effective media acquisition and production, whereas they are increasingly
less concerned about the production tools itself and their technical features.

Nevertheless, whole workflows have to be considered in order to guarantee a quick
throughput in media production and especially in news. The technical staff thus has to
have an intrinsic interest to satisfy the flexible needs of the journalist users, whilst main-
taining fast overall workflows and adequate monitoring of the overall technical structure.
As a consequence, the traditionally monolithic broadcast infrastructure is more and more
split up into functional elements – often implemented as service oriented architecture
(SOA) or as a series of so-called “microservices” – that can quickly be orchestrated for
changing needs in varying workflows. Such an approach also fosters splitting of broadcast
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systems into application layers and underlying infrastructure which in turn maps quite well
onto cloud architectures. Single services can even be called from another cloud in a hybrid
architecture and can be booked on demand. In consequence, such a modular cloud based
approach supports [4]

(1) fast adaptation to new production challenges,
(2) quick changes of workflows,
(3) increased flexibility for changing and short time demands.

Since clouds “per se” are pure IT solutions, they seem to be limited to application areas
that do not require a special A/V infrastructure like SDI cables or crossbars at first glance.
For file-based production, these special functions, except for a small part of the ingest and
playout, have already become unnecessary. Solutions are also in sight for the professional
live production requiring very low latencies over IT networks: in the form of the IP-based
SMPTE 2022 standards and (still) proprietary solutions building on it [5], as layer II-based
solutions via AVB [6], although these solutions place higher demands on the network and
therefore seem less appropriate for the use in public clouds for now, or AES67 for audio
signals. The IP-based acquisition via mobile radio networks and satellite is already estab-
lished, however with noticeable but moderate latencies. Certainly with the introduction
of these systems there will be challenges to master, but it is already apparent today that
live productions can do without special cables and infrastructures in the medium term. So
another obstacle could be overcome on the path towards moving the signal transmission
and processing into a purely IT-based infrastructure and thus principally into clouds, as
well.

Of course, different genres of media have different requirements in production and thus
show a different likelihood to be processed in clouds:

(1) News require extremely fast operations for cross-media, are sometimes live but mainly
rely on “near live” file based production workflows. Editing may be decentralized, but
should have access to a common content management system. Cloud solutions are
already in use e. g. for planning, material acquisition, and editing.

(2) Fictional and feature productions have less strict requirements in quick end-to-end
processing and rapid planning decisions, but require much more elaborated post-pro-
cessing tools and completely make use of file based workflows. Remote access during
editing helps to speed up editorial decisions and approvals and thus to save money.
Movie productions are heavily relying on cloud infrastructures.

(3) Live productions (e. g. sports and some shows) are still a major challenge for pure
cloud architectures due to the extremely hard requirements with respect to low laten-
cies, A/V synchronism, and the fact that IT networks do not provide a simple means
for carrying synchronized low latency audio/video. It is unclear to what extent existing
cloud infrastructures already do or will fulfil any new requirements from the standards
that are being developed.
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Nevertheless, there is already a variety of web-based and also cloud based tools avail-
able in professional media production. Web-based applications have been increasingly
observed in various areas over the past few years. Starting with rather classic client-server
concepts such as web frontends for a client-independent access to central production sys-
tems and dedicated clients for mobile access “from the outside”, they now range from
hybrid approaches to completely cloud-based solutions, e. g. externally hosted systems
for entire live productions, from contribution to distribution via streaming on the Internet.

Vendors of established broadcast production systems mainly focus on expanded client-
server concepts to make their products accessible via the Internet e. g. to ENG (Elec-
tronic news gathering) crews or regional and foreign studios in distant locations. The
Annova Systems GmbH, for example, offers the modules “AnyPlace” and “MobileApp”
to allow access to its well-established newsroom system “Open Media”, which is running
on internal servers at various broadcasters. Similarly, “Media Composer Cloud” expands
Avid’s “Interplay” production environment with collaborative workflows that enable the
exchange and processing of essences and projects via the Internet – also with lower band-
widths thanks to proxy videos. And by modern streaming technologies, “QTube Edit” by
Snell Advanced Media (SAM) and Adobe’s “Anywhere” even allow for frame-accurate
editing of video projects with a full and familiar range of editing tools on a central server
without the need to download AV essences [7].

In contrast to these solutions that are partly promoted with the marketing buzzword
“cloud” but do not always represent “real” cloud applications (at most, they can be assigned
to the private cloud category), several sometimes new vendors offer “real” cloud services
for media production. These services either cover fundamental functions of the media pro-
duction, such as encoding, transcoding or quality control, or provide more comprehensive
cloud-based solutions that are built on top of such fundamental functional services.

Examples of the former are “QCloud” by Tektronix, “Vidcheck OnDemand” by Vid-
check and the “MXF Analyser Cloud Service” by IRT for quality control, or “Zencoder”
by Brightcove and “Vantage Cloud” by Telestream for transcoding services. Cloud ser-
vices for transcoding and quality control sometimes completely rely on cloud-based work-
flows (e. g. QCloud processes media content in Amazon “EC2” instances and stores it in
the Amazon cloud (“S3”)) but can also be realized as a hybrid scenario. These services
are typically integrated by an API and use a pay-per-use billing model.

An example for solutions built on top of fundamental cloud services is “Pageflow”,
a production and publication platform for multimedia content developed in collabora-
tion with German public-service broadcaster Westdeutscher Rundfunk (WDR). It also
uses Amazon’s “S3” cloud storage to store its media content (audio, video, pictures).
From there the content is transferred to Brightcove’s “Zencoder” cloud service where it
is transcoded for various end devices (e. g. different formats, codecs, resolutions). “Page-
flow” can be used as an entirely cloud-hosted service at various tariffs or – thanks to its
open source code – can be installed on your own servers for a hybrid cloud scenario. An-
other example of such solutions is Cube-Tec’s “MXF Legalizer” a tool that – in addition
to quality control – repairs files in the cloud that are detected as damaged.
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Established manufacturers like Imagine Communications are also moving to the cloud.
They offer products that are purely cloud-based like CloudXtream, an end-to-end solution
for media content distribution and monetization which comprises (even) live video, video
on demand (VOD), cloud DVR (cDVR), dynamic ad insertion (DAI), packaging, encod-
ing, transcoding, storage management, and cloud orchestration. Services that already exist
as a product/appliance and are now offered as a cloud service like Versio, a channel play-
out, or SelenioFlex for live encoding. All tools are offered as services on the Microsoft
Azure cloud.

Two other providers of SaaS solutions for the media industry that rely on “AmazonWeb
Services” as the underlying cloud platform are Reelway with their product of the same
name and Sony with the product “Ci”. Both solutions offer CMS (Content Management
System) or MAM functionality (Media Asset Management) for media content stored in the
cloud. “Reelway” offers various MAM functions such as cataloguing and the organization
of and search for media assets. In addition, it offers a rough cut editor, the possibility to
export editing decision lists (EDLs) and other features. Sony’s “Ci” on the other hand
provides a number of functions for collaborative work in the acquisition domain along
with the storage and organization of the clips. By the means specially developed camera
adapters, proxies can be directly uploaded into the cloud from the filming location via
wireless networks and then can be annotated, exchanged and edited (rough cut) with the
help of the Ci applications.

“ioGates” regards itself as a MAM addition that aims to simplify complicated con-
version and ftp-based transfers by storing and processing the media content in the cloud.
The focus lies on workflows in the TV service productions segment where it is necessary
to coordinate or optimize processes across several service providers. The BMBF-funded
project “dwerft – linked film and tv services”, of which IRT is a partner, is doing research
in this field. One of the project’s goals is the development of an extensible knowledge rep-
resentation (ontology) that shall improve the lossless exchange of information (metadata)
between different media production applications and services.

“Make.TV” [8] is a live video cloud solution that provides users with a cloud-based
live video production toolset. With this set of tools, consisting of “Acquire”, “Selector”,
“Manager” and “Playout”, the user works in a shared environment to acquire, manage and
distribute (near) live or recorded videos on the Internet, fully realized in the public cloud
(see Fig. 64.3). For acquisition, different acquisition devices (smart phones and tablets
using the “Streamtag App”, PCs, but also professional cameras with downstream and ex-
ternal encoders) can be used to stream signals into the live video cloud. Inside the live
video cloud, these signals can be acquired, monitored, and routed by the “Aquire” tool.
For organizing, selecting, monitoring, and routing of live video feeds, “Selector” provides
the user with a video router inside the cloud. Management tasks like browse, filter, trim,
and download of video feeds or the function to receive alerts or transfer video feeds to
MAM/PAM systems and ingest recorded video feeds are provided by the “Manager” tool.
For distribution, the “Playout” tool provides the user with a playout inside the cloud to
schedule 24/7 live streams and distribute content simultaneously on multiple platforms,
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e. g. live via the internet to the end customer, transferred to your own production infras-
tructure or directly to a CDN. Simultaneously, input signals or the final production can be
archived in a simple CMS in the cloud. The different tools are controlled via a browser-
based application on a tablet or PC using the proxy streams transcoded live in the cloud. In
addition, signal paths for the communication via intercom or a chat between the produc-
tion participants and red light signals (tally) are available. Of course, the produced signal
can also be fed into existing production systems via a decoder gateway. Therefore, the
critical signal paths for maximum quality of the final product are the source signals to the
mixer in the cloud and, of course, the distribution to the signal destination. Note, however,
that “live” is not equivalent to “low latency”.

Other examples of providers with a similar concept are companies like VJU iTV De-
velopment GmbH with their product Streemfire, Media IT Profy with his product Broad-
cast.me or SintecMedia with his product CloudOnAir.

Last but not least, with the “Media Services” or “Media Tools”, Microsoft, Amazon
and Google provide a range of different cloud services via their marketplaces that can be
useful for broadcasters. While these are mainly SaaS offerings in the case of Google (e. g.
research and verification with “Google Search”, visualizations with “Google Maps” and
“Google Earth”, publication with “Google+” and live streaming with “YouTube” etc.),
Microsoft with its cloud-platform “Azure” offers services for editing and preparation of
content (live ingest, live encoding, upload, encoding, conversion, live streaming etc.).
Azure also allows you to develop your own cloud-based applications according to the
broadcasters’ requirements – even across several layers, for example as a hybrid solution.
Such platforms can support broadcasters and media companies in creating custom SaaS
applications according to their needs.

Furthermore, SaaS services for file synchronization and sharing that are not especially
targeting the media industry are becoming increasingly popular also in media produc-
tion. Thanks to “Dropbox” and others these services have conquered the market in a very
short time and have become part and parcel of everyday life and also gained tremendous
importance for broadcasting. Especially for journalists and editors who travel a lot and
need access to their data anytime and anywhere, such a service enormously facilitates
work. Data can be synchronized between different devices, shared with others, and it en-
ables collaborative work on documents etc. However, recent data-related scandals (cf. the
iCloud hack in 2014) increase doubt about the security and reliability of such a solution
since the data is usually kept on the (cloud) provider’s servers and thus elude direct con-
trol by the user. These and other questions about security and data protection still seem to
be unclear and therefore require special attention, especially when it comes to the usage
in broadcasting and journalism. At the same time companies like Uniscon invent systems
particularly providing a very high security of the data stored in the cloud.

Products available on the market today already demonstrate that sections of the pro-
fessional media production can be implemented through Internet- or cloud-based applica-
tions. This is especially the case for applications/services that do not have special hardware
requirements and require no or only minimal installation of special software adjusted to
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clients. The handling of the tools is also usually designed in a way that the applications
can be used without extensive training. Often, however, compromises (still) have to be
made, especially with regard to quality and stability. In the short to medium term, cloud
services – especially if used via public networks – do not yet represent a full replacement
of current production infrastructures and at best serve as a supplement in appropriate use
cases. On the other hand, many of today’s solutions demonstrate that in the long term more
of these tools will be used in the production since they, above all, meet the creative needs
and are thus increasingly requested by the editorial departments.

Business and integration models are still to be confirmed. Many solutions are offered as
a complete cloud solution with no or rather simple programming interfaces, e. g. for upload
and download. They can be used quite easily as an extension to an existing broadcast-
ing infrastructure. Connecting single modular media services from e. g. Azure, Amazon
AWS, or Google and orchestrating them for an effective production workflow is, however,
a much more complex integration task that requires in depth knowledge and a clear vision
how the final infrastructure of a media house should look like, including any metadata.
Cloud based services typically charge for CPU usage, CPU up-time, and the amount of
data download rather than data upload. It is obvious that costs in a self-orchestrated infras-
tructure are more complex to predict. Moreover, the cost modell for cloud services drives
the design of applications and workflows. Thus, may be today’s charging models undergo
substantial changes in the future.

64.3.2 Media Distribution

Cloud services have already been very successfully deployed in the field of media dis-
tribution. In fact, some cloud providers started to build up infrastructures for their own
business in media distribution and only later decided to offer parts of that infrastructure to
the public for more general use. At first, those services focused on the transport of data,
but in the meantime such services can consist of several cloud-based services. The range
extends from processing of video and audio (encoding and/or transcoding) to data stor-
age and distribution via different streaming technologies all the way to monitoring and
troubleshooting. So called content delivery networks (CDN) were created to deliver data
reliably, safely and fast to the end user. By optimized transport algorithms (consisting of
server management, routing, caching) the different kinds of data (video/audio, email, web
pages etc.) are routed through several networks to the end user.

Today, CDN services are essential for many content providers (e. g. VoD providers
but also providers of linear programs) to handle the huge amount of requests from their
users. YouTube for example has more than a billion users worldwide. That corresponds
to almost one-third of all Internet users. Every day YouTube clips with a total duration
of several hundred million hours are played and billions of views are generated [9]. In
Germany major sports events like soccer championships or the Olympic games regularly
result in peak loads which the German public broadcasters have to handle. And the trend
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points still upwards, comparing the European soccer championship 2016 with the World
soccer championship in 2014, twice as much traffic was streamed.

In the field of video streaming, cloud encoding and transcoding has increasingly be-
come popular. Apart from professional hardware encoders more and more cloud encoding
services are used. Whereas hardware based encoders need to be purchased, maintained
and placed somewhere, the corresponding cloud-service are easily accessible anywhere
and anytime and offer a pay-per use billing model. The better scalability of a process
chain and the close link to CDNs are very positive effects, as well.

Today content providers have to make their content available in many different formats
due to the constantly changing and versatile end user devices as well as the varying access
to the content (e. g. smart TV, smart phone, laptop). Therefore, the streams have to be
provided in various formats. VoD (Video On Demand) or live streams via e. g. HDS, HLS,
MPEG-DASH, HbbTV in SD, HD or even UHD are just a few requirements the providers
have to meet to remain competitive. The need for more scalability and large data volumes
causes more and more content providers to step into the cloud.

As more and more parts of the distribution workflow are shifted to the cloud it is essen-
tial for content providers to regain a certain degree of control over their streaming services;
not least to guarantee the best possible service for the end user (cf. QoS – Quality of Ser-
vice). Comprehensive monitoring from encoding to the end user is the only option to
identify errors or problems and to react as quickly as possible. Some high end products
are even a step ahead. They are able to respond nearly in real time and if necessary take
measures to prevent or improve the situation at the end user side.

Such business models are already pursued by several companies, with Conviva and
Akamai as the main players. However, they do not necessarily meet all the requirements of
e. g. the German public broadcasters. Therefore, IRT together with “Das Erste” developed
a QoS monitoring plugin (ARGOS) [10] which suits the broadcasters needs as well as data
protection regulations.

64.4 The Viewer and the Cloud

Of course the viewers and consumers have been using the cloud for a long time – con-
sciously, or probably unconsciously – in the form of social networks; services such as
“Dropbox”, “Google Drive”, “OneDrive”, “Amazon Cloud Drive”; Google, Apple and
Microsoft accounts for fixed or mobile devices; online video recorders and video stores or
vendor-specific accounts for smart TVs. Technically skilled users operate their own home
NAS servers or streaming servers and make them available “on the go”. There is a fun-
damental need to have “one’s own” photos, video clips or TV content available anywhere
and anytime. An increasing number of end devices include cloud-based software solutions
along with the hardware – from photo cameras to video editing to heating, lighting and
TV control via home automation in the cloud. “User-generated content” is distributed on
virtual channels via “YouTube” and is marketed in a highly profitable way. Video and au-
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dio consumption over CDNs has been widely established. In those cases, the main task of
the cloud is to accept and store data, to transcode to various representations and to deliver
data as a non-interrupted stream.

However, cloud offerings start to reach clearly beyond such scenarios, especially when
user or device identifications – or in general user data – become an integral part of
the service: The “Second Screen Framework” of IRT and T-Systems developed for the
ARD.Mediathek und “rbbtext” [11] establishes a virtual connection between smart TVs
and mobile devices as a 2nd screen irrespective of the manufacturer. The ADAMS project
[12] has developed cloud based mechanisms to continue media consumption across var-
ious devices while the user is moving through his home or within a city. CE manufac-
turers are starting to interconnect their media devices with household appliances in smart
homes – in fact, these household devices themselves are more and more becoming media
devices. Data exchange is usually handled through a public cloud operated by manufac-
turers, telecom companies and others.

There are various business models: sometimes cloud usage is free for the life-time of
the device which has been bought and which connects into the cloud and in some cases
the user has to pay a regular fee. Models where the costs become dependent on the usage
and amount of data are not yet common, but may emerge with services that require more
intense data exchange.

In all cases, the service integrity, data security and privacy is a significant risk. Data
transfers and logins to the cloud can be subject to hacking attacks. For many services,
the user even accepts that the cloud operator analyses the users’ data and his behavior as
a basis for further business, i. e. the user “pays with his data”. However, experience tells us
that viewers are willing to sacrifice personal data and take on risks in exchange for comfort
and convenience. It is precisely this convenience and comfort at a comparably low cost
coupled with interesting performance features that the consumer is already used to and
that professional (media) applications will be measured against in the future, because A/V
acquisition, storage, processing and distribution in high quality have long ceased being
a distinguishing feature of large media companies and can be principally acquired from
the cloud via a mouse click by everybody.

64.5 The Cloud from a Legal and Privacy Perspective

64.5.1 The Legal Background

(Public) cloud computing and protection of personal data are two subjects that have trig-
gered many discussions recently. Especially the Snowden revelations and the latest spec-
tacular court decisions stirred up the controversy (cf. United States of America vs. Mi-
crosoft Corporation). The issue behind is that cloud computing does not care about na-
tional borders. On the one hand the cloud logic implies that the location of data processing
is not guaranteed in advance. On the other hand, traditionally the jurisdiction is bound to
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the location were the data processing takes place. Thus, up to now it was common prac-
tice for globally operating cloud providers that the location of the corporate headquarters
determined the jurisdiction and not the location of the data center itself. This was par-
ticularly important with regard to subcontractor structures. The latest court ruling in the
so called “Microsoft Ireland” case between the Microsoft Cooperation and United States
of America started to change that practice. The case began in 2013 when a warrant was
issued by a New York court requesting Microsoft to hand over emails and private informa-
tion associated with a certain account hosted in a Microsoft data center in Dublin. After
Microsoft lost the first trial in 2014, on July 14, 2016 the U.S. Court of Appeals for the 2nd
Circuit ruled that Microsoft is not required to comply with the warrant. The ruling is seen
as a victory for the whole industry and as a landmark decision. During the trial Microsoft
got a lot of support from the industry (Amazon, Apple), the media (CNN, Washington
Post) and even from the Irish and European government. Now it remains to be seen what
impact and consequences this ruling will have on the jurisdiction and in practice regarding
global cloud computing services.

Despite the ruling in the Microsoft Ireland case and its possible consequences many
German companies prefer a cloud solution hosted and registered in Germany. Some cloud
services providers acknowledge the particular requirements for protecting personal data.
Microsoft for example responded to this demands with the “Microsoft Cloud Deutsch-
land”, as part of the Azure-Cloud. As its data centers are situated in Germany (Frankfurt
& Magdeburg), data will be stored and processed in Germany only according to German
law. The data centers are not managed by Microsoft itself, instead T-Systems acts as a data
trustee, monitors all access on the customer data and ensures its legality while Microsoft
has no access to the data or even the data centers. However, this impacts the achievable
scalability/elasticity of cloud services and will certainly have an impact on pricing.

Cloud providers headquartered in Germany are subject to the Federal Data Protec-
tion Act (Bundesdatenschutzgesetzt, BDSG) when processing personal data. The Data
Protection Act states that the cloud provider only performs contracted data processing.
Responsible for personal data and its protection is still the client/cloud user (§11 BDSG).
And he has the right and obligation to ensure that the cloud provider complies with the
German data protection rules. A certification of the data center according to e. g. ISO/IEC
27001 already covers a considerable part of the legal requirements.

An EU-wide regulation for data protection is the Data Protection Directive of the Eu-
ropean Union1. It describes the minimum standards for data protection that have to be
ensured in all EU member states. Personal data may be forwarded to third party states
from EU member states only if they have a data protection standard comparable with the
EU legislation. As the Data Protection Directive is in force since 1995 it is outdated today
and will be replaced by the General Data Protection Regulation (GDPR) (Regulation (EU)
2016/679) which was published on 4 May 2016 and shall apply from 25 May 2018. With

1 Officially called: Directive 95/46/EC on the protection of individuals with regard to the processing
of personal data and on the free movement of such data.
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the GDPR the Commission intends to strengthen and harmonize the data protection laws
for individuals across the European Union (EU). The primary objectives of the GDPR are
to give citizens more control over and easier access to their personal data and to unify
the regulation within the EU to facilitate international business. The regulation applies if
the data processor or the data subject is based in the EU but it also applies (unlike Di-
rective 95/46/EC) to an organization based outside the EU that processes personal data of
EU residents. That means that the future EU data protection laws will also apply to cloud
providers like Amazon and Google. Also the GDPR strengthens the so called “right to be
forgotten” which refers to the right to have one’s data deleted or not further disseminated
after a fixed period of time [13].

For international business and data transfers the Safe Harbor Privacy Principles were
the most important agreements. They were signed between the European Union and the
United States to enable the legal transatlantic movement to and storage of personal data in
the United States. US companies storing personal data of EU citizens would self-certify
that they adhere to 7 principles and therefore comply with the data protection require-
ments of the EU. However, Safe Harbor came under much criticism because it could be
bypassed by the US Patriot Act which allowed U.S. intelligence to gain access to the stored
data of U.S. companies (via court order). So on October 24, 2015 the Safe Harbor Privacy
Principles were overturned by the European Court of Justice. This resulted in new talks be-
tween the European Commission and the US authorities to develop “a renewed and sound
framework for transatlantic data flows” [14] – the birth of the EU-US Privacy Shield. The
Privacy Shield is a framework for the transatlantic exchange of personal data for commer-
cial purposes between the European Union and the United States. It aims to protect “the
fundamental rights of individuals where their data is transferred to the United States and
ensure legal certainty for businesses” [15]. This new arrangement imposes strong obli-
gations on U.S. companies to monitor and enforce the protection of personal data of EU
citizens. The Privacy Shield includes written commitments and assurance by the U.S. that
any access by public authorities to personal data transferred under the new arrangement
on national security grounds will be subject to clear conditions, limitations and oversight,
preventing generalized access [15].

Apart from the Safe Harbor Privacy Principles the USA PATRIOT Act has also been
suspended. The provisions expired on June 1, 2015 and since then have been replaced by
the USA FREEDOM Act (H.R. 2048, Pub.L. 114–23) which restored in a modified form
several provisions of the Patriot Act. Its supporters claim that the Freedom Act imposes
new limits on the bulk collection of telecommunication data on U.S. citizens by American
intelligence agencies like the National Security Agency (NSA). But critics argue that the
Freedom Act actually has produced only very marginal gains for privacy and that the mass
surveillance program continues (e. g. the collection of call records) just under slightly
changed circumstances.

When it comes to media law there are no regulations dealing with cloud computing
directly. But of course existing media laws also apply to the usage of cloud (services).
Copyright laws, personal rights, license agreements and film rights, which can come with
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strict requirements on security and access protection, must be observed in the cloud as
well.

64.5.2 Implications on Broadcasters andMedia Companies

The legal framework addresses personal data and data associated with the personality
of individuals. The consequences may not be always immediately obvious. For instance,
there is the notion that an IP-address used by an individual to communicate with a server
is regarded “personal data”. Also logging into a cloud service for maintenance and con-
figuration creates “personal data”.

The legal framework on personal data substantially affects the media domain as e. g.
all on-demand services and personalization include processing of personal data. For on-
demand services (e. g. VoD) cloud services are commonly used. Also (big) data analytics
relevant for personalization maps well to cloud services. With the usage varying signifi-
cantly over the day the load either for transcoding, data IO, data base access etc. varies
sharply over the day as well. Thus the scalability of the cloud is a huge advantage.

While in the former example personal data is stored and processed, personal data is
being created as well when using cloud services in the context of media production. Think
of a non-linear editing tool in the cloud. Each time the cutter uses the tool, this usage and
the information who is using it establishes personal data as well, which requires protection
according to the legal framework.

In media there is another source of “personal data”. The protection level of sensitive
information about investigative research or data that may require identity protection of
sources or informants must even be higher than for personal data. As a potential access of
cloud systems by government authorities or criminals cannot be ruled out, it is advisable
not to use in particular public cloud systems.

For media prior to using a public cloud (service) it needs to be evaluated and precisely
defined what personal data shall and is permitted to be stored there. Also a data classifica-
tion by required level of protection should be conducted. But note that the legal framework
for protecting personal data applies also to any in-house processing, e. g. in a private cloud.

The legal framework poses particular requirements on personal data. But the media file
itself requires a high level of protection as well. For media companies and broadcasters
theft or loss of their media assets is the main concern when thinking about cloud usage.
There have been some incidents recently that made headlines e. g. the iCloud hack in 2014
where celebrity photos were stolen. But as the hack of Sony pictures in 2014 shows you
can also suffer from a cyber-attack in your own data center. The cloud does not have to
be less secure than your own data center. In fact public clouds are highly secure. Most
of them meet various different international and industry-specific compliance standards
(like ISO 27001, HIPAA or SOC 1 and 2) and are audited by third-parties regularly. Most
company data centers cannot by far compete with that. So sometimes it is more a ques-
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tion of perceived security and trust. But it may be true that the risk of secret access by
governments or intelligence services to your data may be higher in the public cloud.

Generally, for media data that is moved into the cloud encryption and keeping encryp-
tion and key management in one’s own hands should be the key principal. This is probably
the only way to guarantee an end-to-end encryption and to safely store your data in the
cloud.

64.6 Conclusions

The cloud has already arrived in broadcast operations and among viewers – as a private
cloud in one’s own data center with virtualized servers, as a service of a central service
provider for several production sites in a secure corporate network, or indeed in the form
of services in a public cloud. Cloud is common for OTT linear and on-demand media
distribution. The functions range from IaaS to SaaS – with SaaS being especially rele-
vant in the private area, but also for complete solutions addressing the professional media
market. Deployments in media houses that build in IaaS or PaaS, or those who build on
single services and orchestrate these modules as part of an own (cloud based) integration
work, are much less frequent, since they require deep technical planning knowledge and
maintenance efforts by the media house itself.

Creative user focus on a comfortable availability of functionalities required for investi-
gation, search, media acquisition, finishing and distribution of media, regardless whether
this can be achieved by using clouds or by more traditional concepts. The comfort using
services on smartphones and so on sets the expectation bar also for professional usage.

Business models still need to prove their sustainability or even to be developed. How-
ever, the chance for quick deployments, a high degree of scalability and the potential of
a very high utilization of resources in public clouds of major vendors strengthen confi-
dence that clouds will have their established position in media houses. In particular for
(public) broadcasters the shift from CAPEX to OPEX is important to note.

The performance and wide availability of high bandwidth network connections to pub-
lic clouds will play a key role for acceptance. However, bandwidth demands also highly
depend on the genre of media production or the application, with decreasing requirements
from live production, file based “near live” (news) or offline feature production, down to
supporting functions like search and planning.

In principle, clouds bear a certain risk for security and privacy, but some cloud vendors
have already reacted on new European legislation initiatives and offer solutions fitting spe-
cific national legislation requirements. Moreover, the level of security reached in a cloud
has always to be compared with the level of security that can in practice be achieved in
private solutions.

Clouds, however, do not necessarily replace traditional broadcast technology but ex-
pand it with new possibilities and thus will open new workflow opportunities. The flexi-
bility of cloud based applications will certainly impact today’s workflows. Technologies
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for carrying live audio and video in “studio quality” across larger IP networks into the
cloud further extend application ranges, but still need further development and validation.
The task is to take the opportunity to also “think in clouds conceptually”, to perceive the
associated new and very flexible solutions and to implement the appropriate applications
based on the individual needs regarding security and privacy, process reliability, maintain-
ability, effort to minimize the risk of cloud vendor lock-in, personnel structure and training
expenditure. Cloud-based concepts definitely offer opportunities for broadcast – and good
knowledge of all aspects helps to avoid risks and to implement tailor-made solutions.
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65Data & IT Security, a Challenge for the Cloud
Computing Trend

Ralf Rieken

Abstract
The most important and greatest global challenge in cloud computing is to be able to
fulfill data privacy and compliance demands and ensure IT security. In its 2012 pub-
lished study “On the Security of Cloud Storage Services”, the Fraunhofer Institute for
Secure Information Technology (SIT) mentions three potential security vulnerabilities
it detected: Access by unauthorized third parties during data transfer, interception of the
database itself, and possible abuse through the actual cloud service provider. Security
experts consider the former two loopholes as closed, if

1. correct SSL/TLS encryption protects the data during transfer, and
2. cryptographic procedures secure the stored data.

Present paper elucidates how basic Sealed Cloud technology covers the third se-
curity risk, in which the service provider has access to clear text data in processing
servers.

65.1 Introduction

Experian, the world’s leading information services group, has released a “Data Breach
Industry Forecast 2016” report that substantiates the following: the most important and
greatest global challenge in cloud computing is to be able to fulfill data privacy and com-
pliance demands and ensure IT security. In order for businesses to be able to rise to this
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challenge, economies need clear data protection and compliance laws that keep up with
technical developments, as well as technology with which to actually be able to enforce
those demands [1].

The various online communications forms, e-mail, file sharing, and messaging, on the
one hand, increase productivity and efficiency. On the other hand, however, their use is
also risky, raising technology security concerns. After all, vulnerable business internal
and external communication security can grant unauthorized parties access to servers and
unencrypted data. A major security loophole consists in the fact that providers of clouds
that process data can access unencrypted data through their application servers. A fur-
ther security issue consists in the fact that even metadata, that is encrypted end-to-end in
a cloud, may still be analyzed and accessed and, hence, misappropriated for profiling very
easily.

65.2 Data Security & Compliance Requirements for Businesses

Private enterprises or public authorities, that process personal or personally identifiable
data of customers or other third parties, are subject to data privacy law and respective (Eu-
ropean, federal, state, etc.) data protection acts. EU directives, international and business
internal conventions and agreements, and established practices provide further regulation.
As a result, both private enterprises and public authorities are subject to a wide variety
of statutory obligations, which, if not met, can lead to high fines and substantial liability
claims [2].

Business external online communication, for example, poses one of the greatest risks:
Employees often deem encryption measures inconvenient, which is why documents are
frequently sent in unencrypted form. Even if information is encrypted, data centers can
still process it merely in unencrypted form.

Consequently, when data is processed within a cloud, in both internal and external data
centers, it remains accessible, especially when cloud provider staff can or must access it,
e. g. for typical administration purposes. In the past, since data breaches in conventional
systems customarily postulated multiple-party cooperation, organizational measures suf-
ficed for the protection of personal and personally identifiable data, data that was subject
to professional and official secrecy, classified data, and confidential matters in general.
However, since a high degree of networking and miniaturization have found their way
into almost all data processing systems, today, one individual misappropriating data is of-
ten all it takes, to do great damage. The high-profile case around whistleblower Edward
Snowden substantiates this perfectly.

For this reason, the technology and market research firm Forrester Research provoca-
tively calls the security model that has become necessary owing to said trend, the “Zero
Trust Security Model” [3]. Forrester excoriates that conventional security models divide
their world into “trustworthy inner” and “untrustworthy external” areas, thus focusing too
much on perimeter security, which relies on a combination of organizational and “human”
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measures, to protect their infrastructures, applications, and data against external attacks,
while neglecting security against potential internal attacks. In equal measure as per novel
information security model presented herein, protection along the first line of defense
should be warranted internally and externally via technical measures only.

The following chapter illustrates the basic principles of the Sealed Cloud safety concept
(see Fig. 65.1). It elucidates how named approach protects content and metadata alike,
without compromising service availability or any of its features [4].

65.3 The Technology’s Basic Concept

The root idea of the Sealed Cloud technology consists in the combination of performance
and convenience of a conventional web service, on the one hand, and essential, compli-
ant information security, on the other. “Performance” postulates that the networks’ access
capability may be exploited efficiently and operations performed effectively on commu-
nication content. In contrast, “compliant security” implies that a set of technical measures
effectively and verifiably exclude all unauthorized access, both to content and metadata
alike. Organizational measures against internal and external spying along the first line of
defense, in particular, become redundant, thus excluding the “human” risk factor alto-
gether.

65.3.1 Secure Access to Sealed Cloud

The device is connected to Sealed Cloud via SSL encryption, so that no special software
need to be installed. In order to ensure imperative, compliant security, the system merely
admits strong ciphers, i. e. long keys with no implementation weaknesses. As opposed
to conventional web servers, the system also bars all private keys on server side, thus
ensuring “perfect forward secrecy” [5].

65.3.2 Protection Against Data Access During Processing

In addition to encryption, named technology also hermetically “seals” the system, so that
infrastructure providers and service provider staff have no way of accessing user data dur-
ing processing whatsoever. The following components constitute said sealing technology:

a) Data Center Segmentation
The data center is subdivided into multiple segments, which can each operate indepen-
dently of one another. This ensures redundant connectivity of operations, even during
data clean-up, as described below.
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b) Technical Entry & Access Control, Alarm System
The application servers are located in the data clean-up area in special mechanically
sealed units (“cages”), whose access is controlled via electromechanical locks. Elec-
tronic server interfaces not needed for the application’s operation are deactivated or
provided with filters, in order to prevent any unauthorized access to server content,
including that of administrators or maintenance staff. A further feature pertaining to
the servers engaged in this area, is that no persistent memory is used that could record
application data. Both the mechanical cage components and the servers are secured
against manipulation by a multitude of sensors. This ensures that any access attempt
whatsoever, be it on a physical level, be it on a logical one, immediately triggers an
alarm that instantly deletes all the data on the respective servers.

c) Data Clean-Up
Said alarm instantly triggers data clean-up. In doing so, user sessions on the affected
servers are automatically routed to non-affected segments, and all data on the affected
segment is deleted. What’s more, deletion is additionally ensured by sufficient (10-
second) automatic power supply disconnection to the servers.

d) Integrity Checks
Before a server begins to operate after data clean-up, the entire hardware and software
are subject to an integrity check. This postulates individual production and signing
of software for each respective server. In other words, should a maintenance worker
try to install components during maintenance that have not been cleared or attempt
to manipulate the hardware, the integrity check prevents reintegration of that affected
server.

65.3.3 No Decryption Keys in the Database

“Sealing” comprehends special key distribution, in which the service provider disposes of
no key with which to decrypt a database’s protocols or a file system’s files. In practice,
this means that the keys to a database’s protocols consist of hash chains of user names
and passwords. The instant a hash value is ascertained, the user name and password are
rejected. At the end of a session, the determined hash value is also deleted. The latter
two procedures constitute crucial focal points of independent auditors’ inspection and
certification protocols.

65.3.4 Additional Metadata Security Measures

In order to prevent metadata information from being deducted from external data traffic
observation, the system communicates traffic-volume dependently and in a pseudo-ran-
dom, deferred, i. e. time-delayed manner. The volume of transmitted data is scaled to the
standard next in size [6]. This prevents deduction of metadata per size correlation. After
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all, even if cloud data is encrypted end-to-end, “confidential content may still be disclosed
indirectly via metadata”, states attorney-at-law Steffen Kroschwald, Research Associate
of provet, the Constitutional Technology Design Project Group at the University of Kassel
[7]. Since linked metadata reveals a great deal of information, parties obliged to pro-
fessional and official secrecy, in particular, e. g., must do all that is possible to ensure
maximum data security.

65.4 Alternative: Homomorphous Encryption

Combining homomorphous encryption [7] with a mix network would ensure high data
security. This is a promising scientific approach. In practice, the customary approach with
currently available technology entails both technical and economic difficulties. Homomor-
phic encryption does, indeed, enable further processing of already encrypted data, without
said data having to be decrypted prior to processing. However, this encryption option in-
curs exponentially increasing costs compared to conventional data processing and will
most likely continue to do so for quite a long time.

In contrast, the mix network does not transfer information directly from the sender
to the recipient but rather via multiple intermediate stations (mixes). This technological
combination allows the data’s origin to be concealed yet does not protect the metadata
(connection data) effectively. The pseudonyms (aliases) communicating with each other,
i. e. who communicates with whom, remains visible. As a result, pseudonyms are easy to
uncover.

65.5 Application as Basic Technology

Sealed Cloud was developed by Uniscon GmbH and refined, as a basic technology for
wide application in manufacturing and trade, in a consortium with AISEC (Fraunhofer
Institute for Applied and Integrated Security) and SecureNet within the framework of the
German Federal Ministry for Economic Affairs and Energy’s Trusted Cloud program. To-
day, the interfaces at hand may be adapted to the most diverse applications and services
imaginable. Hence, since Sealed Cloud’s maximum security may be integrated into com-
panies’ individual solutions, the technology also ensures businesses a competitive edge
on the global market. This is corroborated, among others, by a variety of international
corporations and German global players applying the technology.

The technology allows small and medium-sized enterprises to use the secure infra-
structure in two ways: On the one hand, applications can be added directly to the platform
and implement the basic principles of Sealed Cloud themselves. At the same time, appli-
cations can use the generic features of the existing communication service iDGARD via
said interfaces and integrate the service directly into existing business procedures.
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65.5.1 iDGARDWeb Service for Collaboration & File Exchange

By virtue of Sealed Cloud’s maximum security, iDGARD service enables safe document
and message exchange both business internally and externally. And that to such a high
degree, that, in March 2016, iDGARD was one of the first services ever to be certified
pursuant to the Federal Ministry for Economic Affairs and Energy’s Trusted Cloud Data
Protection Profile (TCDP). iDGARD was certified maximum-security Class 3 protection,
which allows even parties subject to professional and official secrecy obligations, to pro-
cess personal and personally identifiable data via public cloud.

Since iDGARD is a cloud offer, applying the service requires no special or added
software. All a user needs is a web browser and a mobile device app. This leads to the
following application scenarios, which meet the data privacy and compliance demands of
any business fully:

� Confidential file exchange with staff, customers, and partners; i. e., safe file transfer
� Team workspace, project and data rooms for business internal and external collabora-

tion
� Mobile access to business documents
� Chats via any mobile device
� Scheduling & resource planning

Secure business internal and external communication is possible, because the entire
key management remains indiscernible to the user yet well protected within Sealed Cloud.
For this reason, it is not necessary for an external dialogue partner to dispose of an own
iDGARD license, if a member of an organization wishes to communicate with him or her.
Instead, the license owner simply grants that party a Guest License. To do so, he or she
simply creates a Privacy Box, i. e. a common project workspace, by entering the recipient’s
name, e-mail address and mobile number. What’s more, Privacy Boxes may be upgraded
to Data Rooms. In the latter, all activity is recorded in an auditable journal. Further features
include anti-forwarding measures, such as watermarks, view-only options, etc.

Considering the facts and figures that exist to date, as to how quickly the service for se-
cure collaboration is written off, allows the technology’s financial benefits to be assessed
also for other applications: If a business wishes to establish an infrastructure with which
to communicate with external parties, it has to expect costs for merely installing a secure
system; Not to mention further expenses for system operation and management, main-
tenance and repair, and its actual campaign against cybercrime. When using the cloud
service iDGARD, businesses are spared the cost of installation. What’s more, this carries
the benefit that the business uses the service in line with demand (pay per use). From
project experience, a cloud based collaboration service is already amortized within one
to two months. Likewise, commensurate financial benefits may also be calculated for all
Sealed Cloud based applications.
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65.5.2 A File Sharing Solution on the Sealed Cloud Platform

Group Business Software (GBS) is a provider of solutions and services for the IBM and
Microsoft Collaboration Platforms. One of its applications is iQ.Suite Watchdog FileSafe
[8], which enables confidential and compliant e-mail file transfer per Sealed Cloud inter-
face: When an e-mail attachment is sent, it is automatically sourced out to a maximum-
security cloud area, where it is substituted by an e-mail link. The recipient receives this
link with a one-time, non-recurring password. He or she can then log on to the protected
cloud and access the respective data.

65.5.3 Compliant Big Data Analysis

A further feature, Sealed Freeze, enables data privacy compliant memory of big data ap-
plications. In conjunction with the rapid expansion of big data applications, secure data
memory is, indeed, still dealt with less than data preservation; yet big data bears much
greater risks in terms of data abuse. Basically, big data is based on the collection of tremen-
dous amounts of data for the mere purpose of analysis.

The Sealed Freeze concept ensures adequate protection of big data against access, by
technically enforcing rules specified ex ante, in which, for example, the parties granted
access, the duration of data storage, and rules pertaining to the deletion of data are defined
prior to use. Sealed Freeze technology is already implemented by iDGARD and widely
applied by global players.

65.5.4 Data Protection & Compliance

Under the Regulation 2016/679 of the European Parliament and of the Council of 27th
April 2016, no disclosure of any confidential data by unauthorized parties should be
feasible whatsoever. Almost always, not only content but also metadata constitutes a pro-
fessional secret. Parties obliged to professional or official secrecy are not free to tacitly
accept or acquiesce to possible disclosure of such data from conventional business internal
and external communication. In contrast, an application based on Sealed Cloud technol-
ogy, such as iDGARD, enables parties obliged to professional secrecy to communicate
online internally and externally in compliance with data privacy law.

The latter even ensures requisite data confiscation protection. This is merely possible by
virtue of Uniscon’s Sealed Cloud technology, which has already been patented in leading
countries worldwide1.

1 EP: 2389641, et al.
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65.6 Conclusion

Since today’s IT market is largely dominated by American service providers, German IT
solutions are often regarded with suspicion. At the same time, the US attitude is frequently
considered lax, when it comes to data privacy. The past few months have substantiated this
assumption: owing to Snowden’s disclosures and the public’s increased awareness of US
authorities’ stance as to foreign clients’ data privacy. Trust in German quality, in data
protection, in particular, now plays an increasingly important role. With Sealed Cloud,
German and European users are provided a platform that complies with their security
needs. As a result, they are now able to reap the economic benefits of cloud computing also
for business essential applications ignored to date and, hence, reduce costs significantly.

This greatly redounds to German providers’ advantage, who are given a competitive
edge with this technology. After all, German cloud providers not only enjoy greater trust
than American ones. Today, such a consumer confidence fostering technical solution is
also a blessing in the competitive market worldwide. This applies to IT providers, hosting
firms, and system integrators alike.
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66Preface: Internet of Things

Goodarz Mahbobi

I am very happy and thankful to live in today’s world – with all the technological innova-
tion and the transformation of society, factories etc. The rapidly changing technological
environment can be compared to the generational transition: from my birth until the age
of five, there was barely any technical revolution or rather not a visible one. At least it
was certainly not comparable to the revolution of mobile development during the first five
years of the life of my daughter from 2003 until 2008.

If we want to predict the business world of tomorrow, we have to observe the purchase
behavior of our children: they walk into a store, have a look at the products, compare the
prices on the spot by using their smartphones and order the product online if the price is
more favorable. I have not taught my children to do so. However I can see them applying
this particular behavior almost daily. It is exactly how we sometimes save money. The
same applies to the communication of the future. Today our children ask us why we are
using old-fashioned mediums like e-mails in our company; messengers such as WhatsApp
or the likes seem to be far less complicated . . . !

Not only the purchase behavior of the next generation is changing, the whole society
is. Therefore especially retailers must prepare themselves. New technologies are changing
our lifestyle. The basis for this change is formed by the internet of things (or in abbreviated
form “IoT”).

In my point of view, the entire technical revolution of IoT is based on four main pillars
Mobile Technology, Big Data, Cloud Computing and Collaboration (see Fig. 66.1). Those
four pillars are framed by three additional components network and ICT infrastructure,
IT know-how as well as development of new business models. I will comment on each
component in more detail hereinafter:
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Fig. 66.1 Internet of Things

� Mobile Technology
The entire way of communication has been completely changed by the widespread
introduction of smartphones. Put in global terms, today even more IP-based devices
are in use compared to an everyday item like toothbrushes. This is an upward trend.
I would even go as far as to say that, for example, in the near future all employees of
a factory will only able to perform their daily activities by the use of mobile devices.
Other industries will also have to deal with mobile technology, if they want to keep up
with the current trends. In short: “no app – no business”.

� Big Data
This term refers to the collection and analysis of data as well as the recognition of
patterns within that set of data, as far as I understand it. New insights will be gained
and future events can be predicted by the use of big data.

� Cloud Computing
In the near term, the cloud will replace personal computers. In the United States of
America, more than 67% of users make use of cloud services and benefit from the
ability to store data externally.Moreover users are able to access and run their data from
any physical place in the world. The trend “data everywhere” will further increase since
cloud services are scalable and more cost-effective compared to local storage devices.

� Collaboration
As previously described, the purchasing behavior is changing. Known processes in
procurement and sales have to be reassessed. Based on those findings, we have to learn
and adapt ourselves to the new generation. This phenomenon applies to all other ar-
eas: the current IT approach will change radically as well and consequently also the
cooperation between people, processes, data and mobile.
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� Network and ICT infrastructure
The above mentioned trends are only viable and functional as long as we have an
intelligent, fast and reliable global network at our disposal. Another essential factor to
be considered is the security of that network. The amount of sensitive data that is sent
over the internet will dramatically increase. Precisely for this purpose, the provision of
a secure infrastructure is essential.

� IT Know-how
Anyone who wants keep up with current challenges needs qualified employees. In large
organizations, the management has to be sensitized at first. Afterwards, the skills of all
employees have to be further developed within the company. However, the focus is
no longer just on employees. Rather the entire IT know-how of the upcoming genera-
tion has to be enhanced. It is imperative to enhance the syllabi and training schedules
and to continuously train teachers, so that they train and encourage the employees of
tomorrow.

� Development of new business models
The development of new business models is the result of all abovementioned compo-
nents. Only those who understand and purposefully implement the concept are able to
develop new business models on medium and long term. This is how one can maintain
and expand its competitive advantage.

IoT is the basis for all future concepts; this includes buzzwords like smart factory or
smart city. The entire transformation of the industry will be based on, not only existing
but also secure, internet of things platforms. The fact that standards need to be defined is
self-explanatory.

The technical revolution is accompanied by a shift of emotions, which must not be
neglected. It is our duty to prepare today’s society. The next generation however, the gen-
eration of our kids, is already “digital savvy” and requires no special preparation, they
need a lot more education in handling of technologies.

We experience the emotional change very differently through our society. 20 years ago,
it was unthinkable to entrust credit card details to a stranger. In modern days, all payment
details are stored at companies such as PayPal or credit card institutions. In China people
even make all payments on WeChat, a Chinese Facebook/WhatsApp equivalent. What we
call modern technology now, will be a given in the future.

IoT is not only altering the work environment, but it also affects our way of live. And
we are just at the beginning of a fundamental transformation.



67Cloud Technologies – May ‘Fog Computing’ Help
out the Traditional Cloud and Pave theWay to 5G
Networks

Robert Iberl and Rolf Schillinger

Abstract
Innovation is at the heart of today’s ever changing IT infrastructures. Core technologies
of the Internet Age periodically are refined through sizeable innovations. Currently, two
of these core technologies are undergoing a major reshape, with Cloud Computing be-
ing extended to cover computing nodes that do not reside within carefully designed
data centers, and mobile networks which are currently moving towards their fifth gen-
eration termed “5G”. This chapter describes these advancements by introducing the
Fog Computing paradigm and its very specific requirements as well as potential 5G
architectures that are able to handle these requirements.

67.1 Introduction

In the 2015 Gartner Hype Cycle [1], the Internet of Things (IoT) is assessed as being on
top of the Peak of Inflated Expectations. This usually means that the hype surrounding
IoT technologies will gradually subside while at the same time real world applications of
IoT technologies will be seen more and more frequently. In order to fully tap the potential
of these new IoT applications, however, a solid foundation for processing, transferring,
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and analyzing is imperative. Fog Computing and 5G networks are potential technologies
to help exploit the full potential of IoT.

Fog Computing is a relatively new concept, coined in the years 2013 and 2014 and orig-
inating mainly in the IT industry, not the research community. In short, Fog Computing
describes the increasing permeability of Cloud Computing technologies across provider
and consumer boundaries. Traditionally, the popular approach to Cloud Computing is
to regionally centralize the computing power in large data centers whose architectures
strictly adhere to Cloud Provider boundaries. As a result, these infrastructure architec-
tures guarantee lower operational costs and stronger application security. The obvious
need for redundancy and resilience is fulfilled through industry standard provisions within
the Cloud provider’s sites (e. g. redundant SANs, highly available virtualization infrastruc-
tures) and by providing the possibility for other data centers within the Cloud provider’s
own network to take over parts of the workload in case of a catastrophic failure to one
of the sites. This approach is very common these days and scales to millions of users of
a single service without a problem.

Millions of users and sharply defined services are not the reality in an Internet of Things
(IoT) setting, however. In the IoT, user figures are in the billion range and applications in
the IoT are of a very diverse nature. The sheer amount of input data that will be received
from globally distributed sources makes such central data processing structures less than
ideally suited for these tasks.

Another defining factor of the IoT is its “always-on” approach that requires secure,
reliable and performant network connections everywhere on earth. 5G networks can be
designed to allow for such a connection for the billions of devices projected to join the
IoT in the next years.

In this chapter, the relation between Fog Computing and 5G networks will be analyzed
by first defining Fog Computing requirements on mobile networks and relating some cur-
rent 5G network architecture proposals to these requirements.

67.2 Fog Computing

According to Stojmenovic et al., Fog Computing “extends Cloud Computing and services
to the edge of the network” [2]. A typical and frequently described use case for Fog Com-
puting is the processing of the vast amount of data originating in the Internet of Things
(IoT), with billions of sensors and mobile and stationary computing devices with varying
performance profiles and a wide range of capabilities. Each of these devices is a potential
Fog infrastructure node taking part in the execution of Fog services. Thus, actual comput-
ing workloads with an attached set of data and respective inputs and outputs are distributed
and executed across these (arbitrary) nodes.

In general, the distinction between Fog Computing services and traditional Cloud Com-
puting services is not clear cut. An often cited distinction between the two concepts is just
the “location” of the computing process itself. While the physical location of each run-



67 Cloud Technologies 765

ning process is always known to at least the service provider’s backend systems, a strictly
and unambiguously defined cutoff point for the distinction between Cloud and Fog can-
not be defined. The further this process is moved toward the end user, the more likely the
resulting construct is termed Fog Computing [2, 3], however.

Distributing workloads in this fashion has a number of palpable benefits. A very fre-
quently mentioned advantage is the Data Locality [2, 3], describing the obvious proximity
of the data sources to the data processors. This is an essential property for systems pro-
cessing data on IoT scales, as today’s Big Data systems do not require access to the raw
data material in order to arrive at meaningful results. Careful extraction, filtering, and ag-
gregation at the closest available nodes is an excellent countermeasure to data privacy and
data security problems associated with transmitting IoT sensor data across the globe while
at the same time limiting the consumed bandwidth.

Lowered latency is another benefit frequently attributed to Fog architectures [2, 4]. It
is important to note, however, that the described latency is not the latency of a user-facing
application but rather the latency with which data sources and data processors communi-
cate. Low latency is essential for many applications in the IoT that do the above mentioned
filtering and aggregation of data before sending it off to upstream data processing compo-
nents in Cloud Computing centers.

A further defining benefit of the Fog paradigm is its support for Mobility [5]. Many
IoT scenarios like Vehicle Ad-Hoc Networks (VANETs) require that the data processor
constantly and reliably receives data from sources travelling at potentially high velocities
[6]. Having data processors executing on potentially any node on the edge of the network
renders this possible since the data processor can move alongside its linked data source by
being migrated to suitable nodes within the data sources’ vicinity.

Up until now, the research community as well as key industry players advocating the
Fog allocated it the role of an IoT enabler but do not expand Fog Computing into a larger
context. There is, however, the possibility to further extend Fog Computing concepts by
simply relaxing the requirement that the Fog nodes at the network edge must be under
control of either a single or of multiple but collaborating organizations. In such a – so far
mostly hypothetical – scenario, the Fog would be extended to encompass locally available
computing resources regardless of their respective operators, choosing the computing node
solely on properties like its location or its current utilization.

Considering this definition of the Fog, a future 5G network architecture needs to sup-
port the following functionalities in order to be a suitable platform for this type of Cloud
evolution:

� Location Awareness – to permit data locality, the underlying network needs to provide
location awareness functionality to its application layer.

� Quality of Service – to sustain reliable latency during connections, the network has to
support QoS provisions and needs to be able to automatically broker suitable connec-
tion parameters.
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� Mobility framework – to fully provideMobility as postulated above, the network needs
to combine Location Awareness, Quality of Service, and an intelligent protocol suite
to form a Mobility framework.

� Security – Fog Computing has the potential to allow execution of arbitrary workloads
on arbitrary nodes without a central instance that could reliable certify the security
of both, the workload and the nodes. Therefore, the network has to provide basic and
advanced security services in order to alleviate the security problems attached to this
paradigm.

67.3 Mobile Networks in the Context of Fog Computing

In the mid-seventies first steps towards cellular networks had been undertaken. While the
first generation of cellular networks was purely analogue, a major step towards fully digital
networks followed already with the advent of 2G networks. These networks, also known
as GSM, were rolled out all over the world in 1992 and paved the way to groundbreaking
inventions like roaming or data transfer over cellular links. Thus, GSM was the standard
for the years to come.

Mobile data transfers gradually becamemore demanding; this is why the Universal Mo-
bile Telecommunications System (UMTS) became the core network architecture around
the turn of the millennium. By combining aspects of the 2G network with new technol-
ogy and protocols, the data delivery rate was significantly increased. In addition to being
more secure than its predecessor, 3G telecommunication networks, by relying on band-
width and location services, enabled the design of applications not previously available to
mobile phone users. Today, most of the networks rolled-out LTE technology, a so-called
4G network. They are based on the International Mobile Telecommunications-Advanced
(IMT-Advanced) standard. The core of these networks is purely IP based and consequently
voice calls are carried via Voice-over-IP (VoIP). Moreover, 100 Mbps must be delivered
as data speed, and multiple network types must be supported. Thus, going from 4G to
Wi-Fi and vice-versa is a feature which is only hampered through network providers’
efforts. 5G networks are currently in the planning phase and will see widespread deploy-
ment within the next 4–5 years. The overall success of 5G networks is dependent on the
development of a secure and robust environment that provides users with a safe, fast, and
reliable connectivity and underpins the future generation of applications and services. 5G
is not only a merger of fixed and mobile networks, it will also take into account sectors
that are especially data-intensive (e. g. automotive). 5G networks additionally appear to be
the ideal underlying platform for smart services on the IoT since they facilitate the neces-
sary mobility of intelligent data processing to arbitrary network locations while allowing
to maintain the availability of smart gateways, also known as intelligent access solutions
and their communication paths to the Cloud also considering Fog computing.
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67.3.1 5G Network Stack

The socio-technical evolution in the last few decades has been significantly driven by
the evolution of mobile communications and has contributed to the economic and social
development of both developed and developing countries. Mobile communication has be-
come closely integrated in the daily life of the whole society. It is expected that the socio-
technical trends and the evolution of mobile communications systems will remain tightly
coupled together and will form a foundation for society in 2020 and beyond.

In the future, however, it is foreseeable that new demands, such as larger traffic volume,
rapidly increasing number of devices with diverse service requirements, pursuit of better
quality of user experience (QoE), and better affordability by further decreasing costs, will
require an increasing number of innovative solutions. It is up to the 5G network designers
to take all these demands into account during the current specification phase.

It is required to consider framework guidelines for IMT’s 2020 (5G) capabilities tar-
geting 2020 and beyond, as well as to assess spectrum implications, technological and
applications trends, potential traffic growth and new users. As one example, ultra-low la-
tency may be achieved on control and data planes by considerable enhancement and new
technical solutions concerning both network architecture aspects and radio interface [7].

As already mentioned, 5G is not only a merger of fixed and mobile networks, it will
also take into account sectors that are especially data-intensive (e. g. automotive). Fig. 67.1
depicts the different industry approaches and considers new to develop radio link connec-
tions to cope with machine to machine communications (e. g. Industry 4.0). In the end,
the Future IMT (International Mobile Telecommunications) will be ready for enhanced
mobile broadband.

An example for the EU’s vision of 5G networks was initiated under EU Commissioner
OETTINGER’s initiative: high level discussions and collaboration between TELCO as-
sociation and the ACEA (European Automobile Manufacturers’ Association) lead to the
consideration of Connected Advanced Driver Assistant Systems and automated vehicles
in 5G networks. Major features within this vision include: [8]

� High-density platooning, communicating convoy: Chains of multiple vehicles travel-
ling on highways at distances below 5m and at speeds of up to 100km/h.

� See-Through – Sharing sensor data of one vehicle to other vehicles: Data sharing of
essential sensors of a single vehicle are shared with all other vehicles nearby

� Tele-operated driving, remotely controlled vehicle: Driving tasks performed remotely
by a human driver who is located outside the vehicle

� Map update for highly automated driving: High definition (HD) map information for
roads and corresponding infrastructure

Other application cases in Industry 4.0 and in the IoT in general exhibit very similar
characteristics.
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Fig. 67.1 Source: Recommendation ITU-R M.2083, https://www.itu.int/rec/R-REC-M.2083-0-
201509-I/en (09/2015)

Fig. 67.2 Stuart Revell, University of Surrey
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Anticipating the widespread 5G deployment, we envision that many functional entities
will merge into one big network (Fig. 67.2).

This converged network will follow certain market drivers and use cases, which are
Competiveness, Internet of Things, Safety & Security and Video with very high through-
put. Thus, coverage, capacity or efficient spectrum utilization is a key driver. On the other
hand, the to be expected massive growth in IoT applications will influence strategies for
critical infrastructure, smart cities or automotive applications. Not to forget the safety and
security topics like finance/payments, public safety or cyber security through design or
massive bandwidth needs for Virtual & Augmented reality, higher resolution, Broadcast
or video on demand.

All these market drivers and use cases have been identified and developed over the last
years to e. g. cope with industrial process automation or remote surgery.

67.3.2 Fog Computing and 5G

In addition to the distinctive organizational characteristics of Fog Computing examined
above, the Fog has some very distinct technical characteristics. Fog Computing nodes are
distributed at the network edges and geographically available in much larger numbers than
traditional Cloud nodes. The main data centers are typically away from the Fog Computing
Nodes (FCN). FCNs can cope with mobility of devices, thus a kind of handover between
different Fog nodes is mandatory. It is comparable to the handover process in cellular
phone networks, thus no information will be lost. In addition, advanced services can be
offered that may only be required in the IoT context (e. g. translation between IP and non-
IP transport) [9]

In Fig. 67.3, the technical characteristics of the Fog and Cloud Computing paradigms
are compared.

Fig. 67.3 T H. Luan et. al. “Fog Computing: Focusing on Mobile Users at the Edge”
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By reaching out to the network edges, storage, control and configuration of the Fog
resources will be performed there as well. The concept to adaptively implement F-RANs
at the edge devices means closer to the end users. However, the main advantage has to
be seen in the Radio Network of 5G, which means pooling of Radio Resources, the user
equipment (cell phone) itself gets smarter and control tasks can be processed on the cell
phone.

While talking about Fog Computing with immediate effect Mobile Edge Computing
(MEC) will be perceived either. Despite the fact that there are some similarities in net-
work scenarios, there are also some differences [10]. The differences are single-tenant
versus multi-tenant, point of processing data and the way to approach connectivity, e. g.
combining functions of connectivity versus operating independently.

To overcome shortcomings like real-time response or long-thin connection between
Cloud and mobile applications, Fog Computing has recently emerged as a more practical
solution to enable the smooth convergence between Cloud and mobile for content deliv-
ery and real-time data processing [2]. The idea of Fog Computing is placing a light-weight
Cloud-like facility at the proximity of mobile users (cf. Sect. 67.2); the Fog therefore can
serve mobile users with a direct short-fat connection as compared to the long-thin mo-
bile Cloud connection. More importantly, as deployed at localized sites, Fog Computing
can provide customized and engaged location-aware services which are more desirable to
mobile users [11].

67.3.3 Emerging Network Architectures

There are different network architectures under evaluation for 5G and proposed by the ma-
jor infrastructure providers. For instance, a big infrastructure provider (NOKIA) sees its
future network architecture (Fig. 67.4) to entail the full use of open source software tech-
nologies, industry compliance and greater cooperation with IT players. At the same time,
standardization bodies and organizations such as 3GPP and ETSI will continue to help
define the best standard for 5G, assuring interoperability with regard to the air interface
and associated software and mobility control architecture.

Crucially, because it is not possible to foresee all future uses, applications and business
models, the network needs to be flexible and scalable to cope with the unknown [12]. Fol-
lowing the basic requirements laid out in Sect. 67.2 can only be considered as a minimalist
starting point in this regard.

A different infrastructure provider (Ericsson) follows the principle of slicing.
Network slicing allows networks to be logically separated, with each slice providing

customized connectivity, and all slices running on the same, shared infrastructure. This is
a much more flexible solution than a single physical network providing a maximum level
of connectivity. As illustrated in Fig. 67.5, network slicing supports, for example, business
expansion due to the fact that it lowers the risks associated with introducing and running
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Fig. 67.4 Nokia: The network architecture for the 5G era will adapt new paradigms

new services—the isolated nature of slices protects existing services running on the same
physical infrastructure from any impact.

Evolved virtualization, network programmability, and 5G use cases will change every-
thing about network design, from planning and construction through deployment. Network
functions will no longer be located according to traditional vertical groupings in single
network nodes, but will instead be distributed to provide connectivity where it is needed.

To support the wide range of performance requirements demanded by new business
opportunities, multiple access technologies, a wide variety of services, and lots of new
device types, the 5G core will be highly flexible [13].

Both of these architectures, however, are not specifically geared towards Fog Com-
puting. The Fog can be incorporated with the emerging networking technologies with

Fig. 67.5 Ericsson: Network slicing supports business expansion
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Fig. 67.6 T H. Luan, Fog computing in emerging technologies

a layered architecture as shown in Fig. 67.6 and described below. Network Slicing is gen-
erally tied to Virtualization, however layered architecture to physical separation.

Three main functions can be distinguished, namely 5G technologies, network function
virtualization (NFV) and software-defined networking (SDN). The focus is on localiza-
tion and the already available access networks can be adapted to serve also Fog nodes
resp. layers. Virtualization with regards to Fog computing will enable mobile users to get
desired applications based on their actual location and SDN will update the Fog nodes by
using the Cloud on a global network view. Thus, the entire network can be managed using
a SDN approach [11].

67.4 Conclusion

In general, we elaborated on the previous pages on different topics with regards to 5G and
Fog computing. On the one hand side we touched the Ran (Radio Access Network) on the
other side core functions like network slicing, SDN or NFV. In particular network slicing
is predestined for fast and efficient access for different industrial applications and seamless
broadband for consumers. With SDN and NFV, network slicing is extremely flexible from
core to access. The concept to adaptively implement F-RANs at the edge devices means
closer to the end users. SDN for control is a kind of centralization while the F-RAN has
a distributed characteristic, based on edge devices.
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An important key asset of Fog Computing is information on Localization. The network
and user information are collected from the mobile edge networks used locally and shared
to other service providers, to enrich the set of services based on the location of a mobile
user. As compared to Cloud, Fog Computing can provide enhanced Service Quality (QoS)
with much increased data rate and reduced service latency and response time. Moreover,
by downloading through local connections without going through the backbone network,
the users can benefit from the reduced bandwidth cost. Thus, real-time applications and
communication is already now possible due to latency in the range of 1 millisecond as
demonstrated by German Telecom (5G:haus) in Barcelona at the Mobile World Congress
in 2016. To grant fullMobility, the network needs to combine Location Awareness, Quality
of Service, and an intelligent protocol suite to aMobility framework. Currently, a couple of
different approaches are under consideration by the standardization groups. One of them is
the DMM (Distributed Mobility Management), which has to support functions like mini-
mizing packet loss during cell changes, maintaining the same IP address assigned to a user
across different cells and minimizing impact to the user experience (e. g. minimization of
interruption time). And eventually, Security, therefore the network has to provide basic
and advanced security services in order to alleviate the security problems. Although Fog
Computing is defined as the extension of the Cloud Computing paradigm, its distinctive
characteristics in the location sensitivity, wireless connectivity, and geographical accessi-
bility create new security issues [14]. There is still work to be done to elaborate in more
depth this complicated topic.

Fog server store, compute and communicate hardware resources, which leads to three-
dimensional service-oriented resource allocations. Moreover, with the three-tier Mobile-
Fog-Cloud architecture and rich potential applications in both mobile networking and
IoT, Fog Computing also opens broad research issues on network management, traffic
engineering, big data and novel service delivery. Together, data virtualization and fog
computing help bring intelligence and analytical capabilities to the data, which opens
a wide range of business opportunities, e. g. driverless car or smart logistics. Therefore,
we envision a bright future of Fog Computing [11] and we will have to further elaborate
whether Fog Computing together with Mobile Edge Computing (MEC) forms the perfect
tandem.
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68AGeneric Model for Coordinating the Individual
Energy Demand of Electric Vehicles: Optimizing
the Coordination Problem Between Electric
Vehicles and Charging Points with the
Implementation of a Genetic Algorithm

Malte Zuch, Arne Koschel, and Andreas Hausotter

Abstract
Modern vehicles contain several sensors for recognizing their direct environment. Their
computational capabilities get enhanced continuously by including more calculation
power, more memory storage capacity, and better communication technologies into the
vehicles. Especially electric vehicles can offer those new technologies and are able to
share data concerning the current state of charge of their batteries and their current po-
sitions. Such data can be used to coordinate and support electric vehicles during their
search for unoccupied charging points. Therefore, a generic model will be described
to handle those data in a uniform manner. Based on this standardized data representa-
tion, a genetic algorithm will be applied to optimize the coordination between electric
vehicles and charging points.

68.1 Introduction

The market of electric vehicles is globally growing. Just for Germany [1, p. 10] the Ger-
man government expects one million electric (and plug in hybrid) vehicles for the year
2020 in Germany.Worldwide, the market will grow to about 20 million electric vehicles by
2020 [2, p. 9]. Modern vehicles embed several sensors and communication technologies
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and are able to share data. So finally, even vehicles become digitalized. Their digitalization
offers the possibility to add even more value to the product “electric vehicle”. The direct
integration of advanced services into vehicles, like collaborative traffic management ser-
vices, will lead to a new experience of mobility. This is provided by sharing information
amongst the vehicles. Especially the growing market of electric vehicles will lead to new
“e-mobility data scenarios”. Electric vehicles have to be recharged frequently with electric
power. This could be done at home or at public charging points.

Depending on the vehicle’s actual location, the driver will look for unoccupied charg-
ing points in the near environment. If a large number of drivers of electric vehicles will
look up on their own for unoccupied charging points, this will lead to mutual blocking be-
tween the drivers. To reduce the risk of driving to occupied charging points, a collaborative
coordination system is required, which is able to handle individual charging requests and
consider individual constraints. Therefore, a generic approach of handling such demands
will be introduced and a genetic algorithm will be applied exemplary to optimize the gen-
eral coordination problem between vehicles and charging points to reduce overall waiting
times.

But especially for Germany, the current generation of vehicles is still restricted con-
cerning their digitalization. The possibilities to integrate additional digital services with
or into such vehicles, for example, real-time information services about charging points
including prices or utilization, are still limited.

The vehicle manufacturers are still restricting the board systems of the vehicles. Only
some board systems have already integrated such charging point finding services. But
those services are still limited by the manufacturer. They are not showing the whole market
data with all charging points to the drivers and the resulting limited information is often
out of date.

So today, drivers of vehicles have to use smartphone apps to integrate additional ser-
vices, which are based on data with a better quality. These restrictions are motivating to
investigate the benefit of collaborative coordination systems within this work.

For the near future, there is a noticeable trend within the automotive industry to become
more open, concerning the integration of additional third party digital services like such
a collaborative coordination system. Most of the leading companies of the automotive in-
dustry have already announced to integrate standardized platforms, known and established
from the smartphone market.

The car manufacturer Daimler will integrate the Apple Carplay platform into their vehi-
cles [3]. Volkswagen, Audi, and BMW are offering the possibility to integrate both leading
platforms, Apple Carplay and Android Auto, into their vehicles [4–6].

Summing up, more vehicles will become digitalized. This ongoing digitalization offers
options to share and receive data while driving. So more vehicles will be able to share
their positions and the state of charge of their batteries. Such data can be optimized in
a collaborative manner.

Today, drivers of electric vehicles simply do not have collaborative information about
other drivers and do not know where other drivers could probably charge. This missing
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information amongst the drivers will lead to mutual blocking at already occupied charg-
ing points and will cause avoidable waiting times. Utilizing a collaborative coordination
service could reduce waiting times to a significant degree.

Within this work, such a collaborative coordination service will be presented. It will be
compared to the default charging behavior of nowadays typical drivers, who are always
driving to the nearest charging point in range. This behavior serves as general benchmark
scenario, which will be compared with the scenario of a collaborative coordination. The
latter is based on a genetic algorithm and uses the (now) shared information of the electric
vehicles (position and state of charge). With this additional information, the genetic algo-
rithm is utilized to recommend better charging points to the drivers with less occupation
and waiting times. This optimization should lead to an improved situation of charging for
all drivers, which is more efficient than the benchmark scenario.

The next section presents the related work concerning this topic. Afterwards, the ap-
proach of the data model is explained, followed by the discussion of the general coordina-
tion problem and the approach to solve this problem with a genetic algorithm. The results
of the genetic algorithm will be presented and discussed followed by a final conclusion.

68.2 Prior and RelatedWork

In prior work, the general architecture of a charging point information system as well as
initial data partitioning methods have been described [7, p. 5]. The discussion about the
potential risk of volatile loads in traffic coordination system during rush hour motivated
to follow a matrix based calculation approach within this work. This approach allows to
divide and distribute the data over several systems to compute the data in parallel.

A coordination approach for plug-in electric vehicles during their search for parking
spaces and the resulting effect on smart grids is presented in [8, pp. 9, 10]. The resulting
effect was considered within a simulation. It shows that there is a potential to stabilize
smart grids by coordinating the energy demand of electric vehicles. Another work has
also shown that loads in smart grids and general waiting times at charging points could
be reduced up to 50% with the approach of “swarm intelligence (SI)” [9, pp. 9, 21]. Also
the pricing of charging points could be adapted to gain efficiency within electro mobile
coordination scenarios [10, pp. 88, 89].

A dynamic pricing model for charging points shows the effects of adapting to different
behaviors of drivers [11, p. 2]. Drivers of electric vehicles were separated into two groups,
cooperative and selfish drivers with respect to dynamic prices of charging points. The
coordination of those groups increased the profit of charging points by about 18% and has
shown further potential of coordination systems [11, p. 2]. Another approach for PHEV-
vehicles (plug in hybrid electric vehicle) shows how to save 10% of energy and extend the
driving range by a coordination system with route optimization [12, pp. 41, 42].

Within long range scenarios, a further coordination approach for electric vehicles has
been described including a route assistance system [13, p. 139]. The point of view of data
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partitioning is based on a static perimeter around the different charging points. Electric
vehicles within this perimeter are considered as standard partition. Building of dynamic
partitions is not considered, because the primary focus of this work is the dynamic rerout-
ing over several charging points for long range routes. So, the mentioned related work
focuses more on specific scenarios. None of this work attempts to describe a general ap-
proach with genetic algorithms, various and flexible preferences of the drivers and their
individual behavior while searching for charging points and motivates to offer such a (ba-
sic) model within this work.

In general, the whole market of communicating vehicles will produce a continuous data
stream while asking a charging point information service for unoccupied charging points.
Referring to those continuous data streams, a related “parallel complex event processing”
model has been explained and realized a speedup factor by 14 × in [14, pp. 196, 200]. Such
a model could also be used to support the handling of data within scenarios for the coordi-
nation of electric vehicles in parallel. Coordination approaches for electric vehicles could
be seen as services, which support the drivers in finding (unoccupied) charging points.
Those services can benefit from a uniform and generic representation and optimization of
data within electro mobility traffic scenarios, which is part of this work.

Therefore, the next section explains a general model to handle the data of electric ve-
hicles in such a uniform and generic way in dependency of the actual states of charge and
positions of the vehicles. This data model will be used to describe the general coordina-
tion problem. A genetic algorithm will be applied to optimize the coordination problem to
recommend better vehicle-charge-point-assignments to the drivers.

68.3 The General Data Model of the Coordination Problem

Electro mobility traffic scenarios are influenced by some elementary parameters. The num-
ber of electric vehicles and charging points, their locations, the state of charge and the
average energy consumption of the vehicles:

Number of electric vehicles: m 2 N
Number of charging points: n 2 N
State of charge in (kWh): �!soc D Œsoc1; : : : ; socm�

Energy consumption of vehicles (kWh/km): �!con D Œcon1; : : : ; conm�

Latitude of vehicles: �!xv D Œxv1; : : : ; xvm�

Longitude of vehicles: �!yv D Œyv1; : : : ; yvm�

Latitude of charging points: �!xc D Œxc1; : : : ; xcn�

Longitude of charging points: �!
yc D Œyc1; : : : ; ycn�

The input parameters will be handled by matrices. Handling the data with matrices
allows the representation of several vehicles and charging points in a uniform way. This
uniform representation of data with matrices offers the possibility to divide the general
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vehicle coordination problem in sub-matrices/partitions. So the general coordination prob-
lem of all vehicles over all cities could be separated with this matrix approach in sub-
matrices for single cities. Those sub-matrices/partitions could be distributed over several
computers to solve the general vehicle coordination problem in parallel for the individ-
ual cities. For example, solving the problem for New York and Moscow together makes
no sense. The Atlantic Ocean prevents that electric vehicles in New York could build up
a situation of competition with electric vehicles from Moscow during their search for un-
occupied charging points. Dividing the problem for far away cities seems reasonable. But
nearby cities will still interact with each other. So dividing the problem has to be done
carefully and results in a tradeoff between gaining calculation speed and potentially cut-
ting of additional information. Especially a matrix design offers the possibility to divide
the problem easily. To solve this coordination problem, a general model is applied to pro-
cess those input parameters within three steps. The first step prepares the latitude and
longitude data for building matrices. The second step calculates with these matrices the
distances between all vehicles and charging points. The third step summarizes the data
in context of the actual states of charge of the electric vehicles and their remaining driv-
ing ranges. The resulting matrix includes the information, which charging points could be
reached by which vehicles.

This matrix is then utilized to optimize the vehicle coordination with a genetic algo-
rithm. The matrix approach offers the possibility to integrate even more information for
supporting such charging point coordination systems. For example, additional matrices
with information of the prices of charging points or the behavior of the drivers and their
individual preferences concerning energy prices and required charging power could be
added. Those additional matrices could be integrated easily by overlaying the existing
ones (explained in Sect. 68.3.2). This could achieve an even more accurate individual
coordination of the vehicles. In the following, each of the aforementioned three steps is
described in more detail.

68.3.1 Step 1 – Preparing the Data inMatrix Form

The one-dimensional latitude and longitude vectors �!xv; �!yv; �!xc and �!yc will be expanded
into two-dimensional m × n matrices to calculate all possible combinations of distances
at once. Therefore, the vehicle matrix is aligned vertically and the charging point matrix
horizontally (s. Fig. 68.1).

The different horizontal and vertical alignment of the elements inside the matrices is
necessary for the calculation of distances in step 2. By overlaying the horizontal and ver-
tical aligned matrices, all combinations of distances between vehicles and charging points
may be calculated at once (s. Fig. 68.2).

With this design, even very large matrices might be divided and distributed easily over
several computers to calculate huge amount of data quickly in parallel. Beside of the
data preparation of the latitude and longitude vectors, a similar preparation is required for
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Fig. 68.1 Preparation the data in matrix form

the vectors of the state of charge (�!soc) and the individual energy consumption (�!con) of
the electric vehicles. The actual state of charge of the batteries and the average energy
consumption is leading to a limited driving range for all m electric vehicles:

ri D soci

coni

for all i D Œ1; : : : ; m� (68.1)

All elements ri for all m vehicles will also be arranged into a m× n matrix by the
following scheme for all n charging points:

R D

2

6
6
4

r1 � � � r1

:::
: : :

:::

rm � � � rm

3

7
7
5

m�n

(68.2)

This matrix R specifies the maximal driving range of all electric vehicles. It has the
same dimensions as the aforementioned latitude and longitude matrices. The equality of

Fig. 68.2 Calculation of the distances between all electric vehicles and charging points



68 A Generic Model for Coordinating the Individual Energy Demand of Electric Vehicles 781

dimensions allows an efficient calculation between the distance matrix D and the maximal
driving range matrix R, explained in the next sections.

68.3.2 Step 2 – Calculating the DistanceMatrix

With the data preparation in step 1, all possible distance combinations between all vehicles
and charging points can be calculated at once with the single m× nmatrix D (s. Fig. 68.2).

This distance matrix D will be processed with the matrix of the maximal driving
ranges R in the next section to identify the situation of competition and blocking amongst
the vehicles, while they are searching for unoccupied charging points.

68.3.3 Step 3 – Identifying the Potential of Blocking Amongst Vehicles

The logical comparison between the matrices D and R from the previous sections will
lead to the binary selection matrix Z. This matrix marks all possible combinations of
vehicles and charging points, reachable with the actual state of charge of their batteries.
Those combinations are building up the situation of competition and can cause blocking
amongst the vehicles:

Zi;j D
(

1 if Ri;j � Di;j

0 if Ri;j < Di;j

for all
i D Œ1; : : : ; m�

j D Œ1; : : : ; n�
(68.3)

This competition matrix Z offers two main options to extract information. The ex-
traction of row vectors contains the information which charging points are in range by
a considered vehicle (row). The extraction of column vectors contains the information
which vehicles are potentially demanding a considered charging point (column). Espe-
cially the extraction by column in combination with the distance matrix D could be used
to identify possible situations of competition. If more than one driver is looking for the
same charging point (column), only the driver with the shortest distance to the charging
point will actually be able to charge right away, while all other drivers will be blocked by
this firstly arriving vehicle (s. Fig. 68.3).

The example in Fig. 68.3 shows a traffic situation with two vehicles F2 and F4 with
a low state of charge and two vehicles F1 and F3 with a high state of charge. So, vehicle
F1 and F3 have the option two choose between more than one charging point. Vehicle
F2 and F4 have no choice concerning their low state of charge and have to charge at one
particular charging point. If the vehicles won’t use a collaborative coordination service
and if they would just drive to the nearest charging points in range, there would be a high
risk of blocking between each other.

For this simple scenario, the calculated competition matrix Z is shown in Fig. 68.3 and
includes all possible sets of competition. This matrix Z and the distance matrix D are the
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Fig. 68.3 Example of an electro mobile traffic situation of competition amongst vehicles

basic inputs for the coordination problem and will be used to optimize the coordination
within the next section.

68.4 Optimizing the Coordination Problem

The general coordination problem was defined with the competition matrix Z and the
distance matrix D in the last section. If drivers of electric vehicles are just driving to the
nearest charging point in range, this could cause mutual blocking amongst the vehicles on
arrival at the charging points.

Alternatively, they could use a collaborative coordination service. Concerning their in-
dividual driving ranges, they could be guided by such a collaborative coordination service
to alternative charging points in their individual range. This could minimize the block-
ing of other vehicles, which have less charging options reasoned by their low state of
charge. This information is integrated in the competition matrix Z, which already includes
the alternative charging options (rows) of the vehicles. The goal is to recommend op-
timized “vehicle-to-charge-point-assignments” to provide a better situation of charging
for all drivers. These optimized recommendations of charging points are represented by
the binary configuration matrix X. Within this matrix, the value “1” marks recommended
charging points (columns) for the vehicles (rows). The specific configuration of this ma-
trix will be optimized with a genetic algorithm to improve the situation of charging for all
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drivers:

X D

2

6
6
4

x1;1 � � � x1;n
:::

: : :
:::

xm;1 � � � xm;n

3

7
7
5

with xi;j 2 f0; 1g and
Pn

j D1 D 1 for all
i D 1 : : : m

j D 1 : : : n

m: amount of vehicles

n: amount of charging points
(68.4)

The constraints for the optimization are defined by:

� Every vehicle gets a recommended charging point with the matrix X.
� Only one single vehicle can charge at a charging point at the same time.
� Usually there are less charging points than vehicles in the market. Because of the

last two constraints, every driver/vehicle will get at least one optimized recommended
charging option. So they could get the recommendation to charge at the same charging
point, because there are not enough charging points for all vehicles in the market. Out
of those vehicles, only the vehicle with the shortest distance (matrix D) will realize the
charging option. Others will have to wait.

� The optimization aims to reduce overall waiting times for all vehicles by recommend-
ing better charging points with an improved configuration of the matrix X, considering
the maximal driving ranges of the individual vehicles, their states of charge and current
positions.

The general coordination problem provokes an exponential complexity of combina-
tions. To solve the problem fast during real-time traffic conditions, a heuristic approach
was chosen. Within the mentioned constraints, the genetic algorithm will search for a con-
figuration X which should lead to an improved situation of charging for all drivers with
less waiting times and blocking between the vehicles on arrival at the charging points. The
results are shown in the next section.

68.5 Results of the Optimization

To evaluate the optimization, vehicles and charging points were initialized with random
positions. The capacity of the batteries of the vehicles was set to 20 kWh and the aver-
age consumption was 15.3 kWh / 100 km. This default configuration represents common
vehicles with a typical driving range of about 130 km under real driving conditions. Fully
charged vehicles are not looking for charging points and totally depleted vehicle are tech-
nically not able to reach any charging point.

So the initial state of charge was initialized randomly between 10 and 50% of the maxi-
mal capacity of their batteries to generate directly a representative situation of competition
for the simulation with no totally charged or depleted vehicles. Vehicles are (currently)
driving by air-line distance directly to the charging points. The implementation of real
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street data will follow in 2017 by using OpenStreetMap [15] and the traffic simulation
framework MATsim [16].

This article focusses on the general optimization of the coordination problem and how
a genetic algorithm could be used for this optimization. An optimized configuration X
will lead to less blocking between vehicles and will allow to deliver a higher amount of
energy from the charging points to the requesting vehicles. So the indicator for measuring
the performance of the optimized “vehicle-to-charge-point assignment” is based on the
delivered amount of energy per time to the vehicles.

The results of the genetic algorithm [17] are compared with the default scenario. The
delivered amount of energy in the default scenario defines the basic benchmarkwith 100%.
In the default scenario, vehicles are only driving to the next charging point in range without
using additional information and without any further optimization. Applying the genetic
algorithm leads to the following results (see Table 68.1).

The configuration of the genetic algorithm is based on standard values with a popula-
tion size of 50 individuals and a selection of 5% of the best individuals per generation. The
genetic crossover function is defined with 80%. The stopping criteria is 1% over 50 gener-
ations. So if 50 generations will not generate an individual which is at least 1% better than
the last known best one, the genetic algorithm will stop. The general situation of competi-
tion amongst the vehicles is influenced by the availability of charging points in relation to
the amount of requesting vehicles. A situation of low competition is defined with a suffi-
cient amount of charging points with 50% of the number of vehicles, shown with line 3, 6
and 9 in Table 68.1. The genetic algorithm is able to gain on average a + 59% improvement
in such situations with a low competition compared to the default situation without any
optimization. A situation with a high competition is generated with a low amount of charg-
ing points with only 10% of the number of vehicles. This is shown with line 1, 4 and 7
in Table 68.1. The genetic algorithm is still able to gain on average a + 39% improvement
in such situations with a high competition. The average performance of the genetic algo-
rithm over all nine simulated scenarios results in an improvement of + 48.7% compared

Table 68.1 Results of the optimization with the genetic algorithm

Amount vehicles Amount charging
points

Performance “default
situation” (in %)

Performance “genetic
algorithm” (in %)

1 100 10 100 143.6

2 100 25 100 152.5

3 100 50 100 165.2

4 200 20 100 141.8

5 200 50 100 140.7

6 200 100 100 162.9

7 300 30 100 131.3

8 300 75 100 151.2

9 300 150 100 149.2
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to the default scenario where drivers will only drive to the nearest charging point in range
without using additional information or optimized coordination. The implemented genetic
algorithm took about 294 generations per simulation to find an optimum within 13 s with
common hardware of the year 2016 (4 × 3.5GHz CPU, 8GB RAM).

68.6 Conclusion and Future Work

Electric vehicles have to find unoccupied charging points and require long charging times.
To reduce the blocking between vehicles at charging points, an optimization model is
needed. The presented matrix model shows a solution for aggregating data in traffic sce-
narios with electric vehicles. Actual positions and states of charge of vehicles are com-
bined with the locations of charging points in a uniformway. Amatrix model was designed
to be expandable by additional matrices. For example, individual preferences of drivers
like preferred energy prices of charging points or preferences of a desired arrival time at
specific charging points could be integrated easily with additional matrices. The integra-
tion of those additional matrices should lead to a more accurate and personal coordination
of electric vehicles and is part of future work and could be used in related traffic manage-
ment systems.

Within this work, the matrix model has been applied to describe the general situation
of competition between electric vehicles with the mentioned matrix Z. To optimize the co-
ordination problem for electric vehicles in search for charging points, a genetic algorithm
was utilized for several situations of competition.

It has been shown that a genetic algorithm could be a suitable approach to optimize
the general coordination problem. If every driver will cooperate and adapt to those rec-
ommended alternative charging options, there is a huge potential. The optimization could
lead to an average performance of about + 48.7% of served energy to the electric vehicles,
compared to the default driving scenario, where drivers are only driving to the nearest
charging point in range without optimization.

Under real driving conditions, this potential of optimization would be less, because
not every driver will cooperate and adapt to those recommended and optimized alternative
charging points. The effect of those uncooperative drivers will be examined in future work.
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69ASecure and Efficient Communication Tool

Matteo Cagnazzo, Patrick Wegner, and Norbert Pohlmann

Abstract
Communication has changed dramatically in recent years due to the dawn of new ICT
technologies and the need of people to communicate in real time. This paper will in-
troduce a little communication theory as a background, compare current technologies
and finally introduce a smart, efficient and secure communication platform. It will fur-
thermore address further improvements to the new platform.

69.1 Communication Means Sharing Information

Nowadays information has an unprecedented importance. It has never been easier to share
information with other entities. An information is based on characters that are connected
via a syntax and grammar to form data. Setting this data into context is information.
“Sharing information” creates knowledge and to share information one must communi-
cate. There must be a sender and a receiver who communicate. It surrounds our everyday
life more than ever, especially at work. Communication can reach different degrees of effi-
ciency and organized in various ways. Efficiency can be determined by individual skills of
participants as well as differences in the established communication structure and culture
[1].
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Communication can be ranked in terms of relevance. Should this information be ac-
cessible by everyone or just a special group of people? Or is there one specified recipient
for one specific information. Depending on this classification and the criticality of the
transferred information a secured and trustworthy environment may be needed. Techno-
logically speaking this means to establish a trust and security level through end to end
encryption or at least transport layer encryption to secure the transmission. Adding such
security measures will result in a complex system which can create a trustworthy connect-
edness of the participating entities.

Corporate communication includes every communication process no matter if it is in-
or outbound. This includes the sharing of information between employees as well as com-
munication of the corporation to employees. Through communication an organization
gains knowledge and if this knowledge is managed properly an organization can draw
strategic decisions from it which gives them competitive advantages. That is why commu-
nication is such an integral part of modern businesses [2].

69.2 Digital Communication in Organization Nowadays

Through installed telecommunication systems e. g. mail client, social business network or
telephone organizations connect their employees so that they can communicate. Nowadays
there is a focus on e-mails through which most of the communication inside of organiza-
tions happens, no matter how big or small. Worldwide the number of in- and outbound
mails is 116 billion with an upward trend. On average this means that every employee
deals with 123 mails per day [3]. The time that is expended daily to answer those mails
is not negligible. If every mail is processed for just one minute, an employee is occupied
for two hours on average. If it’s an executive this number increases and they are spending
most of their time at work with communication.

Optimization of such communication habits are already on the rise. Especially mailing
is being questioned because of the excessive amount of mails being exchanged on a daily
basis and therefore not being too efficient. Even though the decade old system works and
is being used by a majority of people it is not capable of dealing with today’s technologies.

Mailing is nowadays characterized by formalities formulated personally but they are
not meant personal. Repeating salutation and farewell patterns, empty phrases, and dis-
claimers are generating a significant overhead. The information of a mail can be one
sentence but due to the overhead the mail becomes long and extensive. If this mail be-
comes part of a collaborative exchange because of a document that a group of people is
working on it results in poorly structured, swelling and never ending discussions. This of-
fers a possibility to break with norms and structure communication more efficient, smart
and modern.

Apart from this way of transmitting information mailing is not capable of dealing with
today’s security requirements and it is comparatively unsafe to write a mail. It is easy to
manipulate whole messages or forge the address of sender or receiver [4, 5].
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There are possibilities to protect against such frauds for example end-to-end encryption
with “Pretty Good Privacy, PGP” but they are not usable out of the box [6]. Due to the
complexity and not usability by non-professionals such solutions to the trust and security
problems are not popular. There are ways to secure the transport layer e. g. STARTLS
so that the user can be sure no one eavesdrops on their communication but it does not
offer security on the different nodes through which a mail is routed [7]. The harm done
by digital attacks against companies is estimated at $400 billion a year [8]. This clarifies
the need for a suitable secure communication solution. There has to be an exchange of
technology which offers new ways to share critical information in businesses.

69.3 New and Efficient Communication Approaches

New and modern approaches help to optimize the communication behavior in organiza-
tions and establish a culture of efficient communication. A robust foundation is necessary
which is depicted by a modern, forward looking and secure architecture. An efficient,
smart and secure communication tool is not a trivial task but it is a very complex chal-
lenge not just from a technological point of view. One of the main challenges is to offer
the user new and efficient ways of sharing information which are intuitively and easily
usable and on the other hand offer a reasonably high security level. Based on these more
complex scenarios are implementable e. g. depicting business processes to digitize them
and transform businesses.

69.3.1 Transforming Old into New

A first step towards an efficient and modern communication technique is already available
but the idea behind it is not new. Instant messaging is existent for more than 40 years and
gained popularity in the mid 1990’s [9]. Programs like ICQ and AOL messenger were the
most prominent tools available. They enabled real time communication from sender to
receiver no matter how many miles apart [10, 11].

Favored by the increasing popularity of smart phones and social networks instant mes-
saging gained a lot of traction in the past years. The most popular messenger nowadays is
WhatsApp with one billion users [12] and over 30 billion exchanged messages a day [13].
Our everyday communication is moving from asynchronous towards a synchronous real
time exchange of information.

These change in behavior is especially remarkable for adolescents for who instant mes-
saging becomes an inherent part of their life [14].

Analyzing behavior there is huge increase of pictorial representations (e. g. with
emoji’s) of expressing feelings instead of describing them textual. Whole phrases can be
reduced e. g. “see you” is shortened to “cu”. The transmitted information is the same but
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“cu” saves 66% of the characters. Especially greeting and farewell phrases are shortened
and common phrases like “for your information” – fyi.

There is more to the change in behavior than just the shortening of phrases. The “hash-
tag” for example is a modern element which gained popularity through micro blogging
services. Buzzwords in a message are “hashtagged” (e. g. “#hashtag”) and therefore these
words become searchable, because they are now tagged. With this tagging language now
becomes searchable and this offers new possibilities and dimensions in communication.
In a closed system certain messages are easy to find and can be brought in context with
other topics and can be categorized and the whole message gets a defined context. Fur-
thermore, it is possible to analyze the relation of hashtags and key performance indicators
e. g. “Done with the module #milestone” by the frequency of the hashtag and weighting
of it.

The current boom of new techniques and possibilities in communication paired with
new mechanics need to be transferred into the business sector right now because those
modern and efficient approaches are mapping the needs of corporations to digitize them-
selves. One question to ask is which requirements should a platform meet to digitalize
a business in a holistic way.

69.4 Efficient Business Tools and Security

Meanwhile, there are some systems which are concerned with the transfer of the in
Sect. 69.3 introduced approaches from the private to the business environment. However,
these systems focus mostly on a particular topic. For example, they enable effective com-
munication through the implementation of instant messaging concepts or focus on other
specific features, such as document management. Dedicated social networks for internal
communication in organizations take an additional step by focusing on relationships be-
tween employees. The security subject is treated individually by all available solutions,
so that a different number of security features may be included, both from the perspective
of the user as well as at technical level.

Instant messaging slowly but surely finds its way into business communication. The
popular cloud-based collaboration tool Slack shows this development by its steadily grow-
ing number of up to three million daily active users [15]. Slack offers possibilities to
communicate with employees in the same organization through different types of chan-
nels. Direct messages can be easily exchanged between two persons. In contrast, open
channels provide space for group discussions, such as special topics or projects.

The first positive effects can already be observed in using this service. The number of
internally sent emails has been reduced by up to 48.5% [16]. Furthermore, an increase
in productivity as well as a reduction of necessary meetings can be determined, which
additionally confirms the concept and emphasizes the use of new modern, efficient and
smart tools in business communication.
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Table 69.1 Overview of leading apps in private and business sector

Product WhatsApp Dropbox Slack

Sector Private Both Business

Focused on Messaging Document Management Messaging

Business compliance No No License depending

End-to-end encryption Yes No No

Encryption of data in transit? Yes Yes Yes

Encryption of data at rest? Yes Yes Yes

Provider has access to user
data?

Maybe Yes Yes

Provider use data for itself? Yes Yes Yes

Users must trust provider? Yes Yes Yes

When reviewing the security practices of that service, it can be seen that the concept
does not include all possibilities to protect the customer’s data. While all traffic in transit
goes over an encrypted connection, so no one can eavesdrop on it and customer data is
encrypted at rest by the service provider on their servers, using the latest recommended
secure cipher suites, there is no end-to-end encryption included [17]. Therefore, customers
still hand over their data to a third party by sending it to the provider’s servers. This
approach is followed by several solutions in the business environment. WhatsApp is also
a popular instant messaging service which is also establishing end to end encryption but
they offer no compliance to business systems so that processes can be integrated. It is
solely focused on being a product for customers and not for businesses (s. Table 69.1.

69.5 Quvert – Smart. Efficient. Secure.

Quvert is a modern and innovative communication tool and enables fast, reliable, usable
and secure business communication. It is tailored for daily internal corporate commu-
nication with the primary goal to increase the effectiveness without sacrificing security,
privacy and usability. These points were considered from the beginning of the planning
phase and form parts of the foundation of the platform.

Quvert is chat-based and includes all now well-known advantages of instant messag-
ing, such as sending text messages in real time, exchanging different types of media or
using hashtags and similar techniques. However, Quvert does not stop here. In addition
to introducing new approaches for transferring information between employees, like the
concept for the exchange of internal company knowledge, Quvert also integrates business
processes.

The foundation of Quvert is a secure, distributed and reliable server based on XMPP
and Erlang with various database-schemes (e. g. Postgres or CouchDB) available to ensure
up to 99.99999% service uptime. The mobile and desktop applications have a composed
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user interface and are easily usable by non-professionals. They also provide security in
terms that user input can be concealed and all messages are encrypted on transport and
application layer before they are being transmitted to the server. The encryption scheme
is the Signal protocol that has already proven that it is capable of securing connections
efficiently also in asynchronous transportations by using ratchets [18]. The whole platform
is designed by the following principles:

1. Business by design: Inclusion of business processes into a communication Platform
2. Compliance by design: Data autonomy and legally watertight archiving
3. Security by design: Usable and economic security from the start of development
4. Privacy by design: Privacy is dealt with during the development process to preserve it
5. Usability by design: Easy and usable for users, low training periods

Quvert has no access to user data and does not use it to generate personalized advertise-
ments or feedback. Furthermore, no data is transmitted to third parties and companies can
use an on premise server to be sure they do not share any sensible data with the service and
everything is kept in house. To be compliant Quvert offers Handshakes where users can
define business relevant topics to be archived. If users do not send a specified handshake
the server acts as a zero knowledge server. If the handshake is activated the server stores
the message in an encrypted database which is only decryptable via four eyes principle to
offer legally watertight agreements (s. Fig. 69.1). One side effect of this is that business
irrelevant communication is not stored by the service and therefore usage of disk space
can be reduced.

Quvert has a module called Quvert.Knowledge which uses anonymized data to get
an overview of the knowledge available in the company and what kind of profile a new

Fig. 69.1 Handshake flow
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employee should have to grant an increase in knowledge available in the organization. This
is especially vital in times of demographic change where staff grows older and leaves the
company and therefore their knowledge is gone and on the other hand less young people
are joining the company [19].

69.6 Summary

To create an usable, secure and efficient communication tool is not a trivial task. In terms
of security for the platform there has to be a solution to post quantum cryptography and
how to modify the Signal protocol to gain the highest possible security. Table 69.2 shows
Quvert in comparison to a few of other business communication tools on the market.

Furthermore, it is essential to verify the functionalities offered by Quvert to get to
know how the platform is accepted by users. Therefore, testers have been acquired but at
the time of writing this paper no results could be drawn from the feedback and this is to be
analyzed in the future. There will also be penetration testing in the near future to evaluate
possible threat vectors for the platform and to prevent data leakage.

Current research is in the field of Internet of Things to connect Smart Objects to the
platform and offer interactive and configurable control panels based on the transmitted
certificate attributes by Smart Objects [20].

All in all Quvert shows a promising approach towards a smart, efficient and secure
communication platform that is usable on all current operating systems, whether they are
mobile or stationary. It also adds real value to currently used communication systems by
offering an integrated lightweight yet highly utilizable knowledge management and one
can conduct legally watertight agreements. In the near future the connection to the Internet
of Things will also serve as a unique identifier for the platform.

Table 69.2 Quvert in comparison

Product WhatsApp Dropbox Slack Quvert

Sector Private Both Business Business

Focused on Messaging Document
Management

Messaging Business
processes

Business compliance No No License
depending

Yes

End-to-end encryption Yes No No Yes

Encryption of data in transit? Yes Yes Yes Yes

Encryption of data at rest? Yes Yes Yes Yes

Provider has access to user
data?

Maybe Yes Yes No

Provider use data for itself? Yes Yes Yes No

Users must trust provider? Yes Yes Yes No
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70City as a Service and City On-Demand – New
concepts for intelligent urban development

Georg Klassen and Martin Buske

Abstract
Urban growth in developing and developed countries is changing our lives, and causing
explosive growth of data generation in an interconnected world. Moreover, billions of
new relationships between all parts of our environment will be created. Policy makers
will face high complexity and will have to handle these challenges under fast changing
and highly dynamic circumstances. Nowadays, a city can be represented as a “living
body” with networks as the nervous system, administrative authorities as the brain,
transportation systems as the circulatory system, and further stakeholders as organs.
Socio-technical aspects of a Smart City should be cultivated and treated in the most
efficient way for a better city development. Rationalization in all areas of urban life
is a main driver of smartness. Investigation of the quality of life in cities is a kind
of rational consideration of prevalent living conditions. Relationships between qual-
ity of life, residents’ needs and available services are important for resident-centered
design of a Smart City. City On-Demand is a new approach that is characterized by
reliable and user friendly Smart Services that probably do not exist before request
and occur in real-time upon receipt of the request. Citizens’ lives will be improved
through an efficient use of customized services. For deeper understanding, the authors
describe the status quo of leading Smart Cities – Barcelona, Amsterdam Hamburg and
New York. This article introduces the most important definitions related to a Smart
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City, explains a new approach of ‘City as a Service’ and ‘City On-Demand’ concepts
and provides an outlook 2025 for autonomously driving cars, e-health and citizen ser-
vices.

70.1 Main Definitions and Concepts

The urbanization process all over the world impacts all areas of life. Cities account for
a major share of global economic output [1]. The United Nations predict that by 2050
about 64% of the developing world and 86% of the developed world will be urbanized
[2]. More and more cities can be considered as Digital Cities because of extensive use
of information and communication technology (ICT). During the last several years, the
focus has been moving from the technology perspective to the smartness of a city. ICT
remains very important. Its efficient use, resulting in smart services, play a very important
role in a city’s development. There are various definitions of Smart City and the concept
of Smart City is very broad and evolving. The implementation of this concept depends on
specifics of a city, such as its story, brand, values, policies, objectives and socio-techno-
logical constraints. According to the EU, the definition of a Smart City is “a city seeking
to address public issues via ICT-based solutions on the basis of a multi-stakeholder, mu-
nicipally based partnership” [3]. The main goal of a Smart City is to improve the quality
of life (QOL) by developing and offering ICT-based services that meet residents’ needs
and boost efficiency of services [4]. Technology focused definitions of the Smart City are
not treated further in this article.

Fig. 70.1 shows a QOL perspective on of a Smart City and mentions the most important
relationships between QOL, residents’ needs and available services. In this context, need
is the goal, service is the method and QOL is the indicator of target achievement.

A Smart City is one example of a complex ecosystem with numerous digital touch
points between citizens, businesses, authorities and other service providers, powering

Fig. 70.1 Magic triangle of
a Smart City from the QOL
perspective
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exponential growth in global data generation. Rationalization as a main aspect of urban-
ization in all areas of citizens’ lives can, and should, be driven by these data.

Quantification of quality of life has become an important indicator for many cities.
Its calculation by Mercer is well-known [5]. The cities are evaluated by several factors
grouped in 10 categories: 1) Political and social environment; 2) Economic environment;
3) Socio-cultural environment; 4) Medical and health considerations; 5) Schools and ed-
ucation; 6) Public services and transportation; 7) Recreation; 8) Consumer goods; 9)
Housing; 10) Natural environment.

Six dimensions of smartness defined by the EU operate in similar categories as shown
in Table 70.1. This overlap roughly shows the link between quality of life and smartness
of a city.

Furthermore, definitions of “City as a Service” and “City On-Demand” are being in-
troduced to allow a new view of the Smart City and six dimensions of smartness.

The term “City as a Service” is relatively new. The main point is that cities are starting
to apply service design to improve certain urban practices. Holistic approaches are being
applied to different areas, such as management of public spaces, demand-based parking,
resident-centered living concepts etc [6].

Table 70.1 Six dimensions of smartness and categories of QOL. (In dependence on European Par-
liament [3]; Mercer LLC [5])

Dimension/Area of QOL Definition

Smart Economy/Areas of
‘Economic environment’,
‘Consumer goods’

E-business and e-commerce using ICT-enabled manufactur-
ing and service delivery as well as ICT-enabled innovation,
creation of new services and new business models

Smart Mobility/Area of ‘Public
services and transportation’

ICT-enabled transportation system including public transport,
such as buses, trams, subways, cars, trains, cyclists as well
as pedestrians using these modes of transport and businesses
using them for their logistic needs

Smart Environment/Areas of
‘Natural environment’, ‘Hous-
ing’, ‘Medical and health
considerations’

ICT-supported energy solutions, ICT-enabled smart grids, pol-
lution monitoring, green urban planning and buildings, smart
waste management and water resource systems, efficient street
lighting and other services

Smart People/Area of ‘Schools
and education’

People that possess various skills, enable them to use ICT-
based services and to work in such an environment, create new
products and services and foster innovation

Smart Living/Areas of ‘Social-
cultural environment’, ‘Recre-
ation’

Healthy and safe living, behavior and consumption habits of
people that integrating ICT-supported services and products
into their everyday life

Smart Governance/Area of ‘Po-
litical and social environment’

City governance characterized by a high level of interaction
with involvement of citizens, businesses, institutions and
further stakeholders, enabling objective and transparent e-gov-
ernment
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The existing studies on ‘User-centric service composition’ should help to understand
this approach: “A potential benefit of service composition is that it allows new services to
be created rapidly, as a combination of existing basic services, instead of being developed
from scratch . . . Dynamic orchestration of service composition activities enables true user-
centric service delivery” [7, 8].

Since no clear definition of “City as a Service” has been found, the following working
definition is used in this article:

City as a Service is a service-oriented approach to urban development that considers the city
as a service platform where different service providers (the city itself, further authorities,
institutions, businesses as well as residents) can offer their services and interact in the most
efficient way.

“City On-Demand” is a new approach. No definition has been found, that we could use
for our needs. Therefore, we propose the following working definition:

City On-Demand means Smart Cities, which already operate the City as a Service model
AND allow the creation of new services in real-time that probably did not exist before the
request.

At this new meta-level, existing services are considered to be resources for newly-cre-
ated ones. Residents’ needs, habits, and behavior, as well as availability and quality of
resources and further constraints, are considered to fulfill all requirements in the most ef-
ficient way real-time. For example, a citizen has a need – “recreation over the weekend”.
When expressing this need to his personal digital butler a new service is created consider-
ing all information mentioned above with the goal of the best recreation value within the
given period. In turn, this new service uses other services and data as resources. Resources
used in the new service can be with costs or free of charge:

� health data from his smartwatch
� his/her favorite sports and meals and other leisure preferences
� his/her preferred social contacts (e. g. from his Facebook or Twitter account or personal

phonebook)
� weather forecast
� details on events and what’s happening in the city over the weekend
� traffic situation
� information about current use of public places etc.

An important requirement for enabling City On-Demand is the city’s smartness at dif-
ferent socio-technological levels – not only within the six dimensions of smartness defined
above, but between these dimensions, too. The rationale is: the smarter particular parts of
the whole are, the smarter the whole can be. This can only be achieved by stronger net-
working and interoperability between all relevant elements of a Smart City. That should
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take place along all dimensions of a Smart City as exemplary shown for enterprise [9] or
government interoperability [10].

Please permit us to explain, using the following example. The working definition of
Smart Mobility (s. Table 70.1) requires smart transportation systems that consist, among
others, of smart components, such as autonomously driving cars and intelligent traffic
lights. The working definitions of Smart People and Smart Living (s. Table 70.1) require
e-skills and the ability to integrate ICT-supported services and products into everyday life.
An interconnection between these three dimensions of smartness – smart mobility, smart
people and smart living – can be shown as follows.

Autonomously driving cars need to have a well implemented collision detection for
accident-free traffic. This requires smart infrastructure, consisting of static and dynamic
interactive elements. The interaction between cars and intelligent infrastructure will im-
prove collision detection and reduce crashes [11, 12]. For this purpose, various types of
data need to be exchanged – exact position, movement direction, speed, size, status of
traffic lights, speed limitation, street signs etc.

External traffic participants (pedestrians, cyclists), as smart people, have to possess
skills to integrate relevant devices into their everyday life. In particular, they should be
willing to buy (consumption aspect) and to wear clothes (lifestyle and behavior aspects)
equipped with sensors that interact with autonomously driving cars and other traffic par-
ticipants and elements.

Therefore, the car does not have to be able to determine all necessary parameters itself,
but it must be able to interact and to rely on data it gets from its environment. This new
relationship between Smart Mobility, Smart People, and Smart Living improves quality of
life by reducing crashes, but means a higher complexity of each part and of the whole.

70.2 Examples

There are several Digital City and Smart City initiatives, which were founded during the
last 10 years. Based on a study by the European Union there are already 240 cities or
51% of all cities in EU-28 with more than 100,000 residents, which have implemented
or proposed Smart Cities. There are Smart Cities in all European countries, but they are
unevenly distributed. Smart City characteristics are Governance, Economy, Mobility, En-
vironment, People, and Living [3]. All initiatives with one or more projects in European
Smart Cities cover at least one of those characteristics.

First, we will look at a few examples from Europe and also one international example to
better understand the development of the existing Smart Cities today. The highest absolute
number of Smart Cities in Europe are in the UK, Spain and Italy. Italy, Austria, Denmark,
Norway, Sweden, Estonia and Slovenia have the highest share of Smart Cities.

Overall, Smart Cities are still at an early stage of development. The stage of develop-
ment or the maturity level of a Smart City depends primarily on whether only one strategy
or policy exists or initiatives have already been successfully launched and are available to
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the public or are implemented. Smart Environment and Smart Mobility have the largest
share of the initiatives in a number of cities. Hamburg, Helsinki, Barcelona and Amster-
dam were best ranked in assessing both the Smart City characteristics and performance.
All Smart City initiatives share the vision of transforming the city into a place with a better
quality of life.

Since a Smart City consists not only of components, but also people, it is also important
to secure the participation of citizens and relevant stakeholders. The structure of knowl-
edge management with access to relevant data, open standards and data privacy as well as
data security is another success factor. The best-ranked cities above fulfill most of these
success factors.

70.2.1 Barcelona

The City of Barcelona, Spain ranked as number one Smart City globally [13] and has
a wide range of Smart City initiatives [14].

With its Open Data initiative, the Barcelona City Council provides public data, so that
a range of individuals and entities can easily access and reuse the data. This resulted in the
creation of new companies, services and products, which has increased the city’s social
and economic value and improved individuals’ lives.

With the Telecare service, Barcelona supports 70,000 elderly people 24 h a day 365
days per year. It offers appropriate response to users’ requests for assistance and takes
preventative actions by maintaining frequent contact with individuals to prevent unsafe
situations, isolation or loneliness. In this way, the domestic care service helps to improve
the quality of life and independence of people who are elderly, disabled, or dependent on
others, and those who live or spend many hours alone at home.

There are also more common initiatives, such as the Barcelona Wi-Fi, which offers
the largest free-access, public Wi-Fi network in Spain and one of the most advanced in
Europe.

After starting Smart City initiatives in pilot projects Barcelona began to launch city-
wide services. Today a large number of Smart City initiatives are available as part of the
Smart City strategy, for example control of lighting zones, smart parking or e-governance.

Barcelona seems to be on a good way to offer connected services that help to achieve
a City as a Service status by following a data-driven approach but it requires a greater
involvement of enterprise-oriented initiatives [15].

70.2.2 Amsterdam

In Amsterdam, the Netherlands, several Smart City initiatives have been launched to
achieve the goal of being part of the international top of sustainable cities in 2040 [16].
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The Utrechtsestraat Climate Street is one of these initiatives with the aim of realizing
CO2 reduction and environmental saving [17]. The Utrechtsestraat Climate street is to be-
come the first living sustainable showroom in the world to determine which technologies,
cooperative agreements and approaches are the most successful to make the city’s (shop-
ping) streets more sustainable on a large scale. At a later stage, this concept is planned to
be rolled out to the rest of the Netherlands.

As part of the Ship-to-Grid project in Amsterdam IBM and Cisco partnered with Dutch
utility companies to provide energy management systems and smart meters to about 500
households [18]. Via utility-side data management and analysis, the households them-
selves and the city as a whole are able to optimize their energy consumption and reduce
waste. It is also possible to predict peaks and coordinate energy generation and consump-
tion in a more sustainable way.

A similar environment-focused initiative is the ITO Tower Project [19]. In this project
intelligent technology collects, monitors and analyzes the building’s programing and util-
ity data to identify energy consumption inefficiencies and lower the building’s carbon
footprint.

The Health Lab initiative is linked to the people and their living characteristics [20].
Health Lab focuses on increased care efficiency resulting in greater end-user indepen-
dence. This initiative is intended to support and stimulate Digital Health developments
in the Amsterdam metropolitan area. Innovation in care needs the cooperation of many
different organizations especially in order to produce technologies, service the market,
educate on use new technologies and adapt them.

The focus of Amsterdam lays on environment-oriented initiatives. More mobility and
economy-oriented initiatives and connecting those services via extending and connecting
the open data hub would help to achieve the status of a City as a Service [21].

70.2.3 Hamburg

For its Smart City strategy the City of Hamburg focused on environment, people and
economy [22]. With its rapidly growing urban population, the Hamburg government rec-
ognizes the need to answer the questions about mobility, public infrastructure, service,
energy consumption, emissions and quality of life. Therefore, the Smart City, as a con-
nected and intelligent city, is the ideal strategic solution to improve the quality of life. The
city aims to achieve this goal through intelligent, innovative infrastructures, which help
to make mobility more efficient, to conserve resources and reduce negative environmental
impacts. Sensors and information technologies thereby will continue to gain importance
in the future.

The harbor is the heart of Hamburg’s economy. The government does not want to build
unlimited roads, railways and waterways. Therefore, the Port of Hamburg is planned to be
developed into a smartPORT in the coming years to increase the efficiency of the existing
lines, and thus the quality of its services [23].
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In addition, an intelligent infrastructure in Hamburg should be established which in-
cludes, among other things, an intelligent control of traffic signals. Traffic lights recognize
how many people wait and traffic signals switch accordingly, while sensors in streetlights
measure the outside light so that they only light up when it is really dark.

Another initiative is the virtual citizens’ stand. Pressing a button in a small kiosk at
malls or libraries allows citizens to make video calls to an administrative assistant via
Internet. The kiosk is equipped with a small desk with a monitor showing a touch tablet
to display documents and allow inputs or video presentations. In addition, citizens can
immediately print forms via the connected printer [24].

Hamburg just started its way to become a City as a Service. The currently available
services and initiatives are not well connected and some areas are not well represented.
For example Hamburgs Open data service is more a content search engine than a data hub
[25].

70.2.4 New York

For the City of New York, USA a Smart City means an equitable city. To guide connected
devices and Internet of Things (IoT) implementation, serve as the coordinating entity for
new technologies across all city agencies and foster collaboration with academia and the
private sector are important tasks to better the lives of all New Yorkers [26].

Especially data and analytics are the main pillars for New York’s Smart City strategy.
Real-time information enables a more responsive government and better data generates
cost savings and increased impact. Additionally, enhanced analytics allow for increased
equity in the delivery of services while sensors and digital tools allow for more efficient
use of city infrastructure and resources.

One concrete example is the Community Air Survey, which uses approximately 100
monitors installed throughout NYC to study how pollutants from traffic, buildings and
other sources impact air quality in different neighborhoods. This includes monitoring fine
particles, nitrogen oxides, elemental carbon, sulfur dioxide, and ozone, which can cause
health problems. This project focusses on people, environment and living characteristics.

The same characteristics are important in the Vision Zero View project [27], which
has the goal to eliminate deaths and serious injury from traffic crashes. Vision Zero View
displays the location of every traffic fatality and serious injury within the last 5 years
in an innovative presentation of data relating to crashes, serious injuries, deaths, safety
improvement projects and public outreach efforts.

Other projects, such as MyNYCHA, establish new services via smartphone applica-
tions [28]. The MyNYCHAmobile application from the New York City housing authority
allows public housing residents to manage maintenance service requests, view alerts and
outages related to their developments and view their scheduled inspections via smart-
phones and tablets. This empowers residents to create service requests 24/7 and reduces
the need for individual calls.
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Table 70.2 Smart City Initiatives in selected cities and mapping to Dimensions

City Initiative Dimensions

Barcelona Open Data Initiative Smart People, Smart Living, Smart Environment,
Smart Governance

Barcelona Telecare Smart Living, Smart People

Barcelona Barcelona Wi-Fi Smart Living, Smart Economy, Smart Mobility

Amsterdam Climate Street Smart Environment, Smart Economy, Smart Living

Amsterdam Ship-to-Grid Smart Environment, Smart People, Smart Living

Amsterdam ITO-Tower Smart Environment, Smart Economy

Amsterdam Health Lab Smart People, Smart Living

Hamburg smartPORT Smart Mobility, Smart Economy

Hamburg Infrastructure Smart Mobility, Smart Environment

Hamburg Virtual Citizen Kiosk Smart Governance, Smart People, Smart Living

New York Community Air Survey Smart Environment, Smart People, Smart Living

New York Vision Zero View Smart Mobility, Smart People, Smart Living

New York MyNYCHA Smart Governance, Smart Living, Smart People

It seems like New York is on a very good way to achieve the City of a Service status.
Services are already interconnected in some areas. There’s a huge volume of underlying
data to combine services via New York open data hub which helps to create more inte-
grated services covering multi dimensions in near future [29].

Table 70.2 represents the cities and initiatives considered in this article. It also shows
to what dimensions these initiatives are assigned.

70.3 Conclusion and Outlook

In the current stage of development of Smart Cities, the relevant actors – municipali-
ties, educational institutions, businesses and citizens – already work together on specific
projects. It can also be seen that many Smart City initiatives that initially merely had a pi-
lot project in a narrowly defined temporal and spatial context, launched these later on in
the urban area for the entire population or companies and thus develop real lasting effect.
In many cases, multiple characteristics of smartness – Governance, Economy, Mobility,
Environment, People, and Living – are considered in the projects. Thus, the involvement
of different actors and characteristics lead to overarching project approaches with far-
reaching implications and effects for each Smart City.

However, there are no recognizable approaches which proactively create added value
for citizens through predictive analysis of data streams, appropriate anticipatory gener-
ating and offering services in real-time. Especially due to the high dynamics of change
and the short-term occurrence of events, city councils, businesses, and above all citizens
responding precisely would be of great value and a decisive advantage. Here, the cur-
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rent developments in technology and in the processing, analysis, and use of data are very
helpful.

If one dares an outlook, by 2025 autonomous driving will have changed the cityscape
of Smart Cities decisively in several forms. Through the interplay of city infrastructure
(sensors and traffic control), not only the public transport optimally takes place, but the
transport of goods and the delivery logistics can be significantly optimized. Therefore,
optimum usage of vehicle types (taxi, bus, tram, subway, etc.) is possible based on the
foreseeable traffic at any time of day and for any type of event. Urban delivery traffic
can be shifted to low-traffic times through intelligent traffic control. Shipping and storage
processes by autonomous vehicles with fully automated warehouses, in conjunction with
accurate calculation of consumptionmake this possible. Through all available data streams
from retail stores and private households, goods consumption needs of the population can
be updated daily to help to predict reorders. Transit times within cities can be calculated
to the minute, since all vehicles in city traffic and transportation systems are networked.
Thus, waiting times and accident risks are significantly reduced.

The health sector is significantly enhanced, as fewer office visits for patients arise be-
cause of targeted and accurate diagnoses. This is made possible by fitness trackers that
provide the health information of residents in an encapsulated networked system and
allow direct exchange of this data and possible disease symptoms with the network of
physicians and hospital system in case of negative warning signals. In addition, time and
costs for the individual and the community can be reduced, since the automatic guidance
to best available doctor or hospital reduces multiple trips and waiting time loss.

Citizen services, which previously represented only a digital complement to the tra-
ditional system of forms and manual interaction with government officials will become
fully digital. Chatbot systems that permit voice dialog between citizens and “digital” gov-
ernment employees simplify procedures and reduce the time and costs of bureaucracy.
Citizens Service solution as an intelligent government butler with 24 h availability to serve
citizens in their individual situation, with context-based support, whether the questions on
tax payment or short-term event parking thirty minutes before the event takes place.

Feedback and interaction approaches for citizens’ interaction with administration au-
thorities are also simplified by the augmented reality solutions implemented by then –
similar to today’s popular game, Pokémon Go [30]. Citizens can report defects or make
suggestions in real-time and on-site. Incentive systems can play an important role for the
use of these solutions to increase and thus to pass a large number of improvement pro-
posals. Similar to WeChat [31] the cooperation of social networks with local businesses
greatly enhances the Smart City services and simplifies cooperation with citizens. An im-
portant success factor is the quick and easy start of direct communication between service
providers and clients as well as monitoring service implementation and evaluation after-
wards.

The authors recommend to pursue City as a Service approach to increase efficiency
as well as to adopt City On-Demand idea to focus on residents’ needs for a better qual-
ity of life. Besides this, they also recommend to implement an agile approach of testing
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and launching new innovative concepts and solutions from other regions. That helps to
stay on track with the fast changing technology and product development nowadays. New
networks of Smart City experts should be created for a better knowledge and experience
exchange – besides the established conferences and awards. This would help to achieve
a faster adoption from citizens and local enterprises and finally achieve a highly connected
City as a Service.

On the other hand, stakeholders of a Smart City should be aware of risks that concern
areas of privacy, security and safety. Misuse of personal information, loss of control over
connected environment, service failures due to hacker attacks such as Distributed Denial
of Service would decline the Quality of Life. The implementation of a Smart City should
consider and prevent these risks.
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Abstract
The Internet of Things is based on ecosystems of networked devices, referred to as
smart objects, effectively enabling the blending of physical things with digital arti-
facts in an unprecedented way. In principle, endless automations may be introduced in
the context of daily life exploring the numerous opportunities offered by the deploy-
ment and utilization of such smart objects. However, in practice the demands for such
automations are highly personalized and fluid effectively minimizing the chances for
building commercially successful general-purpose applications. In this context our vi-
sion is to empower end-users with the appropriate tools enabling to easily and quickly
craft, test and modify the automations they need. In this chapter we initially discuss
a few possible future scenarios for automations relying on smart objects. Then, we
elaborate on the visual tools we currently develop, followed by a brief case study us-
ing the tools. Finally, the potential of publishing such automations in typical digital
markets is considered.
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71.1 Introduction

The presence of personal smart devices like smart phones and smart watches in the mar-
ket has increased exponentially in the last decade. At the same time, a novel paradigm
called Internet of Things (IoT) has appeared, referring to the vision of connecting physi-
cal things featuring sensors, tags (e. g. RFID tags), software and connectivity capabilities,
to the network. IoT concept is the pervasive deployment of a variety of network connected
smart objects around us, including physical things, smart devices, applications, etc. in the
environment.

In this context, people’s daily lives could benefit from using smart objects, as they
can offer an environment of automations for everyday activities. However, in practice, the
demands for such automations are highly personalized and fluid, resulting in a respec-
tive digital market that is either inexistent or marginal. Consequently, in order to fully
benefit from the capabilities of this environment, individuals should be able to interact
with smart objects, potentially managing, parameterizing and even programming applica-
tions involving them. The latter is not an easy task as it implies end-users who directly
manipulate smart objects in a developer perspective, ranging from parameterizing and
linking together, to actually programming the control and coordination of a set of smart
objects. While such tasks are typically handled by experienced developers as they require
programming skills, the research domain of End-User Programming (EUP) focuses on
enabling end-users with virtually no programming background performing moderate and
even comprehensive programming tasks.

Several approaches have been developed in the domain of EUP. The most popular ap-
proach is the Spreadsheets which are widely applied by individuals and businesses (e. g.
grading by teachers, spreadsheets for accountants etc.). Scripting Languages is another
technique which, in the context of EUP enables the extension and adaptation of existing
applications by end-users. Scripts are the most powerful EUP tools, however they present
end-users with considerable learning cost and they are prone to errors. Another approach
which is based on scripting languages is the Natural Languages phrases interpretation.
While the latter sounds promising for programming purposes, existing approaches seem
to have problems and restrictions in use; that’s why they are applied only in research and
not in industry. The aforementioned approaches are based on text-based environments and
it seems that they aren’t the best choice for portable EUP applications for smart objects.
However, there is another approach called Visual Programming which is based on graphic
artifacts that have been mapped to the correspondent high level functionalities according
to each Visual Programming Language (VPL). The most popular category of such artifacts
for the VPLs are based on jigsaws which first appeared in Scratch [1]. Another approach
of VPLs is flow diagrams; for example Microsoft VPL [2] is based on flow diagrams for
building robotics applications.

In our work, we develop a portable touch-based visual end-user programming envi-
ronment for personal applications, running on typical smart phones and tablets, where
end-users may discover smart objects in their own surroundings and compose custom ap-
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plications reflecting their own needs. Similar to our approach is HomeKit [3] which is
a framework for communicating and controlling connected accessories in user’s home.
Also, the graphical control logic editor oBeliX [4] is a proof of concept tool for IoTSyS
[5], an integrated middleware of IoT.

The rest of this chapter is organized as follows; In Sect. 71.2, existing smart objects
in people’s daily life are described. In Sect. 71.3, we discuss potential scenarios that end-
users may develop. In Sect. 71.4 our approach in visual programming for smart object
applications is described. Then, we present a case study developing the scenario described
in Sect. 71.3.2. We continue by discussing the potential of digital markets for smart object
applications. Finally, we briefly discuss the visual programming requirements of end-users
in the context of IoT.

71.2 Smart Objects in Daily Life

The main building blocks of the IoT are smart objects. The concept of the IoT started in
early 2000’s with the RFID tags, and network connectivity of physical things. Further-
more, there are numerous smart devices available on the market which are already used
in the context of IoT. In particular, devices which are commonly used in daily life have
been evolved to smart connected devices by offering extra services and automations (e. g.
tracking information, remote control, exchanging data with other smart objects etc.). The
refrigerator is a representative example of a device used on a daily basis. Its main function
is to maintain and store food items and fresh produce. But as a smart object, apart from
the above functions, it will also be able to do other more complex functions such as iden-
tifying, enumerating, and holding important information about the food items it contains.
Smart refrigerator notifies users when a food item is close to expire or if it has already ex-
pired. Furthermore, the refrigerator is able to display through an embedded screen, recipes
based on the food items that are currently stored. Moreover, the users can remotely view
what is stored in their refrigerator.

In addition, apart from the physical connected things and the smart devices, there is
a huge number of applications online and day by day this exponentially increases. These
applications could be used in the world of IoT and could be considered as smart objects
which are connected online and are able to communicate through web-services. Such ap-
plications could be available via digital marketplaces. Examples of applications could be
weather forecast, a clock, a chronometer etc. Furthermore, examples of such applications
that could be interoperated with the smart refrigerator are a nutrition calendar and online
shopping. Using these smart objects, the user will be able to program a weekly meal plan
based on which the refrigerator could automatically place online orders in authorized food
shops.

Taking into account the aforementioned about the smart objects which are available in
people’s daily life, people may like to have custom automations based on their needs. In
the next section, we discuss such example applications.
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71.3 Scenarios

Using existing smart objects, we discuss potential scenarios which could be developed by
end-users based on the visual end-user environment we develop. However, the scenarios
discussed below are just indicative, since by offering end-user programming features and
due to the fact that there is a huge variety of smart objects available, the possibilities are
endless.

71.3.1 Remote Hospitality

Many times people would like to be at home (or office) when their doorbell rings but
instead they happen to be somewhere else. This happens either when there is a meeting
for which they couldn’t be there on time or in case of a surprise visit. Before the exis-
tence of IoT concept, visitors could only call the potential hosts in order to communicate
with them. Thanks to IoT, people are able to use smart doorbells which are supported
by appropriate software applications. The latter notify users when the doorbell rings and
help them communicate with the person who rang it. On the one hand, smart doorbell
software provides support for all possible services of the device, on the other hand, it is
impossible to provide support for other smart objects that users would like to use with the
smart doorbell. For example, end-users may like to have an application which uses home
smart objects in order to host visitors remotely until they go back at home as depicted
in Fig. 71.1. The smart door gives access to the visitors, while the smart lights turn on or

Fig. 71.1 The flow of Remote Hospitality Application and the involved smart objects



71 Personal Applications in the Internet of Things Through Visual End-User Programming 813

window blinds open depending on the time of the day. Furthermore, the home temperature
can be regulated using the air conditioning system and the thermometer. Then, the smart
Hi-Fi or TV could take on the visitors’ entertainment. In addition, drinks can be prepared
by the smart coffee machine or the smart kettle.

Someone would wonder why we have to create a new application using smart objects
and not use all the provided applications from our smart objects. The answer is twofold.
Firstly, users would like to have custom automations without having to use each of the
applications of the smart objects. In addition, running applications for each smart object
would be impossible in case of using several smart objects for one task something which
would be a common scenario in the concept of the IoT which is based on the pervasive
deployment of smart objects around the world. Secondly. there are several cases that smart
objects are based on the events and data of other smart objects. A representative example
of such application is discussed on the next section describing morning automations.

71.3.2 Morning Automations

One of the most difficult times of the day for people is waking up and their morning
habitual tasks. There are several things that people have to do when they wake up such
as, have a bath, prepare their breakfast, be informed about the news and their messages,
prepare for their work, leave home for work etc. Using the existing smart objects, several
processes could be automated and users would gain some more minutes of sleep, find
their home temperature regulated, not forget to be informed about the news, leave home
without worrying if they forgot to lock the windows or turn off lights, electric devices etc.
All these automations can be accomplished when related events are triggered as depicted
on the Fig. 71.2.

Fig. 71.2 Morning Automations triggered by environment events
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The first event of application is based on the time that the alarm clock is programmed
to ring. When the event is fired, the alarm clock is switched off before it rings, then the
air conditioning regulates the home temperature, while heater starts preparing water for
a morning bath and the coffee machine prepares the first coffee of the day. Then, when
water for the bath is ready, the alarm clock rings and the window blinds open. Also, when
coffee is prepared, the coffee machine notifies the user. Afterwards, when the user opens
the bath door, the smart Hi-Fi automatically starts playing music and the smart bed makes
itself. Afterwards, when the user starts serving coffee (once she has finished with her bath)
music stops and it is time to catch up with the news and view the daily tasks she has to do,
messages or email she has received. Finally, when leaving home for work, smart objects
take on the home safety by locking all windows, window blinds and outdoors which are
still open, switching off not used electric devices such as the air conditioning, the TV etc.
turning off the lights and activating the alarm system.

71.3.3 Self-Caring Home

Continuing the previous scenario of morning automations, end-users could design automa-
tions for tasks which are required by their home such as cleaning, gardening, shopping
etc. using appropriate smart objects. However, these are mainly calendar based tasks of
the home that are executed repeatedly either with the specific frequency or not. The events
defined for the application of home self-care automations are categorized on three cate-
gories home cleaning, shopping goods and care for the garden as depicted in Fig. 71.3.

The first task is programmed to be executed every day, when home is empty the win-
dows open for half an hour for airing purposes. Then, windows close and the vacuum
starts sweeping the house and then the house is mopped by the smart mop. In addition,
when washing machine is full, it checks that it will not rain for the next 3 days and starts

Fig. 71.3 Home care automations triggered by smart objects and calendar events
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washing. When it finishes, the washing machine sends the respective notification. Also,
the refrigerator checks for the availability of goods based on the nutrition calendar and in
case something is missing it makes an order of goods. Additionally, tasks for care of the
garden are defined as seen in the last part of Fig. 71.3. The first task cares for the watering
of the garden by checking if the garden needs watering every two days and completes the
task after checking that it will not rain for the next day. The second task cares for the fer-
tilization and mowing of the garden by repeating the process every 12 days. In addition,
before it starts the process, it checks that it won’t rain for the next two hours.

71.4 Visual Programming

71.4.1 Discovery of Proximate Smart Objects

The first task end-users have to do for their development process is to discover and regis-
ter the smart objects which will participate in their applications. Furthermore, as discussed
previously in the context of IoT, there are numerous proximate smart objects available in
people’s surroundings. Hence, the management of the smart objects through the visual
end-user programming platform is necessary. The smart objects may be positioned in dif-
ferent locations where people operate such as the home, the workplace, the gym etc. and
smart objects’ position may change (e. g. smart watch). Based on this fact, our approach
in order to facilitate the smart objects organization, is to be able to define virtual environ-
ments in which the smart objects could be placed during the registration of the platform
by selecting the respective environment. Furthermore, inner environments can be defined
in each environment (e. g. Home, Home/Living room, Home/Bedroom, Home/Garden).

In addition, during the registration of the smart objects, the end-user is able to insert
respective icons improving the visualization of smart objects. An example of environments
and smart objects is represented in the left of Fig. 71.4, using an example of two defined
environments the home and the office where smart objects have been placed. Also, the
registration of a light smart object in the home environment is presented on the right
screen of Fig. 71.4. Moreover, end-users are able to hide functionalities that may not like
to use in their development process.

Furthermore, using the concept of environments, the end-user can have a quick wide
view of the smart objects’ information in each environment and can more easily focus
in the smart objects of a specific environment in order to develop automations for this
environment. The latter is common practice, and it doesn’t restrict the end-users from
developing custom automations which include smart objects from more than one envi-
ronments. An example of such automations could be a “back to home” application using
smart objects exist both in the office and at home environments. Moreover, the develop-
ment process does not require that the smart objects should be connected thanks to the
registration of the smart objects in the platform which has generated and maintained the
smart object specifications.
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Fig. 71.4 View of defined environments of smart objects (a). Registration process of a light smart
object (b)

71.4.2 Visual Programming of Smart Objects

Using the VPL of IoT, the end-users main task will be the handling of smart objects
that will be involved in their applications. Each of the smart objects provides different
functionalities which have to be published via a well-defined API in the context of IoT.
Based on this, our system builds the smart object data to a JavaScript object from which
the respective visual programming elements are generated and revealed to the visual pro-
gramming environment.

Using as example the air-conditioning, total kind of smart object functionalities are
depicted in Fig. 71.5 by presenting the mapping of the source code in JavaScript and the
visual code of our visual programming language. There are four main categories identi-
fied for the smart object functionalities which are based on their I/O. In particular, there
are functionalities without I/O such as the action “turnOn” of the air-condition which is
depicted in Fig. 71.5. The visual element of our VPL is the blue box which consists of the
respective smart object icon and the inner white box includes the selected functionality. By
clicking the white box area, the end-user can view total functionalities of the air-condition
and change the selection. The mapping of the generated source code of this element is the
statement “AirCondition.turnOn();”. Furthermore, there are functionalities with
input or output which are visually represented in Fig. 71.5. Based on the types of the input
arguments and the output when white boxes are clicked, the visual programming editor
gives only the valid possible variables, values etc. in order to facilitate the end-users by
limiting or eliminating their errors. Finally, the last category of smart object functionalities
based on I/O includes both input and output elements.

Moreover, another category of smart object functionality is based on the responses
which are triggered asynchronously and one or more actions could be defined for
execution when it responds. The air-condition supports an asynchronous response
“onChangeTemperature” as depicted in Fig. 71.5. The source code actions which will
be executed in case of the response corresponds to a callback function in JavaScript while
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Fig. 71.5 Air-Conditioning object functionality (left), Use of the object and mapping to the visual
programming language (right)

this maps to a block of statements which are the respective statements of the callback
function body as shown.

Furthermore, the main context of the applications in the IoT is focused on the ecosys-
tem of smart objects that exchange data and interact in an automatic or semi-automatic
way based on events. As result, the design of events has to be one of the main concepts of
the VPL for smart objects. Such events are the aforementioned asynchronous responses;
however, these events are not adequate to define total events of applications in the context
of IoT efficiently. Firstly, there are smart objects which partially support or not support
functionality of asynchronous responses. In this case, the VPL has to support these events
by defining such events and core takes on the functionality by using polling which checks
the concerned value with appropriate frequency. Moreover, end-user would like to define
event actions when combined data of more than one smart objects values change state. In
addition, there is the need to define calendar events like the presented in the scenario of
self-caring home. These events are separated in three different types based on the times to
be executed. First category is the non-repeatable events which are executed once (e. g. on
Tuesday smart garden fertilizes the grass). Second category is the finite number of times
that events will be executed (e. g. On Tuesday, Friday smart garden sprays the plants suffer
from a disease). The last category is the periodic execution of events (e. g. Every 2 days
the grass is watered). Also, in case of IoT there are events which could be connected or
disconnected to the application system by other events and vice versa. In the following
case study, some of the VPL event elements have been used as shown in Fig. 71.7.
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71.5 Case Study

Using the visual programming tools we develop, we have carried out a case study based
on the morning automations scenario described in Sect. 71.3.2. The smart objects are
included in morning automations are shown in Table 71.1.

The functionality of these smart objects are visually mapped respectively with the air
conditioning as depicted in Fig. 71.5. For the development of this application, the end-user
has to develop six different events. The first four events could just use the events which
is supported by the smart objects as shown in Table 71.1 and the visual code has to be
developed for these events as depicted in Fig. 71.6 respectively. Using only the provided
smart object events, the respective visual code for the fifth event is depicted in Fig. 71.7
(top, left). However, this visual code could not be an easy task to develop for everyone

Table 71.1 Morning Automations Smart Objects and their functionalities

Smart Object Functionality Events

Alarm Clock Switches on/off
Start/Stop rings
Is switched on
Sets alarm time

When rings

Heater Prepares water
Is water prepared

When water is prepared

Coffee Machine Prepares Coffee
Rest Coffee Cups
Is coffee jug out

When coffee is prepared
When coffee jug is out

Air Conditioning Turns on/off
Is turned on
Sets/Gets temperature
Environment tempera-
ture

When temperature changes

Window Blinds Opens/Closes
Is open

–

Bed Makes it self When process is completed

Door Opens/Closes
Is open
Lock

When opens
When closes

Hi-Fi Plays/Stops music
Music list

–

TV Starts/Stops
Switch on/off
Channel list

–

Light Turns on/off
Is turned on

–

Plug Switches on/off
Is switched on

When switches on
When switches off
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Fig. 71.6 EUP of the first correspondent four events of the morning automations depicted in
Fig. 71.2 using our visual programming tools

Fig. 71.7 EUP of two last events depicted in Fig. 71.2: using events of SOs (left); using visual
expressions of our VPL (right)
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because of the basic programming skills it needs. In this context, as it is aforementioned in
Sect. 71.4.2 we have designed appropriate visual code expressions making programming
the events more user-friendly. The respective visual code for the development of the fifth
event using such visual expressions is depicted in Fig. 71.7 (top, right). Moreover, we
have developed the last defined event from Fig. 71.2 using asynchronous functionality
“onDoorClose” which is supported by the main door, by adding an extra visual statement
of wait 5min and then executing the rest defined visual statements of the event as shown
in Fig. 71.7 (bottom, left). So by using the visual expressions we have defined, the end-
user programming of this event could be developed as shown in Fig. 71.7 (bottom, right)
alternatively.

71.6 Marketing Personal Applications

The development of smart object applications will be created by end-users, could be
helped in its growth by the potential of publishing such applications to digital market-
places as custom software products. In this context, end-users could share their applica-
tions, re-use other end-users’ applications and be inspired by them.

Digital marketplaces have been recently used for the mobile applications (e. g. iPhone
App Store, Google Play) giving the consumers access to a vast number of mobile applica-
tions and also enabling individuals to reach a mass audience for their applications. These
digital marketplaces have created a long tail of mobile applications, helping in the growth
and maturity of the respective markets. In fact, we are developing all visual tools and re-
spective runtimes to execute on existing mobile operating systems, so that the resulting
end-user applications can be directly published on existing application stores. Effectively,
the latter opens a new digital marketplace, that of the personal smart automations in the
context of the IoT.

71.7 Discussion and Conclusion

The plethora of applications which can be applied in the context of IoT shows that a wide
audience would like to use visual programming platforms in order to develop automa-
tions for their necessities. Furthermore, the audience requirements for such a platform
will differ. The majority of people would like to develop pure automations. However,
there are end-users who would like to develop more complicated applications. This has
as a result that the visual programming tools for smart objects have to provide different
programming levels based on the requirements (e. g. pure adjustments of smart objects im-
ply the corresponding convenience and directness) and the experience of end-users. There
are approaches which provide more than one skill level based on the experience of the
end-user such as TouchDevelop [6] and Tynker [7]. Furthermore, TouchDevelop provides
templates with different kind of programs, so the end-users choose the most appropriate
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for their development process to avoid starting programming from scratch. Both of the
aforementioned approaches and generally total visual end-user approaches are focusing
on learning programming and most of them are specialized for children. However, end-
user programming for smart objects is aimed at a huge range of people with different back-
ground knowledge, wide range of ages and level of experience in the context of the smart
objects, programming etc. This results that the visual end-user programming platform for
smart objects has to provide differ EUP paradigms to be able to match with different back-
ground knowledge and in parallel cover the total requirements of the potential end-users.
In addition, taking into account that the IoT era is in its infancy, there are new necessities
which will arise in the future. That means that the VPLs designed for IoT have to be flexi-
ble with appropriate mechanisms for adding new features for the smart objects either from
the developers of the VPL or from end-users. There are related approaches which support
new expressions and features to the VPLs such as Scratch and Blockly [8].

This chapter presents our vision of personal applications in the IoT through Visual
Programming by presenting scenarios which end-users may develop using end-user pro-
gramming features. Furthermore, we describe our approach and then we present a case
study using our tools. Finally, we discuss the potential of a new digital marketplace of the
personal automations in the context of the IoT.
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72Preface: Global Meets Local

Daniel Hartert

When people explain what “Digital” really means, they typically mention large global
brands like Facebook, Amazon, Google or Twitter as the example. Certainly, these as-
sets combine a lot of market power, customers, and innovation, and their sheer size is
already a competitive advantage. Following these leading firms in their respective cate-
gories, many other companies have joined their ecosystems and benefit from the associated
value. However, like in the traditional non-digital world, next to global brands the world
provides a lot of space for local brands, niche players and startups.

New digital business models are making use of platforms that provide value to diverse
participants, and this applies globally as well as locally. Global trends, such as the par-
tial convergence of the automotive, car rental, transport and tourism industries into what
we now call simply “mobility”, are affecting local markets and national systems. The
way how we get from A to B is changing, based on a combination of factors that are all
contributing: generation Y being less keen to own a car, traditional traffic systems being
overloaded or over-polluted, car sharing business models being well accepted, train and
flight operators attempting to offer better end-to-end solutions, and new taxi services being
based on convenient booking platforms.

Digital is often being characterized to be associated with a principle business model
where value is driven by a combination of product + service + experience. “Product” in
this equation is often the hook for traditional industries to get into digital business, i. e.
enriching existing product categories with additional services for better experience and
therefore loyalty by the customer.

In the western world, but also increasingly in developing countries, a significant per-
centage of physical consumer goods is owned and marketed by global brands. For tele-
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vision, audio/video products, computers, smartphones and cars, there is almost no lo-
cal product available anymore. Consumer Packaged Goods (CPG) often still carry local
brands, but are increasingly owned by global conglomerates. As a consequence, the digital
strategies linked to such product categories are mostly defined on a global corporate level,
with little influence or variation by individual countries. Brand owners strive to protect
the power of their brands globally, and therefore even prescribe the associated digital mar-
keting plans on local levels. As a consequence, product related digital business models,
product-embedded digital extensions such as connectivity to social platforms, as well as
related Apps are mostly designed and deployed on a global level.

However, when digital business models are based on “service + experience”, omitting
a product to be involved, then there exists a very significant degree of local business devel-
opment, creativity and variation: local social platforms, transportation, tourism, banking
and insurance, real estate, labor and temporary work, energy providers, common interest
platforms, e-Government solutions – the list is long and associated platforms are growing
fast.

Two fundamental challenges of our world – Food and Health – are facing industry-
wise their own set of challenges. Due to regulated environments, they also carry different
characteristics when it comes to globalization and localization as outlined above. For the
remainder of this article, I will focus on Digital Farming in the context of global Food
Supply.

One of the most pressing challenges of the 21st century is the need to secure future food
and water supply for a rapidly growing global population – estimated to reach 9.7 billion
by 2050. It is a challenge that must also address associated issues such as global warming
and environmental protection.

The need for fast growing food supply is not only driven by demographics, but even
more by the fact that the world population is becoming wealthier and therefore increases
its meat consumption. As a result, overall calories intake is estimated to grow by more
than 50% in the period from 1999 to 2030. Taking into account that available farmland
continues to slightly shrink over the next decades (from a peak of appr. 1.5 billion hectares
in the early 2000’s), it becomes very clear that the food supply challenge requires inno-
vative solutions that will not only change associated industries, but very likely also the
profession of farming.

Between 1970 and the year 2000, farming was able to consistently increase its yield
for major crops by an annual percentage of about 3%. That’s an impressive number, but
unfortunately Moore’s law does not apply to farming processes. The current growth rate
is a mere 1% – which is by far not sufficient to feed the world by 2050.

But growth and yield are not only dependent on available farmland. Water resources,
new kinds of pests as well as more resistant pests, and new weather situations incur-
ring with the ongoing climate changes all influence our crops as well. While traditional
methods of breeding improve the quality and resilience of crops and farm animals, the de-
ployment and utilization of modern technologies to generate a higher degree of precision
and efficiency in agricultural management practices is detrimental. With such new tech-
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nologies, farmers will experience a fundamental shift of their focus areas and a related
necessary upskilling, while at the same time new ecosystems will change the landscape of
traditional value chains.

The bad news is there is no silver bullet. But the good news is that within the digital
farming framework, there are many new ways to address the challenge and to deliver
tangible improvements. At the core of any such new approaches is data. Better local
weather prognosis, hourly available spread of pests and diseases, sensors delivering soil
and plant data, GPS systems enabling to analyze crops within a resolution of a square
foot, predictive analytics connecting different data sources to deliver better prognosis and
recommendations – the combination of new technologies can deliver a very powerful set
of tools helping the farmer to further increase quality and yield at reasonable levels of
effort.

Based on available satellite imaging, fields can be scanned and analyzed for spots of
drought or certain diseases. Intelligent algorithms interpret the raw images, determine
amongst other factors the bio mass growth, and calculate specific dosage of substances to
be sprayed by the farmer in the field. The related data can be provided in standard formats
to be read on the go by the tractor, allowing to only spray where necessary.

Applying such digital technologies will not only lead to a more convenience for the
farmer’s job, but has the potential to fundamentally change the agro business model. In-
stead of selling large volumes of product which is being sprayed across entire fields today,
agrochemical companies might switch to outcome based business models, by which they
offer the farmer a weed-free or disease free-field.

Applying the digital farming business models on a local level comes with a set of di-
verse challenges. While it makes economically sense for large fields as you find them in
the US or in Brazil, the many very small farms in countries like India are less suitable to
benefit. However, because of the small size of their fields, satellite images have no advan-
tage over local ground inspection anyway. The creativity in these countries has already led
in the early phases of Digital to local solutions that provide a better fit. For example, run-
ning heavy supply chain solutions with thousands of local dealers in remote areas is not
possible. But having local service agents who visit local dealers on a daily level by mo-
torbike works well. They quickly scan barcode slips of sold products with a smartphone
App, transmitting the related data to the corporate sales offices.

The latter example is also pointing at another potential local roadblock: underdeveloped
digital infrastructure in remote areas. Being economically driven, Telecom providers are
focusing on areas with maximum subscription potential when building out new broadband
and mobile infrastructure. Big cities have highest priorities, and often investment priorities
are leading to replacing the latest xG technology in the cities before even bringing the last
generation to remote areas. A balanced deployment of broadband infrastructure across
high and low population areas is the basis for equal opportunities in the digital economy.
Governments must ensure that the local coverage is further increasing, also to prevent
further rural exodus and urbanization.
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When infrastructure conditions are met, Digital Farming will certainly contribute to
achieve a higher yield of crop on the same size of land. At the same time, it has the po-
tential for less usage of chemicals. The combination of continued R&D for superior crop
protection solutions and more resistant seeds, with digital solutions, should help to com-
pensate the decreasing availability of arable land and adverse effects on climate changes.
In that context, Digital is of significant importance to overcome the global food challenge.

Based on the example of Digital Farming, the characteristics of global brands and
their digital implementation into local environments, and the four articles in this Sec-
tion “Global Challenges”, we can conclude that any of the major global challenges will
require a variety of answers and solutions on a local level. Even with “Digital” and a bor-
derless Internet, the way you approach local markets will remain a key success factor for
any business.



73Energy Is Essential, but Utilities? Digitalization:
What Does It Mean for the Energy Sector?

Ines Varela

Abstract
Digitalization changes customer behavior, consumer needs, business models, compe-
tition, and markets or at least will have a very high impact on all sectors. But digital-
ization offers as well opportunities for optimized processes, new digital products and
services, and new data-driven business models.

Considering the energy sector the existing business models are not sustainable any
more. This industry stands at the tipping point of multiple disruptive changes. The
increased ratio of renewable and decentral energy generation leads to an increased
volatile, distributed (Distributed energy consists of a range of smaller-scale and mod-
ular devices in-cluding storage devices designed to provide energy in locations close
to consumers [1].) energy production. The time of energy as a commodity is over.
Customers want to be engaged and expect providers to care about their individual val-
ues and needs. New market players intrude the energy market, and the Information
and Communication Technologies (ICT), the Internet of Things (IoT) and digital tech-
nologies create the basis for these new players to get into the energy market and/or to
network together cross border. ICT/IoT will play a central role in the transition of the
energy sector.
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73.1 Energy Sector in Transition

The traditional utility companies face dramatic economically losses. The liberalization of
the energy market, changed regulatory frameworks, the increase of renewable and decen-
tral energy generation disrupted the energy branch already. Now, with the liberalization
of the metering point operations the utility industry transformation is in full swing. New
and more advanced technological opportunities affect not only the generation, transmis-
sion, distribution, storage and trading, but as well the consumption of energy. Consumer
needs and behavior change. Costumers consume less, save more and produce more en-
ergy themselves. Additionally, the increase of digitalization and new market participants
further unleash the energy market.

73.2 Digitalization as a Game Changer

Due to Huawei digital economy is growing at 10% a year – more than triple the rate of
overall worldwide economic growth, and Huawei estimates, that by 2025 the number of
connected devices will reach 100 billion [2]. The industrial Internet of Things is supposed
to reach US$150 billion by 2020 [3].

Digitalization has made its way into nearly all industries, creating new products and
services, new production processes, and new ways of collaborating with customers and
other market participants. Digitalization can change every sector more or less, and slower
or faster. Digital disruption has a profound impact on the role that Information & Commu-
nication Technology (ICT) plays in almost every enterprise. And, ICT and the Internet of
Things (IoT) play a central role in the energy sector transition. But considering the energy
branch Deloitte expect the sector to be on a long fuse but the impact will be a big bang
[4].

73.3 Technology Disrupting Branches

New or improved technologies like sensor based M2M1 Communication, mobile devices
and IoT offer better connectivity and data transmission. Big data analytics, In Memory
Technologies, hadoop, or new databank technologies like SAP HANA (High Performance
Analytic Appliance) and Cloud Services offer the possibility to manage and to analyze
huge quantities of data on the fly. Distributed ledger technologies like Blockchain tech-

1 Machine-to-machine (M2M) communications is used for automated data transmission and mea-
surement between mechanical or electronic devices. The key components of an M2M system are:
Field-deployedwireless devices with embedded sensors or RFID-Wireless communication networks
with complementary wireline access includes, but is not limited to cellular communication, Wi-Fi,
ZigBee, WiMAX, wireless LAN (WLAN), generic DSL (xDSL) and fiber to the x (FTTx) [5].
A smart meter is such a M2M device.
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nologies, cognitive technologies/artificial intelligence or augmented reality help to bridge
the digital world and the physical world to create new systems. Just to name some.

So, ICT is no longer just a supporting service but shaping strategies and business
models. ICT creates value by increasing productivity and delivering a better customer ex-
perience. And, ICT and IoT will play a key role in developing a future energy system and
help to realize the Internet of Energy in which all components are intelligent, electroni-
cal interconnected. Complicated, complex networks of interlinked applications, interfaces
and databases communicating with internal and external systems will increase. In a smart
energy world all components are connected to match dynamically supply and demand,
providing volatile energy integration, real-time grid planning and operations, incl. predic-
tive maintenance and real-time distributed energy management. Smart meter and smart
grids will play a key role in this smart energy system.

73.3.1 Smart Meter

The “Energy Act” (EnWG) passed in 2011 created the framework for the implementation
of intelligent metering systems2. And recently the German “Act of the digitization of the
energy transition” (“Gesetz zur Digitalisierung der Energiewende”)3 just came into force.
Starting in 2017, large-scale consumers and generators of electricity will be equipped
with intelligent metering systems. As of 2020, these systems will be rolled out to private
households using more than 6000 kWh of electricity per year.

The introduction of intelligent metering systems involves detailed consumption of data.
This data plays a central role in integrating renewable and decentral energy sources. Smart
measurement systems will assist in the “smart grid” by measuring the electricity fed and
the power consumption. Furthermore, equipment whose power consumption can be con-
trolled and timed, such as night storage systems and electric vehicles, can be charged at
automatically optimized times. Meter can be read remotely. Also it will record voltage
failures and provide information for the grid operations by automatically balancing grid
loads and using grid capacity more efficiently [7]. And, it gives transparency in the energy
consumption. Consumers will benefit from having their own power consumption visible
and they can be offered flexible “customized” tariffs.

The massive growing number of sensors, embedded systems and connected devices
as well as the increasing horizontal and vertical networking of the value chain results in

2 Currently German household consumers mainly use electromechanical electricity meters (Ferraris
meters). These traditional meters only provide very limited information and no electronic data trans-
fer. In comparison intelligent measuring systems consist of a digital meter and a communication
unit, the smart meter gateway, which allows the integration of the smart meter into a smart grid.
3 The “Digitisation of the Energy TurnaroundAct” (“Gesetz zur Digitalisierung der Energiewende”)
contains a framework for the electricity sector to become digital. The central part of the Act is the
“Smart Meters Operation Act” (“Messstellenbetriebsgesetz”), that deals mainly with the installation
and operation of intelligent metering systems [6].
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a massive continuous data flow. With the implementation of intelligent metering systems,
the data volume and data processing will increase tremendous. In 2011 the Federal Net-
work Agency (Bundesnetzagentur or BNetzA)4 already mentioned in their frameworks
“smart grid” and “smart markets”, that they suppose, that data management will become
essential due to the fact that nearly all business models will be based on metered data [9].
And, according to IBM smart meters are expected to produce more than 150 quadrillion
bytes of data per year worldwide by 2020 [10]5.

Smart meters used with the right analytic systems are the enablers of an interconnected
energy system – where demand and supply can be balanced in much more intelligent
ways. The data from meters is useful not just for the energy consumer, but especially for
the suppliers and the National grid operator.

73.3.2 Smart Grids

Nowadays the electricity system is characterized by an increase in renewable and de-
centralized generation that leads to an increased volatile energy production. But volatile
generation needs flexibility in generation, transmission & distribution, storage and con-
sumption. The question is how to integrate renewable energy, and how to manage the
increase of decentralized energy supply? To ensure system reliability and resiliency elec-
tricity generation and consumption need to be kept in balance. Generation and consump-
tion have to be connected efficiently and intelligently. Therefore, grids have to become
smart to be able to manage an increased number of distributed and variable sources of
power generation. They need to balance the fluctuating power generated with renewable
energy and the actual consumption. They will become open, flexible, interconnected and
interactive with integrated grid controls and new distribution grid management. Smart
Grids are becoming an essential component of the energy system [11].

The digitalization of the energy grid will play a key role in the transition of the energy
system. Electronical networks and energy grids will be created with complete new struc-
tures and functionalities. They will be connected, integrated and partially sharing same
infrastructure. Previously standalone operational production systems/distributed control
systems will be connected with the commercial IT systems and will be integrated into the
corporate infrastructure of a utility company, and with the internet. ICT based smart grids
will be mandatory for the realization of the Internet of Energy.

With so much digitalization going on in the sector, cybersecurity becomes more and
more important. Therefore, a key requirement for the recently issued German “Metering

4 The Federal Network Agency is the German regulatory office for electricity, gas, telecommunica-
tions, mail and railway markets. It is a federal government agency of the German Federal Ministry
of Economics and Technology [8].
5 The information is based on an internal presentation on Opus, screened for utilities during a recent
event. With Opus IBM wants to build a system that optimally plan and orchestrate energy systems
of the future by using its expertise in analytics, big data and the Internet of Things.
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Point Operating Act” (“Messstellenbetriebsgesetz”) is to ensure a very high level of data
protection and data security. Additionally, as operator of critical infrastructures German
utilities are obliged to implement a special and very high level of IT Security and data
protection due to the recently issued “Act of IT Security” (“IT-Sicherheitsgesetz”). The
act contains principals for sector-specific data protection, and is to require the compulsory
use of protection profiles and technical guidelines, and data access for the safe use of smart
meters to ensure data protection, data security and interoperability [12].

73.3.3 IP Based Utility Networks

With the increased digitalization of the energy world, cybersecurity is becoming more
and more important. Secure connectivity for smart meters and the smart grid is becom-
ing essential. Therefore, it should be considered to build an own private communication
infrastructure for the utility branch with a non-public, own radio frequency network. This
will be a real game-changing for utilities. An own radio frequency networks allows utili-
ties to ensure their critical data transfer and offer the utility the possibility to secure their
critical grid applications, and to be prepared for the future development of the distribution
grid. Smart meter and additionally other intelligent wireless devices could be migrated to
support the smart grid management. Additional to the energy grid the utility would oper-
ate an IP based network, where all information and data would come together in a private
network. In this case the boundary to other markets like the telecommunication market
would be unleashed.

73.4 Digital Sales BusinessModels

Smart meters in connection with smart grids help to increase productivity and are the base
for new customer centered business models. The customer could become the epicenter of
a utility. This customer centered approach is new to utilities with their former centralized
generation structure and their technical driven attitude.

73.4.1 Digital Living Solutions for B2C-Customers

In the past, utilities were monopolies that didn’t interact closely with their end customer.
But today it is not enough to provide people with reliable power anymore. Costumers
demand tech-enabled products and services. The younger customers want more of their
energy to come from renewable sources, and they want digital applications to have more
information about their consumption. They conduct online research before buying, expect
omnichannel communication, and they want to be social media connected to their utility
[13].
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And, people are interested in connected living solutions. The automated home solu-
tions market, including assisted living components like health and security applications
is expected to reach worldwide USD 121.73 billion by 2022 [14]. But currently it is still
a problem of technical compatibility and inter-operability of the different digitally con-
nected and controlled devices. And the question is, if smart home is a new, profitable
business model for a utility. Non-utility players like Miele, Bosch, Samsung, Apple and
Google already entered the connected home market, acting faster and more cost efficient.
Probably it might be more successful for the utility in partnering with those industries.

On top, ICT/IoT offer the utility the possibility to analyze huge amount of real-time
structured and unstructured data, and to use big data analytics to track the journey of
the customers. By using data analytics of intelligent measuring systems to get more in-
formation about the consumer innovative, personalized pricing models can be offered.
Additionally, behavior patterns can be analyzed in combination with socioeconomic data
to get information about cross- and upselling sales potentials.

73.4.2 Digital Service Provider for B2B-Customers

Utilities are still large, centrally driven supply companies, but consumers prefer more and
more to produce their own energy. A concept to fulfill customer wishes could be a digital
based business model to take care of the complete energy management of decentral pro-
duced (preferable regenerative) energy of industrial companies or real estate management
companies. The utility could become the digital service provider by offering remotely
managed smart energy supply concepts, that includes smart energy storages and flexible
demand side management by software-based steering the energy flows. Utilities might be
shifted from huge, central driven production companies to distributed and bi-directional
energy providers and managers.

The question here is as well, if the utility company is the first to be addressed for this
digital-based service or if the company is more interested, if it is at least in cooperation
with other technical supporting and building firms.

73.4.3 Digital Infrastructure Provider for the Public Sector

By 2050, 70% of the world’s population will live in cities [15]. As such, finding new
methods of supporting municipal authorities is becoming increasingly important. Gartner
predicted, that in 2016 there will be 1.6 billion connected things used in smart cities, with
314 million connected things installed by utilities, and it will double in the next two years
[16]. Smart cities have digital technologies embedded across all city functions providing
an intelligent, energy- and traffic optimized infrastructure.

The utility could become the smart infrastructure provider for such a sustainable, en-
ergy-optimized, safe smart city/municipality providing via a smart, private and secure
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communication infrastructure smart lighting, sensor-based, intelligent Waste Manage-
ment, smart intermodal transport solutions and ICT/IoT based intelligent energy and water
systems. Just to name some options.

The technologies for energy intelligent and traffic optimized cities exist. Companies
like Cisco, IBM, Microsoft or Siemens invest billions in smart city technologies. The
challenge will be the cooperation and networking of the central utility company with the
municipal authorities and global acting industrial technology firms.

73.4.4 Platform Provider for EnergyMarket Places

Imaging 2020 and the largest utility company in the world will not own any assets (no
grid and no generation assets). This is the vision of Zarko, distinguished Analyst at Gart-
ner [17]. And he is not alone. The economist Jeremy Rifkin believes that a decentralized
network of alternative energy sources will replace the existing vertically integrated energy
industry. It will be made up of “prosumers”6 generating their own power and networking
together through a smart grid that routes power to where it is needed. In the long run,
energy will be available at zero marginal cost [18].

In Harvard Business Review you can read that the technology most likely to change the
next decade of business is not the social web, big data, the cloud, robotics, or even artifi-
cial intelligence. It’s the blockchain technology7 [21]. The peer to peer architecture allows
a distributed network of computers to reach consensus without the need for a central au-
thority [22]. A blockchain enables anyone to directly and securely make a transaction
between two people or companies, without having to go through any third parties. The
blockchain technology might be the base for decentral transaction and energy supply sys-
tems, where “prosumers” act without a central utility company [21].

And this is already reality: In New York 10 households exchange between each other
their self-produced solar energy. Blockchain-based microgrids8 enable them to exchange
and to sell and buy their self-produced energy between each other without any participa-
tion of the central utility company, regulator or any authority, that monitors or controls the
transaction [24]. The digital distribution platform creates an open energy market which
brings together those who generate energy with those who consume it. It requires a net-
work operator who manages and ensures the reliability of the energy grid, and a sharing

6 A “prosumer” produces and consumes energy.
7 A blockchain is a type of distributed ledger, comprised of unchangeable, digitally recorded data in
packages called blocks. These digitally recorded “blocks” of data is stored in a linear chain and each
“block” contains data, a timestamp and a link to a previous block. The blocks of cryptographically
hashed data drawn upon the previous-block in the chain, ensuring all data in the overall “blockchain”
has not been tampered with and remains unchanged. It is a peer to peer platform using blockchain
ledger to report transactions (e. g. bitcoin transaction) [19, 20].
8 Microgrids are localized grids that can disconnect from the traditional grid to operate au-
tonomously [23].
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energy economy platform operator who brings the participants together and calculates the
costs.

It might be still more a conceptual framework for the energy blockchain and there
might be a lot of issues to clarify like regulatory and security aspects, the responsibility
of a blackout and technical subjects like how to integrate the micro grid into the existing
grid and how to coordinate the micro grids with the rest of the system. But technical there
are no barriers and this new concept of energy market fulfills the consumer wishes of
independency, autonomy and supports the sharing economy and might lead in the long
run to a zero margin economy.

73.5 Outlook

Digitalization is opening the door to newmarket players to intrude the energy sector. Com-
petition is becoming tougher and new players are entering the market. But digitalization
also offers the energy branch the option to improve processes, new ways to reach and to
interact with the customers, to change how they partner and who they partner, and it of-
fers the possibility in generating new business opportunities by creating new products and
services as well as new business models. And, digitalization unleashes the boundaries to
other sectors. New marketplaces and market forms as well as new platform based business
models in cooperation with different other market players will emerge everywhere.

ICT and IoT will play a significant key role in an unleashed energy world and will
be a central success factor for an efficient new energy supply system. With the further
digitalization, cybersecurity will become more and more important. So, an own, private
communication network for utilities should seriously be taken into consideration. The
technical challenge is to bring the different requirements of the electric and electronic
world together but it also needs a culture change and digital capabilities of human being.
Utilities have to re-invent themselves using the opportunities digitalization offer, if they
want to continue to play a central role in the market.
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74Harnessing the Digital Marketplace in India:
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Abstract
Digital marketplaces are disrupting the established traditional marketplace models and
transforming the economy and societies in India, by providing a platform for inno-
vations. This disruption impacts drastically the way Indians’ shop, bank, work, book
their holidays, and even hailing a cab. India’s unique demographic dividend with 50%
of the 1.2 billion population less than 25 years, rising middle class income, and the mo-
bile and internet growth are fueling the highest e-commerce growth rate in the world.
This paper analyses the revolutionary growth of digital marketplace in India based on
the four key pillars of digital marketplace, namely payment landscape, logistics, mo-
bile/internet infrastructure and business and revenue model, and illustrates how these
pillars are undergoing innovations and transformations. The paper also analyzes the
key challenges to digital marketplace growth and illustrates how various organizations
have made use of the unique opportunities provided by India, with appropriate exam-
ples. Entry of major players such as Alibaba and Rakuten are expected to make the
online marketplace more competitive and propel India to enter into the third wave of
Digital Marketplace 3.0 – the golden era of Digital Marketplace in India. The inno-
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vative practices, processes and models adopted by the various firms analyzed in this
paper could serve as a template for digital marketplace evolution in emerging mar-
kets.

74.1 Digital Marketplaces in India: An Overview

74.1.1 Introduction

India is at a tipping point on the digital market place growth. There is a lot of interest and
positive forecast about the digital marketplace growth in India. All the stakeholders like
online retail companies, financial institutions, public, government, logistics companies,
banks, payment companies, mobile and internet service providers have a positive outlook
on the rapid growth of this sector. India’s unique demographic dividend with 50% of
the 1.3 billion population less than 25 years, rising middle class income, the mobile and
internet growth are fueling the highest e-commerce growth rate in the world.

As given in Table 74.1, India has become the highest in digital online retailing growth
worldwide and is predicted to retain the leadership position in the coming years [1].

Morgan Stanley predicts that India’s online retail market will reach USD 102 billion
by 2020 and will have a CAGR growth of 66% from 2013 to 2020 [2]. In spite of having
the highest growth rate in the world, the ratio of percent of online retail sales to total retail
sales in India, as given in Table 74.2, is very less compared to other countries in the world
[1]. The online retail in China was only 1% of the total retail market in 2008, but it rose
to 8.4 in 2013 [1]. One of the reasons for this was doubling of internet penetration during
this period. The inflection point in China was in the year 2010–11 when Smartphone over-
took Personal Computers. During that 2–3 year period Chinese online market grew from
USD 70 billion to USD 300 billion [2]. In India the Smartphone is overtaking personal
computers and the Indian internet users are leapfrogging to mobiles. With high internet
penetration, especially mobile internet and Smartphone penetration, we see a tipping point
of digital marketplace in India from 2014.

India has online demographic advantage for the growth of digital economy. As of May
2016, 50% of India’s 1.3 billion populations are below the age of 25 years, median age

Table 74.1 Online retailing growth in India (in percentage). (Source: eMarketer [1])

Country 2014 2015 2016 2017 2018 2019

India 133.8 129.5 75.8 60.3 40.1 23.9

China 48.6 42.1 35.6 32.6 29.8 25.8

USA 14.4 14.2 13 12.2 11.6 11

Russia 23.5 22.7 19.3 17.4 15 14.7

Germany 15 12 11.5 10.9 8 6

Worldwide 26.3 25.1 22.7 21.9 20.7 18.7
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Table 74.2 Retail e-commerce sale as a percentage of total retail sales. (Source: eMarketer [1])

Country 2014 2015 2016 2017 2018 2019

India 0.8 1.7 2.6 3.6 4.4 4.8

China 12.4 15.9 19.6 23.8 28.6 33.6

USA 6.4 7.1 7.8 8.4 9.1 9.8

Worldwide 6.3 7.4 8.6 9.9 11.4 12.8

is 27 and 65% of population is below the age group of 35 years. The younger citizens
are digital savvy, use mobile phones and internet, and hence are potential online shoppers
who can drive the online retail growth.

74.1.2 The Key Market Players in India

The e-commerce eco system in India consists of online travel and ticketing, online retail,
online marketplace, online deals and online portals. The top two segments are online travel
and ticketing (about 70%) followed by online retail [3]. Some of the leading local players
in India include Flipkart, Snapdeal, Paytm, Olacabs, Zomato and Bigbasket. International
players like Amazon, eBay and Uber also have their presence. Even though Amazon wants
to make India its second largest market after US, they have only 12% of the market share
and lags behind Flipkart (45%) and Snapdeal (26%) [4]. These three companies are the top
three players in the horizontal market in terms of sales in GrossMerchandise Value (GMV)
and volume of social conversation [4]. The Chinese online marketplace behemoth Alibaba
has plans to enter the Indian marketplace [5]. Rakuten, the Japan’s largest marketplace
operator, may also follow its Chinese peer [6]. In the Indian horizontal market, it is a high
volume low margin game. All the above key players have reported only losses and are yet
to make profit.

In the vertical space many specific niche vertical players like Jabong, Lenskart, Pep-
perfry, Urban ladder and Bigbasket are also growing [7, 8]. The vertical marketplace
companies are focusing on products in specific areas. Fashion segment is one of the fastest
growing verticals. Jabong and Myntra are the two leading players in the fashion segment
and they together cater to three fourth of the fashion market. The next leading verticals
are furniture and grocery. In the furniture marketplace, Urban ladder and Pepperfry are
the leaders while in grocery, Bigbasket and Aaram shop are the leaders. With many ver-
tical players, the India’s online marketplace is growing more as a democratic market like
Europe, unlike China where the market is dominated by a few big players.

Many innovative methods are being adopted by the digital marketplace players to drive
their growth in India. These include convenient payment models like cash on delivery,
customer friendly policies like easy returns, which drive the sales growth. With the growth
of smart phone users, app only sales models are gaining edge over web models. As the
customers in India are highly price conscious, new concepts such as invite-only discounts,
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loyalty programs and special discounts, and cash back offers are also popular. Similarly,
people celebrate many festivals across India and used to shop during these seasons [9,
10]. The special online discount sales during these periods, also drives the growth. As the
market is crowded and the competition is intense, multiple models are adopted by these
companies [11]. All the players adopt many innovative business models and processes to
sustain the hyper competition in the digital marketplace in India.

74.2 Challenges and Opportunities

Even though India is predicted to have the largest growth rate in the coming years compa-
nies are faced with many challenges. Some of the key challenges faced by these companies
in future growth include internet and technology infrastructure, business models, hyper
competition, customer retention, logistics, electronic payment system, legislation, taxa-
tion structure and valuation.

74.2.1 Internet and Technology Infrastructure

India has 462 million internet users as of July 2016, which is the second largest internet
user base in the world [12]. But as shown in Table 74.3, the percentage of population using
the internet is less compared to the other BRIC countries and developed nations.

As per the United Nations UNCTAD Report, the online buyers’ share in India as
a percentage of internet users is only 27% compared to 55.7% in China [13]. The rea-
sons include limited broad band and mobile bandwidth availability and also the quality
of service. As per Akmai 2016 Q1 report shown in Table 74.4, the average broadband
connection speed in India is less compared to many other nations [14].

India has one of the highest mobile internet users. More than 50% of the internet users
are mobile users. As per Akamai Q1 2016 shown in Table 74.5, the average mobile internet
bandwidth is also low compared to other developed countries and China [14]. In addition
of low average speed, there are congestion and connectivity issues. High speed internet

Table 74.3 Worldwide Internet user base. (Source: Interstat [43])

Country Users million % of population

India 462 34.8

China 721 52.2

USA 286 88.5

UK 60 92.6

Japan 115 91.1

Russia 102 71.3

Brazil 139 66.4
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Table 74.4 Average Broadband connection speed. (Source: Akamai [14])

Country Avg. MBPS Peak MBPS % Above
4MBPS

% Above
10MBPS

India 3.5 25.5 23 4.8

China 4.3 31.0 44 2.1

South Korea 29 103.6 97 84

USA 15.3 67.8 86 57

in mobile and broadband has become the need of the hour for providing good customer
experience and growth of digital market place ecosystem in India.

With 462 million internet users as of July 2016, the Indian government and telecom-
munication companies are setting up robust digital infrastructure to promote adoption of
mobile internet. Many telecom operators are investing in 3G, 4G and 5G networks. Mo-
bile internet user base is expected to grow to 314 million with a CAGR of 28% from 2013
to 2018 [15]. India has also become the third largest smart phone market in the world. The
number of Smartphone users is projected to reach 369 million by 2017 [15]. The price of
smart phones is also coming down and the 3G handsets are available for prices as low as
USD 40.

The key technologies that build and drive the e-commerce platforms are mobile tech-
nologies and applications (Apps), internet infrastructure, cloud computing, search en-
gine optimization and analytics. The market place companies are offering their interface
through mobile and website. As more users are accessing internet through mobile app
interface is more popular. Hence most of the companies are getting leveraged in app
economy and hence have given focus to app mode, rather than website model. Many
experiments and innovations are being tried out by the companies in identifying the best
interface model. Myntra, India’s largest fashion portal found that 90% of the traffic and
70% of company’s business was through app [16]. And they shut down their website/portal
and went to app only mode. They became app only market place and started driving app
only strategy. They were the first not only in India but also globally to adopt app only
mode. But they had to roll back and re-launch their desktop version later [17]. Myntra
claims that rationale behind the roll back was from women consumers who have a pref-
erence for browsing and shopping in multiple platforms. Cloud computing, Analytics and

Table 74.5 Average mobile internet connection speed. (Source: Akamai [14])

Country Avg. MBPS Peak MBPS

India 3.2 20.9

China 6.5 29.3

USA 5.1 19.8

South Korea 13.0 73.8
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Search engine optimization are also equally important areas which are of great signifi-
cance for the growth of digital marketplace companies.

74.2.2 Business Models

The e-commerce in India operates with the established models like B2B, B2C, C2C,
aggregator and hybrid. The B2C segments include online travel, online retail, online clas-
sified, online health, online entertainment, online education, financial services and digital
download. In the B2C marketplace there are horizontal and vertical players. The horizon-
tal players sell many vertical products and dominate the market. The vertical players in
India operate in specific vertical such as grocery, fashion, furniture and many other specific
products. Flipkart, Amazon and Snapdeal dominate the market and they adopt a managed
market place model.

As the market is crowded and the competition is intense, multiple models are adopted
by these companies. The business models adopted by the global leaders include inventory,
pure marketplace, managed marketplace, hybrid plus and hybrid. The advantage of a man-
aged market place model is that they are less capital intensive, do not hold any inventory,
and just provide the platform. In India, due to regulatory restrictions, Amazon operates
a managed market place model though Amazon in the US operates a hybrid plus model
[11]. Alibaba, the world’s largest e-commerce company and dubbed by Economist maga-
zine as the world’s biggest bazaar, adopts a different strategy in China. They operate two
market places Tmall and Taobao. Tmall is a B2C managed market place and is an open
platform for merchants to run their own stores. Taobao is a C2C pure market place. They
are also planning to enter in Indian online market place with managed market place model.
In India Flipkart started with an inventory model moved to hybrid and today they are oper-
ating a managed market place model. Myntra, the fashion retailer, was following a hybrid
model till 2014. They were selling premium brands through inventory and local brands
through marketplace model. After their acquisition by Flipkart they also follow managed
marketplace model. To survive in the market, all Indian companies also take advantage of
revenue models like transaction fee model and advertising revenue models.

74.2.3 Hyper Competition and Customer Retention

In India the customers are highly price conscious and hence discounts, price war and pro-
motional sales are rampant. This makes online market place a hyper competitive market
place [9, 18]. Even though the customer base is increasing, retaining customers in a real
challenge as customers switch platforms based on discounts or negative experiences. As
there are many players doing the same business, same way and same price, there is no
switching cost. Hyper competition and mega discounts results in customer acquisition
and retention costly for these companies. With heavy price discounts, aggressive pricing
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strategy and free home delivery, the hyper competition impacts the profitability and sus-
tainability of the companies. In developed countries customers switch between brands and
in India customer switching happens based on price and discounts. This makes customer
retention challenging in a hypercompetitive Indian market place.

74.2.4 Logistics

Logistics is a key enabler for the growth of digital market place. It is also emerging as
a key differentiator in terms of customer delivery, customer experience and differentia-
tion. Today most of the e-commerce companies operate mostly in metros and Tier I cities
(population 0.1 million and above). Some key challenges in logistics include shortening of
delivery time, ensuring consistency and improving the predictability. Here 90% of goods
ordered move through air which increases the delivery cost. The cities are traffic logged
and streets are not numbered sequentially.

The marketplace companies are spreading their reach from metros to Tier 2 (popula-
tion between 50,000 and 99,999) and Tier 3 (population between 20,000 and 49,999) cities
and rural areas due to emergence of low cost smart phone and internet penetration. But the
poor last mile connectivity is a key bottleneck for a time bound delivery. In small towns
and villages there is lack of organized physical addresses. The other major challenges spe-
cific to India are Cash-on-Delivery as a preferred option and consumer expects returns of
goods as a seamless and convenient process. This calls for a good reverse logistics. The
fragmented logistics and poor physical infrastructure causes delivery delays and errors.
The above logistics factors make logistics cost in India expensive as 10 per cent of the
GMV of the product against 3–10% for most companies in China. In many BRIC coun-
tries, consumers have cited free delivery as one of the factors influencing digital market
place.

As per KPMG the logistics sector pertaining to e-commerce companies in India is val-
ued in 2014 at USD 0.2 billion with a potential growth of CAGR 48% growth and expected
to reach USD 2.2 billion by 2020 [19]. The leading logistic providers in India like Blue
Dart, Fedex and DTDC have specifically added e-commerce solutions to their offering.
The Flipkart’s logistic company EKart handles about 85% of Flipkart’s logistics. Flip-
kart is in the process to monetize the logistics investments and build data for e-commerce
which can bring additional revenues and reduce the cash burn [20]. Flipkart’s logistics
arm Ekart is starting a customer facing courier service which will be competing with tra-
ditional logistics companies like such as Gati and Blue Dart. Ekart thus wants to be most
transformative supply chain provider in India. For this Flipkart has also acquired a major
stake in mapping company called MapMyIndia. The company has a mapping platform
called Flip which will enable customers to mark the pickup point using pins.

India Post which is the postal department of India is also playing a leading role. India
Posts have 460,000 employees across 155,000 post office and handling 6 billion mails
annually to take care of goods to customers including rural areas [21]. In the past two
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years about 400 e-commerce companies, including Flip kart and Amazon, have tied up
with India Post for delivery of goods. Due to the e-commerce growth, Indian Post hopes to
slash its USD 800 million annual deficit and improve profitability at its rural post offices.
India post, world’s largest postal system is in a process to become world’s leading e-
commerce delivery platform [22].

74.2.5 Payment

Cash on Delivery (CoD) is the most preferred and popular option of payment for Indian
digital marketplace transactions and 60% of sales happens through CoD. This is in contrast
of 50% in China and 69% in Russia [2]. Manual cash collection and deposit is tedious,
risky and expensive. They also elongate the working capital cycle and bring higher admin-
istration and handling costs. Many logistic companies charge 3% for the service and may
also hold the money for few days. Forty one percent of India’s population are unbanked
and coverage is low compared to BRIC economy [2]. Due to lack of high bandwidth,
poor connectivity and inefficiencies in payment gateways, high failures in online payment
transactions are also common. Concerns around security of online transactions, low usage
of debit and credit cards and payment gateway failures have limited the use of electronic
payments which is a big challenge for digital marketplace growth.

Rising mobile and internet penetration, evolving payment technologies, entry of new
players in the payment ecosystem and the initiatives of Government of India and the Cen-
tral bank – Reserve Bank of India, the payment landscape is undergoing a big change in
India. One of the payment modes which is getting wider acceptance is mobile wallets.
These wallets are issued by mostly by leading banks in India or companies having a tie up
with banks. Two such products issued by the top two banks are State Bank of India’s SBI
buddy and ICICI Banks’ Pockets.

India is a cash dependent economy. The amount of cash in circulation is 12% of GDP
[23]. India has the largest unbanked population of 41% compared to 36% in China and
12% in USA. Many schemes are initiated for electronic payments. One such scheme to
bank the unbanked is Pradhan Mantri Jandhan Yogna (Prime Ministers people money
scheme) which is India’s national mission program for financial inclusion. The scheme
is to provide bank account for the unbanked. Under the program, 220 million accounts
are opened as of August 2016. The second initiative is Rupay card which is a domestic
card facilitating electronic payments at all banks and financial system with low cost of
transaction. This is targeted for consumers in rural India who do not have access to banking
and financial services. Another major initiative is the Universal Payment Interface (UPI)
by the National Payment Corporation of India NPCI [24]. The UPI makes transaction
through various modes such as debit cards, credit cards, digital wallets, net banking and
prepaid cards. UPI is also expected to propel instant payment via mobile, web and other
applications. It supports economic growth and also meets the goal of financial inclusion.
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74.2.6 Regulations – Taxations and Legislations

Taxation is an important aspect for the marketplace companies. The tax rate is different
for the different states in India. With Goods and Service Tax (GST) implementation there
will be uniformity in the taxation. Similarly there are some caps on the FDI in investments
in this sector. FDI is allowed 100% for managed market place model and is not permitted
for Inventory model. But many reforms are happening to support the companies in this
space.

74.2.7 Financing and Valuations

The digital marketplace companies are not only disrupting the traditional marketplaces
but also setting new benchmarks in valuations. In the year 2015, the poster boy of In-
dia’s online retail, Flikart’s valuation was USD 16 billion and this exceeded the individual
market capitalization of over 99% of 5500 listed companies in India’s Bombay Stock Ex-
change [25]. In the year 2015, six unicorns of India were valued more than USD 1 billion
plus. But Flipkart continued to post losses, even after several years of continuous opera-
tion. Most of the capital was used to acquire customer through heavy discounting like cash
back, discounts, bonus, rewards and free shipping. The capitals were also used for acquisi-
tions/consolidations, improving logistics, scaling the business, technology infrastructure,
advertising and recruiting talents.

Morgan Stanley has recently downgraded the valuations of the Flipkart. They have also
downgraded the valuation price to USD 11 billion in February 2016 and to USD9.3 bil-
lion in May 2016 [26]. Morgan Stanley also wrote down the valuation of many unicorns
of India. Investors who accepted cash burn during initial growth phase find it hard to
justify now. This has made companies to focus from GMV to profitability. Making the
economics right and evolving sustainable market place business model will be challenge
for the future.

74.3 Key Emerging Trends

Many trends are evolving in the digital marketplace growth in India. Some of the key
trends transforming the digital marketplace growth include traditional retailers going on-
line, supplier development, online to offline model, customer loyalty programs and ver-
nacular language implementations.
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74.3.1 Traditional Retailers Going Online

As per KPMG, the retail industry in India is USD 534 billion in 2013–14 and is expected
to reach USD948 billion in 2018–19 [27]. The top 5 leading retailers in the organized sec-
tor are owned by the leading business houses of India which include Future Group, Tata
Group, Reliance, Godrej and ITC. Seeing the growth in the online retail in India, these
traditional retailers are also venturing into the online space. There are four business mod-
els adopted by the retailers. In the first model, retailers are entering into online business
through existing online players. Future group for their Shopper Stop retail has tied up with
existing market place player Snapdeal for their online store. In the second model retailers
are hosting an online platform themselves. Reliance Retail, one of the largest modern re-
tailers, joined the fashion e-commerce race by launching an online store ajio.com. This is
the second initiative after reliancefreshdirect.com, a grocery delivery platform. The third
model is followed by some companies who enter into the online space by acquiring on-
line marketplace startups. Titan industries, part of Tata group and a leading company in
watches, optical and branded jewelry, had a tied-up initially with the traditional online
market place companies. Recently they acquired an online market place start up Caratlane
for its online jewelry business [28]. The fourth and the important trend is Omni channel
model.

Retailers are adding click factor and turning their traditional stores brick and mortar
into ‘bricks and clicks’ store and offering them ‘click and collect’ service [29]. The retail
store becomes in store and pick up points. Reliance, one of the biggest business houses
in India has launched a project called Reliance Jio which connects pan India with digital
services [30]. Reliance Jio promises to usher a digital revolution in India by providing end
to end digital solution including mobile, broadband for business, institution and house-
hold including rural India. Reliance also has the huge offline retail presence. They plan
integration of advanced technology infrastructure built by Jio and physical retail to create
a differentiated Omni channel and Omni commerce model to the retail business in India
[31]. The Tata group with market cap of USD 134 billion and having 7.8% of market
cap in India leading Bombay Stock Exchange also has a large retail presence. They have
entered into e-commerce space through launch of their online market place CLiQ. This
market place is first of its kind phygital (Physical + digital) an online marketplace that
will blend online and in store shopping experience. Tata CliQ will follow a curated market
place model. Unlike an online marketplace where sellers are free to sell any product, Tata
CliQ will carefully choose the product making it exclusive [32]. They also plan to have an
asset light marketplace model where a product brought through online are delivered from
retail outlet which cuts down the overheads on warehousing and logistics.

Meanwhile the reverse trend is also happening. Some of the pure online market place
players are also building physical stores. Myntra, one of the leading online fashion market
place, is planning to open its first physical store. The leading vertical players in eye wear
like Lenskart and furniture market place player Pepperfry have already opened physical
stores and have started to see significant contributions to their revenue and profit from

http://ajio.com
http://reliancefreshdirect.com


74 Harnessing the Digital Marketplace in India 849

their physical stores [33]. All these trends are going to revolutionize the online retailing
models in India.

74.3.2 Supplier Development

Snapdeal, one of the leading players in India says that they are a technology company
connecting the dots between demand and supply in India [34]. In a managed market place
model one of the biggest challenge is to bring more merchants/sellers in to the market
place platform. None of the leading players formally disclose the number of suppliers. As
per company’s website information sources in August 2016, Flipkart has 85,000, Snapdeal
has 0.3 million and Paytm has 0.11 million suppliers. All the companies are in the process
of supplier development. Amazon ran a program called Amazon Chai Cart where Amazon
deployed three wheeled mobile kart to various parts of India, served tea, water, lemon juice
to small business owner and taught them how to sell online. In four months Amazon’s
team travelled 15,280 kilometers, 31 cities, served 37,200 cups of tea in journey to a large
market and engaged 10,000 sellers [35]. Amazon also launched Amazon Tatkal which
enables small business to get online in less than 60min.

One of the major groups in the sellers segment in India is Micro, Small and Medium
Enterprise (MSME) and Small and Medium Enterprise (SME). They are backbone of
Indian economy and engine of growth, economic development and job creation. In the
year 2014 SME sector contributed 45% of India’s industrial output, 40% of total exports
and 17% of GDP. SME in India add over 1.3 million jobs per year. Government of India
initiatives like Make in India, Digital India, Skill India are programs for improving their
growth. The vision is to boost SME contribution to India’s GDP to 20–25% by 2025 [36]
by facilitating growth of SME in country and to enable them to participate in the growth of
digital marketplace. The digital marketplace will act as a catalyst to SME with increased
revenues and margins, improved market reach, access to new markets, less marketing cost
and customer acquisition. China which is the largest e-commerce market in the world has
a great role played by SMEs. In china the SME’s contribute 60% to GDP and 75% to urban
employment [37]. China acts as a good lesson and example to India in this regard. India’s
largest bank, State Bank of India, has partnered with Snapdeal to offer loans to SME. The
bank uses data analytics gathered by Snapdeal to assess sellers credit worthiness instead of
standard documents like balance sheet and P&L [38]. SME’s would be a major contributor
for the growth of digital market place in India in the coming years.

74.3.3 Online to Offline

Another innovative model which is the next big thing in the online market place is online
to offline (O2O) model, estimated to be one of the fastest growing models. Typically in
this O2O model a consumer using a website or mostly apps will book a service online
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and make purchase offline at a restaurant, cab or a gas station. AirBnB and Uber operate
on app based O2O model. There are three key aspects to this model [39]. One is that the
deals here are hyper local, real-time and the prices can fluctuate really quickly. Secondly,
it usually involves a ‘perishable services’ like restaurants, movie tickets or a similar prod-
uct or services. Finally, the deals are offered online and the actual transaction takes place
offline. Mobile payment will also get a boost with O2O model. According to HSBC Chi-
nese O2O market is more than USD 150 billion with just 4% penetration. Alibaba sees
this as a growing and attractive model in China [40]. In India, Paytm is trying to replicate
the Chinese parent Alibaba’s strategy. When other players like Flipkart and Amazon are
building their warehouse capacities, Paytm has added none and adopting the O2O model
and this strategy differentiates them. Another pioneer in this model in India is Little. The
O2O model would be a key model in Indian online market place.

74.3.4 Price and Loyalty Programs

In the early stages of e-commerce in India, the major challenge of market place players
like Flipkart was making customers switch to online. This was done by offering heavy
discounts. With the growth of e-commerce the customer retention and loyalty has become
a big challenge. In a recent survey by PWC reveals that along with good price, trust in the
brand is also equally important aspect. Recently Amazon has launched its Prime service
in India an offering that has helped it to build customer loyalty. The subscriber gets thirty
minute early access to daily deals in app and website and faster delivery [41]. Flipkart is
now set to replace its existing loyalty program namely Flipkart First with a new version
called F-Assured to take Amazon’s Prime [42]. The F-Assured comes with improved ser-
vice and stricter quality checks a better return policy and next day free delivery service.
These loyalty services could be big game changers for the Indian digital market place.

74.3.5 Vernacular Languages

India has 88% non English speaking population and Hindi is the largest conversed lan-
guage. Officially there 22 languages in India. In rural area 64% of the users browse the
content in their regional languages which will enhance the user experience of app and
website. As of June 2015, the local language internet users are 127 million in the total
users of 269 million growing by 47% year after year as per survey conducted by IAMAI.
With increasing users, many online marketing places have started displaying the prod-
uct information in local languages. Snapdeal was the first online market place to launch
regional language versions. Vernacular language in website and apps will be the game
changer for digital marketplace in the coming years.



74 Harnessing the Digital Marketplace in India 851

74.4 The Outlook

The first wave of Digital Marketplace 1.0 started in India with very limited companies,
few travel aggregators and online classified websites. The market place players in India
adopted the hybrid model (inventory + market place) or Inventory model, adopted by
Amazon in the US. The challenge during this wave was to bring the users to the habit
of online buying and building the ecosystem for an online market place, which was done
by offering heavy discounts and promotional sales. In the second wave Digital Market-
place 2.0, the leading players like Flipkart, Snapdeal and other companies migrated to
a purely managed marketplace model. This was because of the success of marketplace
model in China and the customer, market, income level and the distribution in India were
more similar to China. There were also regulatory restrictions in India.

Today India is at an inflexion point of online market place growth.With the Smartphone
penetration, mobile internet and online demographic advantage, India has the highest on-
line retailing growth rate in the world. Indian economy is also showing a good sign of GDP
growth of 7.5% in the year 2015–16. The four key pillars of e-commerce, namely payment
landscape, logistics, mobile/internet infrastructure and business and revenue model, are
undergoing innovations and transformations. In addition to transform retailing, the digi-
tal marketplace companies in India are also facilitating the MSME sector by financing,
technology and training. The developments and transformations will also bring the next
generation of internet users (rural based, mobile centric, local language focused) online.
With this, the digital marketplace growth in India is also predicted to reach USD 100
billion by 2020. Entry of more multinational online retailers will make the online mar-
ketplace more competitive. These factors will propel India to enter into the third wave of
Digital Marketplace 3.0 which will be the golden era of Digital Marketplace in India.

74.5 Conclusion

In this paper, we have analyzed the revolutionary growth of the digital marketplace in
India. The key market players in India, their unique challenges and opportunities are also
analyzed. The digital market place infrastructure in India is analyzed in comparison with
other emerging and developed market places. The issues related to hyper competition
and customer retention, logistics, payment, financing, valuation and regulations are also
discussed. The key emerging trends such as retailers going online, supplier development,
loyalty programs and support for vernacular language are also presented. The innovative
practices, processes and models presented in this paper can serve as a template for digital
marketplace evolution in the emerging markets.
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75.1 Introduction

While the rise of the World Wide Web and the evolution of the Internet into a global
information infrastructure have started merely two decades ago, already now the rapidly
increasing level of digitization has led to a new economy of immaterial products and
services. With the advent of the Internet of Things (IoT), an entirely new industry with
novel value chains and networks as well as new forms of logistics is about to be created.
There is a broad consensus that this digital revolution will have fundamental impact on
the future society, especially with respect to the future working world [1], and therefore
has to become a central topic in the political discussion, while, at the same time, it will
provide also the new tools, mechanisms and platforms for leading the discussion itself.

Recognizing the urgency and complexity of the topic, in July 2015 the Austrian Federal
Council has started a parliamentary initiative which has led to compiling a state of the art
report exploring the consequences of digitization on tomorrow’s working environments,
quality of life, society, politics and democracy. This so-called “Green Book” [2] provides
a comprehensive overview on potential legal and political changes which are required for
Austria to be in a position which allows to make use of the presumed huge opportunities
of the digital revolution, and has become subject of a parliamentary enquiry (“Enquete”)
held at the Federal Council in Vienna on Nov 18, 2015.

Of course, the idea of using Internet-based online tools and platforms for such a process
is not really new, and in fact it has been realized already on many occasions, different lev-
els and/or contexts. Nevertheless, this specific Austrian initiative is considered remarkable
in terms of its political innovativeness: while the deliberative process has been performed
bottom up as usual, in this case it has complemented with a (top down) parliamentary
decision making process. Hence, eventually, the crowd-sourcing participation process has
been tied directly to formal parliamentarian proceedings, which have been concluded by
a binding legislative resolution. The Austrian government is now forced to consider and
use the ideas collected, developed and discussed in the public participation process as
a starting point for the upcoming Austrian digital agenda. Moreover, from a broader polit-
ical perspective, the Federal Council, which – as second chamber of the parliament – often
is considered acting in the shadow of the national council and the national government,
with this initiative has managed to step forward towards an independently operating di-
alog-orientated parliamentarian platform, a development which is fully in line with the
results of another parliamentary Enquete Commission held in spring 2015 which has been
focusing on the question of how to further strengthen democracy in general.

Especially in times of decreasing voter participation and increasing disenchantment
with politics, more and more people are interested to actively shape the political debate
outside of elections and traditional parties. Many of today’s citizens wish to contribute to
political discussion and are interested in following transparently the process of decision-
making. As a vivid democracy today includes the cooperation of elements of representa-
tion, direct democracy and public deliberation, the digital change may create new supra-
regional models of participation and corresponding fora for citizens which lead to a par-
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ticipative and dialog-oriented form of democracy. This occasion, i. e. allowing for the first
time larger parts of our society to directly take part in democratic deliberation and de-
cision processes constitutes a huge and unique opportunity for democratic systems, and
hence serves as a guiding motivation for the supporters of the initiative “Digital Change
and Politics”, first and foremost the president of the Federal Council.

Hence, based on the acting president’s initiative, a public brainstorming has been
started, with the primary question about which actions of legislation bodies were consid-
ered to be able to cope with and make optimal use of the ongoing digital transformation.
Using an online participation platform [3], more than 200 statements, 100 comments and
more than 1000 votes were posted within a period of eight weeks. In addition to this
online research, a small number of expert meetings have been conducted as well. This
input has then been compiled into a draft version of the Green book which has been pub-
lished online. All participants of the discussion then had again the opportunity to provide
feedback or further remarks. The finalized document has eventually been handed over to
the president of the Federal Council and forwarded to the parliamentary inquiry – a one
day event where a broad range of experts and representatives of the Parliament, Federal
Government and State Governments as well as interest groups met to exchange publicly
their opinions, before eventually the Federal Council took a formal decision, first in
a committee meeting, then in the plenary. Further details are described in [4]. Note that,
while in this chapter we mainly focus on economic policy, labour law and the development
of future digital marketplaces, the Green Book covers also further consequences from the
digital revolution for a broad range of topics, including data protection issues, copyright
and liability law, consumer protection, transportation and tourism politics as well as the
economics of electricity.

75.2 Learnings from the Consultation Process

Summarizing the key outcomes from this deliberative process, one of the most important
questions has concerned the presumed need of action for the legislation. Note that, when
this question has been asked, the political level (regional, national and/or European) was
not specified. Participants replied describing their expectations on the impact of digitiza-
tion to the working world, quality of life, and future society. Further contributions were
focusing on both economic changes and the development of future digital marketplaces,
as well as expected consequences for politics and future democracy, with transformation
being a challenge for policy making (both governments and legislation).

The answers of the consultation show that the vast majority of political fields and
parliamentarian committees are challenged to provide political solutions for a new legal
framework and regulations for the transformed markets and upcoming innovations. For in-
stance, more than 60% of the Austrian parliamentarian committees are called to negotiate
reforms, where most of this challenges need coordinated actions of two or more ministers.
The demand focuses on infrastructure and technology politics, science and education, in-
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ternal and economic affairs, justice, tax law and treasury, to name the most important
issues, while all government departments are in charge of digital transformation.

While developing appropriate political solutions, political decision-makers are facing
a problem: the dynamics and very high speed of the changes make it difficult for many
people, for organizations and also for political institutions to keep pace [4]. Legislation
has to implement their reforms in an evidence-based way and quickly – typically, adapta-
tions should happen within months or only few years in the worst case. While this does
not sounds very progressive, note that current legislation often takes many years to be pre-
pared, negotiated and implemented. Moreover, current best practice requires legislation to
first watch ongoing changes before starting legal actions. In a period of fast transforma-
tions, like the age of digitization, this way of reacting is too slow to benefit from the offered
opportunities. As a consequence, politics needs to develop new procedures: an evidence-
based high-speed decision-making process is requested, in order to allow legislation to
use try and error, tests and reviews in brief periods.

In general, this deliberative process has been new for the Austria Federal Council, and
thus the experiences are rather diverse. On the one hand side, it has clearly exhibited the
valuable potential opportunities of the Federal Council with organizing deliberative pro-
cesses for the sake of shaping public opinion and preparing legislation in an early stage.
Besides the obligations as representative of the federal interests and the competences in
EU politics, this is a new encouraging narrative and political role for the Federal Council.
The secondary position of the second chamber of the Austrian Parliament, the bridging
function between the national and the federal political level, and the more flexible internal
regulations of the Federal Council are of clear advantage in this respect. From this point of
view, the process has been a real success, especially as it has been concluded effectively
with a unanimous resolution to the Austrian federal government which is now in process
of implementation. At the same time the project has demonstrated also the current limita-
tions, including the need of experience of both the organizational team and (far more) the
potential participants, and last but not least the need of development of efficient and in-
tuitive technical tools, applications and platforms for realizing such public consultations,
fulfilling the following key requirements:

� Easy and intuitive access for all sections of the population: proposing own ideas and
placing discussion contribution should not be hindered by complicated technical mech-
anisms (for instance registration or authentication) or a non-intuitive user interface.

� Creating interest and motivation for participating in political discussions: In this con-
text, a key role could be played by a clear feedback mechanism which allows users
to follow transparently their ideas/contributions and how they eventually have affected
the discussion process and its final outcome.

� Efficient integration into political decision processes: The compulsory outcome of a se-
rious political discussion has to be a political result. Hence, specific account has to be
taken of the requirements of decision-makers, in order to enable a broad consideration
of discussion results for instance within parliamentary processes.
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� Enhanced moderation capabilities: Very often, political discussion benefits from clear
overall structures as well as guidance by a moderator who needs specific support for an
efficient performance of his/her duties and responsibilities, based on the fact that the
aim of public deliberation is less on creating new insight but mainly on sorting out and
developing novel solution options.

� Transparent documentation: In this context, it is also highly important to develop and
implement an elaborate concept for transparent documentation that allows organizing
content and resulting knowledge in a manageable way. While this may pose specific
scalability challenges due to the sheer amount of user input to be expected during
public deliberation processes, integrating crowd intelligence approaches might become
especially valuable here.

� Increased integration and usage of social networking channels: Today, social networks
like Facebook or Twitter have developed into an important space for conducting po-
litical discussions, hence it is imperative to integrate these channels into future online
deliberation platforms.

� Usability on mobile platforms: Online consultation and deliberation also has to take the
strongly increasing mobile usage of the Internet into account, for instance by provid-
ing a suitable adapted and simplified platform version with reduced functionality for
mobile user equipment.

� Interface between digital and analogue discussions: Also in the foreseeable future, dis-
cussions between persons that are physically present will stay essential for the political
discourse, hence it is of fundamental importance to find efficient ways of integrating
this transition between the analogue and digital world into future participation plat-
forms.

� Security and privacy aspects: The fundamental user requirements in terms of security
and privacy will play a key role with respect to the acceptance of such online platforms,
together with its usability and universal accessibility.

Based on these requirements, a proof of concept has been carried out by University of
Vienna and Kovar & Partners, and subsequently a participatory application for the delib-
erative development of documents has been developed within the pnyxnet project [6].

75.3 WorkingWorld and Digital Marketplaces of the Future

While the question of how the digital change will affect the future working world still is
heavily debated, leading to a broad range of varying opinions, there is a consensus at least
in one respect: none of the discussion participants has assumed that the number of jobs
will increase. This is in line with [6] arguing that around half of the current jobs will be at
least affected, if not destroyed, by the digital change. However, if it comes to legislative
requirements for future market places and the job market, all proposed concepts for us-
ing this change as an opportunity for economic growth and as a job machine pretty much
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resemble classic recommendations for strengthening the business location and labour mar-
ket: education, research, free markets without laissez-faire, as well as legal and planning
security.

For instance, one line of suggestions has strongly focused on deregulating the free
movement of workers (e. g. by reforming the Employment of Aliens Act), in order to cre-
ate a vibrant international scene where especially young people feel comfortable. More
generally, the reduction of traditional labour types and its shift towards new models, ob-
served already now for instance in creative industries and leading e. g. to an increased ratio
of free lancers fighting for contracts on global platforms, working without clearly specified
working times and in legally unclear situations, will render traditional legal frameworks as
well as current social security systems no longer applicable for larger parts of the working
population.

This trend is further supported by upcoming forms of “shared economies”, like Airbnb
or Uber, which tend to be not always fully compatible with existing legal and taxation
frameworks. The same is valid for the increasing number of crowd workers, one person
enterprises and digital peons who make their living out of short-term limited working con-
tracts. For all of them, social security turns out to become a key challenge: on the one hand
side, traditional revenue streams of social security systems do no longer comply with the
new payment flows (for instance, it turns out to be very difficult to integrate contributions
for social security into contract negotiation platforms which only target hourly wages),
while increasing parts of these groups lack of an adequate social security at all. There-
fore, reforming the social systems and adapting them to the new forms of employment is
considered an urgent political task.

On the other hand, in order to deal with such new business models, it must at least be
ensured that there is a “level playing field” between established and new service providers.
Staying with inefficient ways of production only because incumbents are protected by
partly outdated regulations does not help much, however it is also not sufficient to leave
the field only to regulation which could ward off or prevent new services. Instead, it would
be beneficial to use this situation as a starting point for carefully checking the existing legal
framework and make it a future-proof one.

The impact of digital change on the individual work-life balance is much less clear.
While the borderline between professional and private life is about to disappear, this new
flexibility in many cases can be experienced as very helpful in this context, but also the
opposite may easily be the case. The increase of mobile work creates a new reality way
beyond a traditional 9-to-5 mentality and will require experimenting with novel solutions
and finding a consensus about viable models without regulating the extent and direction
of these new structures from the very beginning.

The prospect of much less labour to be distributed among the population also may
have positive aspects and, according to [6], simply might lead to people concentrating
on other types of occupation (usually even more agreeable ones) if the request for their
former work is diminished. However, this will of course require distributing the “digital
dividend”, which originates from the increase of productivity, equally among all members
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of the society, while the increasing polarization of earnings and possessions rather points
into the opposite direction and creates considerable fears. Here again, the need for a new
decision culture becomes apparent, for instance in the currently starting debate about an
unconditional basic income for everybody, to be paid independently of the actual working
situation. In this context, an important element will be the possibility of experimenting
with various different options in order to create a sufficient data base for evidence-based
decisions. Similarly, the legislation bodies, especially the parliament, will need new de-
cision models, which should be based much more than previously on hearings, online
consultation and direct communication with experts already in early stages of the legis-
lation process. The resulting deliberative democracy will at the same time increase the
motivation and attraction for public initiatives which are directly linked with formal deci-
sions. It is interesting to note that – at least in the case of Austria – this would not even
require fundamental changes in the parliamentary rules of procedure and could be easily
carried out within the existing legislative structures and frameworks.

Another topic discussed in detail by the participants of the deliberation process has
concerned current and future taxation laws. In this context, four main issues have been
raised:

� Taxation-based distortion of market competition: While it should not be underestimated
to which extent the current taxation framework, for instance due to accounting and IT
requirements, prevents enterprises which offer online services from fully exploiting the
potential of digitization, on the other hand also stationary trading faces severe disad-
vantages. For instance, it is currently very difficult, if not impossible, to ensure that
Value-Added Tax (VAT) for digital goods, which are paid by the consumer, are cor-
rectly attributed to the fiscal budget of the country where the value has been eventually
created.

� Increasing tax avoidance: The rapidly increasing internationalization also leads to se-
vere problems with income taxes and corporation taxes. As far as Europe is concerned,
so far neither the European Council nor the European Commission have succeeded
in avoiding a critical taxation competition. At least the recent proposals for a digital
European market aim at a more transparent taxation.

� Fiscal situation of start-up enterprises: While start-up enterprises strongly profit from
simplified rules for instance with respect to trading with end customers, at the same
time their fiscal situation is often a bit unclear. This applies as well the financing of
start-ups.

� Impact on national budget: The question of how to finance the national budget if tax
revenue from labour will further decrease is a crucial one, with very different scenarios
to be discussed, as it is hard to predict which types of work will eventually be lost, and
which will be created, due to effects of the digitization. The current expectation that
mainly jobs with manual activity might be affected while jobs requiring a high level of
education and training are considered to be safe also on a long-term perspective may be
wrong: for instance, software might easily start replacing highly trained accounting and
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controlling staff, while robots could increase productivity in a way that certain industry
jobs might even return to Europe or Northern America. Under these circumstances, it is
pretty much unclear how to finance our current social market economy in the future and
how resilient our current systems are indeed. However, this only increases the urgency
of political decisions, and governments are well advised to try to open new degrees of
freedom early enough, in order to avoid being completely carried away by the speed of
upcoming changes.

For decades, the question of how the future of our society should look like had a rather
simple answer: it was supposed to be a smooth evolution of the present situation. This
is no longer the case with the Digital Revolution. Instead, we will be facing a phase of
massive change of existing structures, which is already announced by the immense invest-
ments into new technologies and their effects on productivity, labour market and income
distribution which we observe today. Hence, this requires an active, open and goal-ori-
ented discussion about how our society will be able to cope with the upcoming disruptive
structures – a discussion which in addition has to be led on an international level.

75.4 Summary and Outlook

The Digital Revolution is about to leading to a change whose economic and social impor-
tance can hardly be underestimated. The impact of the upheavals lying ahead can without
any doubt be compared to the industrialization or the age of enlightenment. Especially
the parallels between the digital transformation and the industrial revolution are evident.
Then and now, the driving factors were new fundamental technologies and resulting tech-
nical changes. Today, new applications are essential for the social and political evolution,
because they are used to advance organizational changes in economy as well as in the
entire social fabric. This structural change will go far beyond technical changes, and the
digital transformation is of significant impact to society and politics. Therefore, it has be-
come a social and political issue, just like new philosophies, political movements, social
insurances, universal and equal suffrage and emancipation were the answers to the indus-
trialized society (and, after all, the industrialization has led in the 19th and 20th century
to new political orders, the disappearance of five empires and the development of welfare
states).

Hence, from our point of view, the key consequences of this dramatic evolution may
be summarized as follows. Note that, while our conclusions are based on the outcomes of
the participation process triggered by the Austrian parliament as sketched above, we are
fully convinced that they are similarly valid also for all other countries with a comparable
democratic system.

� E-participation as an opportunity for evidence-based decisions: If politics is facing
the requirement of dynamic changes, decision making can be supported by new tech-
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nical solutions. The possibilities in direct communication between experts, citizens
and decision maker can enable deliberative democracy in a new quality. Thus, di-
verse knowledge can be introduced in the formation of opinion in a much earlier
stage and with a wide participation. As the project has shown, consultation procedures,
performed under the existing parliamentarian rules of procedure, can provide a valid
basis for decisions within a few weeks. The only thing required in these deliberative
processes are a developed self-image and an adapted behaviour of the Members of
Parliament. In the interest of open legislation that brings better and more accepted po-
litical decisions, new pre-legislative process must be developed. Project reports, green
papers, stronger scientific support and consultation procedure may allow interested cit-
izens and the MPs a substantial participation in the development of policies and bring
about better policy decisions.

� Political culture and practice: Until now, a culture of e-participation has not been prop-
erly developed in Europe. As much as the Internet may facilitate the participation, it is
not an amplifier for political interest and political participation itself. Facing the new
opportunities, the existing digital divide must be acknowledged and be taken care of.
Economic, social and technological factors are relevant for the individual opportuni-
ties. Therefore low-threshold offers must be provided. During the consultation, also
creating a common federal standard for e-participation has been proposed. The discus-
sion on e-voting will gain weight in a digitized society, despite of the still unresolved
security concerns.

� Adaptability as an essential locational policy factor: The consultation has also clearly
demonstrated that the challenge now is to create scope for innovation and entrepreneur-
ship. Existing conditions must be checked, and regulatory tasks have to be put on the
legislative agenda. Regions that are able to involve expert knowledge will have a com-
petitive advantage, and this knowledge is often very easily available. However, the
transfer into the political sphere is the critical factor. Moreover, policy requires also
new forms of strategic early warnings.

� Changes in the politics and media labour market: Publishers, journalists, think tanks,
public affairs managers and political consultants are concerned with new tasks. The
changed political markets will bring new demands. Also increasing is the need for
guidance, information and community management. A revolution in political life would
create new jobs. This “revolution” would lead to new political actors and create new
types of organization. In this way, new competitors would occur for the classical par-
ties, political media, pressure groups and existing think tanks.

� The parliament as deliberative centre of politics: The present project has demonstrated
interesting opportunities for the Austrian Federal Council with respect to strengthening
the dialog oriented (deliberative) democracy in Austria. Following this path may lead
to a general new orientation of this second chamber of the parliament, thus creating
a novel, clear and more self-confident image of this legislative institution. As a result,
it would become a driving force for organizing public participation and deliberation ac-
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tivities, which at the same time would significantly strengthen both parliamentarianism
and representative democracy in this country.

Summarizing, the digital revolution offers indeed significant opportunities on the way
to new forms of high-speed democracy. As the history of the industrial revolution has
taught us, however, it typically takes quite some time for technological advances and
breakthroughs to lead to innovative applications and subsequent changes in society and
politics. Hence, the phase of dynamic disruptions due to the Digital Revolution may still
lie ahead of us.
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76Build It and It Will Disrupt:
a National Broadband Platform to Fuel
New Zealand’s Digital Economy

Fernando Beltrán

Abstract
The fibre-to-the-home, high-speed broadband network in New Zealand known as the
Ultra-Fast Broadband (UFB) network is already changing the landscape of the telecom-
munications market in the country. The future New Zealand broadband ecosystem is
being shaped by decisions that impact both the structure of the market and the supply-
side of the ecosystem. UFB embodies the infrastructure of New Zealand’s digital plat-
form. It is not only a high-speed broadband network; it is also conceived as an open-
access platform whereby any service provider can and will provide services. Opting for
an open-access, high speed broadband platform New Zealand is effectively instigating
major changes in the structure of the market, which in turn are expected to deliver pro-
found changes in the range of services and the way they are delivered to consumers.
This chapter presents the New Zealand case as an example of the scope and impact of
digital disruption with major changes in infrastructure ownership and market structure
and competition encouraged by UFB’s open-access architecture and regulation. The
main argument is that both the technical characteristics of the broadband network and
major policy and regulatory decisions must necessarily shape the potential for digital
markets creation, transformation, and growth.

76.1 Introduction

The transformation of the market place in many sectors of New Zealand’s economy is
fuelled by the deployment and adoption of faster, more reliable and robust broadband net-
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works. Access to high-speed communications networks by consumers and businesses is
seen as a critical factor of success, if not survival. But the road to improved communi-
cations infrastructure demands high levels of investment. Telecommunications companies
must upgrade, replace or deploy new technologies, which usually render the existing fa-
cilities obsolete.

Telecommunications networks capacity encounters a bottleneck in the access to end-
users. Current technologies, such as Digital Subscriber Line (DSL), that use the telephone
network lines to provide access to broadband services deliver a range of speeds to sup-
port broadband services. However the increasing demand for capacity from new services
or the evolution of established services, render the DSL technology insufficient for such
purposes. This situation is further exacerbated by the fact that in households and business
users’ devices rely on multiple access to broadband wireless, such as Wi-Fi, but usually on
one single connection to the Internet. In order to keep up with the demand for access data
rate fibre-to-the-home (FTTH) technology is viewed as a solid replacement of copper-
based broadband technology, while being highly reliable.

Fibre, as an enabler of end-user access to the network has proved superior to copper
and has been in the market for some time yet its adoption has been slow. In countries
such as New Zealand and Australia governments have acknowledged that the transforma-
tion of the telecommunications network from copper-based technologies to fibre will not
happen if only private investment is expected. Therefore, those governments have stepped
in to provide much needed funds and managerial oversight on nation-wide projects that
accelerate fibre-based access networks deployment and adoption.

New Zealand started a transformation of its telecommunications networks and markets
by investing public funds in a high-speed, fibre-based broadband network, expected to
reach 80% of households and almost every business in the country. The FTTH, broadband
network deployment in New Zealand is a reliable, high-speed telecommunications infras-
tructure regarded as a precursor to the creation of an entrepreneurial digital ecosystem
that will most certainly fuel the creation of digital marketplaces. Not only is such mod-
ern communications infrastructure enabling businesses to turn technological features such
as speed, reliability and cost into factors that must positively affect their business case,
but also, and most importantly, the techno-economic decisions made about its ownership
and operation are facilitating strategic business factors that should contribute to business
competitiveness on a global scale.

The premise of this chapter is that infrastructure is the facilitator of digital markets.
In the 1990’s with the widespread adoption of personal computers and the availability
of modem devices operating over the telephone lines, the Internet transitioned from labs
and university facilities to the general public. Soon it was realised that the open archi-
tecture of TCP/IP would facilitate the creation of software applications that would create
a direct link between a provider of goods and products and the consumers without the
intervention of either the infrastructure’s owner or intermediaries. Fast forward to today’s
conditions and as markets develop and transactions are completed on websites and por-
tals, the need for more reliable, faster networks are an imperative. Such new networks,



76 Build It and It Will Disrupt 867

as pointed out, require large investments. When a government decides to invest in the
country’s telecommunications infrastructure, policy, financial, legal and business deci-
sions have to be strongly aligned in order to achieve an optimal return. If a broadband
platform enables easy, sustained and effective operation of digital platforms which, in
turn, facilitate the efficient establishment and growth of markets, it can then be argued that
general public broadband policy, and technical and regulatory mandates are reaching their
goals.

New Zealand’s national broadband network seems to have been conceived on a “build-
it-and-they-will-join” approach. Although the public debates revolved around the need
for higher speed and more reliable access for consumers, in the end, political willingness
mixed with hopes for the best played an important role in the decision-making process.
Build-it-and-they-will-join is slowly solidifying; policy initiatives affecting the network
architecture and regulatory measurements recently introduced are helping consumers feel
reassured about their decisions to leave their copper connections behind and adopt the new
fibre-based access connections. With that in sight this chapter argues that the old adage is
changing. As high expectations for productivity and growth have been placed on the new
broadband ecosystem, a feeling of “build-it-and-it-will-disrupt” seems to be taking hold
of the sector which has unfolded in three stages: (1) an ambitious infrastructure upgrade
accompanied by major policy changes and ensuing transitional regulations; (2) a steady
uptake of fibre and the creation of a remarkable number of service retailers on the fibre;
and (3) an emergent broadband platform that stimulates the creation of digital platforms
for entrepreneurs and innovators. This chapter will describe and analyse those three stages.

76.2 Broadband FTTH: Enabler of Digital Markets

The worryingly lowNew Zealand Internet speed and broadband quality-of-service ranking
positions in 2008 led the contending political parties to propose changes to the telecom-
munications infrastructure. Aiming for an ambitious infrastructure upgrade of the access
network via FTTH, in 2009 the newly elected National government announced it would
spend close to NZD $1.6 billion in broadband expansion by means of a programme to
deploy FTTH in the urban areas complemented with an initiative for upgrades and ac-
cess improvements in rural areas. The former is known as the Ultrafast Broadband (UFB)
project and the latter is the Rural Broadband Initiative (RBI). Funded through two invest-
ment models agreed with four partners, the UFB network is a based on a public-private-
partnership model of investment, a contract between a government and a private investor
that seeks an alignment of the partners’ objectives as it shifts a substantial amount of risk
onto the private partner.

In 2011 the UFB project promised New Zealand that, by 2019, 75% of households –
a figure revised up to 80% in 2015 – and most businesses would be enjoying high-speed
broadband by means of optical fibre access. Crown Fibre Holdings (CFH), a government-
owned company, was created to search for private investment and manage the project, pro-



868 F. Beltrán

viding the government with an executive body that oversees the construction. The search
ended with a bidding process that saw four companies win shares of the available funds in
2011. The companies, known as Local Fibre Companies or LFCs, were to deploy fibre in
four mutually exclusive geographical regions. Shortly after, Telecom and Vodafone won
respective bids to become CFH’s partners in the RBI.

A ‘recycling shares’ model was signed with three LFCs. Under such PPP model funds
are used to build the fibre passing the premises, also known as dark fibre; when a customer
decides to subscribe to the UFB network, the partner builds the “drop” into the customer’s
premises [1]. At this point the customer has already made a decision as to which of the
many Retail Service Provider (RSP) to subscribe to, which in fact starts a subscription-
based retail commercial relation. Unlike LFCs, RSPs are allowed to deal directly with the
end-users. Once the subscription is started, the RSP is ensured of a revenue stream from
such customer, which in turns creates a flow of funds to the LFC. Such funds are then used
by the LFC to buy shares in the government-funded part of the UFB network. Depending
on the subscription turnover by new customers, the recycled funds will allow that the
ownership of the network gradually shifts from CFH to the private investing partner.

Participation in the UFB project brought the split of the former incumbent, Telecom
NZ. As the company sought to bid for a share of the project the Government conditioned
any bidder’s participation to only companies not operating the wholesale and the retail sec-
tors. In other words, only non-vertically integrated firms would be able to become partners
in the fibre deployment initiative. Following such decision Telecom NZ demerged into two
completely separate companies, Chorus, owner the old copper network and looking for-
ward to own UFB fibre assets, and Telecom Retail retaining the switched network, the
wireless network and the national backhaul (transport) network. Telecom Retail was later
rebranded as Spark. The contract signed with Chorus differs from the contract signed the
other LFCs: the Crown invests directly in Chorus with Chorus bearing the risk associated
with the uncertain demand uptake. The investment amounts to a zero interest loan and in
return Chorus has to comply with specific coverage and uptake goals.

The RBI’s goal is to bring rural New Zealand to a higher development of broadband
capacity. RBI’s strategy lies on deploying a mixed wired and wireless infrastructure. On
one hand DSL connections using latest Long Term Evolution (LTE) standard, are being
upgraded. On the other, a nationwide cellular telephony tower expansion program has
been completed [2].

In UFB areas consumers and business can choose their provider among a substantially
high number of RSPs; LFCs can only provide wholesale services to such RSPs and are
forbidden from direct deals with end-users. As of mid-2016 about 68% of the build-up
(about 100,000 connections) in UFB areas had been completed, with over 240,000 users
connected to UFB services [2]. In average 425 homes have been “passed” every day since
construction began; a home passed by fibre is a household enabled to get hooked onto the
street fibre backbone if only its owner decides so. In 2014 the average cost for a premise
passed was about NZD $2134 (USD $1810) [3] and the cost of connecting a premise was
about NZD $1233 (USD $1050) [3].
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A significant number of small cities and towns are already fully covered by passing
fibre. In contrast, the two largest urban areas, Auckland and Wellington, lag behind with
completion rates among the lowest in the country.

An early assessment of the effectiveness of the UFB deployment [4] suggests that the
contractual form signed by the government with the three small LFCs (also known as
the funds-recycling scheme) is providing a higher incentive for fast deployment than the
contractual arrangement with the incumbent (a combination of the investment model with
technology replacement).

76.3 Open Access: Facilitating Innovation

Infrastructure and connectivity are not the only goals devised by the government-sup-
ported broadband initiatives in New Zealand. LFCs are de-facto monopolies but their
networks must be open to any RSP willing to provide end-user services in their cover-
age areas. The policy upon which such operational scheme rests is called open-access.
In the context of a government-funded, high-speed broadband network deployment this
section explains open-access and discusses it economic implications.

As of mid-2016, the total number of RSP in New Zealand had almost reached 100
across the country with a customer being able to choose among 10 to 25 different RSPs,
depending on her geographical location. This is in stark contrast to the pre-UFB time when
an average consumer would not have more than 4 or 5 different copper-based internet
service providers to choose from in major urban centres but even less in small towns.
Thus, along with the healthy steady uptake of fibre, open-access is providing the creation
of a remarkable number of service retailers on the fibre.

In 2007 open-access was mandated on Chorus (formerly Telecom) copper network,
resulting in the introduction of choice for consumers. Such open-access is a dual regula-
tory tool that includes Unbundled Bitstream Access (UBA) and Unbundled Copper Local
Loop (UCLL); both allow the promotion of entry by new Internet access providers. Over
the last decade benefits to consumers have accrued from the market structure that emerged
from UBA and UCLL and their regulated access prices imposed on the network provider.

76.3.1 Open Access and a Infrastructure Platform

Even though there is no definitive, agreed definition for open access [4], in general terms,
and in the context of modern telecommunications access network, open access is a whole-
sale agreement by which access is granted – enforced or voluntary – to operators seeking
and needing to use broadband facilities, which commonly belong to a dominant carrier.
The main rationale for regulators to apply open access is that usually access facilities can-
not be economically replicated. Open-access is a mode of facilitating non-facilities based
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competition. It can be provided on a profit or non-for-profit basis. When the facilities are
owned by a private agent, voluntarily providing open-access is quite rare.

Open access is usually associated with fixed-access networks which provide broadband
services. It is used to designate mandated wholesale access to different layers, and even
on different technologies. Using the hierarchical layer model of a modern telecommunica-
tions network – inspired by the OSI layer model, OECD (2013) distinguishes open access
on the three lower layers as follows:

On the physical layer open access means being able to use conduits and facilities that
allow the access seeker to install own equipment. It also means local loop unbundling, on
DSL lines, and dark fibre leasing, on fibre optics networks. On the network layer it means
access to bistream, using the packet-based delivery of digital information.

What the tiered description of open access above implies is a variety of technical imple-
mentations and a relatively wide scope for differentiated services. Fig. 76.1 is a schematic
representation of the open-access concept when applied to a FTTH network, such as New
Zealand’s UFB. In the model depicted in the figure LFCs are both Physical Infrastructure
and Network providers, whereas RSPs are the Service providers.

Currently any RSP seeking to provide end-user services purchases wholesale services
from the LFC; the service is based on bitstream open access, over which a number of
end-user services can be implemented. They all depend on variations on upload/download
data rate combination. Residential users can get up to 100 Mbps download. Negotiated
contracts between CFH and each LFC include provisions for access to lower layers af-
ter 2020, which will include unbundling of fibre access. The ongoing discussion in New
Zealand is explained in Sect. 76.4.

Fig. 76.1 Functional layered
structure of a fibre-based net-
work
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76.3.2 Open Access and a Two-SidedMarket

The combination of technological characteristics of the network and policy and regulatory
conditions render the UFB an open-access network. The service delivery model and the
market conditions that follow turn the UFB into a platform. In economics the term “two-
sided” platform has been used to designate markets whereby two sides exchange services
and/or goods, with the platform facilitating the matching. As explained in [5] the UFB
network can be regarded as a platform that facilitates the interaction in two markets: the
access market and the content market. Access is provided by the platform to end-users and
RSPs; in turn, RSPs themselves can turn into platforms for delivery of contents. The latter
is the one market structure likely to grow and transform the digital marketplaces.

The two markets economic characteristics are explained as follows (see [5] for further
details):

� Access market: the access market operates on the access platform where end-users
pay no fees to join and RSPs must pay regulated wholesale charges according to the
demand they face.

� Content market: the content market is a multi-platform competitive market whereby
RSPs compete to attract content providers and other service providers, on one side, in
order to attract consumers on the other.

The most important characteristic that a two-sided platform model reveals is the exis-
tence of cross-networks effects. A conventional FTTH investment approach by an incum-
bent not only would have been lengthy but it also would have been amounted to connection
charges on consumers, a typical instance of a one-sided, telecommunication access mar-
ket. Instead UFB’s platform model, with expectations created around the possibility that
end-users can now meet a substantially attractive number of RSPs, adopted a price model,
limited to the first nine years after the deployment started, at zero connection fee. Thus,
the welfare-promoting role of such CFH’s decision, alongside an unexpected raise in the
price of wholesale copper services by the Commerce Commission, have resulted – so far –
in a healthy uptake of the fibre.

On the content market, a RSP is a multi-product firm that serves end-users (residen-
tial and business), allowing them access to contents and other services. Some RSPs may
simply enable Internet access for end-users; some may start their own content offers; yet
some may regard their position as a platform mediating two sides: content providers and
end-users. Such RSPs will try to exploit cross-networks effects that emerge as content
providers meet end-users, mediating the conditions and ability to monetize the mutual at-
tractiveness between the two sides. If enough RSPs contend for customers on the basis of
operating as platforms, engaging in inter-platform competition may translate into higher
consumer benefits than those that other, single-sided operator RSPs can offer. In this en-
vironment product differentiation and economies of scale will also play an important role
in any RSP’s build-up of market share.
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76.3.3 Digital Platforms

A broadband platform endowed with an open-access policy may encourage the creation
of digital platforms. Digital platforms are changing business models in many markets;
they are basically two-sided markets that seek to leverage the availability of information
to provide products and services in a way that maximises the efficiency of matching the
two sides.

Ingenious ideas brought to fruition have developed as digital platforms that bring to-
gether consumers and producers, two sides that find mutual attraction. Many examples of
digital platforms exist which have been created to operate on the Internet. They do not
depend on a particular access technology to thrive as abundant cases demonstrate it. How-
ever, innovative ideas that exploit the strengths of a broadband platform such as the UFB,
namely, ultra-high speed, reliability and open-access, will be better positioned to use the
digital platform model to succeed. For certain RSPs, platforms or not, if their business
case entail product visualization, simulated user experience, high-resolution graphics, or
virtual reality the technical characteristics provided by the technological platform most
definitely provide them with the necessary inputs; such businesses cannot thrive on DSL
connections.

Compared with their single-sided counterparts, platforms have shown to shorten the
time to reach critical mass and, the most successful, produce very attractive returns on in-
vestment. Positive cross-network effects fuel the platform’s growth as both sides find the
presence of more agents on the other side ever more attractive, therefore creating a pos-
itive reinforcement cycle. Such platforms have reversed the ‘old economy’ pathway to
growth and higher returns from supply economies of scale – and monopoly protection in
some cases, to an environment where demand economies of scale prevail [6]. A seller in
a market where supply economies of scale prevail needs to focus on exploiting its declin-
ing average production cost in order to use price as a strategic factor. In contrast, platforms
whereby demand economies of scale may abound use technological improvements on the
demand side to their advantage. For instance, in addition to efficiencies in social networks
and demand aggregation [6] point at app development as technological improvement that
impacts the demand side.

In the new digital landscape one of the most exciting prospects appears to be what [6]
state about strategy and innovation. To a platform, strategy is no longer about controlling
internal resources but managing external elements and finding adequate conditions for
community creation and engagement. Then innovation can happen because of the presence
of community participants throughout the platform.

76.4 Policy Issues in the Transition from Copper to Fibre

New Zealand’s UFB network is already providing high-speed connections to consumers.
Its customer base is growing and so are the new players, RSPs, which have arrived to
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the market. Their business propositions will compete in the market and, as argued above,
some will turn the technical conditions and regulatory factors to efficient use as digital
platforms.

Providing business stability and reducing uncertainty to fibre investors is crucial if
New Zealanders are expected to benefit from their access to the UFB network and the
markets that, operating on the broadband platform, will deliver products and services. In
their first stage, UFB wholesale service prices (fixed until 2020) are regulated following
a negotiation between CFH and its partners. The tariff structure includes several end-
user upload/download services at different combinations of data rates with price slightly
increasing or slightly decreasing until 2020 depending on the service. Fixing the prices
clearly ameliorates risk to RSPs as they know the cost they face on the inputs needed
for standard and premium, home or business fibre connections for the remainder of the
decade.

In late 2015 the New Zealand’s Ministry of Business, Innovation and Employment
(MBIE) launched a review of the 2001 Telecommunications Act – the Review [7] – with
a consultation process that has inquired about the best regulatory approach to the provision
of access services on the existing copper network and the growing fibre-based broadband
deployment. The review reiterates the need for strong competition in all markets and/or
regulation that supports it. In invoking the need for a regulatory regime the review ac-
knowledges that its operation has created a visible degree of uncertainty and warns about
the risk posed by regulation that only pertains and is applied to a particular industry. In
accordance with current developments around the UFB network the Review insists that
consumers should be able to get high-quality fixed and mobile broadband connectivity at
competitive prices; operators and other players should be able to innovate and compete;
and the network should be “reliable, secure and resilient” [7].

As is usually discussed in many regulatory reforms across the world minimisation of
regulatory uncertainty becomes also a factor to an efficient, innovation-friendly regulatory
framework. In New Zealand, for a number of years the current transition will occupy
the attention of the Commerce Commission. In the meantime, as long as consumers still
use the copper network and Chorus still operates the public switched telephone network
convergence and the need for consistent regulation will be the key issues to be addressed
to minimise the uncertainty.

Previous sections argued that UFB as a broadband platform is first and foremost a dis-
ruption of the telecommunications infrastructure. As the UFB consolidates a broadband
ecosystem whereby competition in the provision of services is expected to flourish, ma-
jor changes will start to occur to the telecommunications markets. However, the current
regulatory framework is not capable to promote the goals sought by the broadband policy,
neither is it a good fit to the challenges posed by the new techno-economic structure of
the renewed telecommunications infrastructure and the fibre-based broadband services to
be provided. In what follows two major issues of concern to future regulatory approach
affecting the broadband ecosystem are discussed: consistent regulation and the potential
unbundling of fibre.
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76.4.1 Economic Efficiency and Consistent Regulation

The Review prescribes that the access price regime needs to be based on “a holistic view
of the interdependencies between UFB and copper networks” [7]. Pricing of access ser-
vices refers not only to access to the copper network-based services but to the wider range
of access modes enabled by the UFB network. In New Zealand the construction and op-
eration of the UFB network sets the field for an important regulatory distinction that will
remain for the foreseeable future. Any upgrade or change to current regulations will need
to deal with the growing presence of fibre-based access services while still having to deal
with copper access services.

The Review needs to seriously address the interplay between economic efficiency and
regulation to ensure the welfare of consumers and producers. However, from a regulatory
perspective and even with high competition, regulation not always promotes competition
to protect long-term interests of end-users. A recent decision by the Commerce Commis-
sion on the price of access exemplifies the latter point.

In 2015 the Commerce Commission released its final decision setting the wholesale
prices the copper incumbent, Chorus, would be able to charge to retailers for using its local
copper lines, including the wholesale broadband services UCLL and UBA. The decision
was the outcome of a lengthy and thorough review process that involved a dispute between
Chorus and the Commission resulting in hurdles on the ability of copper to compete in the
home broadband market. The key issue faced by the Commission in setting the prices of
the UCLL and the UBA services was to provide right incentives to the industry, that is,
network providers and RSPs, to accelerate the migration to UFB.

The new copper prices, used as the reference pricing point for selling UBA and ULLA
to retailers, may be incidentally aligning with the desire that the fibre is promptly adopted
as the preferred mode for consumers to access broadband services. Nevertheless the way
the UFB deployment is being carried out does not require customers of the copper network
to switch anytime soon, neither does it provide a financial fund to purchase copper lines
and convert them to fibre. This situation reaffirms the need for consistent regulation, able
to incentivise players to follow preferred policy goals.

76.4.2 Unbundling in the Fibre Era

One contentious point for the future of the UFB refers to the mandate that post 2019 LFCs
will be required to unbundle their network by providing “dark fibre” services, which – al-
ready possible on a point-to-point connection basis – will need to be provided on a point-
to-multipoint way. As shown in Fig. 76.1 access provided on a bitstream mode enables
RSPs to reach end users; the diversity and scope of such services are superior to what
copper can offer. The latter questions the need to provide unbundling at a lower layer, the
physical infrastructure. The Government supports its determination to have dark fibre on
the opportunities that would open to RSPs to introduce innovative services; however, it is
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not yet clear how the interplay between the robustness that the network infrastructure of-
fers and the rising importance of wavelength unbundling will unfold. Those developments
will determine the need for fibre unbundling at the physical layer.

LFCsmay be particularly doubtful of the incentives to innovation that unbundling at the
physical layer may bring to the market because in the new broadband ecosystem structure,
innovation and service differentiation are expected to mainly be driven by competition.
Thus, an interesting tension between unbundling and competition seems to be emerging.
While the copper-based environment unbundling led to competition, in the fibre environ-
ment competition has been introduced by decisions made about the network architecture
and functionality. LFCs consider that their physical infrastructure/network layer monopo-
listic presence is threatened by any proposal that seek to further open the network on such
layers. Any regulatory insight into this situation will have to address questions about the
social gains in efficiency of physical layer unbundling.

The issue is perhaps more important than the simplified view of a potential threat to
a monopolistic network provider. It is about the best pathway to innovation. On one hand is
the role of the RSP as a single-side market; Layer 1 unbundling would effectively provide
a RSP with a more flexible vehicle to reach end-users and an input to modify and improve
the LFC’s wholesale service catalogue upon which retail services are built. On the other
hand it is the RSP’s role as a truly digital platform. As previously discussed, as a service
provider a retailer is able to turn its market role from being one link in a conventional
supply chain to becoming a digital platform its strategy is less reliant on managing internal
resources, such as seeking unbundled Layer 1 services, and more dependent on creating
and sustaining a thriving community. Managing the virtuous circle that positive cross-
network effects may generate becomes the platform’s main challenge.

76.5 Conclusion

This chapter postulates that New Zealand’s Ultra-Fast Broadband network deployment
under construction during the second decade of the 21st century, with its technical and
regulatory decisions made thus far, offers the right kind of telecommunications infrastruc-
ture that will best ease up the road to efficient digital markets.

As a platform, fibre uptake has benefitted from policy decisions on the consumer side;
in particular, government investment pays for a fibre connection at zero cost to any con-
sumer (the household side) at any time during the first 10 years. The other side, the retailer
side, has seen the arrival of close to 100 retail service providers nationwide that have
started businesses on the UFB.

Policy and regulation are proving to be factors that shape the UFB broadband ecosys-
tem; in the transition from copper to fibre in New Zealand, regulation will play a funda-
mental role in accelerating the opportunities for entrepreneurs to develop their fibre-based
services and the consumers to benefit from competition on the content market, that is, the
market developed by retailers.
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The platform model cannot only be observed on the UFB as retailers meet consumers
(seeking access to fibre); it is a model that could be followed by leading retailers willing to
exploit the synergies between content providers and consumers eager for content. As much
as the most successful model of digital disruption is seen in the creation and development
of digital platforms that have overturned conventional markets and created communities
around them, new players in New Zealand’s digital ecosystem too could also realise the
untapped potential that a technologically superior infrastructure offers and leverage it with
innovative services that fully demand and use its most prominent features such as high
speed, reliability and open access. Regulatory changes will have to be carefully introduced
so that the nascent ecosystem is able to deliver quality, low prices and innovation.
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77Securing the Opportunities
of the Digitized Economy

Yuval Diskin

Abstract
The three of us have accumulated lots of experience in IT, Cyber Security and in pro-
tecting the critical infrastructure of the State of Israel, which is one of the world’s most
attacked states by cyber criminals or by certain states.

In 2012, we founded our Cyber Security consulting firm called D.A.T, offering high-
level technological surveys of software and hardware systems to check their immunity
against remote cyber-attacks.

Our objective was to better understand the challenges and threats of the intercon-
nectivity on the digital economy through working in different sectors: Telecommuni-
cations, Finance and Insurance, Industry (production/assembly lines) and Energy.

Four and a half years later, after we carried out complex projects in various sectors,
I can say that the revolution of the digital world and the digitized economy, which is
accelerating every day, is an enormous economic and social opportunity, but it is also
folding inside dramatic and even strategic challenges.

Based on the knowledge, know-how and the insights we gained, we teamed with
Volkswagen in September 2016. Together we founded a new company to develop Cyber
Security systems and to provide Cyber Security services for Internet-connected cars
and self-driving vehicles. The new company, CyMotive Technologies Ltd., will be 40%
owned by the VW group and 60% by me and my two colleagues.

We identified the following main insights of how to secure the opportunities of the
digitized economy.

Y. Diskin (�)
Cymotive Technologies Ltd.
Herzlia, Germany
e-mail: yuval.diskin@cymotive.com
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77.1 Strategic Partnering

Cyber Security is no longer only a technology challenge. The Cyber Security industry,
which today is led by very talented technology experts, is suffering from a lack of Dynamic
Defense strategies. These strategies exist only partially in some states in the government
level, and are lacking in different industries and in the private sector. For this to happen,
governments should encourage Cyber Security experts and strategists from the govern-
ment and security systems, to migrate to the private sector and at the same time, to find
ways to civilize some of the technologies used by the governments. Another good step
would be to partner up with companies accountable for critical national infrastructure
such as aerospace and defense. Both ways would establish a relationship that may be able
to take actions against adversaries.

77.2 Intelligence Is Key

Dynamic Defense should become the new Cyber Security approach as soon as possible.
This means that we need a comprehensive dynamic approach which involves both, Exter-
nal and Internal Intelligence. For a company it is crucial to maintain up-to-date intelligence
by getting information about Cyber Security threats from own records, but also from third
parties. Those external sources are fundamental as experts can give greater insight of the
current state-of-the-art, have prepared threat profiles, and reveal attack vectors, i. e. spe-
cific strategic paths hackers take to get inside a network. The wide variety of contextual
information helps a company to get a deeper understanding of the threat and the potential
approach an attacker is going to pursue together with corresponding countermeasures.

New knowledge about the behavior of an attacker should be extracted following the
intelligence cycle in order to enable faster decision making. By defining the weak spots of
their company’s network and estimating the technical capabilities of an attacker, a Cyber
Security team can acquire knowledge about a known adversary’s typical tactics, tech-
niques, and procedures (TTPs). After setting up sophisticated threat profiles, suitable
approaches should be integrated into the system and upgraded over time, including both,
an increase of internal sensors for monitoring and external resources. In order to make
active defense be able to process the high amount of data emerging from log files and user
records, a dramatic increase in automation is needed.

77.3 Always Awake Security Brain

Thus, cutting edge technology solutions and products are needed including a future gen-
eration of SIEM and SOC: AASB (“Always Awake Security Brain”) involving Artificial
Intelligence and Machine Learning capabilities will enable real time security decision-
making for fast and effective responses to new threats. Internal hunting teams are often
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used to actively search for and manage cyber-attackers. Finding them is a hard task, as
hackers have the advantage of first move and a wide array of tools and techniques to hide
their entry and activities. For that matter, Cyber Security operators need to identify and
analyze internal use patterns, access logs and scan applications to detect anomalies. In
order to understand what constitutes to abnormal behavior, profiles of “normal” user be-
havior are created manually and refined using machine learning. It is crucial to perform
vulnerability analysis for detecting the most dangerous intrusion strategies. Once found,
strategies revolve around handling the intruder. While the reflexive approach suggests to
expel the threat as fast as possible, a detected intruder can be analyzed for valuable in-
formation regarding his arsenal of tools, and of course his actions. A wise decision is
typically to waste the attacker’s time by setting up honey pots, tar pits, and deceptive sand
boxes.

77.4 Improved Research and Development

Aside all these we will always need best practices and professional governmental regula-
tion of high Cyber Security standards for all sectors and industries. One of the first things
that should be regulated in the era of Internet-of-Things, is the deep integration of Cy-
ber Security experts in the research and development processes of software and hardware
products. Companies need to be aware that conventional passive defense mechanisms,
such as firewalls and intrusion detection systems, are by far not enough to compensate
the broad bandwidth of attacks they might face against adversaries. Therefore, already in
the very early conception stage of software and hardware, active measures need to be re-
spected that aim at monitoring an attacker’s behavior. This will eventually help reducing
slow response times to intruders and zero day exploits.

77.5 The Diversity of Threats

Cyber Security solutions and products should be developed not only for the Known-
Known Threats, but also for the Unknown-Known Threats and even for the Unknown-
Unknown Threats. This approach already exists in the field of counter-terrorism and
should be adopted to the field of Cyber Security.

Most companies traditionally focus on threats from external actors, and therefore ori-
enting the defense system against outer threats. However, insiders, especially personnel
of the own company, are generally trusted while having access to valuable data. Because
access privileges are often not managed appropriately, insiders are susceptible against
methods such as social engineering which no intrusion detection system may prevent.
It is unavoidable to implement a data loss protection (DLP) and change the mind-set of
internals to protect against internal threats.
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Such insider threats may be subdivided into three categories. An errant insider might be
unaware of current security protocols and may accidentally compromise important infor-
mation of the network by forwarding an email with high confidentiality. Hijacked insiders
are the most common type of breaches and involve stolen credentials, i. e. via key loggers,
for example. Malevolent insiders, that is internals that compromise the network at will,
mostly do so because of bribery or coercion. This depicts a great risk and can often be
spotted with strict DLP rules. A chain of trust and structured concepts for access privilege
need to be employed to keep up with those type of threats.

77.6 Conclusion

The digitized economy is developing very fast but Cyber Security is still far behind. The
strategic challenges and threats folded in these tremendous opportunities are already here.
The faster we move to the next generation of Cyber Security the more it will enable us to
enjoy the fruits of the digitized economy and to live in a more secured world.



78BlackMarket Value of Patient Data

Christina Czeschik

Abstract
Personal health data is a coveted resource for a variety of interested parties. One of
these is agents operating in illegal markets, comparable to the black markets on which
stolen credit card data and other unlawfully obtained information are sold. Since the
safety of personal health data is not only dependent on the quality of safety measures
adopted by health care entities but also on the motivation and resources of potential at-
tackers, the question of the value of personal health data on the black market is a highly
critical one and not an easy one to answer. Illegal actors can extract profits from patient
data in a variety of ways, the best documented of which are direct sale and extortion
of ransom. Prices attained in these transactions can help to estimate the financial value
of patient data on the black market in the US – where instances of health care data
breaches have been most frequent and well documented – and in Germany.

78.1 Valuing Personal (Health) Data

Like every kind of personal data1, personal health data is inherently valuable. However,
different stakeholders will value a set of health data in very different ways, some of which
are:

1 According to the OECD Privacy Guidelines: “any information relating to an identified or identifi-
able individual” [1].
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� Health care providers require patient records and other kinds of patient data as the basis
of professional diagnostic and therapeutic decision-making.

� For insurance companies, personal health data facilitates prediction of health risks
of insured and not-yet-insured individuals, thus allowing them to adapt premiums or
forego contracts altogether.

� Universities, research organizations and pharma companies require patient data, to de-
velop and test new diagnostic and therapeutic means, such as novel drugs.

� Consumer-oriented companies covet personal health information to optimize their
product marketing, e. g., in the fields of wearable technologies or nutritional supple-
ments.

� For the patient, finally, the value of personal health data lies of course in the potential
improvement of health that can be achieved when it is used by health professionals –
but even more than the above-mentioned parties, the patient is also concerned with
keeping private information private.

Thus, one could say that while it is valuable for health care providers and companies
in the private sector to have an individual’s personal health data, its value for patients lies
both in having and in not sharing it – at least not involuntarily.

The OECDReport “Exploring the Economics of Personal Data” [1] has examinedmore
formally the problem of attributing value to personal data. Here, methods of assigning
a monetary value to personal data are divided into two broad classes: (1) those based on
individuals’ valuation and (2) those based on market valuation.

If individuals’ valuation is to be the main aspect, the following measures may serve as
a basis:

� Surveys and economic experiments
(i. e., monetary value of personal data as reported by probands in surveys and economic
experiments)

� Individual willingness to pay to protect data
(i. e., monetary amount individuals are willing to pay to keep their data private)

When considering market valuation, possible measures are:

� Market capitalization, revenues or net income per data record
(i. e., a company’s market capitalization, revenues or income divided by number of
personal data records used by the company)

� Market prices for data
(i. e., price for data record in data broker market)

� Cost of a data breach
(i. e., cost incurred by a company or individual to recover from a data breach)

� Data prices in illegal markets
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According to the OECD, the latter may even be a more accurate measure of the value
of data sets than other suggested measures because illegal data may represent a rival good,
i. e., a good in which the value decreases as more customers gain access to it. Hence, an
illegal market’s market-clearing price may be closer to the good’s full market price. One
of the disadvantages of valuing personal data by illegal market prices is, of course, the
lack of market transparency. Also, prices tend to fluctuate with momentary ups and downs
in supply and demand [2].

Data prices in illegal markets have been well-investigated for years with regard to data
sets that lend themselves more easily to financial exploitation than personal health data,
such as credit card data [3]. The mere fact that personal health data as well is sold and
bought in illegal markets, however, is shifting into focus only recently, with the increasing
digitalization of processes and patient information in hospitals and practices [4] and the
advent of ever more sophisticated (and surprisingly unsophisticated) malicious attacks on
health care providers’ IT systems [5].

Hence, the black market price of personal health data is relevant not only from a the-
oretical standpoint – as one of several measures to assess the monetary value of personal
health data – but also and maybe more importantly to answer the question regarding what
kind of profit attackers and data thieves targeting the health care system expect to gain
from their activities. However, before tackling this issue, the next section of this chapter
will discuss whether or not patient data are actually at risk for theft and misuse.

78.2 Data Theft in Health Care

The Ponemon Institute’s Fifth Annual Benchmark Study on Privacy & Security of Health-
care Data [6], which included 90 health care organizations in the US and 88 business
associates of health care organizations, states that 2015 was the first year in which crim-
inal attacks were the most frequent cause of data breaches in health care. Compared to
2010 results, criminal attacks had increased by 125% and constituted 45% of data breach
causes, replacing lost or stolen devices (43%) as number one on the list. Experts suggest
that the health care sector replaced the financial sector as top target for cyber attackers,
not only because of the inherently valuable data but also because its information security
defenses are inferior in comparison [7, 8].

Another study by the Ponemon Institute [9] showed that, averaged over a variety of
industries, the cost per capita per data breach is highest in Germany (for 2012), with 199
USD compared to an average cost of 136 USD. At the same time, averaged for each
industry individually, the cost of a data breach is highest in the health care sector, with
233 USD. Every breach of health care data is even more costly than a breach of financial
data, which is second on the list with average costs of 215 USD per capita. Although
data for the German health care market have not been reported separately, the aggregated
data suggest that data breaches in the German health care sector might be the most costly
among all important sectors in the industrialized countries. This, of course, pertains to
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the costs of recovery of a data breach, including “incident handling, victim notification,
credit monitoring and projected lost opportunities” [10]; it cannot be concluded from these
figures that German health care data will obtain the highest prices on the black market.

While Ponemon’s data was collected by querying health care providers and business
associates, the SANS Institute, a privately funded organization that offers training and
research in the field of information security, surveyed the Norse threat intelligence infra-
structure, a network of sensors and so-called honeypots2, to monitor malicious events
and traffic on the Internet [10]. Thus, sources of suspicious traffic were identified and
filtered for health care related organizations, meaning that these organizations were most
likely infected by malware and hence partaking in attacks against honeypots and other
online entities. In this sample, captured over the course of 12 months in 2012 and 2013,
malicious traffic from 275 compromised US-based health care entities was recorded; 72%
of the traffic had its source in direct health care providers, e. g., hospitals, clinics and
private offices. Among devices and software most often compromised were:

� VPN applications and devices (33% of malicious traffic)
� Radiology imaging, videoconferencing and teleconsultation software (17%)
� Firewalls (16%)
� Internet-facing databases with personal health data, including a large call center web-

site (12%)
� Routers (7%)

Thus, ironically, the very systems and devices employed to keep an organization’s net-
work safe were the main infection sites for malware.

Regarding individual data breach incidents, the US health care industry was hit hard,
especially in 2015:

� By using malware to gain access to an employee’s login information, intruders obtained
“up to 80 million records that included Social Security numbers, birthdays, addresses,
email and employment information and income data for customers and employees,
including its own chief executive” [11] from the for-profit health insurance company
Anthem, Inc. Analysts pointed out the lack of encryption in the compromised database
[11].

� The non-profit health insurance company Premera Blue Cross experienced a data
breach exposing contact information, medical information, bank account numbers and
social security numbers. It is estimated that data of around 11 million individuals were
affected [7].

� The non-profit health insurance company Excellus Blue Cross Blue Shield lost “per-
sonal information for as many as 10 million individuals, including name, date of birth,
Social Security number, mailing address, telephone number, member identification

2 A honeypot in a network that is set up with the purpose to attract attackers and study their behavior
and techniques.
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number, financial account information, and claims information” [12] in another data
breach.

� Up to 4.5 million patient files were compromised in the UCLA Health System, a hos-
pital and primary care network. The part of the network that was compromised “con-
tained names, dates of birth, Social Security numbers, Medicare and health plan iden-
tification numbers as well as some medical information such as patient diagnoses and
procedures” [13]. Again, a lack of encryption was criticized in the aftermath of the
incident [13].

In Germany, patient data has been the target of insider and outsider attacks as well,
albeit on a smaller scale:

� In 2013, an IT administrator copied data, including medical, from doctors’ offices and
pharmacies. He was employed by a medical data center performing data processing for
these entities [14].

� Backup tapes with data of approximately 200,000 to 300,000 patients were (physically)
stolen from Klinikum Mittelbaden in 2012 [15].

� Intruders stole endoscopy equipment from a hospital in Bad Berleburg, including digi-
tal patient data stored on these devices [16, 17].

As the last two instances show, compromise of health care data is not restricted to
network-related events. During the consolidation of the German health care landscape,
many small hospitals were decommissioned, and often the funds necessary to store patient
records were lacking. Local media reported several breaches in the states of Northrhine-
Westphalia and Lower Saxony in which intruders gained access to poorly secured archives
in the otherwise vacant premises of former hospitals [18]. While the legal situation regard-
ing patient files of doctors’ offices seems to be resolving, no conclusive legislation exists
regarding patient files in defunct hospitals [19]. However, patient data online can of course
be compromised on a far larger scale – with as much as several million records exposed
in a single breach [20] – and with much less risk of discovery by authorities.

A special kind of online attack on patient data is executed with the help of so-called
cryptotrojans. Several varieties of this kind of malware, also known as ransomware, have
been circulating on the Internet for years but gained special notoriety with a wave of hos-
pital computer system infections in 2016 in Germany, the USA, Canada and New Zealand
[21–24]. Malware of this kind invades computer systems as email attachments and pro-
ceeds to encrypt all data it can reach on the system. The user is then prompted to pay
a ransom (usually in the anonymous bitcoin currency) to buy the decryption key and re-
gain access to the encrypted data [22]. However, while attackers have supposedly been
“honest” in many cases, not all ransom payments have led to recovery of the data [24].

As a survey of international online media shows, countries such as France and Spain are
worried about online piracy of health data as well [25–27]. In Spain, no major incidents
have been reported so far [25], which observers attribute to the insurance system, which
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does not incentivize medical identity theft (which, however, did not protect Germany from
health data breach incidents). Regarding the situation in France, a L’Obs (formerly Le
Nouvel Observateur) report hypothesizes that it is merely due to a lack of transparency in
the French (as opposed to US and German) health care system that no major data breaches
have been made public [27]. As the article points out, France’s 1000 hospitals employ only
around 50 cybersecurity experts in total.

In summary, there is no lack of opportunity for malicious intruders to gain access to
patient data, and as the saying goes, “opportunity makes the thief”.

78.3 BlackMarket Value of Patient Data

Computer security analysts of the FBI’s Cyber Security Division estimated in 2014 that
one individual’s health care record is worth 50 USD on the black market [12, 28]. Don
Jackson of cybercrime protection company PhishLabs estimated that health care creden-
tials are worth around 10 USD per record, based on his analysis of dark web transactions
[8] – still 10 to 20 times more than, for instance, credit card data. Katherine Keefe of cyber
liability insurer Beazley again estimates a black market price of 40 to 50 USD per health
care record [11].

Recently, news of the largest known transaction of patient data on the black market
surfaced in online media. A hacker who called himself “thedarkoverlord” offered three
separate databases of patient data (including medical data) on the black market website
TheRealDeal (which is accessible by anonymous Tor networking only). In total, these con-
tained 655,000 records. On the day after, he followed up with another database, containing
9.3 million records. Approached by data security journalists, thedarkoverlord revealed that
he had gained access to the first three databases through user names and passwords that
were stored without any encryption on misconfigured networks. The fourth attack was
made possible by a vulnerability in Windows’ Remote Desktop Protocol [29].

The attacker stated that he had first attempted to extort money from the victims, who,
however, had been unwilling to pay to avoid publicity, leading thedarkoverlord to offer
the results of his heist on a public market. For the first three databases, he set prices of
100,000 USD to 395,000 USD (based on bitcoin rates at the end of June), and the fourth
and largest one was supposed to be sold at 500,000 USD (converted) [29, 31].

He did not divulge how much ransom he had asked from the exposed health care orga-
nizations, except for one from which he attempted to charge 160,000 USD. However, in
each case, the ransom was below 1 million USD, as reported by the attacker himself [29].

Based on these offers, health care data may sometimes fall under a “bulk discount”
on the black market, if an especially large volume of data is acquired by the attacker.
Another factor may have contributed to the low figure of 0.05 USD per patient record in
these last incidents: in an attempt to validate information that was voluntarily provided by
the attacker for this purpose (see Fig. 78.1 for an anonymized example), an anonymous
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Fig. 78.1 Anonymized sample of health care data offered by thedarkoverlord on TheRealDeal mar-
ketplace, as reported by DeepDotWeb. (https://www.deepdotweb.com [30])

information security blogger ascertained that the data was indeed real. However, in some
instances in this sample it was several years old [31].

In documented cases of ransomware infections in hospitals and clinics with the
“Locky” trojan, ransoms of around 300 USD or 200 C were demanded [32, 33]. However,
in targeted attacks, sums of up to 3.6 million USD were reported [34].

In summary, estimated market prices for selling and buying health care data as well as
response to extortion range between 0.05 USD and 50 USD per record.

Buyers most likely show interest in these records because they facilitate both med-
ical and other identity thefts. Medical identity theft is especially worthwhile in health
care systems without compulsory health insurance, the most well-known example being
the US health care system. It enables non-insured persons to obtain health care and may
also serve as a source for obtaining prescription drugs, which can then be sold on the
black market as well [25]. As the FBI states, health care data can be used “to file fraud-
ulent insurance claims, obtain prescription medication, and advance identity theft. Theft
of electronic health records (EHR) is also more difficult to detect, taking almost twice as
long as normal identity theft” [28]. Offering stolen data to the compromised organizations

https://www.deepdotweb.com
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themselves to extort a ransom, on the other hand, may be the natural first step for fencers
of stolen data before going public on the black market [29].

Still, there are other modes of profit extraction. In 2008, the Los Angeles Times reported
that employees of the UCLA Health System unauthorized accessed medical records of
prominent individuals, such as musicians Britney Spears and Michael Jackson, actress
Farrah Fawcett and Maria Shriver (John F. Kennedy’s niece, formerly married to Arnold
Schwarzenegger) [35, 36]. However, no figures of actual payments were made public.

In theory, stolen health care data may also be of interest for private insurance compa-
nies, who commonly rely on information supplied by their clients to calculate premiums.
Unfiltered health care data would at least supplement their data in an interesting way.
As one anonymous commenter on the website Darkdotweb glibly remarked: “As a health
insurance agent I would love to buy your medical records. My company would give me
a large raise and a company car” [37]. This is, admittedly, pure supposition at the moment,
as no cases of this kind have been reported so far. Other potential buyers of health care
data include developers and marketers of personal health devices, wearables and the like,
as well as R&D departments of health care related industries. However, these parties have
in the past been able to obtain health care data in bulk for their purposes because a sur-
prisingly great number individuals are willing to share their personal data in exchange for
free services and social media opportunities [38].

78.4 Conclusion

Owing to the nature of the question regarding selling and buying prices of data on the
black market is difficult to obtain in a reliable way. Moreover, most available data is spe-
cific to the US market – a characteristic that is not limited to the black market but applies
to the overall problem of valuing personal data [1]. Since medical data for the purpose
of medical identity theft is a less coveted resource in countries such as Germany with
almost complete health insurance coverage of the population, US figures may be exagger-
ated in comparison to the German market. However, other modes of profit extraction are
applicable in Germany and other countries as well as in the US:

� demands of ransom, including both ransomware and individual extortion of hospitals
and other entities,

� selling data for purposes of financial and other identity theft, since bank account and
other personal data are often part of breached records,

� selling data to other interested parties such as the media, and supposedly, other private
enterprises.

Hence, patient data are valuable assets that, according to industry analysts, are not
nearly sufficiently protected in the majority of health care organizations globally [5, 11,
12, 21, 25–27, 29, 31, 37]. More sophisticated countermeasures are therefore needed to
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prevent large-scale data breaches, and data security and privacy belong among the top
items on the list of priorities of health care officials.
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79Enabling Cyber Sovereignty: with Knowledge,
Not with National Products

Christian Schläger, André Ebert, Andy Mattausch, and Michael Beck

Abstract
The term “Cyber Sovereignty” has been tossed around panels (See for example the In-
ternational Cybersecurity Conference 2016 in Munich, Panel: Digital Sovereignty – the
Right Concept for Securing Europe’s Industry?), newspaper articles, and blogs for quite
some time. However, a practical solution to reach a state of sovereignty in the field of
implementing fitting and trustworthy cyber tools and products in one’s company is still
missing. We have come to the conclusion that the idea of cyber sovereignty – undoubt-
edly charming and worthwhile – cannot be pursued with the usual military and national
approach but must be addressed using a community of users and experts. Combining
the concepts of digital user communities and cyber sovereignty led several German
DAX companies to found the Deutsche Cyber Sicherheitsorganisation (German Cyber
Security Organization) – DCSO in 2015 where the authors implemented the idea of
a “Product Evaluation and Integration” Service (PEI). This PEI Service enables the
founding members and DCSO customers to execute cyber sovereignty through testing,
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evaluating, and prototyping state of the art and future cyber security products, services,
and vendors.

This article will elaborate on the main idea behind the foundation of the DCSO and
go into detail of how valuable the PEI service has become for the security measures
of German DAX companies. It will give concrete examples of the implementation and
encourages similar initiatives for other problems like cyber security.

79.1 Motivation and Problem Formulation

Today, Cyber Security and Cyber Risk are on every CIO’s agenda. As cyber risks threaten
to destroy every CIO’s project or program, a company’s new business venture, the partak-
ing in Industry 4.0 value chains, and digitalization strategy, they have made their way from
being a purely CISO/ISO subject to the highest board levels. In fact, there is hardly a CFO
or CEO who doesn’t want to be constantly informed about their company’s cyber risk
footprint. Information Security risks (including IT security, data privacy, and Cyber risks)
make up at least 20% of a global player’s top ten Op-Risks overall1 and it is expected to
grow.

The need to defend oneself against Cyber Threats is apparent. The question remains
how best and most effectively. Historically (if by “Cyber” this term can be used at all), IT
security (meaning security focusing on technical measures and tools, i. e. software) drew
from lessons learned in the military and defense area. This led to approaches fueled by
the idea that only national products and services could be used to defend oneself against
the outside world. We subsume these initiatives under the term “Cyber Sovereignty”. The
question of national cyber sovereignty is discussed frequently on panels, summits, and
conferences, e. g. on the Munich Security Conference MSC on a panel discussion at the
2. International Cyber Security Conference 2016. National vendors emerge claiming to be
100% trustworthy as they develop and produce only in a national market2.

The number, the complexity, and the heterogeneity of cyber adversaries (including in-
dividuals, organizations, networks, and technologies) cannot be defeated by one nation or
one community alone but needs to rely on the full potential of tools, software, services,
organizations, knowledge, and people available to the modern company and its manage-
ment. Attackers organize their skills and develop their technological arsenal globally – so
why would an approach limited to national borders be more effective or efficient?

If national thinking can’t be the answer to Cyber risks – what can? In our view, Cyber
Sovereignty must be based on knowledge, not on national boundaries. This knowledge in
the increasingly complex world of cyber products and services must be created jointly and
independently, and must be easily available from a trusted source.

1 Spot check of 4 major DAX companies in 2015 (financial, health care, automotive, and chemical
industries).
2 See e. g. “IT Security made in Germany” initiative from 2012.
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With the founding of the DCSO (Germany Cyber Security Organization – Deutsche
Cyber Sicherheits-Organisation3) four major DAX companies have founded a managed
security service company that will provide best-of-breed services to the German industry
and its value chain. A study from 2015, conducted among the foundingmembers’ informa-
tion security staff, showed that among the needed services “Proof of Concept Testing for
Security Products” ranked top. Security professionals in all companies searched for a way
to evaluate tools, products, and services in the area of information security or with con-
siderable impact on information security. The DCSO team lead by security professionals
from Allianz and researchers from the Ludwig Maximilian University Munich (LMU) de-
veloped a concept of evaluation that aims at giving its customers back Cyber Sovereignty.
Besides evaluation products and services, the concept also generates knowledge about the
right integration and usage of a product or service. We call this DCSO product “Product
Evaluation and Integration” in short PEI.

Key principles of this PEI service are objectivity and independence, usable and cus-
tomer focused results, completeness and timeliness, quality and transparency.

Customers have access to three distinct but connected sub-services:

1. a cyber-landscape ranking and classifying over 800 security products and services (or
products and services with considerable impact on security)

2. a database of test results from the detailed evaluation of products and services – each
done in a PoC (Proof of Concept)

3. an implementation guidance from our testers and administrators on tested products and
services as a knowledge base when applying the product/the service

Basis for the testing is the foundation of a virtual enterprise, the so called “DCSO
Blue Print SE”. This virtual company comprises the common core of the DCSO founding
members and its advisory board. This company is “headed” by the PEI team and uses
every security product or service in its own infrastructure.

To get usable and customer focused results that allow for a comparison of products
and services, the DCSO Blue Print SE has comparable tools, software products, network
designs and, very importantly, IT and security processes where a security product must
show its value in connection with other tools and software and in well-defined processes.

The evaluation of a product or service with the help of the DCSO Blue Print SE as
well as with defined test procedures regarding the trustworthiness of the vendor, prod-
uct functionalities, security testing (i. e. penetration testing), and the feedback from the
DCSO community allow for a knowledgeable assessment of a product regardless of its
national origin. Using the PEI service and its database, local and national companies can
execute their Cyber Sovereignty in choosing deliberately and knowingly from a catalogue
of products which promises the best merit to their security.

3 DCSO – www.dcso.de – established by Allianz SE, BASF SE, Bayer AG and Volkswagen AG in
November 2015.

http://www.dcso.de
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The capability to obtain such knowledge and decision making skills must be delegated
to an objective and trustworthy entity. They cannot be generated alone in one company
anymore as the number of PoCs, assessments, and evaluations outgrows the potential of
any single IT Security department.

79.2 General Idea

79.2.1 Founding of DCSO

In early 2015, the CIOs of four major DAX companies decided to cooperate in depth in the
area of cyber security and operational cyber security services. Their idea was supported by
the German Ministry of the Interior. The general idea of “making Germany more secure”
and building a service company “business for business” (b4b) was in line with several
other initiatives from various players in the DAX community like the foundation of the
CSSA (Cyber Security Sharing and Analytics association4) or the Digital Society Institute
at the ESMT5.

Founders’ security experts were tasked with setting up the new company as a start-up-
like business in Berlin and Munich focusing on building a service portfolio, adding value
to existing security tools and processes. Besides the founding companies and the German
Ministry of the Interior 25 DAX/MDAX companies and institutions are organized in an
advisory board to steer the young company and develop its service portfolio further.

79.2.2 Community Approach – the General Idea to Gain Sovereignty

One corner stone of the DCSO is the greater idea of forming a user community to support
each other in tackling a problem too big for one single player. This idea was already
successfully implemented at CSSA.

The basic concept behind the traditional definition of sovereignty bases on the same
idea: one community (i. e. a nation and its government) defines a trusted space in which
solutions can be found that are not shared with adversaries. However, in the cyber world
national boundaries have lost their meaning just as they already had in the business world
for multinational companies. The new concept that is needed is based on the community
approach. Cyber security fulfills all the needed criteria for forming a community among
business players:

4 CSSA: founded in November 2014 by seven major German companies as an alliance for jointly
facing cyber security challenges in a proactive, fast and effective manner as an association (Cyber
Security Sharing and Analytics e. V.) in Berlin.
5 ESMT Berlin was founded in 2015 by leading global companies and institutions to support society
on its secure way in the digital era.
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1. The problem is agnostic to their business, meaning all companies irrelevant of their
industry face the same problem

2. The solution doesn’t hold potential for a strategic business advantage, meaning that
the implementation of effective cyber defenses doesn’t directly lead to a competitive
advantage but the lack thereof poses an immense risk

3. Players are heterogeneous enough to profit from sharing experiences and knowledge,
meaning that among the DAX/MDAX companies security teams have specialized in
different areas due to the lack of resources

4. The market has so far not developed a suitable or comparable solution that would be
an alternative to forming a community

The other advantage of true sovereignty in a certain field lies in the trustworthiness
of the solution. It is reckoned that within one’s chain of development and production
one controls all relevant steps and thus the trustworthiness of the final solution. In cyber
security and more generally in IT the pursuit of such sovereignty is extremely hard to
realize. Interconnections, dependencies and R&D investments are too complex or high to
enable one single nation to master all aspects alone. Nevertheless, cyber security depends
on trustworthy components.

The solution to this challenge can also be found in the community approach. The setup
of the PEI service at DCSO relies on intensive testing and evaluation of products to min-
imize the so-called “bad apple” problem of integrating an unsecure security solution in
one’s security architecture. Furthermore, the testing concentrates among other things on
the trust aspect of the provider. Various information sources and numerous experiences
and references can be combined to form a holistic picture of the service provider or man-
ufacturer.

As the community consists of users and experts in the field of business security archi-
tectures sharing knowledge, experiences, and also text scenarios and test bed installations
security products and services can be rated and evaluated according to their potential for
integration. The potential for integration is defined by the PEI team as a product’s or ser-
vice’s ability to integrate itself seamlessly in a commonly accepted blue print architecture.
The idea behind this KPI is the reasoning that a product might be perfect on its own to
solve a given problem but cannot deliver this value in combination with existing systems
like SIEM, LogFile Repositories, IDS, firewalls, and especially existing processes (man-
ual, semi-automatic and automatic). For a CISO or a SOC Manager this capability cannot
be underestimated. Our experiences show that a CISO would rather opt for the 2nd best
product if well integrated than for the best single product on the market.

The PEI cyber security community’s USP lies mainly in the evaluation of integration.
It is an essential piece of information about a security product or service.

Coming back to the general idea of founding a cyber security service provider from
the industry for the industry and generating cyber security sovereignty, the PEI service
and the closed community of user companies and their knowledge is currently the best
implementation known to the authors and the DCSO community. The successful combi-
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nation of a service provider approach with the strength of the digital community approach
in a closed environment gives its members cyber security sovereignty through knowledge
sharing and closed group testing rather than using traditional national concepts.

79.3 Product Evaluation and Integration (PEI) as a Service

This section shortly describes the features and unique selling points of the PEI service. To
this end, first, a general overview of the project idea and its core components is given. Sub-
sequently, the particular sub-services of the PEI service are discussed in a more technical
way.

79.3.1 The PEI Services – a General Overview

The key idea of the PEI service is to provide a comprehensive and novel service for deeply
investigating and analyzing IT security products, including both hardware and software
solutions. Furthermore, the PEI service provides tools and the competence to identify suit-
able products fitting the current needs of its customers. The following three components
are seen as the key drivers of the PEI service:

1. The PEI Landscape of Security Products
The PEI Service maintains a comprehensive database of available IT security prod-
ucts. This enables customers to easily identify up-to-date products for protecting their
systems and services against security threads.

2. The PEI Testbed
The PEI team hosts various servers for simulating a corporate network infrastructure.
The PEI testbed enables system administrators to quickly provide the setup for testing
several security products in real world scenarios.

3. The PEI Production Line
This is the core of the PEI service: The PEI production line defines several modules
for analyzing and testing security products with respect to various objectives. Most
of the tests are performed after the product has been successfully integrated into the
PEI testbed. For example, scalability of the product is tested; to this end, load tests are
being performed in order to analyze whether the product is applicable in mid- to large-
scale environments.

In the following, these components are discussed more in depth.
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79.3.2 The PEI Landscape of Security Products

The PEI service aims to provide a comprehensive and up-to-date database of security
products. Products are classified and categorized in accordance to their intended purpose.
Companies and users can benefit from this database by easily accessing information about
how they can protect their networks against recent security threads. The PEI landscape
provides the tools for monitoring the market of security solutions and guides the user
to novel and/or alternative products for specific purposes. For example, a company/user
observing recent attacking attempts, can refer to the landscape to quickly identify suitable
products for protecting against these threats.

For this purpose, first, a unique taxonomy was developed and proposed by the PEI team
allowing to clearly classify several security products into various categories. Subsequently,
the categories are merged with the possible threats which they will prevent.

This taxonomy is based on technical guidelines presented by the BSI6 (the German
Federal Office for Information Security) and others.

79.3.3 The PEI Testbed

The PEI testbed is a cloud-based network infrastructure (private cloud) that enables testers
to quickly install security products. The testbed simulates a company network with all the
services that are commonly installed in those environments (e. g. several client systems,
e-mail services, databases, etc.). Testers can quickly integrate new products and perform
several tests, e. g. functional testing, load testing, and penetration testing. Also, the com-
patibility of the product to other components of the testbed can be analyzed.

79.3.4 The PEI Production Line

In general, multiple IT security products can be investigated and analyzed simultaneously.
For this to work, each product is placed on a virtual “production line” and runs through
various “production steps”. As, in general, multiple products need to be investigated, sev-
eral production lines are installed and run in parallel.

This is depicted in Fig. 79.1: Here, a production line is shown (denoted as “Produc-
tion Line 1”). This production line provides several modules (e. g. the virtual “production
steps”). Each module requires some input (e. g., information, results from another mod-
ule, technical prerequisites etc.) and provides some technical or non-technical output (e. g.
analysis results, documentation, measurement results, etc.). Each module of a production
line can be initiated as soon as the required input is available. This enables the PEI team

6 As a basis for the taxonomy various technical guidelines of the BSI such as BSI TR-03108 or BSI
TR-03103 were used.
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Fig. 79.1 Product Evaluation and Integration – Production Line

to not only parallelize progress by working simultaneously on multiple, independent pro-
duction lines; beyond this, work distribution is optimized by enabling the team to work
efficiently on several modules that are part of the same production line.

In the following, the particular modules of a production line are discussed, including
their respective dependencies/requirements and the provided outcome. It might be note-
worthy to mention that, despite of the fact that most production lines of the PEI service
look very similar to the production line depicted here, some product-related adaptations
and extensions might be beneficial to the analysis of some products.

In general, the modules of a production line are as follows:

1. Evaluation of trustworthiness
To this end, the credibility of its origin (i. e. the vendor of the product or the organiza-
tion behind the product) is evaluated and rated based on internal criteria. Furthermore,
the trustworthiness of the product itself is evaluated. This is done by deeply analyzing
the background of the product, screening security databases for known open issues
and previous vulnerabilities that appeared in the past. Also, the responsiveness of the
vendor is considered as an important factor; it is measured how fast and how extensive
the vendor reacted in order to cope with open issues in the past.

2. Feature Analysis
In this step, relevant product features are identified and selected. In particular, vendor-
provided information is considered as an input for this module

3. Classification and Integration into Product Landscape
The previously selected features are weighted based on their importance and the prod-
uct is integrated into the product landscape. Therefore, the product features are classi-
fied with respect to various categories of the landscape.

4. Specification of Test Cases
In this step, (technical) test cases are being defined as a pre-requirement for further,
technical analysis of the product. Despite the fact that this module discusses rather
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technical details of the PEI evaluation service, this does indeed involve some impor-
tant management decisions: This module defines both the breadth and depth of all
subsequent tests that will be performed for the respective product.
As part of this module, prerequisites are identified that are needed in order to perform
further testing, including, but not limited to the following:
� Which features of the product should be tested, to what depth, and how?
� How should load testing be performed? Which parts of the products should be ana-

lyzed with respect to various load settings?
� What should be the focus of the penetration testing to be performed?

5. Setup and Integration into the testbed
In this step, the product to be tested is integrated into the PEI testbed installation. The
product is linked to several other services of the testbed, e. g. for installing an antivirus
product, e-mail messaging servers are configured accordingly in such a way that all
incoming/outgoing e-mails are inspected before delivery.
The output of this module is twofold: first, it provides the installation of the product
itself, which is a prerequisite for the load testing and penetration testing steps. Second,
expert knowledge is derived from the installation process itself. Any difficulties that
come with the integration of the product itself are documented, and all the odds and
ends that need to be considered by the system administrator are mentioned.

6. Load Testing
This is a highly technical module: here, the product is tested with respect to different
load settings, i. e., various load patterns are simulated inside the testbed installation
and the performance of the product is examined. During these tests, CPU and memory
usage are constantly being monitored in order to derive evidence whether the product
is able to cope with various load settings.

7. Penetration Testing
This module analyzes certain security aspects of the product. Here, several penetration
testing steps are being performed. Depending on the characteristics of the product,
various standards are being considered by the PEI team (as an example, the recom-
mendations of the OWASP Application Security Verification Standard are built into
several test cases).

8. Evaluation Report
This is the overall outcome of all test modules of a production line. All findings and
insights made during the testing period are collected, scored, and documented.

In the foregoing section the three key components of the PEI Service were presented.
It focused on the details of the PEI Landscape product taxonomy, the technical aspects of
the PEI testbed and the different steps of the PEI product evaluation.
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79.4 Conclusion, Portability, and Outlook

Indeed, cyber sovereignty is something desired by CISOs, SOC Managers and CIOs alike.
The advisory board of DCSO has selected the PEI service to be among the top three
services to be developed primarily.

The presented PEI service shows a way to profit from the idea of sovereignty in the
cyber world without the limitations of national boundaries. To achieve sovereignty by
knowledge, the national concept is abandoned in favor of a closed community group of
users building a service that leverages the power of modern testing facilities with the
combined knowledge and references of major business players and their expert teams.

The PEI service is available not only to DAX/MDAX companies or members of the
DCSO advisory board but is made available in general to industrial users. To best share
the efforts in costs for this service, the service is offered as a subscription.

The presented concept of community building for problems too big for a single player
can be transferred to other areas as well. It is important to respect the needed prerequisites
as stated in Sect. 79.1 and to facilitate the usability by a service company. If needed, this
service company must be designed and founded just for that purpose. It is imperative to
keep this company/service provider neutral and objective as far as vendors and security
providers are concerned.

Coming back to the problem of finding suitable and effective security products and
services, the PEI service does not only have the position of a testing service. In contrast
to, e. g., state owned testing services the PEI service has the obligation to steer providers
and give feedback to producers. Problems found in a product or service must be eradi-
cated. Missing components must be named and roughly defined in order to give providers
a chance to build better products and services to ensure the ongoing security of its cus-
tomers, i. e. the community.

In addition to that the PEI service will play the role of a facilitator and promoter of
new ideas and technology companies. It lies in the interest of the community to give new
players a chance and foster start-up companies to develop new ideas against attacks and
vulnerabilities. Only through the constant evolution of security products and services can
the race against attackers be followed.

Acknowledgements
The authors like to thank Dr. Ralf Schneider (CIO of Allianz) and Rainer Göttmann (CEO
of metafinanz) for giving us the opportunity of working in this great project. Furthermore,
we like to thank Mrs. Nina Schläger for the tedious proof-reading work of our article.

Further Reading

1. Open Web Application Security Project: Application Security Verification Standard 3.0, h. O.
(kein Datum).



80Smart Authentication, Identification
and Digital Signatures as Foundation
for the Next Generation of Eco Systems

Markus Hertlein, Pascal Manaras, and Norbert Pohlmann

Abstract
Nowadays the daily live relies on digital identities, mainly in the context of the In-
ternet. These identities are used for opening a bank account, for online shopping, to
access company resources in the business environment and in many more situations.
Therefor it is necessary to have strong identification and authentication of the identities
owner and to create legally binding electronic signatures. Today password- and TAN-
based authentication is still the most prevalent form of authentication. But with new re-
quirements emerging from new scenarios like the Internet-of-Things (IoT) password-
based authentication mechanisms become outdated. A new approach for identification,
authentication and electronic signature creation is the use of the user’s smartphone,
equipped with cryptographic material in combination with protocol-based authentica-
tion instead of transmission of secrets. Furthermore this setup enables the use of one
system in different scenarios and ECO-Systems. Interoperability and federation with
existing authentication and identification systems is the key for a wide spread accep-
tance by service providers. From the users point of view the use of its own smartphone
is more comfortable than handling passwords and usernames. That leads to a high level
of acceptance by potential users. The idea is to provide an adaptive multifactor authen-
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tication that can be used flexibly in many different use cases from business or IoT-
platforms to the use in the urban environment of smart-cities. For an easy integration
and a high degree of usability different entry points for authentication and electronic
signature creation are used. As example for a modern and smart identification, authen-
tication and electronic signature system the XignQR system [1] will be described in
the following chapters.

80.1 Introduction

20 years ago only a few people would have thought, that the rise of the Internet would
affect our lifestyles in such a fundamental way, as it’s the case today. The handling of
transactions, the opening of a bank account and even shopping are only the beginning of
internet-based applications. As a whole, all provided services gain sensibility in the face
of its users’ data, which is a part of their digital identities and thus needs to be stored in
a secure manner. The access to and the use of a digital identity need to be restricted to
the user, which it represents. To check if a user is the user he claims to be and if he is
allowed to use a certain digital identity, different service providers use different forms of
user authentication. On one hand this authentication chaos leads to many different trust
levels of the provided digital identities. On the other hand the user has to manage all these
different authentication forms (s. Fig. 80.1). The effect is that the usability and the security
of the system are limited.

Fig. 80.1 Overview of the different authentication forms
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80.1.1 Trust Is Everything

Passwords & The Hack of TV Monde
The most prevalent form of authentication is the combination of an username and a corre-
sponding password. This form is considered as insecure and longwinded [2]. To counteract
these problems, XignSys developed a concept for a modern authentication and digital sig-
nature system called XignQR, that doesn’t rely on passwords, but on strong cryptography.
Relying on a challenge response mechanism and backed by a PKI [3], XignQR elimi-
nates the need for passwords completely. As passwords are the most prevalent form of
authentication today, they have to be very secure, to prevent fraud or identity theft. Secure
passwords have certain properties, such as a minimal length or special characters that must
be contained, that add to the complexity of the use of passwords. As a result the password
will be written down or stored in an insecure manner by most users.

The consequences of handling passwords that way were demonstrated by the hack
of TV Monde a French TV broadcaster. The passwords needed for authentication were
written down on piece of paper that was visible during a live news broadcast and were
subsequently exploited by hackers.

Validity of Data
Since more and more commercial Internet services emerge, a service provider needs to
have confidence in the data that is provided by its users. Therefore he must ensure that
the data provided is valid, to prevent identity fraud and to protect its business. In this
context XignQR offers two very trustworthy identification mechanisms that rely on the
new German identity card. Besides being able to electronically read the information stored
on the id card, XignQR supports a new mechanism called VideoIdent, with which the user
is identified via a video chat application while presenting the id card and certain built in
security features.

Several service providers depend on the personal data of users in order to deliver their
services accordingly. Besides that, most users are registered with more than one of them
(e. g. EBay and Amazon). That means, that their data is spread over all services they
registered with. With XignQR the spread of personal user data can be reduced.

The whole system is designed to store and deliver information of different kinds in
many different formats. Relying on standard technologies and protocols, the system can
be integrated into a variety of services. Using the XignQR system the user has total control
over the flow of his personal data, as he can also prevent the transmission of his data to
the service provider.

80.1.2 Achieving Trust in the User’s Identity

Besides user identification, authentication is a main task for using a digital identity. The
XignQR system uses the user’s personalized smartphone as a personal authentication de-
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vice (PAD) and a QR Code for the identification of a service provider (e. g. Website,
Terminal, Shop System, . . . ). The authentication process can be described as: 1. Scan QR
Code 2. Check the required and optional attributes 3. Confirm the process.

Due to the use of the QR Code, the XignQR System can be used everywhere a QR Code
can be displayed or printed. Using smartphone as PAD results in to two main benefits: On
one hand a personal digital identity could be used in a variety of use cases beginning from
the login at webpages at home or at work to the authentication at terminals in urban areas.
On the other hand it is possible to provide a very secure solution that is still easy to use.

Strong Adaptive Multi-Factor-Authentication
XignQR introduces a smart mechanism for authentication – called adaptive multi-factor
authentication (A-MFA) – that makes use of the user’s and the service provider’s prefer-
ences. The authentication factor can be dynamically negotiated during the authentication
process. It is possible that a login into a website can be done by scanning the QR Code
without any further interaction, only exposing a unique user-pseudonym for that service.
But if a user wants to unlock a car-sharing vehicle, he can be forced to enter a PIN or to
use a biometric factor or even a combination of several factors.

Authentication as a Service
Add to that, the infrastructure of the XignQR system cannot only be used to authenticate
users, but also to authenticate any system against another. That means XignQR can also
be applied in the context of the Internet of Things and Industry 4.0.

80.1.3 AffectedMarkets

National borders do not limit today’s markets. Trading has developed to a globally in-
teracting eco system. As part of the digital transformation the EU released the eIDAS
regulation [4]. The eIDAS regulation enables the digitalization of all paper-based pro-
cesses for national and international trading. XignQR relying on digital signatures and
smartphone based A-MFA in combination with eIDAS, enables usable mobile digital sig-
natures for legally signing documents, transaction, bills and other data in the cloud. That
leads to a completely new set of use cases, simplifying our private and business lives.

80.2 Concepts

This chapter focuses on some of the core concepts of the XignQR system, which enables
the development of new markets, such as mobile shopping but also secures existing mar-
kets such as Online-Banking, Online-Shopping and authentication in general. The main
idea behind XignQR is the separation from the user data that is necessary to fulfill a ser-
vice, the identification of the service and the authentication process itself. The general
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Fig. 80.2 Concept of the com-
ponents interaction

idea is to have a QR Code to dynamically a service, the users personalized smartphone to
authenticate the user and the trusted third party as trust anchor s. Fig. 80.2.

80.2.1 Requirements

Amodern and secure authentication system, must fulfill several requirements to be widely
accepted. Since acceptance is a requirement for the use of the system itself, we’ll list the
most important requirements:

� High Level of Security and low complexity
� Balance between security and usability
� Simple integration in existing systems
� Interoperability, flexibility and maintainability
� Protection of data and data thrift
� No additional hardware requirement (such as card readers)
� Transparency and informational self-determination
� Simple to manage

XignQR addresses these requirements through the use existing technologies. The wide
spread of smart devices and the XignApp, as a part of the XignQR system, enables the use
of the QR code as an entry point for authentication and thus the elimination of passwords
in lots of different scenarios.
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80.2.2 Registration & Identification

Digital identities build the foundation of authentication in the digital world. These iden-
tities are generated when the user registers with a service provider and consists of parts
of the users real identity. Since the validity of data is essential to the service provider, the
collection of data in a trustworthy manner is crucial. The trustworthy collection of data
can be referred to as identification and is one of the most important features provided by
the XignQR system. XignQR supports four Levels of identification, the trust levels. Each
level distinguishes itself from the others by the trustworthiness of the collected data.

Level 1 – Not Verified
The user types in his personal data manually. The data has no trust anchor and is not
verified. As a trusted third party does not verify the data, Level 1 is the lowest trust level
supported by XignQR.

Level 2 – E-Mail Verification
The user verifies his identity via e-mail. During registration the user has to provide his e-
mail address to which the system sends an e-mail containing a special link. Following this
link verifies the possession of the provided address and thus the identity of the user. Since
the only verified data is the e-mail address itself, this level is suitable for authentication at
blogs or social networks, but not at e-business websites.

Level 3 – VideoIdent
The user proves his identity via video chat. A trained staff member that is connected
to the user through the video chat application checks the user’s identity. The German
Federal Financial Supervisory Authority (BaFin) approved this form identification in 2014
and today several businesses emerged, providing or using such mechanism to identify
their users at registration. The identification via VideoIdent is used especially in Germany,
since on one hand the eID-functionality of the new German ID card, which enables the
id card’s ability to be electronically read, is not activated in most of the issued cards.
On the other hand many service providers do not support eID as the required security
infrastructure is very expensive. The use of VideoIdent only results in level 3 trust because
the person checking the identity of the user can make a mistake at some point, which
results in accepting false data or manipulated id cards.

Level 4 – eID
The user proves his identity via the eID-functionality of his id card. Since the data read
from the card is sovereign information and the process of collecting the data cannot be
prone to human error, it is very trustworthy [5]. Registration via the ID card results in the
highest trust level supported by the system, because the design of the ID card guarantees
confidence in the data read. At this point we have to add, that the security of and the con-
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fidence in the data is achieved through a trade-off in usability, because every workstation
must have a NFC card reader and an eID-client installed.

The data that is collected during the registration and identification process is converted
into a distinct ID, the so-called derived identity. The derived identity can be represented in
different formats, one of which is a representation as a digital certificate, which is used by
XignQR. The digital certificate (i. e. the derived identity) is installed on the user’s device
during the personalization process and is subsequently used to authenticate against the
system.

Personalization
The personalization process takes place right after the registration is completed. It consists
of several stages involving the generation of digital certificates by a Public Key Infra-
structure (PKI), binding the certificates and cryptographic keys to the device and storing
necessary information in the system and on the device.

80.2.3 Strong AdaptiveMulti-Factor-Authentication (A-MFA)

Authentication is achieved through interaction of all components of XignQR. This way
XignQR offers strong and usable MFA providing several features such as pseudonymity
to prevent tracking of users across multiple domains or services.

New Factors for Multi-Factor-Authentication
Additionally to the known factors possession, knowledge and inherence, XignQR real-
izes new combinations of factors. Through the cryptographically bound hardware token
(XignSC) a new scheme called multiple possession is introduced by which the requirement
for input of a PIN is eliminated. Authentication via PIN and VideoIdent can be requested
for access management in high security environments or for critical processes. During au-
thentication the user must then present his ID card and type in his PIN to accomplish the
process.

Multi-Layered Security
Since the system counts on smart devices as a personal authentication device, the sensors
of the device can add to the security of the authentication process. In general the informa-
tion used, is called contextual information and consists of GPS data, network information
and data of other sensors such as the gyroscope or the acceleration sensor. The information
is processed and analyzed by the system to increase the trust in the authentication process.
The processed information can be used to detect fraudulent behavior and forms the base
for the request of additional authentication factors during authentication.
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Choose the Required Authentication Factors
The user can choose the authentication factors, which are required for the use of the Xign-
App. For non-critical applications he can for example forgo the use of PIN and is thus
able to use the XignApp without further interaction. That means the user can set its own
personal security level. While this might be beneficial for the user, the security of a service
provider can also be jeopardized through this mechanism. As a result the use of the right
authentication factors depends on both parties, the user and service provider. If a user’s
personal security level is too low, the service provider is able to enforce a certain security
level for the authentication.

Smartphone as a Secure Display
While using password based authentication mechanisms the user has no insurance that the
display shows correct data. XignQR provides a secure display using the smartphone and
the XignApp. The XignApp shows information about the service provider. Additionally
the user can choose which personal information is transferred to the service provider. If
the authentication takes place in the process of carrying out a transaction, the XignApp
also shows the transaction data, which will be processed by the server. s. Fig. 80.3. The
user can verify the validity of the shown data. Any tampering can thus be recognized and
the void transaction can be cancelled.

Fig. 80.3 XignAPP with data
to be verified before signing.
Example payment transaction
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80.2.4 Beyond Authentication

For the process of digitalization it is necessary to have trusted and legally bound pro-
cesses. The foundation for legal digital processes is electronic signatures. As mentioned
the European Union has released the eIDAS regulation. The eIDAS regulation allows two
new kinds of electronic signatures. The first on one is the creation of electronic seals.
Electronic seals are signatures bound to legal instead of natural persons. The second in-
novation is the possibility to create legal electronic signatures in the cloud, the Remote
Qualified Electronic Signatures (rQES).

Remote Qualified Electronic Signatures With rQES the user has the possibility to digi-
tally sign contracts and documents and to checkout shopping carts of online shops while on
the go. Due to that fact many new use cases are emerging. The creation of legal electronic
signatures needs a very high level of trust and confidence. Therefor strong identification
and authentication is mandatory. XignQR with its smartphone-based A-MFA offers an
authentication form that allows creation of rQES. Furthermore the QR code initiated au-
thentication process matches the flexibility and usability that is necessary to reach many
users and service providers.

For the user and for the service provider the sequence for creating a rQES is very
similar to the authentication process. The service provider sends the data that should be
signed to the XignQR signing service and receives a QR code. The user scans the QR code
with his XignAPP. To be able to validate the data, the XignApp displays the corresponding
information to the user before signing. s. Fig. 80.3. If the user accepts the data and initiates
the signing process the strong authentication process will be started. On success the data
will be signed on the server-side and transmitted to the service. For the user the whole
process is as easy as the authentication process.

80.3 The Use Cases

This section focuses on the use cases that are covered by the XignQR system. The use
cases are categorized and distinguished by different sectors.

80.3.1 Governance

Over the years governments started offering certain governmental services to their citizens
to relieve the corresponding agencies of their workload, which in turn means a reduction of
costs. The provided services range from the reservation of license plates to the notification
of a change of one’s residential address. To fulfill their services these institutions have to
identify the user. Since in Germany the majority of citizens refused to activate the eID
functionality of their id cards only a few citizens are able to use the governmental services,
because the agencies don’t support any other authentication mechanism.
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With XignQR agencies are able to provide services all users alike, as the data collected
in level 3 and 4 is sovereign and thus trusted.

80.3.2 Enterprise

In an enterprise there are lots of tasks that require authentication. Employees must au-
thenticate to gain physical access to the premises of their workplace, typically realized via
a smartcard-based employee ID cards. The employee then has to log into his workstation
using his password and username, which were generated by the IT department of their
employer.

Besides recovering lost and replacing stolen passwords, the IT department also has to
enforce change of these regularly which adds to the complexity of IT management. The
larger the enterprise the larger complexity dealing with passwords. Since XignQR can
be delivered as on-premise solution, these complexities can be dealt with easily, because
XignQR does not rely on passwords, but on a Public Key Infrastructure. Lost or stolen
credentials can be revoked and replaced easily with a single click.

Alongside authentication, signatures also play a major role in larger enterprises. There
are contracts, transactions or vacation requests that have to be authorized by a superior.
Problems occur if one or more superiors are not available, due to illness or external meet-
ings.

These problems are conquered using XignQR. Relying on asymmetric cryptography
the concept of digital signatures is used throughout the whole XignQR system. Using
the smartphone enables superiors to easily sign, which has to be signed. Additionally the
amount of paper used, can also be drastically reduced, hence enabling digital transforma-
tion.

80.3.3 Financial Sector

In the financial sector every single process needs a high level of confidence. Starting from
the access to the online banking portal over stock trading to all kinds of direct trading from
B2C, C2C, and B2B.

In particular the security level and the usability level can vary in a very broad range
in the financial sector. One the one-side there are high-value transactions that have to be
confirmed by more than one person and must strictly bound to a user and on the other-side
there are low-value transaction, where the user wants the transaction to happen seamlessly.

XignQR with its ability to manage the level of trust between security and usability, is
able to answer this challenge.

For example, a transaction that transfers a high value could be secured with the com-
bination of three factors. Therefor the signature will only be created if the user is in
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possession of the XignAPP, knows the corresponding PIN and a face-recognition algo-
rithm has verified the user’s identity by the use of the smartphone camera.

A low value transaction could be signed using the XignAPP in combination with a PIN
omitting the confirmation display.

80.3.4 xCommerce

Commerce and shopping use cases are depending on transaction and user attraction. In
the online environment a shop must be very easy to use. In the best case the user is able
to purchase products without the need of long registration processes. If the user has to
authenticate itself against the shop, the authentication failure rate must be as small as
possible. If that criteria are not matched the shop will miss spontaneous purchases.

XignQR enables an online shop owner to focus on its products, instead of the user-man-
agement processes. A XignQR user can fill his shopping cart and start the direct checkout
by scanning the displayed QR Code. The items of the shopping cart will be concatenated
with the users personal data and will be signed using the user’s personal cryptographic
material. The shop owner is now able to invoice. With XignQR e- and mCommerce and
retail trade can be easily connected. The QR Code cannot only be generated dynamically.
A static QR code can be used to identify items instead of service providers. An example in
which retail trading and online commerce get in touch is the window shopping scenario.
s. Fig. 80.4.

Fig. 80.4 QR Codes as bridge
between retail trading and
online commerce
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80.3.5 Online – X

Most users will use XignQR for their daily online life that consists of logging into blogs,
social networks or other platforms, that don’t need much of user information. Most sites
operate on a single verified information, i. e. the email address. Though these sites pose
little to no harm to the user if credentials are lost or stolen (financial loss or endangerment
of personal health), no one wants attackers to harm one’s online reputation. XignQR helps
service providers such as blogs, platforms or other websites to prevent the taking over of
accounts by attackers. XignQR is designed to be easily integrated into websites via several
protocols SAML or OpenID Connect and facilitates the protection of user accounts.

80.3.6 Internet of Things and Industry 4.0

It is predicted that until 2020 there will be up to 30 billion devices [6] connected to the
Internet. To ensure a minimum level of security every device has to be authenticated to be
able to automatically access data and resources. Beside the authentication of the device
to a network and other devices, the authentication by a user against IoT devices will be
one of the most authentication scenarios in the near future. Because of the amount of
authentications it will be necessary that the authentication process is easy, fast and secure.

Since IoT connects the real and digital world IT security and thereby strong authenti-
cation becomes an important part to ensure safety.

The DDOS attacks with the “Mirai botnet” [7] in October 2016 shows, that the use of
password-based authentication is insufficient.

To solve the IoT password problem the devices can be equipped with digital certificates
and digital attribute certificates. With that combination the IoT devices can be connected
to the XignQR infrastructure. The devices are now able to authenticate them self against
other devices connected to the XignQR infrastructure in the same way a user will authen-
ticate its self by using the smartphone. The authentication process is completely the same,
only the smartphone is replaces by the IoT device. The entry point for the devices authen-
tication can be a QR Code, like it is in the users authentication process, but also other
authentication trigger can be included, for example an alert of an temperature sensor.

The identification of a device with a QR Code or NFC trigger helps to gain maximum
flexibility. If a user wants to interact with an IoT device, it can use XignQR to authenti-
cate itself in the same way the user authenticates itself against a website. On the one hand
XignQR implements a high level of security by the substitution of the insecure password
based authentication, for example the mentioned “Mirai Botnet” attack could not be re-
alized with the use of XignQR. And on the other hand a user can easily interact with the
IoT devices [8], also in an environment where the implementation of keyboards or other
hardware is expensive or no possible, for example in the urban environment of “smart
cities”.
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The digitalization of the production industry leads to many different and complex sce-
narios. It starts with the connection of different departments within a company and ends
with the interconnection of production machines and the automation of production and
business processes, based on decisions invoked by a machine signal. Therefor it is inalien-
able that process and data is authenticated.

But even the existing problems in the industry environment can be solved with XignQR.
For example a massive problem is the access to production machines for maintaining.

Today the physical access to production machines is still done with a mechanical key
and lock. To access the terminal at a production machine a strong password up to twenty
and more characters is needed.

This combination is highly insecure and needs a lot of administration. For example,
a maintenance worker needs to get the key to gain physical access and the strong password.
The passwords are usually written down, because nobody is able to remember these types
of passwords. Sometimes the passwords are directly noted at the terminal of the production
machine.

The use of strong and flexible certificate based authentication is a solution the addresses
all the mentioned problems.

Using XignQR improves the user experience for the administration and for the main-
tenance worker. An administrator can grant physical access for a defined timeframe to an
explicit user or user group. And at the terminal there is no need for passwords, thereby no
passwords can be written down at the terminal. Since the system can be remotely managed,
also authorization processes can be implemented due to the substitution of the password.

80.4 The Authentication Process

The Fig. 80.5 shows the process of authentication with XignQR. Authentication is
achieved through the interaction of the three main components of the system, the Xign
Manager, the XignApp on the user’s smartphone and the service provider. The Xign
Manager builds the core of the system. It mediates between the XignApp and the ser-
vice provider to authenticate users. Users are authenticated using the Xign App, while
the Xign Manager delivers QR codes, authentication events and user information to the
service provider, who then grants or denies access to his services on behalf of the received
information. An authentication is initiated by the service provider that sends an authenti-
cation request to the Xign Manager. The Xign Manager responds with a QR code that has
to be displayed to the user. The user scans the QR code using his Xign App to authenticate
against the Xign Manager leveraging a cryptographic challenge-response-mechanism.
The result of the challenge-response scheme is transferred back to the service provider
afterwards. The result message contains the status of the corresponding authentication
process and a token that is used to request the user information from the Xign Manager.
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Fig. 80.5 Authentication
process
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81Implications of Vulnerable
Internet Infrastructure

Haya Shulman

Abstract
As awareness for Internet attacks gains traction, multiple proposals for defences are
put forth. The proposals include, among others, secure access and communication to
services, such as web, email and instant messaging. Do these efforts suffice to guaran-
tee a secure Internet for clients and services? To answer this question we review the
state of the Internet infrastructure security and show that it is still largely vulnerable to
attacks. Although defences exist, they mostly are deployed incorrectly or not deployed
at all, hence not offering security benefits. We report on our studies of vulnerabilities
and obstacles towards adoption of security mechanisms. We show how insecurity of
Internet infrastructure foils security of defences for applications and provide example
attacks against common systems.

81.1 Introduction

The last decade was marked with revelations on cyber espionage, monitoring and censor-
ship by governments, devastating Denial of Service (DoS) and malware attacks launched
by terror or military organizations, credentials and identity theft, robbery of sensitive and
private information by cyber criminals, and more. The attacks target individuals, enter-
prises, governments, critical and civil infrastructures.

The surge of cyber attacks resulted in increased awareness to the need to protect the
clients and services. As a result, during the last decade multiple defences were put forth
for securing the communication between clients and services, most notably with the use
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of SSL/TLS [RFC5246] for email, web servers and instant messaging. Indeed, a recent
study (by heise.de) reported that encrypted traffic in the Internet reached 50%.

Intuitively it seems that protecting the communication to services should suffice to
prevent attacks against clients. In particular, if the communication, say between a user
and its bank, is encrypted and authenticated, then the attacker should not be able to snoop
on the exchanged messages, nor modify them. In this chapter we consider the following
question: How effective are defences for clients and services in the current Internet?

We answer this question in two steps. First, we review the security of the Internet’s
fundamental building blocks, focusing on the inter-domain routing with Border Gateway
Protocol (BGP) [RFC1105], naming with Domain Name System (DNS) [RFC1035], and
Small Office/Home Office routers [RFC3022]. As we report, not only do these critical
systems have a long history of attacks, but they are also still susceptible to attacks on
a daily basis. Many attacks are detected too late after a significant damage is inflicted,
while a large number of others are not identified at all. Although defences exist, they
mostly are not deployed. Worse, we show that deployed countermeasures are often not
effective since many deployments of security are incorrect, leading to illusion of security.

Then, in the second step, we review a number of widely used security mechanisms,
including password recovery on popular websites, anti-spam defences and encryption with
SSL/TLS. We show that vulnerabilities in fundamental systems of the Internet render
defences for clients and services exposed to attacks.

Our analysis and conclusions apply also to other fundamental Internet systems, such as
Network Time Protocol (NTP), Internet telephony, cloud platforms and others.

Organization
In Sect. 81.2 we present selected Internet Infrastructure systems, discuss their vulnerabil-
ities and attacks against them, and provide our measurements on the state of adoption of
security mechanisms. In Sect. 81.3 we list popular defences and show that they can be
foiled given the insecurity of Internet foundations. We conclude in Sect. 81.4.

81.2 Fundamental Internet Infrastructure Systems

In this Section we review Domain Name System (DNS), Border Gateway Protocol (BGP)
and SOHO routers. BGP computes the path that the packets should take between commu-
nicating parties in the Internet, DNS provides an address of the destination while SOHO
routers protect the networks of clients and enterprises.

DNS and BGP were not designed with security in mind, and both have experienced
a long history of attacks. To mitigate the problems, security mechanisms were designed
and standardized for both of them more than two decades ago. However, most of the net-
works and systems are still running the basic protocols without the security protection.
Hence they are susceptible to frequent attacks. Even when security mechanisms are de-
ployed, this is often done incorrectly, not offering any security benefits. The same applies

http://heise.de
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to SOHO routers: although vulnerabilities are long known, many networks are vulnera-
ble to attacks which allow attackers to take over the routers and networks. In this section
we review the vulnerabilities, provide example attacks and report on our measurement
evaluations showing that defences are mostly not deployed or deployed incorrectly.

81.2.1 Domain Name System (DNS)

Domain Name System (DNS), [RFC1034, RFC1035], plays a key role in the Internet: it
translates domain names to IP addresses and provides a platform for distribution of secu-
rity mechanisms, such as digital certificates [RFC6698], anti-spam defences [RFC7208].
For instance, when clients access websites the first step is a request to a DNS resolver ask-
ing to lookup an IP address for the desired domain name, say www.amazon.com. Using
the IP address, the client can then access the service.

The correctness and availability of DNS are critical to the security and stability of the
Internet. However, its significance also made it a target of attacks, most notably, DNS
cache poisoning, [1–5].

DNS Cache Poisoning
In the course of a DNS cache poisoning attack the attacker provides spoofed values in
DNS responses. In order for responses to be accepted by the victim, the attacker needs
to match several fields, which are checked by the recipient’s DNS software. These fields
include the port from which the request was sent and a DNS transaction identifier (TXID).
As a result, the victims are redirected to incorrect and attacker controlled hosts. DNS
cache poisoning attack is initiated when a client sends a DNS request to the DNS server
asking to look up a desired domain. If the attacker responds of a real DNS server instead,
and the client accepts the response with malicious DNS records, it will have the IP address
for an incorrect (malicious) machine, instead of a real one. If the client uses the malicious
values it received from the attacker it is exposed to credentials theft, malware distribution,
censorship and more. For instance, the attackers can utilize DNS cache poisoning to hijack
emails to victim email servers in order to steal victims’ credentials to sensitive services,
such as ebay.com or amazon.com, by using their password recovery procedures. As we
show in Sect. 81.3.1, the attackers can then hijack the victims’ credentials that are sent by
these services, since the credentials are sent to the incorrect email IP address provided by
the attacker in poisoned DNS records.

DNS cache poisoning attacks are known to be practiced by governments, e. g., China
for censorship, [6], USA with the QUANTUMDNS program [7] (see Fig. 81.1), as well
as by cyber criminals. Research works also performed measurements of spoofed DNS
responses in the Internet [8–11].

http://www.amazon.com
http://ebay.com
http://amazon.com
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Fig. 81.1 QUANTUMDNS
program

Defences Against Cache Poisoning
DNS cache poisoning is detrimental for the security and stability of the clients and ser-
vices, yet cache poisoning attacks are often practiced by governments and cyber criminals.
Due to the threat that cache poisoning attacks pose, multiple defences were proposed and
standardized. Non cryptographic defences recommend randomizing values in the existing
fields, such as in UDP and DNS headers, to make it difficult for the attacker to create
a response with correct values. The most common defence is source port randomization
and others, see [RFC5452]. Source port randomization makes the attack more difficult,
since the attacker has to guess the port value in its malicious responses, so that it matches
the value selected by the DNS resolver in its DNS request. Since the port is 16 bits long,
the attacker can try multiple variations until a correct one is hit. In order to check how
many systems adopted source port randomization we performed a large scale evaluation
of port randomization in DNS resolvers in the Internet and found that 1% send DNS re-
quests using static (fixed) source port and 17% use predictable ports, e. g., sequentially
incrementing. These systems are trivially exposed to DNS cache poisoning attacks. In re-
cent works [12, 13] we showed that some randomization algorithms, recommended and
standardized in [RFC6056] are insecure. Hence also systems supporting these algorithms
can be attacked.

Cryptographic defence with DNSSEC [RFC4033–RFC4035] recommends using digi-
tal signatures in order to authenticate the records in DNS responses. The receiver can then
verify that the signatures over the records are correct. The security is guaranteed since
only the domain owner is in possession of the secret signing key that produced the signa-
tures. The attacker does not have the key and hence cannot generate signatures instead of
the domain owner.

Although proposed in 1997, DNSSEC still is not widely deployed. One of the factors
impeding deployment is the requirement for significant changes to the DNS infrastructure
as well as to DNS protocol. In particular, the DNS server should serve signed records in
DNS responses, which should then be validated on the client side by the DNS resolvers.
The resolvers should accept and cache only the records with correct signatures. Unfor-
tunately, studies show that less than 3% of DNS resolvers validate DNSSEC signatures
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[14]. Furthermore, our recent measurement evaluation [15] of Top Level Domains (TLDs)
and 1M-top ranked domains on www.alexa.com (Second Level Domains (SLDs)), shows
that 90% of TLDs and only a meagre fraction of 1.66% of the domains on Alexa list
are signed. Since the users are typically interested in accessing domains on second level
such as google.com, protecting the SLDs with DNSSEC is very important. Although very
few domains are signed, our experimental evaluation shows that most of those are still
not well protected. The problems are manifested in generation and deployment of crypto-
graphic material. The first issue is related to validating keys. Specifically, in 0.89% TLDs
and 19.46% Alexa domains it is not possible to establish validity of DNSSEC keys and as
a result, the signed records in these domains cannot be validated. Another issue is related
to the usage of short (insecure) keys. We measured the key sizes in use by the different
variations of RSA algorithms. The results, plotted in Fig. 81.2, indicate that a large frac-
tion of domains use short DNSSEC keys. In particular, almost 1.4M keys are below 1024
bits and 10K keys are 512 bits long [16]. showed that factoring 512 bit keys on a cloud is
a practical task, hence these domains are exposed to DNS cache poisoning attacks.

We also found vulnerability in cryptographic material among the signed domains,
which allows to subvert the security of the DNSSEC signatures, hence exposing the af-
fected domains to attacks. The vulnerabilities are introduced by the registrars and DNS
hosting providers which deploy DNSSEC incorrectly. The vulnerabilities are found in do-
mains of popular and large registrars such as Network Solutions and GoDaddy.

The measurement results indicate that the majority of signed domains do not gain se-
curity benefits by adopting cryptographic defences. Incorrect adoption of cryptographic
protection generates an illusion of security causing the domain owners to believe that
their clients are protected hence do not deploy additional measures to guarantee security.

We recently developed and set up an automated tool, [15], to measure and report
progress in DNSSEC adoption and to evaluate misconfigurations and incorrect adoptions
that lead to insecurity, https://dnssec.cad.sit.fraunhofer.de. Our online service allows to
check which domains are vulnerable, and to obtain statistics for the status of domains
overall.

Fig. 81.2 RSA keys’ sizes Key Lengths Distribution
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81.2.2 Border Gateway Protocol (BGP)

The Border Gateway Protocol (BGP) computes routes between the tens of thousands
of smaller networks, called Autonomous Systems (ASes), which make up the Internet.
ASes range from large ISPs and content providers to small businesses and universities.
In essence, BGP computes the routes that packets should take between a source and any
destination in the Internet.

BGP Prefix Hijacks
BGP does not have any security integrated into it, hence is vulnerable to traffic hijacks
whereby an attacking AS is able to divert traffic through an incorrect route, which typ-
ically includes attacker controlled links. This is done by advertising a prefix which the
attacking AS does not own. This allows attackers to attract traffic not destined to them,
and exposes the traffic to eavesdropping, censorship, distribution of malware and more.
Indeed, BGP has a history of devastating attacks and configuration errors. Consequently,
nation states and corporations are in constant danger from attacks that utilize BGP’s in-
security to disconnect ASes from the Internet and to launch highly effective man-in-the-
middle attacks.

Prefix hijacks are effective and easy to launch, with the extra benefit of a plausible
excuse: benign configuration errors [17]. Every year there are thousands of prefix hijacks,
some due to misconfigurations, while others are attacks [18–20], and many others go
under the radar [21]. See for instance a recent hijacking event (Fig. 81.3) which allowed
attackers to eavesdrop on traffic over a long period of time without being detected.

In this attack, the traffic was exchanged between end points in Mexico and the US. The
traffic was hijacked by an attacker ISP in Eastern Europe. To avoid detection, the attackers

Fig. 81.3 Traffic hijacking event illustrated by Renesys
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were rerouting the traffic back to the destination. This allowed the attack to go undetected
for over half a year.

BGP Security
Today’s agenda for securing BGP routing relies on Route-origin validation (ROV)
[RFC6483, RFC6811] via the Resource Public Key Infrastructure (RPKI) [RFC6480], to
protect against prefix hijacks.

RPKI deployment is still very limited and, as a result, prefix and subprefix hijacking
remain highly successful. Indeed, to the present date only about 6% of IP prefixes in BGP
tables are certified [22].

RPKI certificates bind an IP-prefix with the number and public key of its origin AS,
i. e., the AS that “owns” that prefix. The prefix owner can then use its RPKI private key to
sign a Route Origin Authorization (ROA) specifying which ASes are allowed to advertise
in BGP that IP prefix (or its subprefixes). BGP routers can then utilize the information in
that ROA to do route-origin validation (ROV), i. e., reject BGP announcements specifying
unauthorized origin ASes for that prefix.

In a recent work we found that only a small number of ASes apply ROV [23]. Worse,
a large fraction of signed prefixes are misconfigured [24, 25], further demotivating the
adoption of ROV. Fig. 81.4 presents the results of measurement of the status of ROAs
available in the January 2016 RPKI database, and the corresponding BGP announcements
observed in Route Views, from [23]. The results include mismatches between ROAs and
BGP announcements and show that a significant number (about 9%) of invalid BGP an-
nouncements, emitted by over 700 organizations, are misconfigured. A few of these may
be actual prefix or subprefix hijacking attacks. Yet, the majority is surely a result of con-
figuration errors. ROV performing BGP router would drop all of these announcements,

84.79%

6.15%

4.57%
3.86%

0.63%

Valid but unprotected (loose)
Valid and protected

Invalid prefix length

Invalid subprefix
Invalid AS#

Fig. 81.4 Status of ROAs
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Fig. 81.5 Misconfigured ROA by Orange. (Cohen et al. [23])

thereby refusing to route a significant amount of legitimate traffic, causing loss of revenue
and complaints from customers. To illustrate the problems we refer to two real life exam-
ples of incorrectly issued ROAs, for more details see [23]. The first example in Fig. 81.5
illustrates Orange (previously France Telecom), a large French ISP, which issued a ROA
for the 194.2.0.0/15 prefix with origin AS 3215. Orange has several customers.

For example, Danone announces the (sub)prefix 194.2.35.0/24 with origin AS 1272.
Most of these customers, including Danone and two more in the figure, did not issue
a ROA. Hence, the BGP announcements made by these customers are invalid according to
RPKI and any ROV performing AS will discard all paths to these companies. In the second
example, Fig. 81.6, Swisscom, a large Swiss ISP, issued a ROA for the prefix 81.62.0.0/15,
with origin AS 3303. Swisscom also advertises several BGP announcements, for this pre-

Fig. 81.6 Misconfigured ROA by Swisscom. (Cohen et al. [23])
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fix and for subprefixes, e. g. 81.63.0.0/16. However, the ROA is generated incorrectly,
allowing an attacker to launch prefix hijacks. For example, to hijack all traffic to the
prefix 81.63.0.0/16, the attacker can send BGP announcements with AS-path 666-3303-
81.63.0.0/17 and with AS-path 666-3303-81.63.128.0/17 (where 666 is a malicious AS).

81.2.3 Small Office/Home Office (SOHO) Routers

A Small Office/Home Office (SOHO) router is a network device that connects computer
networks by relaying packets between internal and external interfaces. SOHO routers
often also perform a Network Address Translation (NAT) [RFC2663] functionality, run
services such as DHCP [RFC2131], DNS [RFC1035], and are responsible for the connec-
tion and configuration of end devices to the Internet. All communication between the end
hosts on the local networks and the Internet services (e. g. web, email, video conferencing)
traverses the SOHO router. SOHO routers typically provide web interfaces for convenient
and easy configurations of the network, devices and the router itself. Connection to the
administrative interface provides information about the network, the connected devices,
the traffic and more.

SOHO Routers Security
The security of SOHO routers is critical for the privacy and stability of the clients and ser-
vices in the Internet – yet the attacks against SOHO routers are widespread. During the last
two decades multiple vulnerabilities were reported [5, 9] in popular SOHO routers, e. g.,
BT home routers, Linksys, D-link. The vulnerabilities include buffer overflows, traditional
web attacks (e. g., XSS and CSRF), Denial of Service (DoS) attacks and authentication
bypass attacks. For instance, a recent vulnerability in ARRIS SURFboard router utiliz-
ing CSRF enabled attackers to disrupt Internet connections of SOHO networks [7]. The
attacks against SOHO routers along with the multiple vulnerabilities published in CVEs
raised awareness to the importance of protecting network devices, and patches were is-
sued.

There is a range of protective strategies both enterprises and individuals can employ
to improve SOHO router security. We report on results of our Internet scale evaluation
of SOHO routers security, focusing on a specific set of vulnerabilities called authenti-
cation bypass; details follow. Such vulnerabilities allow attackers to perform privileged
operations in firmware without being granted the valid credentials of an authorized user.
Authentication bypass vulnerabilities can be caused in a number of ways, and result in
attackers successfully connecting to the administrative configuration interface. The vul-
nerabilities that can be exploited to connect to administrative interface of a SOHO router
include: insecure connection whereby the credentials are sent in clear text and hence can
be inspected by a Man-in-the-Middle (MitM) attacker, a vulnerability in the authentica-
tion procedure allowing the attacker to obtain the credentials by exploiting a vulnerability
in software or firmware, e. g., buffer overflow, a vulnerability in web interface, e. g., SQL
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Fig. 81.7 Fraction of open devices per country

injection or CSRF, implementation mistakes whereby the credentials are hardcoded into
the webpage, or sent in response to the connecting client, or simply using the default cre-
dentials configured by the router vendors or the firmware of an Internet Service Provider
(ISP), without changing them.

We list the fraction of open routers per country in Fig. 81.7. More than 6.2 Mio. of
SOHO routers use port 80 for communication to the configuration interface.

Using the REALM that the routers return, recover the router vendor, and check the
default credentials used by that vendor, selected open routers are listed in Fig. 81.8.
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Fig. 81.9 Top popular default
credentials

Finally, our study shows that a large fraction of SOHO routers are using default creden-
tials. These credentials can be looked up on routers’ vendors websites. We list the most
common passwords in Fig. 81.9.

Configuring secure credentials is critical for security, and especially security of SOHO
networks. Unfortunately, home users often lack the required expertise or understanding
to change default passwords. On the other hand, in many countries we tested the Internet
Service Providers (ISPs) prefer not to take responsibility for their clients, and hence refuse
to distribute patches to mitigate the problems. Indeed, aligned with our results in Fig. 81.7,
in countries with large fraction of open devices the ISPs do not add “security” to the
services that they provide, and do not support procedures for distribution of patches to
clients to change the default network credentials.

The only way to resolve this unfortunate situation is to create policies and legislation
that would enforce the ISPs to add “security” to the services that they provide to home
networks.

81.3 Vulnerable Internet Infrastructure Foils Application Defences

In this section we provide a few selected security services and explain how they can be
foiled when run over insecure Internet Infrastructure.
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Fig. 81.10 Password recovery
on the Paypal website

81.3.1 Password Recovery

Password recovery is a widely used mechanism to enable users to recover their credentials
if they are lost or forgotten. Password recovery is supported by banks, financial services,
online shops and more. For example, see Fig. 81.10 for a password recovery print screen
of paypal.

The user enters his email address, and the password or a link allowing to reset the
password is sent to the provided email address.

An attacker that can poison the DNS server on paypal’s network, say injecting a map-
ping saying that Alice is at IP address 6.6.6.6 (which in fact is the attacker’s controlled
machine) will cause the email server on paypal’s network to send Alice’s credentials for
paypal to an attacker. To do this the attacker will enter the email address of Alice into the
password recovery box: alice@email.com. As a result, the attacker can intercept all the
communication between paypal and Alice.

81.3.2 Web Certificates

Web certificates are needed to enable clients to verify the identity of servers to which
they connect. Web certificates contain the keys which can be used to establish a secure
connection with SSL/TLS to the target server, as well as the identity of the server. For
instance, when connecting to a bank www.commerzbank.de, the client needs to verify
that the machine the connection is established to is indeed that of a bank, and not of an
attacker. When the web server of Commerzbank provides a certificate binding its identity
to secret keys, the client can use it to establish a secure connection to the server. Web
sites that do not use SSL/TLS expose clients to attacks, since the communication to those
sites can be inspected and modified, e. g., causing the client to download a malware or to
expose its private information, such as credit card number, to an attacker.

http://www.commerzbank.de
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The generation of a certificate requires checking that the entity requesting a certifi-
cate is the owner of the domain. For instance, that the entity requesting a certificate for
Commerzbank.de is indeed the owner of domain Commerzbank.de. Otherwise the attacker
would be able to issue certificate for Commerzbank.de and impersonate the website of
Commerzbank, stealing clients’ credentials. The verification of the identity during certifi-
cate generation procedure is (typically) done by sending an email to the server in a domain
for which the certificate was requested. If the attacker controls routing (via prefix hijack-
ing) it can receive all the communication including the email verifying the identity for the
certificate. Similarly, if the attacker poisons the DNS entry, the email will be sent to an
attacker controlled host.

81.3.3 Anti-Spam Defences

Spam is a huge problem in the Internet, causing detrimental financial losses and exposing
to attacks, such as malware distribution and credentials theft by luring users to malicious
websites.

Anti-spam defences allow email servers to verify that an email arrives from authen-
tic sources, and not from spammers, by checking that the sender of the email is real
and not spoofed. For instance, if the “from” header of an email message contains some-
one@commerzbank.de, the email was sent by someone from Commerzbank and not by
a spammer, tricking the client into accepting the email as authentic.

Spam can be used to steal credentials, money, and even for distribution of malware.
Most popular defences for sender authentication are DNS based. The idea is that a real

sender creates a record and places in its DNS server, that says which email servers is
allowed to send email on behalf of its domain. For instance, Commerzbank can place
a record saying that only an email server mail.commerzbank.de at IP address 1.2.3.4 is
allowed to send an email on behalf of Commerzbank.All the email servers supporting anti-
spam will request this record from Commerzbank before accepting the email as authentic.
An attacker sending an email from machine at IP 6.6.6.6 impersonating Commerzbank
will not be able to trick the email servers to accept its emails, since its email is sent from
an IP address that was not authorized by Commerzbank.de.

However, attacks against the DNS infrastructure or prefix hijacking attacks can enable
attackers to circumvent the defences and to distribute SPAM. Indeed, attackers often per-
form DNS cache poisoning as well as BGP prefix hijacking to distribute spam bypassing
anti-spam defences.

81.4 Conclusions

In this work we reviewed selected fundamental building blocks in the Internet which
are critical for security of clients and services. Our experimental evaluation shows that,

http://commerzbank.de
http://commerzbank.de
http://commerzbank.de
http://mail.commerzbank.de
http://commerzbank.de
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although frequent attacks and although defences exist, these building blocks are still
unprotected. We show that there are challenges and obstacles towards adoption of the
defences that need to be addressed both with respect to misconfigurations and vulnerable
deployments as well as with respect to the lack of motivation to adopt security. Deploying
security at Internet foundations is critical, in particular, we show that when the funda-
mental building blocks of the Internet are vulnerable, security of clients and services can
be circumvented. This also applies to security mechanisms, which also depend on secure
Internet infrastructure.
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