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Abstract. Association rules are widely used to find relations among
items in a given database. However, the amount of generated rules is too
large to be manually explored. Traditionally, this task is done by post-
processing approaches that explore and direct the user to the interesting
rules. Recently, the user’s knowledge has been considered to post-process
the rules, directing the exploration to the knowledge he considers inter-
esting. However, sometimes the user wants to explore the rule set with-
out adding his prior knowledge BIAS, exploring the rule set according
to its features. Aiming to solve this problem, this paper presents an app-
roach, named PARLP (Post-processing Association Rules using Label
Propagation), that explores the entire rule set, suggesting rules to be
classified by the user as “Interesting” or “Non-Interesting”. In this way,
the user is directed to analyze the rules that have some importance on
the rule set, so the user does not need to explore the entire rule set.
Moreover, the user’s classification is propagated to all the rules using
label propagation approaches, so the most similar rules will likely be on
the same class. The results show that the PARLP succeeds to direct the
exploration to a set of rules considered interesting, reducing the amount
of association rules to be explored.

1 Introduction

Association is widely used in data mining due its simplicity and comprehensibil-
ity. This task aims to extract the correlations among items in a given database
[1]. However, a large number of rules can be generated even on small data sets.
Therefore, the manual exploration of the rules to find interesting patterns is
unfeasible. Generally, the number of interesting rules is very small compared to
the total number of patterns and, in most of the times, the user must search
many rules to find the rules that are considered interesting to him/her.

Some research has been done to direct the users on the exploration and help
them finding the interesting rules. Some authors propose the use of networks to
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direct the user’s exploration, as [6,10]. Networks are well known on the literature
by its capability to model data, preserving the connection among the items on the
data set. The networks are used as a mean to facilitate the rules’ exploration,
modeling it and pruning the rules that are not interesting to the user. The
problem of these approaches is that the user must inform, beforehand, what he
considers interesting, forcing him to have the knowledge apriori.

Based on the exposed, this paper presents a subjective post-processing app-
roach, named PARLP , that interacts with the user to extract his knowledge
according to the importance of the association rules on the rule set. This inter-
action is iterative made during the exploration, suggesting rules that are con-
sidered most relevant according to some network measures. The approach can
be divided into 4 steps: (1) the most important rules, according to a network
measure, are discovered; (2) user assigns labels to the extracted rules; (3) label
propagation is performed to obtain the interesting rules according to the user
classification; (4) the user decides if the approach needs to execute again or finish
the processing. The approach is based on the idea of using classification algo-
rithms to post-processes association rules, as proposed by [2,7], learning with
the prior interactions.

On the second iteration, the user interaction is made considering only the
rules that are classified as “Interesting” by the approach. Networks are well
known to model relationships among data set objects, extract properties about
the importance of the objects and patterns of the data set [5]. This peculiarity
allows extracting important rules for labeling and also allows propagating the
labels to classify other rules. After the user interaction classifying rules, the
current labels are propagated to all the other rules using a label propagation
algorithm. The classification algorithm, used in this work, takes as input a data
set containing a huge amount of unlabeled data and a small amount of labeled
data and propagates the labels to all the data, classifying the entire data set.
The PARLP uses these characteristics to propagate the user’s knowledge to the
entire rule set.

In summary, the main contribution of this paper is a new post-processing
approach that helps the user to find the most relevant rules according to his
knowledge and the rule’s importance in the rule set. The user interaction is
made in a way that he does not need to have a prior knowledge on the data
set, suggesting a few rules to be classified by him based on the rule’s relevance
in the network. By doing so, the approach excludes the necessity to have all
the knowledge beforehand, making the classification process easier based on
only a few rules, not considering the entire rule set. Besides, this paper also
shows that post-processing association rules using label propagation is effective
to find the interesting rules according to user’s knowledge. This paper presents
an experimental evaluation to demonstrate that PARLP is capable of finding
the rules that the user considers as interesting. The experiments also show that
the proposed approach can reduce the amount of rules to be explored by the
user to find those interesting rules.



582 R. de Padua et al.

This paper is organized as follows. Section 2 describes related research and
basic concepts. Section 3 presents the PARLP and its motivation. Section 4
describes the experiments that were carried out to analyze the approach.
Section 5 discusses the results obtained in the experiments. Finally, conclusion
and future works are given in Sect. 6.

2 Background and Related Works

The transductive post-processing approach, proposed in [7] and extended in this
paper, comes up with a different way to explore the rules. The approach, named
PARLP , models the association rules into networks. This modeling allows the
approach to explore the rules according to their importance on the network,
selecting the rules to be classified by the user, directing the user’s effort. The
approach uses label propagation to find the interesting rules based on the users’
classification. The label propagation was chosen considering that if a rule is
interesting, the rules similar to it are also interesting.

A network can be characterized by a set of elements and the relations among
them. Formally, a network can be represented by N = (V,E,W ) where V is the
set of vertices (elements), E the set of links between the vertices and W the
weight of the links [5]. When all the vertices represent the same kind of object,
only web sites, for example, the network is called homogeneous network. On the
other hand, when the representation of different kinds of objects is considered,
like persons and communities in a social network, the network is called hetero-
geneous network. Besides, there is a variation of the conventional network called
bipartite network. The bipartite networks have two different kinds of vertices:
groupers (G) and items (H). The groupers can only connect to items vertices and
the items can only connect to groupers vertices. The groupers vertices allow the
propagation of information among the items vertices. Those different represen-
tations allow a large variety of exploration. One example of a bipartite network
is the connection among documents (groupers) and terms (items).

One way to classify all vertices of a network considering user’s knowledge
is through label propagation. Label propagation algorithms classify a data set
based on few classified examples (the training set is composed of labeled and
unlabeled instances). The classification is made based on a similarity measure.
The elements that are considered similar are classified on the same class whereas
the elements that are not considered similar are classified on different classes [13].

In this paper, we use two network types to apply label propagation: homoge-
neous and heterogeneous. The homogeneous networks are building using similar-
ity measures to connect the rules. The bipartite network considers an objective
measure to connect the items to the groupers vertices. To propagate the labels
two algorithms were used per network type: Learning with Local and Global Con-
sistency (LLGC) and Gaussian Fields and Harmonic Function (GFHF) for the
homogeneous networks and Label Propagation using Bipartite Heterogeneous
Network (LPBHN) and GNetMine for the bipartite networks. The propagation
is made in a way to minimize a regularization function.
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The LLGC and GFHF algorithms used to classify the homogeneous networks,
were selected because of their great results obtained on the literature. The GFHF
algorithm [12] considers the labeled elements as unchanging truth and propagates
the class without the need of a parameter. The LLGC algorithm [11] considers
that a labeled element can change its labels based on its neighbors. The LLGC
algorithm needs the definition of a learning rate parameter α.

The GNetMine and LPBHN used to classify the bipartite heterogeneous net-
works, were also selected of their results obtained on the literature. The LPBHN
algorithm [9] works in the same way the GFHF does. It considers the element’s
labels as unchanging truth and propagates these labels without the need of a
parameter. The GNetMine [4] works in the same the LLGC does. It can change
the original label based on its neighbors and need the definition of a learning
rate parameter alpha. The algorithms’ functions can be seen on their respective
papers.

[6] proposed an approach that uses networks as a mean to post-process asso-
ciation rules. In their work, the authors force the user to select an item (let’s
call it objective item) to be the main objective of the exploration. After the
selection, a directed hypergraph is constructed considering the objective item as
the consequent of the rules and the antecedents are modeled, constructing the
level 1. The level 2 considers the antecedents of all the rules modeled on the level
1 as consequent and repeat the process. The hypergraph is constructed until all
the items are modeled or the maximum level is reached (informed by the user).
Using that hypergraph, all the rules modeled according to an objective item and
the user can see how the items interact with the selected item. This approach
forces the user to explore only one item per time and, yet, the user must know
beforehand which item he/she wants to study.

3 PARLP : Post-processing Association Rules Using
Label Propagation

The main concept behind the PARLP is that if the user considers a rule Rx as
interesting, then the rules similar to it will also be interesting to be explored. The
same goes to the case that the user finds a rule Ry not interesting, considering
the similar rules also as not interesting. Figure 1 shows how the exploration is
made. Consider “1” and “2” as the rules to be found. On (a) user selects “2”
as interesting and “5” as not interesting. This classification is made aided by
the proposed approach. On (b) the label propagation is done, considering the
squares as not interesting and circles as interesting. Note that, after applying the
classification algorithm, the interesting rules (“1” and “2”, plus “3”) are classified
as interesting and will be presented to the user. In this case, the reduction of
the exploration space is 50 % (the user only needs to explore 50 % of the existing
rules).

The PARLP works as shown in Fig. 2. The input of the approach is a rule
set, containing the rules to be explored. The approach starts on step 1, mod-
eling the association rules in a network. To do so, it’s necessary to define the



584 R. de Padua et al.

Fig. 1. The PARLP concept

network type [NT] and the similarity measure [S] to be used. The network type
defines the network structure, i.e., homogeneous or heterogeneous networks. In
case of homogeneous networks, the user also needs to define a way to link the
rules considering their similarity, such as connecting a rule with their K-Nearest
Neighbors or connect all rules through an RBF kernel [3]. The similarity mea-
sure [S], like hoJaccard (Eq. 2) and hoConfidence (Eq. 3), is used to calculate
the similarity between two rules, setting the weight of their connections. In the
beginning, the modeled association rules have no defined class, containing only
the rules and the connections among them.

Fig. 2. The PARLP approach

In step 2, the PARLP interacts with the user, aiming to classify a few rules
that will be used on the label propagation process to discover other interesting
and non-interesting rules. This interaction aims to capture the user’s knowledge
and direct the exploration to the rules he considers “Interesting”. To do so, a
ranking is created to select the best rules according to a centrality measure [NM].
On the bipartite networks, a projection on a homogeneous network was created
to apply the [NM]. This project was based on the bibliographic coupling concept
[5]. The approach selects the N best rules and the N worst rules to be classified
by the user; that way, the selected rules are not in the same dense point in the
network. The number of selected rules is defined by the parameter rules/iteration
[NR], where NR = N + N (N-best rules and N worst rules). In this experiment,
the [NR] was set to 10 to all the configurations. This number was selected so
the user can evaluate just a small amount of rules and the classifiers still have
a satisfactory amount of classified elements. The selected rules are shown to the
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user to be classified in 2 different classes: “Interesting” and “Non-Interesting”.
The “Interesting” class contains the rules considered as interesting and will be
explored by the user when the approach finishes. On the first iteration, the entire
rule set will be explored to make the ranking. From the second iteration, only
the rules classified as “Interesting” are considered to make the ranking. Since the
ranking is created to suggest rules to be classified by the user, the rules already
classified by the user are not considered on the ranking.

In step 3, the unlabeled association rules are classified using a network based
label propagation algorithm. It is important to distinguish the classifications
made by the user from the ones made by the classifier: the user’s classifications
can not be changed, i.e., over the iterations these classifications will be main-
tained by the approach and used in the training set over all the iterations; on
the other hand, the classifier’s classifications can change over the iterations. The
change on the rules classified by the label propagation algorithm is made so the
approach can refine the results, adapting to the new knowledge informed by the
user.

On the last step, a stopping criterion is checked to decide if the approach
will finish or will execute again. If it’s decided to continue, the rules classified by
the label propagation algorithm will be explored again from Step 2, considering
only the ones classified as “Interesting” to create the ranking. However, all the
rules are considered on the label propagation phase. The process continues until
the stopping criterion is met. In the end, the rules considered as “Interesting”,
either by the classification algorithm and by the user, are outputted to the user.

4 Experiments

The experiments were carried out with 2 different objectives: validate the app-
roach and find the best configurations. The evaluation measure is the exploration
space reduction, i.e., the percentage of rules that doesnt need to be explored in
order to find all the interesting rules. High values of exploration space reduction
means that the user needs to explore fewer rules to find the ones he is looking for;
if the reduction space is 60 % for example, the user needs to explore only 40 %
of the entire rule set. Both the approach validation and the analysis of the best
configurations were performed on the exploration space reduction. The analysis
is made considering a small set of rules, called “objective set”. This objective set
contains the rules to be found on the exploration, simulating the user’s interests.

The approach was analyzed on 8 data sets (balance-scale, breast-cancer, car,
ecoli, habermann, iris, tic-tac-toe and zoo), all of them available on UCI1. These
data sets were processed and converted to transactions. The transactions with
missing values were removed. The support and confidence values were empirically
defined to generate an amount of rules between 1.000 and 2.000. This number
of rules was selected to obtain a good trade-off between exploration space (the
higher the better) and the number of rules on the objective set (explained below).

1 http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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Two different kinds of networks were selected to carry out the experiments:
homogeneous and bipartite heterogeneous. The homogeneous network allows an
exploration based on the similarity among the rules. The bipartite network allows
an exploration based on the items shared by the rules and based on the rules
shared by the items. Therefore, the homogeneous network have three different
network types [NT]: kNN, in which a rule is linked to its K most similar rules;
Gaussian, that changes the weight among the connections by applying the weight
to a gaussian function; Conventional, that makes no change on the generated
network, maintaining all the original connections and weights. No modifiers were
used on the bipartite heterogeneous network.

The number of rules per iteration [NR] on both networks were set to 10 (5
best + 5 worst rules per iteration) aiming to reduce the number of rules to
be classified by the user without losing performance on the label propagation
algorithms. The centralities measures [NM], used to create rankings on both
homogeneous and bipartite heterogeneous, and were: degree, which analyses the
rule’s importance based on its connections to its neighbor; PageRank [8] that
measures the rule’s importance based on the entire network connections.

To generate the homogeneous networks, the similarities [S] were used: hoJac-
card (Eq. 2, that uses as base Eq. 1) that calculates the similarity between two
rules based on the items they share, considering the rule’s antecedent and con-
sequent separately; hoConfidence (Eq. 3) that calculates the similarity between
two rules based on the transactions they share. The confidence was adapted here
to work as a similarity measure because of it can calculate how the occurrence
of a rule items can contribute to the occurrence of the items on the other rules.
In Eqs. 1, 2 and 3, RLx represents the x-est rule on the rule set, LHS(RLx)
and RHS(RLx) represent the RLx antecedent and consequent, respectively,
#(T (RLx)) represents the number of transaction that contains the rule RLx.
To classify the homogeneous networks the GFHF and LLGC classification algo-
rithms were used. These algorithms were selected due to their great results
obtained on the literature.

Jacc(RL1, RL2) =
RL1 ∩ RL2

RL1 ∪ RL2
(1)

hoJaccard(RL1, RL2) =
Jacc(LHS(RL1), LHS(RL2)) + Jacc(RHS(RL1), RHS(RL2))

2
(2)

hoConfidence(RL1, RL2) =
#(T (RL1) ∪ T (RL2))

#T (RL1)
(3)

The bipartite heterogeneous network was modeled so the weight among the
connections between items and their respective rules was an objective measure.
Two similarity measures [S] were selected: bipartiteJaccard (Eq. 4) that calcu-
lates the amount of transactions shared by the rule’s LHS and RHS and the tra-
ditional confidence measure. The bipartiteJaccard uses the transactions, instead
of the items, so it can get the similarity among the items that are on the LHS



Post-processing Association Rules 587

and the item on the RHS of the rule. The connection among two different rules
was made by the items they share, where the item is a connection point that con-
nects two rules with two different weights. In equation, LHS(RL1) returns the
rule’s left-hand side, RHS(RL1) return the rule’s right-hand side and #T (RLX)
returns the number of transactions that contains the items on RLX . To classify
the bipartite heterogeneous networks the LPBHN and GNetMine algorithms
were used. The GNetMine have the same classification bias as LLGC. Also, the
LPBHN have the same bias as GFHF. This allows us to make a fair comparison
and analysis to which network type provides a better space reduction.

bipartiteJaccard(RL1) =
#T (LHS(RL1)) ∩ #T (RHS(RL1))
#T (LHS(RL1)) ∪ #T (RHS(RL1))

(4)

In this paper, the user’s classification, Step 2 in Fig. 2, was simulated using
a set of rules as an objective set. These objective sets are the set of rules to
be found on the rule set, simulating the user’s interests. Two different groups of
objective sets were generated to simulate different types of users. The first group
is the random objective set. This set is generated by randomly selecting a total
of 1 % of the rule set size. The other group consisted on randomly selecting one
rule in the rule set and creating a similarity ranking among the selected rule and
the entire rule set. The ranking is used to select 1 % of the most similar rules to
be added into the objective set. The similarity used to calculate the objective set
was Jaccard (Eq. 1), that calculates the number of items the rules share divided
by the number of distinct items. It is important to emphasize that this measure
was not directly used to generate the networks. Because the objective sets were
randomly generated, 30 sets were created using each approach. So, for each rule
set and each PARLP configuration, the experiments were executed considering
the two groups of user’s interests simulation. The random objective set (first
group) simulates the users that have a more widely interest on the rule set,
with the interesting rules spread across the network. The similarity objective set
(second group) simulates the users that have a more specific interest on the rule
set.

Based on the objective sets, the user’s classification is simulated considering
a threshold to be calculated on the first iteration. This threshold is the mean
similarity among the rules to be classified by the user and the rules on the
objective set, based on the closest similarity of each rule, i.e., for each rule to
be classified by the user, the highest similarity is considered to all rules on the
objective set. The threshold can be seen in Eq. 5, where ruleObj is the set of
rules on the objective set, ruleCl is the set of rules to be classified by the user on
the current iteration and nCl is the number of rules to be classified by the user
(equals N + N as previously explained). Therefore, in each iteration, the mean
similarity among the rules to be classified and the objective set is calculated
and compared to the threshold, labeling the rule as “Interesting” if the mean
similarity is greater than or equal to the threshold or “Non-Interesting” if the
similarity is smaller.
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Threshold =
1

nCl

nCl∑

i=1

max(similarity(ruleCli, ruleObj)) (5)

Finally, regarding the stopping criteria, the approach was executed until all
the rules on an objective set were classified as “Interesting” either by the user
or by the classifier. The experiments were carried out and an analysis was made,
aiming to find all the rules on each objective set and looking for the reduction
on the exploration space, remembering that the greater the reduction the better
the result. In the end, a mean reduction was calculated to each PARLP config-
uration (Table 1) and each objective set configuration (random and similarity).
Therefore, the results shown in the next section are the mean of 30 executions
considering each kind of objective set individually, for each PARLP configura-
tion.

Table 1. PARLP configurations

Network Network type [NT] Network Similarity [S] Classifier
measure
[NM]

Homogeneous Knn (K = 10, 20, 30,

40, 50); Gaussian (σ

= 0.25, 0.50, 0.75);

conventional

Output

degree;

PageRank

hoJaccard;

hoConfidence

LLGC (α = 0.1,

0.3, 0.5, 0.7,

0.9); GFHF

Bipartite hetero-

geneous

Conventional Output

degree;

PageRank

bipartideJaccard;

confidence

GNetMine (α =

0.1, 0.3, 0.5,

0.7, 0.9);

LPBHN

5 Results and Discussion

The experiments were carried out on each data set using all the described
PARLP configurations (Table 1). For each configuration, the PARLP approach
was applied over all the 60 objective sets to test two different strategies of simu-
lating the user’s interests: one containing scattered rules, for users that want to
explore the rule set without looking for a specific “theme”, and one containing
more similar rules, for users that have a specific area of interest. The results
were analyzed considering the mean of the 30 executions on each PARLP con-
figuration and each group of objective sets, which means that each PARLP

configuration has 2 different results: one for the randomly generated objective
sets and one for the objective sets generated based on the similarity.

Table 2 shows the best and the worst results obtained on each data set. The
first column presents the data set used to generate the rules. The second column
shows the best result obtained using the random objective sets. The third column
shows the worst result obtained using the random objective sets. The fourth
and fifth columns show, respectively, the best and worst results obtained using
the similarity objective sets. Remember that the experiments were analyzed
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based on the exploration space reduction, which means that the values on these
columns represent the percentage of rules that the user doesn’t need to explore.
For example, a 60 % exploration space reduction means that the user needs to
explore only 40 % of the rules to find all the interesting ones.

The results show that the objective sets generated by the similarity strategy
obtained better results in comparison to the random objective sets. These results
can show that an exploration guided by some “theme” or by some related topics
will result in a higher reduction than an exploration where the user explores by
selecting dissimilar rules as “Interesting”. These better results occurred because
of the label propagation algorithms, used to classify the rules, since these algo-
rithms put similar knowledge on the same class and dissimilar knowledge on
different classes. By simulating the user’s classification and selecting dissimilar
rules as “Interesting” the label propagation algorithms classify different parts of
the network as “Interesting”, increasing the number of rules that are considered
“Interesting” in comparison to the objective sets that classify only one point on
the network. Also, the best reduction was 66.49 %, which means that the user
will only have to explore about 1

3 of the entire rule set. The table also shows a
variation among the data sets, which means that the domain can contribute to
the exploration. The best data set (iris) reduced almost 50 % more in comparison
to the worst data set (breast-cancer).

As seen, Table 2 doesn’t link the results to the PARLP configurations, since
the analysis performed were based on the overall quality of the results. There-
fore, a second analysis was performed aiming to find the best PARLP configu-
rations on the rule sets. Initially, all the results (considering all the 8 data sets,
PARLP configurations and both objectives sets strategies) were divided into
20 groups considering network, network type [NT] and classifier. From these
20 groups, the 2 best results of each group were selected through a statistical
test, coming up with 40 PARLP configurations. After that, another statisti-
cal test was done, based on these 40 PARLP configurations, through Friedman
N ×N with Nemenyi as post-test, selecting the 20 best configurations. Figure 3
shows the results of the final statistical analysis. The horizontal lines show that
the PARLP configurations have no statistical difference. The configurations are
described using the following pattern: network type [NT] - network parameter

Table 2. Best and worst exploration space reductions obtained on each data set

Data set # Gen. Rules Best Rd Worst Rd Best Sim Worst Sim

balance-scale 1746 40.66% 4.81% 63.69% 29.50%

breast-cancer 1602 19.98% 5.37% 42.45% 4.56%

car 1326 15.91% 4.68% 52.64% 22.17%

ecoli 1685 28.66% 4.87% 51.57% 21.01%

habermann 1006 46.12% 9.15% 58.45% 29.72%

iris 967 51.71% 10.13% 66.49% 39.50%

tic-tac-toe 1317 37.05% 4.02% 61.88% 16.02%

zoo 1658 30.88% 4.40% 46.38% 17.13%
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(when applied) - classifier - classifier parameter (when applied) - similarity mea-
sure [S] - rank measure [NM]. The first configuration, for example, is kNN, with
k = 50, using the GFHF classifier, hoJaccard as a similarity measure and PageR-
ank as the ranking measure. It is possible to see that the kNN network, together
with the GFHF classifier, obtained the overall best results, being on 9 out of 10
best results.

Fig. 3. The statistical analysis results

6 Conclusion

This paper proposed the PARLP , an iterative and interactive post-processing
association rules approach that uses networks and label propagation algorithms
to extract interesting and non-interesting rules according to user’s knowledge.
The paper presented the PARLP structure and carried out some experiments
using a set of configurations and a user classification simulation. The obtained
results were shown and discussed according to the total reduction on the explo-
ration space, i.e., the number of rules not to be exploited by the user.

The results show that the PARLP is capable of finding a set of rules accord-
ing to the interactions made during the process, meaning that the PARLP can
be used successfully to direct the exploration of the rules according to the inter-
actions made with the algorithm, reducing the amount of rules to be explored
and directing the exploration to the rules chosen by the user interaction. This
reduction can be increased when the rules to be found by the user are more
similar, or share the same “theme”. Even on the random objective sets, that
contain more widespread rules, the obtained reductions were satisfactory. Also,
the analysis on the 20 best configurations shows that the kNN network, together
with GFHF classifier, are the most promising configuration.

As future works a further analysis on the way the rules sets are modeled
will be done aiming to find the characteristics that result on greater exploration
space reduction. This analysis will be carried out aiming to discover beforehand
which similarity measure to be used according to the rule set features. Also, the
algorithms complexity will be reduced. The actual configuration is expensive e
can not be used on larger rule sets. To solve the “theme” guided exploration,
the proposed approach will be extended to consider different user’s interests.
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