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Abstract. MapReduce is a popular cloud computing platform which
has been widely applied in large-scale data-intensive fields. However,
when dealing with computation extensive tasks, particularly, iterative
computation, frequent loading Map and Reduce processes will lead to
overhead. Resilient distributed datasets model which has been imple-
mented in Spark, is an in-memory clustering computing which can over-
come this shortcoming efficiently. In this paper, we attempt to use
resilient distributed datasets model to parallelize Differential Evolution
algorithm. A wide range of benchmark problems have been adopted to
conduct numerical experiment, and the speedup of PDE due to use of
resilient distributed datasets model is demonstrated. The results show us
that resilient distributed datasets model is a potential way to parallelize
evolutionary algorithm.
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1 Introduction

Evolutionary algorithms (EAs) have been successfully applied in solving numer-
ous optimization problems in diverse fields. Among them, Differential evolution
(DE) algorithm is a simple powerful population-based stochastic search tech-
nique, which is an efficient and effective global optimizer in the continuous field
[1]. Comparing with classical EAs such as Genetic Algorithm (GA), Evolutionary
Strategy (ES), and the Swarm Intelligence Optimization algorithm i.e. particle
swarm optimization (PSO), it has been claimed that DE exhibited an overall
excellent performance for a wide range of benchmark problems [2]. Since its
inception, DE has been applied to many real-world problems successfully [3,4].

Inspired by the great success of the classic DE, numerous variants of DE have
been developed for solving different types of optimization problems such as noisy,
constrained, and dynamic optimization problems. Recently, several enhanced DE
has been proposed to improve the performance of DE [5–7]. However, in many
engineering applications, each evaluation of the quality of solution is very time
consuming. The use of parallel computing is a remedy in reducing the computing
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time required for complex problems. Due to DE maintaining a lot of individuals
in the population, DE has an implicit parallel and distributed nature. Therefore,
several parallelization techniques of EAs have been reported [8]. Actually, a
parallel implementation of multi-population DE has been proposed with parallel
virtual machine [9]. Recently, Graphics Processing Unit (GPU) was used to
implement parallel DE [10,11]. MapReduce is a programming model which was
originally designed to simplify the development of distributed application for
large scale data processing by Google [12]. There have been several attempts at
using MapReduce model to parallelize EAs [13–16]. However, EAs are iterative
algorithms working in loops, with output of each iteration being input for next
iteration. By contrary, MapReduce is designed to run only once and produce
final outputs immediately. Thus, parallelizing EAs with MapReduce leads to
restart a MapReduce process during each generation of EAs. Frequent calling
MapReduce process will increase much overhead. Previous works have proved
that overhead decreased performance gaining from adding new nodes [16].

In this paper, a parallel implementation of DE based on resilient distributed
datasets (RDD) [17] model is proposed. RDD is a distributed memory abstrac-
tion that allows programmers to perform in-memory computations on large clus-
ters while retaining the fault tolerance of data flow models as MapReduce [19].
RDD supports iterative operations and interactive data mining. To overcome the
shortcoming of parallelized DE with MapReduce, we parallelize DE using RDD.

The remainder of the paper is organized as follows. Section 2 describes the
conventional DE. Resilient distributed datasets (RDD) model is presented in
Sect. 3. With RDD model, the parallel implementation of DE (PDE) is proposed
in Sect. 4. Comparing with DE, the performance of PDE is evaluated through
numerical experiment in Sect. 5. Finally, Sect. 6 concludes this paper.

2 Differential Evolution

DE is a heuristic approach for minimizing continuous optimization problem
which is possibly nonlinear and non-differentiable. DE maintains a population
of D-dimensional vectors and requires few control variables. It is robust, easy
to use and lends itself very well to parallel computation. The four operations,
namely initialization, mutation, crossover and selection, in classical DE [1], are
given as follows. Initialization in DE is according to Eq. (1).

xij(G) = xl
j + randj(0, 1)(xu

j − xl
j). (1)

Where G = 0, i = 1, 2, ..., NP, j = 1, 2, ...,D, xu
j denotes the upper con-

straints, and xl
j denotes the lower constraints.

After being initialized, for each target vector Xi,G, i = 1, 2, ..., NP , a mutant
vector is produced according to Eq. (2)

vi,G+1 = xr1,G + F (xr2,G − xr3,G). (2)
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where i, r1, r2, r3 ∈ {1, 2, ..., NP} are randomly chosen and have to be mutually
exclusive. And F is the scaling factor for the difference between the individual
xr2 and xr3.

In order to increase the diversity of population, DE introduces the crossover
operation to generate a trial vector which is the mixture of the target vector
and the mutation vector. In traditional DE, the uniform crossover is defined as
follows:

ui,G+1 =

⎧
⎨

⎩

vi,G+1 if rand ≤ CR or j = rand(i)

xi,G otherwise
(3)

where i = 1, 2, ..., NP, j = 1, 2, ...,D,CR ∈ [0, 1] is the crossover probability and
rand(i) ∈ (0, 1, 2, ...,D) is the randomly selected number which ensures that the
trial vector (ui,G+1) gets at least one element from the mutation vector (vi,G).

To decide which one will survive in the next generation, the target vector
(xi,G) is compared with the trial vector (ui,G+1) in terms of objective value
according to

xi,G+1 =

⎧
⎨

⎩

ui,G+1, if f(ui,G+1) < f(xi,G)

xi,G otherwise.
(4)

3 Resilient Distributed Datasets (RDD)

Cloud computing represents a pool of virtual resources for information process-
ing. High level cloud computing models like MapReduce [12] and Dryad [18]
have been widely used to process the growing big data. These computing cluster
systems are based on an acyclic data flow model which does not support for
working set. Thus the applications based on an acyclic data flow model have
to write data to disk and reload it on each iteration operation with current
systems, leading to significant overhead. RDD allow programmers to explicitly
cache working sets in memory across iteration operation, leading to substantial
speedups on future use.

3.1 RDD Abstraction

RDD provides an abstraction that supports applications with working set. RDD
not only supports data flow models, but also be capable of efficiently expressing
computations with working sets. During operation on a working set, RDD only
supports coarse-grained transformations, where a single operation can be applied
to many records. Formally, an RDD is a collection of elements partitioned across
the nodes of the cluster that can be operated on in parallel. RDDs can be
created only through two ways: (1) either by starting with an existing file in
stable storage, or (2) by an existing Scala collection in the driver program and
transforming it.
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3.2 Programming Model in Spark

Spark is the first system allowing an efficient, general purpose programming lan-
guage to be used interactively to analyze datasets on clusters [17]. In Spark,
RDDs are represented by objects, and transformations are invoked using meth-
ods on these objects. After defining one or more RDDs, transformation oper-
ations are used to transform these RDDs. Then action operations are used to
return value to driver program or export data to disk storage. The programming
model is presented in Fig. 1.

Fig. 1. RDD model in spark

3.3 RDD Operations in Spark

RDD includes mainly three types of operations: transformation operations, con-
trol operations and action operations. Transformations create a new dataset from
an existing one, and control operations can persist an RDD in memory with cache
method, in such case Spark will keep the elements around on the cluster for much
faster access the next time you query it. Action operations return a value to the
driver program after running a computation on the dataset.

4 Parallel DE

4.1 Procedure of PDE

RDD is a fault-tolerant abstraction for in-memory cluster computing. With the
transformations available in Spark, a parallel version of DE is proposed. For
many optimization problems, the evaluation of their objective function is costly.
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Thus, in our proposed PDE, we only use cluster computing to compute the
fitness values of the individuals. The Steps of the PDE is depicted as follows.

Algorithm. PDE

Input: NP; F; CR; MaxIt(Maximum number of iterations); 1: Randomly
initialize population P with NP individuals 2: Creation of RDD 3:
Evaluate the objective function value f for each individuals
in parallel way

4: gengeration=0
5: while generation < MaxIt do
6: for i=1:NP
7: Mutation operation according to Eq.(2)
8: Crossover operation according to Eq.(3)
9: Creation of RDD for mutation operation U
10: Evaluate the objective function value f for each
individuals (U) in parallel way

11: Selection operation according to Eq.(4)
12:end for
13:generation=generation+1
14: end while
Output: the best individual with smallest fitness

The core of Spark is implemented in Scala language. Thus we follow Spark
to use Scala language to implement PDE. Our example codes for evaluate the
objective function in parallel way are as follows:

val point = sc.parallelize(pop,numSlices).cache()
var popf = points.map(
p = >(p.x,getFitness(p.y,ifun+1),p.y)).collect()
In the codes, the first line is the process of creation of RDD from population

individuals denoted by pop, and the second line is the demonstration of map
transformation and collect action to conduct the evaluation of objective function
in parallel way.

4.2 Inspection of PDE

First of all, EAs spend the majority of the computational time for evaluating the
objective function values when applied to real-world applications. With RDD,
the proposed PDE distributes the objective function evaluation to predefined
partitions. Then, all individuals in PDE can be evaluated in parallel way. Con-
sequently, the proposed PDE can be regarded as an efficient program. Comparing
DE with PDE, there is no significant difference in the procedure. Therefore, PDE
can be regarded as an efficient algorithm. Furthermore, the steps of PDE can be
implemented by Scala, Java, or Python programming language. Therefore, the
proposed PDE is portable.
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5 Numerical Experiment

5.1 Benchmark Problems

In order to evaluate the performance of PDE, the benchmark problems used in
this paper are listed in Table 1. Functions f1 and f2 are unimodal, while functions
f3, f4, f5 and f6 are multimodal. In our experiment, all the benchmark problems
have D = 30 dimensional real-parameters.

Table 1. Benchmark problems

Name Expression Value Range

Sphere function f1 = D
i=1 x2

j [-100,100]

Schwefel’s Ridge
function

f2 = D
i=1(

j
k=1 xk)2 [-100,100]

Rosenbrock function f3 = D−1
j=1 (100(xj+1 − x2

j )
2 + (xj − 1)2) [-30,30]

Rastrigin function f4 = D
j=1(x

2
j − 10cos(2πxj) + 10) [-5.12,5.12]

Ackley function
f5 = −20 exp(−0.2 1

D
D
j=0 x2

j

− exp( 1
D

D
j=1 cos(2πxj))

[-32,32]

Griewank function f6 = 1
4000

D
j=1 x2

j − D
j=1 cos(

xj√
j
) + 1 [-600,600]

5.2 Experimental Results

PDE and DE are applied to the six benchmark problems. The setting of para-
meters used in PDE and DE are NP = 10 ∗ D,F = 0.5, CR = 0.9 and
MaxIT = 10000. Twenty independent runs are carried out for the two algo-
rithms in each function. In our experiment, Dell computers with 3.4 Ghz Intel
Core i7-3770 CPU and 8G of RAM are used to construct the computing cluster.
Spark1.2.0 is adopted as experimental platform. In PDE, we choose four differ-
ent numbers of partition of RDD, namely, 2, 4, 8, and 15. Table 2 shows the
objective function values of the best solutions obtained by PDE with different
partition number, and DE.

In order to evaluate the speedup of the proposed PDE effectively, we add
some delay in each objective function. The speedup metric mentioned in [19]
was used in this paper. The speedup of PDE is defined as follows:

Sm(Np) =
Tm(1)
Tm(Np)

(5)

In Eq. (5) Tm(1) denotes the execution time of DE averaged over m times
with one partition, while Tm(Np) denotes the averaged execution time of the
proposed PDE achieved with Np partitions in RDD. In this paper, m = 5.

The speedup curves achieved by the proposed PDE for the six benchmark
problems are plotted in from Figs. 2, 3, 4, 5, 6 and 7 respectively.
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Table 2. Objective function value

Function PDE DE

(2) (4) (8) (15)

f1 7.80E − 073 4.30E − 073 1.55E − 072 3.98E − 073 1.80E − 071

f2 6.48E − 014 5.92E − 014 5.36E − 014 6.61E − 014 8.43E − 012

f3 0.00E + 000 0.00E + 000 0.00E + 000 0.00E + 000 0.00E + 000

f4 9.74E + 001 1.16E + 002 1.26E + 002 1.08E + 002 1.43E + 002

f5 4.00E − 015 4.00E − 015 4.00E − 015 4.00E − 015 4.44E − 015

f6 0.00E + 000 0.00E + 000 0.00E + 000 0.00E + 000 0.00E + 000

5.3 Discussion of Experimental Results

From Table 2, there is not a significant difference between PDE, and DE in the
quality of solutions for functions f3 and f6. For the remainder two functions f1,
f2, f4 andf5, the results of PDE are slightly better than those of DE.

From the speedup carves shown in Figs. 2, 3, 4, 5, 6 and 7, we can confirm
that the speedup is larger than one in every instance. Therefore, the proposed
PDE reduces the computational time with different numbers of partitions. The
speedup achieved by PDE increases as the number of partitions increases steady

Fig. 2. Speedup by PDE on function: f1 Fig. 3. Speedup by PDE on function: f2

Fig. 4. Speedup by PDE on function: f3 Fig. 5. Speedup by PDE on function: f4
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Fig. 6. Speedup by PDE on function: f5 Fig. 7. Speedup by PDE on function: f6

until Np = 16 in all benchmark problems. The speedup will decrease when the
number of partitions is larger than 16. Spark runs one task for each partition of
the cluster. When more partitions are involved, the communication cost between
nodes will decrease the speedup. There is no significant difference in speedup
between the three maximum iterations(MaxIt) for each instance. The speedup
of PDE actually depends on the cost of evaluate the objective function. We
can expect that the proposed PDE is useful specially for solving the real-world
applications that spend the majority of the computational time for evaluating
their objective function values.

6 Conclusion

In order to utilize the cloud computing platform to parallelize DE, Spark, an
open source cloud computing platform which supports iterative computation,
was adopted. The proposed PDE was based on resilient distributed datasets
model. In our PDE, the computation of objective function was parallelized.
Therefore, we could expect the computational time was reduced by using the
proposed PDE on Spark. From the numerical experiment conducted on a vari-
ety of benchmark problems, it was confirmed that the speedup achieved by PDE
generally increased as the number of computing partitions increased under cer-
tain range.

In our future work, we need to parallelize the three operators, i.e., muta-
tion, crossover, and selection and the evaluation of objective function together.
Besides, we would like to utilize PDE with more partitions to solve expensive
problems such as CEC 2010 large scale benchmark problems [20] which need
more than two hundred hours to finish the optimization task with single com-
puter. And parallelizing other EAs with RDD is also very interesting work.
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